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Summary

Body Sensor Networks (BSNs) have been attracting intense research inter-

est over the recent years due to their potential in practical applications such as

healthcare monitoring, sports training, and interactive gaming. A BSN comprises

multiple sensor nodes and a coordinator worn on a human body. The physiological

information of the human body collected by the sensor nodes is first delivered to

the coordinator, which then forwards the information to a remote server through

a network interface for further processing. In a moderate-scale BSN deployment

scenario, the performance of a BSN may deteriorate due to a number of factors,

including handover failure and inter-user interference. In particular, a handover

is required to maintain network connectivity, when a BSN that is linked to the

backbone via a wireless network interface moves from one coverage zone to anoth-

er. Inter-user interference is incurred by simultaneous transmissions of BSNs in

the same vicinity. This thesis makes a fourfold contribution to the investigation

of handover scheme and inter-user interference in BSNs.

Firstly, we present an improved handover scheme with movement trend aware-

ness for BSNs. Handover initiation time is optimized to minimize the outage prob-

ability while the handover rate is estimated to meet the requirement. Simulation

results show that the proposed scheme reduces the outage probability by 21% as

compared with the existing hysteresis-based handover scheme under the constraint

viii



SUMMARY

of acceptable handover rate.

Secondly, we investigate the prevalence and severity level of inter-user inter-

ference in a realistic BSN deployment scenario in a hospital. The effects of multiple

factors are considered, including BSN density, traffic load, and transmission pow-

er. Simulation results show that only 68.5% of data transmission in BSNs meets

the reliability requirement even in the off-peak period.

Thirdly, we propose a lightweight and distributed inter-user interference mit-

igation (IIM) scheme. The proposed scheme takes into consideration the generic

property of low channel utilization in BSNs and enables affected BSNs to adaptive-

ly reschedule their transmission time or switch channels. Based on the detected

information from neighboring BSNs, BSNs reschedule their transmissions in a

distributed and coordinated manner, so that wireless channels can be effectively

utilized by multiple BSNs. Simulation results show that the proposed scheme im-

proves the network throughput by 18% and reduces the energy consumption by

22% as compared with the existing beacon schedule scheme.

Fourthly, we present a stochastic geometry analysis of inter-user interference

in BSNs. In the analysis, we evaluate the performance of BSNs in terms of outage

probability and spatial throughput by averaging over all potential geometrical re-

alizations for the BSN interferers. The effects of the IEEE 802.15.6 medium access

control (MAC) are considered, where multiple MAC states, either contention-free

or contention-based, coexist in the BSN application area at a given time. Based on

the analysis, the interference detection range is optimized to achieve the maximum

spatial throughput while the reliable transmission requirement is met. Moreover,

implications are provided on the design of MAC protocol for BSNs based on the

specific BSN applications.
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Chapter 1

Introduction

1.1 Background

Advances in wireless communication technologies and recent developments

in miniaturized computing devices have empowered the implementation of body

sensor networks (BSNs) [1]. BSNs provide remote and continuous health moni-

toring for users without constraining their movements, and thus serve in a wide

spectrum of applications, such as rehabilitation supervision, sports training, in-

teractive gaming, and personal information sharing [2, 3].

Fig. 1.1 illustrates the common architecture of BSNs. A BSN comprises multi-

ple sensor nodes and a coordinator worn on a human body. Sensor nodes measure

the physiological information of the BSN user (e.g., heart rate, blood pressure,

body and skin temperature, oxygen saturation, respiration rate). The sensory da-

ta is delivered to the coordinator on the body (e.g., a personal digital assistant, a

smart phone, or a micro-controller board), which then in turn displays the corre-

sponding information on a user interface or transmits the aggregated vital signs

to a remote server through a network interface for further processing [4, 5]. As

1
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BSN2BSN1 BSN3

Sensor node

Coordinator

Cloud

Medical databaseEmergency

BSN application field

Interference range

Fig. 1.1: The common architecture of BSNs.

in BSN application area, e.g., inpatient department or emergency department in

a hospital, wireless local area network (WLAN) access points (APs) are common-

ly deployed for public Internet services, a BSN always connects to an applicable

WLAN AP (as the network interface) when multiple interfaces, e.g., cellular net-

work and WLAN, may be available.

Due to the presence of the human body, BSNs have some stringent require-

ments for communication systems:

• Quality of service (QoS): QoS measures the overall performance of a

wireless network in terms of throughput, transmission delay, error rates,

bandwidth, etc [6, 7]. In BSNs, where health and motion information are

monitored in real-time, QoS requirements are strict.

• Energy efficiency: Sensor nodes in BSNs are typically battery-powered,

and difficult to charge especially for implanted sensor nodes [8]. An ener-

gy efficient communication protocol conserves energy by reducing protocol

overhead, retransmission, and collisions, and thus extends the lifetime of a

2
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BSN [9, 10].

• Heterogeneous data rate: Heterogeneous sensor nodes are employed in B-

SNs with various data rate requirements (e.g., 5 kbps for Electrocardiograph

(ECG) and Electroencephalography (EEG), and 1 kbps for temperature sen-

sor, respiratory sensor, and pulse sensor [11]). A flexible communication

system for BSNs should accommodate the traffic with heterogeneous data

rate requirement.

1.2 Motivation

In a moderate-scale BSN deployment scenario, the performance of a BSN may

deteriorate due to a number of factors, including data packet collisions among

sensor nodes in a BSN, dynamic channel condition, network connectivity failure,

and inter-user interference. As extensive works have been done on the first two

issues in the recent years [12–14], we focus on the network connectivity issue

(handover scheme) and inter-user interference in BSNs in this thesis. In particular,

we first conduct a preliminary study on and propose a handover scheme, and then

perform an in-depth investigation on inter-user interference and its mitigation in

BSNs.

1.2.1 Handover scheme

When a BSN that is linked to Internet via a WLAN AP moves from one

coverage zone to another, a handover is required to maintain network connec-

tivity. Handover schemes have been widely studied in wireless networks where

received signal strength indicator (RSSI) is utilized as a common metric. How-

ever, fluctuations of RSSI associated with shadow fading and multipath fading

3
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cause a call to be repeatedly handed over between neighboring APs, increasing

handover rate (consuming additional network resources). To reduce the handover

rate, several location-based handover schemes have been proposed using timers

or hysteresis [15, 16]. Lin et al. [15] proposed a handover scheme based on the

estimated location and velocity of mobile station to identify correlation among

shadowing components, so that the number of unnecessary handover is reduced

under the constraint of acceptable outage probability. Inzerilli et al. [16] pro-

posed a location-based vertical handover scheme, where handover is carried out

by following a goodput estimation phase in order to maximize goodput and limit

the unnecessary handover. Note that handover performance is not only related

with the current location of a mobile station but also with the movement trend

(movement pattern, direction, and velocity) of the mobile station [17]. Mechaelis

et al. [18] utilized mobility prediction technologies to aid and prepare for handover

in advance. The prediction is based on statistical data gained from the observation

of movement across multiple cells. However, as a BSN is a small-scale network

(in terms of both its network size and its mobility area), the mobility prediction

in [18] is inaccurate and thus inapplicable in BSNs.

BSNs have some specific characteristics which provide potentials to improve

the mobility prediction and aid the handover decision accordingly. In particular,

BSNs typically move within a relatively constrained area, e.g., an inpatient or

emergency department in hospital, and the movement trend of a BSN highly

depends on the spatial deployment of the BSN application area as well as the

personal habits of the BSN user. With this movement trend, the handover decision

can be made more intelligently in a relatively long term. In this thesis, we proposed

an improved handover scheme with movement trend awareness for BSNs.

4
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1.2.2 Inter-user interference

Inter-user interference is incurred by simultaneous transmissions of BSNs in

the same vicinity [19–21]. Natarajan et al. [22] highlighted the existence of inter-

user interference, and found that such interference reduces packet delivery rate

by 35% in the presence of eight or more interfering BSNs. Such a situation is

aggravated when more BSN applications are deployed. The existing interference

mitigation methods designed for other networks are not well suited to BSNs due

to the following reasons:

First, the BSN communication has stringent requirements (as aforementioned)

such as reliability and energy efficiency in healthcare applications. The commonly

used contention-based carrier sense multiple access with collision avoidance (CS-

MA/CA) method [23] may not be able to satisfy the communication requirement

of BSNs due to its unreliable clear channel assessment, traffic correlation, and

severe collisions [24].

Second, exchange of messages exists only within the cluster of sensor nodes

in a BSN and there is no message exchanges among BSNs. Without inter-BSN

communication, it is challenging for BSNs to collect the surrounding information

and take actions in a coordinated manner to reduce interference. For example, the

mesh election algorithm effectively avoids collisions in the IEEE 802.16 wireless

mesh network [25, 26] by using the neighborhood information obtained by inter-

device coordination. However, such coordination is inapplicable in BSNs.

Third, BSNs are usually mobile which differentiates them from most other

wireless sensor networks (WSNs) [27–29]. In WSNs, inter-cluster interference can

be minimized by a self-organizing medium access control (MAC) allocation scheme

based on the feedback derived from collisions experienced by the local nodes with-

in a cluster [30]. This method is difficult to apply in BSNs, as the delay for the
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feedback becomes intolerable when mobility is involved. Another similar exam-

ple is the cluster scheduling and collision avoidance problem in IEEE 802.15.4

beacon-enabled cluster-tree WSNs [31], in which beacons from different clusters

are assigned to transmit in their dedicated time slots using a time division method.

However, a static and predefined deployment of wireless nodes is assumed, making

it inapplicable in dynamic mobile BSN scenarios.

The above mentioned challenges motivate us to design a lightweight and dis-

tributed inter-user interference mitigation (IIM) scheme explicitly for BSNs. To-

wards this goal, first we study the prevalence and severity of the inter-user inter-

ference in a realistic BSN deployment scenario. Then we propose an IIM scheme,

which takes into consideration the generic property of low channel utilization in

BSNs and enables BSNs to adaptively reschedule their transmission time or chan-

nel if interference occurs. Finally, we present a stochastic geometry analysis of

the inter-user interference to evaluate the performance of BSNs and optimize the

general parameter such as interference detection range. This interference analysis

is necessary and of significance, because the IEEE 802.15.6 MAC is a hybrid MAC

protocol where BSNs may be at either contention-based or contention-free state at

a given time in the absence of global synchronization, such MAC operations will

incur more complex geometry distribution of the interferers compared to usual

wireless networks with a single MAC operation [32–36].

1.3 The main contributions of the thesis

The main contributions of this thesis are as follows.

First, we propose an improved handover scheme with movement trend aware-

ness for BSNs. The proposed scheme predicts the future position of a BSN user
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using the movement trend extracted from its historical position, and adjusts the

handover decision accordingly. Handover initiation time is optimized when the

unnecessary handover rate is estimated to meet the requirement and the out-

age probability is minimized. Simulation results show that the proposed scheme

reduces the outage probability by 21% as compared with the existing hysteresis-

based handover scheme under the constraint of acceptable handover rate.

Second, we evaluate the performance of BSNs in the presence of inter-user

interference in a realistic moderate-scale deployment case in hospital. Our study

considers multiple factors that affect the BSN performance, including BSN densi-

ty, traffic load, and transmission power. Simulation results show that with 20%

duty cycle, only 68.5% of data transmission can achieve the targeted reliability

requirement even in the off-peak period.

Third, we design a lightweight and distributed IIM scheme explicitly for B-

SNs. We take into consideration the generic property of low channel utilization in

BSNs and enable BSNs to adaptively reschedule their transmission time or channel

if interference occurs. It includes dynamic detection of inter-user interference, col-

lection of neighboring information, and rescheduling of transmission accordingly.

The proposed scheme is reservation-based, while the benefits of reservation-based

and contention-based schemes are combined to reduce the rescheduling cost. Then,

we conduct extensive performance evaluation through simulations and prove that

the proposed scheme significantly improves throughput and energy consumption,

as spectrum utilization is improved by rescheduling the transmissions of multiple

BSNs on the same channel for the low loading BSN scenarios.

Fourth, we present a stochastic geometry analysis of the inter-user interfer-

ence in IEEE 802.15.6 BSNs. The analysis evaluates the performance of BSNs

in terms of outage probability and spatial throughput by averaging over all po-
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tential geometrical realizations for the BSN interferers. Compared to the existing

stochastic geometry analysis [37–39], we relax the assumptions that each node in

the network follows the same MAC protocol at a given time. In our study, al-

though all the BSNs employ the hybrid MAC structure defined in IEEE 802.15.6,

BSNs may be at either contention-based or contention-free state at a given time

in the absence of global synchronization. Based on the analysis, the interference

detection range is optimized to achieve the maximum spatial throughput while the

reliable transmission requirement is met. Moreover, implications are provided on

the design of MAC for BSNs depending on the specific BSN applications. Finally,

we conduct extensive simulations to validate the analysis.

1.4 Organization of the thesis

The remainder of the thesis is organized as follows. Chapter 2 summarizes

the works related to this thesis. In Chapter 3, we propose an optimized han-

dover scheme with movement trend awareness for BSNs. Chapter 4 studies the

prevalence and severity of inter-user interference in a realistic BSN deployment s-

cenario. In Chapter 5, we propose a lightweight and distributed mitigation scheme

for inter-user interference in BSNs, with simulation verifications. In Chapter 6, we

develop a stochastic geometry analysis of inter-user interference in BSNs. Chap-

ter 7 contains a summary and suggestions for future research in this direction.
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Chapter 2

Related Works

In this chapter, we first give a brief overview of the communication technolo-

gies in BSNs, then review the related works on handover schemes, and finally

classify the related works on inter-user interference in BSNs into two categories,

namely interference mitigation and interference analysis.

2.1 Communication technologies

In BSNs, a communication technology needs to meet the stringent require-

ment of BSNs (QoS, energy efficiency, scalability for heterogeneous data rate)

considering the specific characteristics of BSNs. The applicable technologies in-

clude Bluetooth, IEEE 802.15.4 and IEEE 802.15.6 [40–42].

Bluetooth is a wireless technology standard for exchanging data over short

distances between mobile devices. It works in the industrial, scientific and medical

(ISM) radio bands from 2.4 to 2.485 GHz. In order to alleviate interference from

other technologies which also work in this band such as Wi-Fi and ZigBee, Blue-

tooth uses frequency-hopping spread spectrum. Frequency hopping is to transmit
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each packet on one of the 79 channels, and change channel after each transmis-

sion. Bluetooth adopts master-slave topology, supporting up to seven slaves. The

number of slaves can be expanded by scatternets. However, very few actual im-

plementations of scatternets have been done due to limitations of Bluetooth and

the MAC address protocol. Moreover, Bluetooth does not support various traf-

fic priorities, such as on-demand traffic, normal traffic, and emergency traffic in

healthcare applications [43–45].

IEEE 802.15.4 is currently the most widely used radio standard in BSNs for its

very low power consumption and cost [46–49]. ZigBee is based on IEEE 802.15.4.

Compared with other short range communication technologies (e.g. Bluetooth,

Wi-Fi), ZigBee has the least protocol complexity and wake-from-sleep time. More-

over, it provides several power options depending on the specific applications (from

-25 dBm to 0 dBm), and it supports mesh network configurations. The only

drawback is that ZigBee supports a data rate of up to 250 kbps, which may be

insufficient for some BSN applications.

IEEE 802.15.6 working group has been formed to develop a standard for

short-range, wireless communication in body area network (referred to as body

sensor network in this thesis) [50, 51]. It supports QoS, low power, and data rates

up to 10 Mbps. This standard considers effects on antennas in the presence of a

human body (varying with male, female, thin, fat, etc.), radiation pattern shaping

to minimize specific absorption of the human body, and changes in characteristics

due to the BSN user motions. It defines a MAC layer that supports several physi-

cal layers, such as 2.4 GHz ISM Narrowband, ultra-wideband (UWB), and human

body communications layers. Compared with IEEE 802.15.4, IEEE 802.15.6 re-

quires a shorter communication range, and larger data rate, in order to safe more

power cost, and enables support various applications.
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Note that in this subsection we refer to the communication technology in

intra-BSN communication, i.e., the communication between the sensor nodes and

the corresponding coordinator in a BSN. For inter-BSN communication, i.e., the

communication between the coordinator and the network interface, we consider

WLAN in this thesis for low cost.

2.2 Handover scheme

Handover is the process of transferring an ongoing data transmission from one

attachment point to another. There are two parameters associated with a han-

dover decision: handover rate and outage probability. The higher the handover

rate, the more network resources would be consumed to reroute the communi-

cation from one interface to another. However, when the handover rate is low,

handover may not be performed promptly, causing signal to interference noise

ratio (SINR) fall below a threshold (referred to as outage) [52, 53]. Finding the

optimum handover initiation time means finding the optimum trade-off between

outage probability and handover rate. BSNs have stringent requirements on out-

age probability and unnecessary handover rate.

RSSI is the most widely used metric in handover schemes because it is easy to

measure and closely relates to the service quality [52, 53]. The RSSI from the serv-

ing network interface is compared with that from a target base station, and deci-

sions are made using a constant margin. However, fluctuations of RSSI associated

with shadow fading and multipath fading incur unnecessary handover, consuming

additional energy [54, 55]. To suppress the unnecessary handover in RSSI-based

handover, several location-based handover algorithms have been proposed [56–58].

Most studies assume that the location of the mobile can be determined using the
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global positioning system (GPS), but GPS does not fit well in indoor environ-

ments where BSNs are commonly deployed [56]. Non-GPS-based solutions for

indoor localization have been developed using RSSI-based WLAN localization or

sensor-based tracking. The WLAN RSSI-based tracking schemes [59–62] estimate

the distance between the target and reference points using the path loss function

between RSSI and distance. Unfortunately, in indoor environments, the wireless

channel is very noisy and the radio frequency signal may suffer from reflection,

diffraction and multipath fading, and thus the RSSI is a complex function of

distance. To overcome this problem, WLAN fingerprinting schemes use a priori

radio map to capture the RSSI of each AP in the area of interest and live RSSI

values are then compared to the radio map to find the closest match [57]. The

major drawback is the need for dense training coverage and poor extrapolation

to areas not covered during training. Another alternative indoor localization is

inertial sensor-based kinematic tracking, which adopts kinematic relationship to

estimate pedestrian localization [63]. But kinematic tracking is subject to accu-

mulated measurement errors and calibration error. When the inertial sensor is

used in a position tracking system, it becomes the source of unbounded error of

position. There are methods on dealing with the growth in acceleration uncer-

tainty, such as zero-velocity updates (ZVUs) [63]. Jin et al. [64, 65] proposed

a robust dead-reckoning pedestrian tracking system with low cost sensors. The

proposed method exploits the fact that, multiple dead-reckoning systems, carried

by the same pedestrian, have stable relative displacements with respect to each

other. Radio frequency identification (RFID) based tracking is another method

proposed to track the tag on the object using RFID readers pre-deployed in the

application area [66]. Cooperative and fuzzy localization schemes have been de-

veloped recently to combine the benefits of the RSSI-based scheme, inertial sensor
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based scheme and RFID-based scheme [67–69]. In our work, we compensate the

differences of the kinematic tracking and the WLAN RSSI-based tracking to get

relatively accurate position estimation of a BSN user. Note that the objective of

our research is to exploits the indoor localization provides historical trajectory to

aid handover decision instead of developing novel localization system.

Note that handover performance is not only related with the current loca-

tion of a mobile station but also with the movement trend (movement pattern,

direction, and velocity) of the mobile station [70]. Almulla et al. [62] proposed a

fast location-based handover scheme for IEEE 802.11 networks. With the position

and movement direction of a mobile station and the location information of the

surrounding APs, the most possible visiting APs are predicted and prioritized so

that time can be saved for scanning channels. Mechaelis et al. [18] utilized mo-

bility prediction technologies to aid and prepare for handover in advance. The

prediction is based on statistical data gained from the observation of movement

across multiple cells. In small-scale BSNs (in terms of both its network size and

its mobility area), more accurate movement trend prediction is required to aid

handover decision. BSNs have some specific characteristics which provide poten-

tials to improve mobility prediction and aid handover decision accordingly. In

particular, BSNs typically move within a relatively constraint area, e.g., inpatient

or emergency department of a hospital, and thus the movement trend of a BSN

highly depends on the spatial deployment of the BSN application area as well

as the personal habits of the BSN user [71]. For example, a patient may always

turn right at the corridor to the consultation room in a specific scenario. With

this movement trend, the handover decision can be made more intelligently in a

relatively long term. In this thesis, we proposed an improved handover scheme

with movement trend awareness for BSNs.
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2.3 Inter-user interference

2.3.1 Interference mitigation

The existing interference mitigation schemes for BSNs mainly fall into several

categories: channel hopping, power control, and beacon shifting.

In IEEE 802.15.6, one of the mechanisms for mitigating inter-user interference

in BSNs is channel hopping [50]. The coordinator of a BSN changes its operat-

ing channel in the operating frequency band periodically by including the current

channel hopping state and next channel hop fields in its beacons. A BSN should

choose a channel hopping sequence different from that of its neighboring BSNs.

The drawback of channel hopping is that collisions cannot be effectively allevi-

ated within a limited hopping bandwidth regardless of the delay and the energy

consumption. Sergio et al. [72] proposed a channel hopping approach, where each

BSN is assigned a different frequency channel at the network initialization phase.

This approach allows monitoring as many patients as available channels, but ra-

dio channels are hard to be reused in a dynamic way. To increase the number

of monitored BSNs and enable them to move freely, an alternative approach is to

allocate channels dynamically in small-scale deployments of BSNs. Silva et al. [73]

developed an infrastructure-based scheme, where BSNs are reallocated channels

by a fixed infrastructure when they move into the radio range of each other. This

scheme reduces interference effectively if the number of congregated BSNs within

the interference range is fewer than the number of available channels. However,

besides the infrastructure cost, this approach leads to frequent channel switching,

which incurs much overhead and is thus unsuitable for occasional and short-term

interference.

Power control is another approach to reduce the interference in multi-user
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environments [74–78]. Kim et al. [76] proposed a decentralized power control al-

gorithm based on the received signal interference. The transmit power is so deter-

mined that the transmitter can sustain a high data rate, while keeping the adverse

interference effect on the other neighboring concurrent transmissions minimal. Wu

et al. [75] proposed a power control approach for interference mitigation, where

each BSN measures the interference from other BSNs and then selects a suitable

channel and transmission power by utilizing non-cooperative game theory and a

no regret learning algorithm. A major drawback of this method is the long iter-

ation period (more than 20 iterations) to reach the optimal point. As such, the

utilized channels and transmission powers may be changed frequently during the

long computing period which makes the system unstable. Moreover, considering

the specific characteristics of BSNs, Zhang et al. [77] developed a power control

game based on the social interaction information to maximize the system’s utility

while minimize the energy consumption of BSNs. Power control improves spatial

utilization of channels, but it may compromise transmission performance with a

reduced transmission power [78]. Because of the simple structure of a BSN and

the concern for energy conservation, power control is infeasible for BSNs.

In healthcare applications, the channel utilization of a BSN is usually low for

energy conservation [9, 10]. In IEEE 802.15.6 [79], the coordinator of a BSN may

transmit its beacons at different time offsets relative to the start of the beacon pe-

riods by including a beacon shifting sequence field in its beacons [80, 81]. However,

it is challenging to keep a beacon shifting sequence mechanism in the mobile BSN

scenario. Kim et al. [82] proposed a distributed flexible beacon schedule scheme

to reduce the interference. By employing carrier sensing before each beacon trans-

mission, collisions can be avoided if other BSNs attempt to access the channel

at the same time. This scheme consumes additional energy in the channel access
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as multiple carrier sensing iterations are possibly conducted before each beacon

transmission. Considering the periodic data characteristics in most BSN applica-

tions, a reservation-based scheme outperforms a contention-based scheme in terms

of energy conservation and throughput enhancement, because overhead and col-

lisions are significantly reduced in the reservation-based approach. As such, our

proposed IIM scheme utilizes the reservation-based approach, where reservations

are made dynamically based on the information acquired from channel listening.

Incorporated with channel switching, IIM can be used in many application sce-

narios with both light and heavy loads.

2.3.2 Interference analysis

Interference analysis is beneficial for interference mitigation and network man-

agement. The interference at the intended receiver is determined by a number of

stochastic processes including the random spatial distribution of interferers, shad-

owing, and fading [83]. In a wireless network with many concurrent transmissions,

characterizing the geometry and relevant placement of the interferers is of signif-

icance for the interference analysis. Typically, multiple topologies of interferers

are assumed for the interference analysis, e.g. hexagonal lattice, regular lattice

etc. [76, 84–86]. Wang et al. [87] investigated the inter-user interference by char-

acterizing the distance between any two sensor nodes from different BSNs using

the advanced geometrical probability approach. A hexagonal lattice is assumed to

model the spatial locations of BSNs for the densest packing scenario [87]. Howev-

er, for BSNs, it is impractical to assume typical topologies nor the densest packing

topology, as BSN users move around without constraints.

Stochastic geometry provides a natural way of describing the interferer place-

ment, by averaging over all potential geometrical realizations for the interferers.
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It assumes interferers are placed according to some probability distribution, e.g. a

Poisson point process[88–91]. Using the notions from point process theory, percola-

tion theory, and probabilistic combinatory, wireless networks are analyzed in terms

of the connectivity, the capacity, the outage probability and other fundamental

limits. The reader is referred to [92] for a comprehensive survey. The MAC proto-

col affects the stochastic geometry analysis by determining which nodes transmit

at a given time. In [37], an Aloha-type MAC mechanism for large mobile, multi-

hop, wireless networks was defined and analyzed to find a compromise between the

spatial density of communications and the range of each transmission. Andrew

et al. [93] proposed a tractable approach to determine the coverage and rate for

Aloha-based downlink transmissions in cellular networks and considered an addi-

tional dimension of randomness by assuming the base stations are distributed as

a Poisson point process and a node always transmits to the nearest base station.

Nguyen et al. [39] modeled the interferences under CSMA/CA in dense 802.11 net-

works using a Matern point process [94, 95] such that the distance between any

two selected nodes is larger than a carrier sense range. Gong et al. [38] studied

the effects of mobility on the interference statistics in random networks by incor-

porating the distance variations of mobile nodes to the channel gain fluctuations.

According to [38], for a uniform mobility model (e.g. random walk, discrete-time

Brownian motion), the mobile network can be treated as a correlated realization of

a static network. Hence the existing results of the interference in static networks

also apply to the uniformly mobile networks [96, 97].

The existing stochastic geometry analysis cannot be applied in BSNs directly

due to the following reasons. (1) In IEEE 802.15.6, where a hybrid MAC pro-

tocol consisting of both contention-based and contention-free MAC mechanisms

is employed, the geometry distribution of the interferers is more complex (when
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compared to a traditional wireless network with a single MAC protocol). In par-

ticular, a contention-based BSN would block the transmissions of its neighboring

BSNs within a carrier sense range, while the contention-free BSNs may transmit

simultaneously in the same vicinity. (2) Due to the presence of the human body,

the transmissions within a BSN follows a different channel model from that of the

transmission between interfering BSNs. These challenges motivate us to perform a

stochastic geometry analysis of the inter-user interference in IEEE 802.15.6 BSNs.
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Chapter 3

An Improved Handover Scheme

with Movement Trend Awareness

for BSNs

This chapter presents an optimized handover scheme with movement trend

awareness for BSNs. The proposed scheme predicts the future position of a BSN

user using the movement trend extracted from its historical position, and adjusts

the handover decision accordingly. Handover initiation time is optimized to min-

imize the outage probability while the handover rate is estimated to meet the

requirement. Simulation results show that the proposed scheme reduces the out-

age probability by 21% as compared with the existing hysteresis-based handover

scheme under the constraint of acceptable handover rate.
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3.1 Network model

In a BSN, there is a single coordinator and multiple sensor nodes. The phys-

iological sensor information collected by sensor nodes is first delivered to a coor-

dinator worn on the body, which then forwards the information to the concerned

agents via a WLAN AP (see Fig. 1.1).

Each BSN is typically equipped with inertial sensors such as accelerator, gy-

roscope, and magnetometer for healthcare applications. Based on the data accu-

mulated by inertial sensors1, the position of the BSN user can be estimated using

its last know kinematic state (position, velocity, acceleration) following kinematic

relationships [59]. In a moderate-scale BSN deployment scenario, multiple WLAN

APs are commonly deployed with overlapping coverage within the area of interest.

A BSN measures the RSSI from these APs, and calculates the distances by the

path loss model. A typical example of WLAN based tracking includes the Horus

WLAN location determination system [60].

In this study, we compensate for the differences of the two tracking schemes

(i.e., kinematic tracking and WLAN RSSI-based tracking) and fuse them to get a

more accurate position prediction.

3.2 Proposed handover scheme

The proposed handover scheme has the following modules: (1) position track-

ing, (2) position prediction, and (3) handover decision accordingly. In this section,

we first give an overview of the proposed handover scheme and then provide details

of the three component modules.

1The raw data from the accelerators is first filtered with a low-pass filter, and then decoupled
with the gravity obtained from the readings of gyroscopes and magnetometers. For details please
refer to [98, 99].
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3.2.1 Overview of the proposed handover scheme

The proposed handover scheme comprises the following steps:

Step 1 (Position tracking): Position tracking (see subsection 3.2.2) is initi-

ated when RSSI from the current AP decreases significantly (falls below a certain

threshold).

Step 2 (Position prediction): When the BSN crosses the AP boundary (RSSI

from the current AP equals to that from the target AP), position prediction (see

subsection 3.2.3) is performed.

Step 3 (Handover decision): Based on the position prediction, the coordina-

tor of the BSN executes the handover decision (see subsection 3.2.4) to determine

the handover initiation time.

Step 4 (Handover initiation): Handover is performed at the handover initi-

ation time when the actual position of the BSN is within an acceptable deviation

range from the predicted position. Otherwise, handover is performed immediately.

AP boundary is defined as the line whose points have the same distance to the

current AP and to the target AP. The overall flow chart of our proposed approach

is shown as Fig. 3.1.

3.2.2 Position tracking

In Step 1 of the workflow described in subsection 3.2.1, the position track-

ing is executed when the RSSI from the current AP decreases significantly. The

position of the BSN user is obtained by fusion of the inertial sensor-based kine-

matic tracking scheme and the WLAN RSSI-based tracking scheme. A Kalman

filter [100] is used as the fusion tool to compensate for the differences of the two

tracking schemes and improve the positioning accuracy.

The state vector of the Kalman filter is expressed as Xk = [sk, vk, ak]
T ,
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Fig. 3.1: Flow chart of the proposed handover scheme.

where sk, vk, ak are the target position, velocity, and acceleration at time k re-

spectively. Each of them is a two-dimensional vector along x-axis and y-axis, i.e.

sk = [sxk, s
y
k]

T , vk = [vxk , v
y
k ]

T , ak = [axk, a
y
k]

T . The system state transition function

of the Kalman filter can be expressed as

Xk = FkXk−1 + wk, (3.1)

where Fk is the state transition matrix and wk is the process noise. In the Wiener-

process acceleration model (WPAM) [101], where the acceleration is a Wiener
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process, Fk = [1, T, T 2/2; 0, 1, T ; 0, 0, 1]. This system state transition function

performs the kinematic tracking.

In the measurement vector zk = [sk, ak]
T , sk is obtained by WLAN RSSI-

based Horus system [60], while ak is calculated based on readings from the inertial

sensors [98]. The observation equation is

zk = HkXk + nk, (3.2)

where Hk is the observation matrix and nk is the measurement noise that is de-

termined empirically.

From the output of the Kalman filter, a relatively accurate trajectory of the

BSN user sk and the real-time velocity information vk are obtained, which are to

be utilized in position prediction.

3.2.3 Position prediction

In Step 2 of the workflow described in subsection 3.2.1, the position predic-

tion is performed when the BSN crosses the AP boundary. Note that the future

trajectory of a BSN would possibly follow a similar movement trend with its his-

torical trajectory. In this study, we utilize the average velocity v over the last N

time slots of the historical trajectory as the movement trend.

To model the future positions, we make the following assumptions:

• The future trajectory of a BSN follows the WPAN model [101];

• The future trajectory starts with the velocity of v;

• The future acceleration ai follows a white Gaussian distribution, i.e., ai ∼

N(0, σ2
a), where σ

2
a is extracted from the historical trajectory by taking their

variances, i.e., σ2
a = var[ak−1, ak−2, ..., ak−N ].
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Assume k is the current time index. The movement trend v is obtained by

averaging over the historical velocities [vk−1, vk−2, ..., vk−N ],

v =
vk−1 + vk−2 + ...+ vk−N

N
, k > N. (3.3)

We predict the future position si, k < i ≤ k + τ , where τ is the tolerable

prediction period, as follows:

vi =


v̄, i = k

vi−1 + aiT , k < i ≤ k + τ

(3.4)

si = sk +
i∑

j=k

(
vj−1 + vj

2

)
T = sk + (i− k)T v̄ +

i∑
j=k

T

[
(i− j) + 1

2

]
aj (3.5)

ŝi = E [si] = sk + (i− k)T v̄. (3.6)

In Eqn. (3.4), the future velocity vi is predicted based on v̄ and the historical

acceleration ai. In Eqn. (3.5), the future position si is obtained based on the

current position sk, movement trend v̄, and trajectory-based acceleration aj. As

can be seen from Eqn. (3.5), si also follows a Gaussian distribution with a mean of

ŝi and an accumulated variance (as ai is assumed to follow Gaussian distribution).

Note that the prediction position ŝi is proportional to the movement trend v (see

Eqn. (3.6). This makes sense as v carries the prediction information by indicating

both the movement trend and average speed in our scheme.

Fig. 3.2 depicts the procedure of the position prediction. As can be seen,

curve AB is the historical trajectory of the BSN. When the BSN crosses the AP

boundary at point B (also denoted as sk), the position prediction is performed,
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Fig. 3.2: Position prediction.

and ŝk, ŝk+1, and ŝk+2 are the predicted positions in the time index k, (k+1), and

(k + 2) respectively.

3.2.4 Handover decision

Confidence probability

The confidence probability Prcon(i) is defined as the probability that a BSN

actually enters the coverage of the target AP at time index i, given that the

BSN being predicted to be within the coverage of the target AP. As such, the

unnecessary handover probability, which is the probability that the BSN would be

back to the previous AP at the time index i, can be expressed as (1− Prcon(i)).

To calculate Prcon(i), we map the predicted position si along the orthogonal

direction of the AP boundary (as only the orthogonal factors contribute to the

handover decision). Denote the orthogonal mean and standard deviation of si as

∆s̃i and σ̃i respectively. The confidence probability is expressed as

Prcon(i) = 1−Q
(
∆s̃i
σ̃i

)
, (3.7)
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where Q(·) is the complementary distribution function of the standard Gaus-

sian [102].

Let P be the mapping vector that is orthogonal to the AP boundary. ∆s̃i

and σ̃i are calculated as follows:

∆s̃i = (ŝi − sk)P = (i− k)T v̄P, (3.8)

σ̃2
i = E[P T (si − E[si])2P ] = P Tσ2

sk
P +

(i− k)2T 2

4
P Tσ2

aP, (3.9)

where σ2
sk

is the uncertainty of the current point sk.

As can be observed in Eqn. (3.7), ∆s̃i/σ̃i increases with i, thus Prcon(i) also

increases with i. It means that the farther the user’s predicted position is from the

boundary of the serving AP, the higher the probability that the user is actually

within the coverage of the target AP.

In Fig. 3.3, Prcon(i) is the shadow part under the probability density function

(PDF) of si at the target AP (AP2 in this case) side. Prcon(k + 1), Prcon(k + 2),

Prcon(k + 3) are the confidence probabilities at the time index k, (k + 1), and

(k + 2) respectively.

Handover initiation

Based on the confidence probability, we determine the optimized handover

initiation time. The higher the handover rate, the more network resources would

be consumed to reroute the communication. However, when the handover rate

is low, handover may not be performed promptly resulting in outage. Thus the

determination of handover time should meet the unnecessary handover probability

requirement and the outage probability requirement concurrently.
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A handover from AP1 to AP2 occurs at time index i when the following two

criteria are satisfied,

Criterion 1: 1− Prcon(i) ≤ ξ (3.10)

Criterion 2: Prout(i) ≤ θ (3.11)

where ξ is the required unnecessary handover rate, Prout is the outage probability,

and θ is the target outage probability. Outage occurs when SINR falls below a

certain threshold, and Prout can be calculated by the RSSI of the current AP

given the noise power is known and the interference is negligible. Criterion 1 is to

ensure the unnecessary handover rate requirement, while Criterion 2 is to ensure

the outage probability requirement.

Fig. 3.4 depicts the performance gain achieved by the proposed handover

scheme along the orthogonal direction to the AP boundary. ŝi,min is the point

where criterion 1 is met, ŝi,max is the point where criterion 2 is met. Thus any

iopt ∈ [imin, imax] satisfies the two criteria concurrently. If iopt is chosen closer to
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Fig. 3.4: Performance gain.

imin, the outage probability could be further reduced, which is shown as outage

gain. Conversely, if iopt is closer to imax, the handover rate could be further

reduced, which is shown as handover rate gain. As outage is crucial for BSNs, we

choose the point iopt = imin as the optimal handover initiation time. At iopt, the

unnecessary handover rate is estimated to meet the requirement and the outage

probability is minimized.

3.3 Simulation results

We implemented the proposed handover scheme in the Matlab 7.0 simula-

tor [103]. The performance of the proposed handover is compared with the basic

scheme and the hysteresis-based handover. The basic scheme [53] performs han-

dover once the BSN crosses the AP boundary, while the hysteresis-based handover

performs handover when the hysteresis requirement being met.

3.3.1 Simulation settings

The BSN deployment area is covered by a WLAN, commonly based on an

IEEE 802.11a/b/g/n network. We assume that APs of the WLAN follow a tradi-

tional hexagonal layout, and the coverage radius of each AP is 50 meters. BSNs

move inside the BSN deployment area following a Gauss-Markov mobility mod-

el [104]. The pedestrian characteristics of each BSN user are set according to [105].
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The sensor radio of a BSN has a 250 Kbps data rate and outage SINR of -10 dB.

To remove the effect of differing initial conditions on the performance, we run the

simulation fifty times with different initial BSN positions and then calculate the

average results. In the simulation, the position of a BSN is predicted through

the experimental results from the WLAN RSSI-based Horus system [60] and in-

ertial sensor-based kinematic tracking [63]. In the simulation, we incorporate the

acceleration with measurement noise to represent the inertial sensor-based kine-

matic tracking, ignoring the pre-processing from the readings of accelerometer and

magnetometer. When utilize the acceleration information, the drift error of in-

ertial sensors is compromised at run-time with the fingerprint-based RSSI-based

localization using a Kalman filter.

We first study the effects of the localization accuracy on the handover per-

formance. Then the proposed handover scheme is considered in two scenarios: a

BSN deployment scenario without constructive constraints and a realistic BSN

deployment scenario with constructive constraints.

3.3.2 Simulation results

The effects of the localization accuracy

Fig. 3.5 compares the CDF of location errors using the proposed tracking

scheme and that using the WLAN RSSI-based tracking. As expected, the po-

sitioning accuracy achieves significant improvement by fusion of the kinematic

tracking and WLAN RSSI-based tracking. In particular, 90% of the location er-

rors are within 2.5 meters, while that of RSSI-based tracking stays within 3.5

meters.

Table 3.1 investigates the the performance of the proposed handover scheme

over various localization errors. The number of drop calls is recorded among the 50
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Fig. 3.5: CDF of location errors using Kalman filter tracking and RSSI-based tracking

Table 3.1: Handover rate and outage times over various localization errors.

Location Error (m) Handover Rate Drop Call Times 

0.82 0.7532 15 

1.21 0.7845 16 

1.62 0.7947 15 

2.01 0.8062 17 

trials. It can be seen that within the tolerable error range the proposed handover

performance changes slightly with location errors. This is because the proposed

scheme is mainly based on the movement trend and user profile, which is extracted

from a large volume of historical data.

Simulation results in the case without constructive constraint

In this part, we consider the BSN deployment scenario without constructive

constraints, where BSNs move inside an area of 100X100 square meters. The
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handover performance is investigated under different hysteresis margins. For the

proposed handover method, the hysteresis margin refers to the distance between

the APs boundary and the position where the outage requirement is met. By

changing the hysteresis margin, the outage requirement is also changed. The

results are shown in Figs. 3.6 and 3.7.

Fig. 3.6 presents the handover rate, i.e., the actual number of handovers per-

formed using the three schemes normalized by the number of handovers using

the basic scheme. As expected, the handover rate of the hysteresis-based scheme

decreases when the hysteresis margin gets larger, as it is harder to meet the han-

dover requirement. For the proposed scheme, the handover rate also decreases

and remains similar to that of the hysteresis-based scheme when the hysteresis

margin is relatively small. It can be explained by the increasing chance to meet

the confidence requirement (Criterion 1) when the hysteresis margin increases,

and thus there is a trend of decreasing the handover rate by avoiding unnecessary

handover. When the hysteresis margin gets larger, there is enough space for the
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Fig. 3.6: Handover rate in the BSN deployment scenario without constructive constraints.
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confidence requirement (Criterion 1) to be met and the handover rate remains

stable as shown in Fig. 3.6 since most of the unnecessary handovers have been

alleviated.

Fig. 3.7 shows the comparison of the outage times versus the hysteresis mar-

gin. Outage times are counted for the 1000 iterations. It is observed that the

outage times of the basic scheme are lower than the other two approaches. How-

ever, it is at the expense of much higher handover rate as shown in Fig. 3.6. The

outage times of the proposed scheme significantly outperforms that of hysteresis-

based handover (about 21% on average), especially when the hysteresis gets larger.

This is because as long as the BSN user is predicted to enter another AP with high

confidence probability, the handover is performed immediately to reduce outage.

Simulation results in the case with constructive constraint

In this part, we consider the BSN deployment scenario with constructive

constraints, where BSNs move inside a realistic BSN deployment area in hospi-
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Fig. 3.7: Outage times in the BSN deployment scenario without constructive constraints.
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Fig. 3.8: Floor map of Emergency Department in UK Good Samaritan Hospital.

tal. Fig. 3.8 shows the floormap of UK Good Samaritan Hospital. The standard

operational process of emergency is as follows: the patient first registers at the

registration counter, then waits for triage at the waiting area, and later goes to the

Health Information Center to get preliminary consultations and later checked in

the Pathology Lab by doctors. In the simulation, a BSN user follows certain pre-

defined routes, leaving only the movement velocity to be predicted. One possible

route of BSN user is shown in Fig. 3.8.

Fig. 3.9 shows the handover rate in the BSN deployment scenario with con-

structive constraints. As can be seen from Fig. 3.9, the handover rate of the

proposed scheme is lower than that of the case without constructive constraints

(see Fig. 3.6). This is because when the route of the BSN users is known, the only

predicted parameter is movement velocity, resulting in more accurate position pre-

diction. Fig. 3.10 shows the outage times in the case with constructive constraints.

For our proposed scheme, the outage times in Fig. 3.10 is lower than that of the
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Fig. 3.9: Handover rate in the BSN deployment scenario with constructive constraints.
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Fig. 3.10: Outage times in the BSN deployment scenario with constructive constraints.

case without constructive constraints (see Fig. 3.7). Similarly, this is because with

more accurate position prediction, handover can be performed promptly to avoid

outage.
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3.4 Summary

In this chapter, we have proposed an optimized handover scheme with move-

ment trend awareness for BSNs. The proposed scheme predicts the future position

of a BSN user using the movement trend extracted from historical position, and

adjusts the handover decision accordingly. Confidence probability is introduced

to measure the accuracy of position prediction, and estimate the unnecessary

handover rate as well. Handover initiation time is optimized when the outage

probability is minimized and the estimated handover rate meets the requirement.

The coordinator of a BSN is responsible for position tracking, confidence proba-

bility calculation, and handover decision. There is no handshaking between the

coordinator and APs nor the coordinator and the sensor nodes in the BSN. The

simulation results showed that the proposed handover scheme reduces the out-

age probability by 21% as compared with the existing hysteresis-based handover

scheme under the constraint of acceptable handover rate. Moreover, when the ge-

ometric information of the BSN deployment area is known, the performance of the

proposed handover scheme is further improved. The proposed handover scheme

could incorporate any of the existing localization schemes as long as the move-

ment trend of the BSN user could be obtained. In the case where the localization

information is known beforehand, the overhead of our proposed handover scheme

is further reduced.
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Chapter 4

A Case Study in Moderate-scale

BSN Deployment Scenario

In this chapter, we investigate the severity and prevalence of inter-user inter-

ference in a realistic BSN deployment scenario in hospital. We consider multiple

factors that affect the BSN performance, including BSN density, traffic load, and

transmission power. Simulation results show that with 20% duty cycle, only 68.5%

of data transmission can achieve the target reliability requirement even in the off-

peak period. Interference mitigation schemes are then suggested based on the

specific BSN deployment scenario.

We first introduce the interference model, and then investigate the inter-user

interference in the case study.
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4.1 Interference characterization

4.1.1 Network model

The signal attenuates as it propagates over space in BSNs. The attenuation

may either be due to propagation losses caused by the natural expansion of the

radio wave in the environment, referred to as path-loss, or multipath propagation,

referred to as multipath induced fading, or due to shadowing from obstacles af-

fecting the wave propagation, sometimes referred to as shadow fading [102, 106].

In this study, we consider the path-loss and shadow fading for simplicity. The

path-loss function is given by l(d) = G · d−α(d > d0), where d is the distance

between the transmitter and receiver, G is a constant accounting for system loss,

α is the path-loss exponent with α > 2, and d0 is the reference distance. Denote

the shadow fading factor as γ. At a given time t, the received signal strength is

expressed as

Ω (d) = Ω0 · γ · l (d) , (4.1)

where Ω0 is the transmission power.

In BSNs, there are two different channel models, i.e. the wireless channel

between the sensor nodes and the coordinator in a BSN (referred to as on-body

channel model) and that between two BSNs (referred to inter-body channel mod-

el). Due to the blockage and disruption of the radio signal by the human body,

the on-body channel model experiences more severe attenuation (with a path-loss

exponent αO) than the inter-body channel model (with a lower path-loss exponent

αI and 2 < αI < αO) [107, 108].
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4.1.2 PER of BSNs

Data transmissions of a BSN incur interference to its neighboring BSNs, re-

ferred to as inter-user interference. Packet error rate (PER) is utilized to charac-

terize the level of service degradation of BSNs due to inter-user interference. PER

is defined as the ratio of the number of incorrectly received data packets to the

total number of transmitted packets.

PER can be derived from the signal to interference noise ratio (SINR) of a

BSN. Note that not all the neighboring BSNs transmit at time t. We denote 1j (t)

as the transmission status of BSN j at t. 1j (t) = 1 when BSN j transmits at

time t, and 1j (t) = 0 when BSN j does not transmit at t. It is noted that the

probability of 1j (t) = 1 also represents the duty cycle of BSN j.

The SINR of BSN i at time t is expressed as,

PSINRi(t) =
Ω(ri(t))∑

j ̸=i 1j(t) · Ω(ui,j(t)) + Ωn

, (4.2)

where ri(t) is the distance between the transmitting sensor and the coordinator for

the BSN i at time t, ui,j(t) is the distance between the transmitting node of BSN j

and the coordinator of BSN i at t, and Ωn is the background noise power [109].

When offset quadrature phase shift keying (OQPSK)2 is utilized as the mod-

ulation scheme, the average bit error rate (BER) and PER for BSN i can be

expressed as,

PBER =
1

2
erfc

(√
2Eb/N0

)
=

tmax∫
tmin

γmax∫
γmin

1

2
erfc

(√
PSINRi(t)

)
· P (γ)dγdt (4.3)

2Adopted by the PHY in IEEE 802.15.4 standard at 2.4 GHz [110].

38



CHAPTER 4. A Case Study in Moderate-scale BSN Deployment Scenario

PPER =

m+k−m/2∑
a=1

C
a+m/2
m+k · PBER

(a+m/2) · (1− PPER)
(m+k−(a+m/2)) (4.4)

where Eb/N0 is SINR per bit, erfc (·) is the complementary error function [111],

m is the number of information bit, k is the number of additional coding bit, and

C
a+m/2
m+k is the set of all (a+m/2) combinations out of a set (m+k), tmin and tmax

are the lower and upper integral limits of time factor, γmin and γmax are the lower

and upper integral limits of shadow fading factor [112]. Eqns. (4.3) and (4.4) can

be applied to other modulation schemes as well with little modification [113].

As can be seen from Eqn. (4.4), multiple factors affect the PER performance,

including neighboring BSN number, traffic load, and transmission power. The

effects of those factors are investigated in the case study.

4.2 Case study

In order to study the severity and prevalence of inter-user interference, a case

study has been performed in the waiting area of Emergency Department of the

National University Hospital (NUH) of Singapore.

4.2.1 Deployment scenario

Fig. 4.1 shows the floormap of NUH Emergency Department waiting area.

The standard operational process of NUH emergency is as follows: (1) the patient

first registers at the registration counter, (2) the patient then waits for triage at

the triage waiting area, (3) after the triage, the patient waits at the consultation

waiting area to get preliminary consultations at the consultation counter and later

treated in one of the consultation rooms by doctors. When BSNs are deployed

in the Emergency Department of a hospital, BSNs will be operational during
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Fig. 4.1: Floor map of waiting area in NUH Emergency Department.

processes (2) and (3).

From the statistics of the NUH Emergency Department, the total waiting

time a patient spends at the waiting area of Emergency Department of NUH is

one to two hours on average for different visiting periods, i.e. peak or off-peak

time. Because a patient’s status may deteriorate during the waiting time, it is

necessary to monitor critical physiological data of an unattended patient through

a BSN in the waiting areas. Once any emergency situation is detected, the patient

should be given priority to be treated [114–116].

4.2.2 Experimental settings

We observe the distribution of the patients in the NUH Emergency Depart-

ment waiting area for three days. The observation period is 15 hours per day
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from 8:00 hr to 23:00 hr. It is found that the observation periods of a day can be

divided into three categories:

• Peak time (8:00 to 10:30): 58 BSNs are in the waiting area on average, thus

the average area per BSN is 2 square meters per person;

• Moderate time (10:30 to 21:00): 40 BSNs are in the waiting area on average,

thus the average area per BSN is 3 square meters per person;

• Off-peak time (21:00 to 23:00): 16 BSNs are in the waiting area on average,

thus the average area per BSN is 6 square meters per person.

In the analysis, we consider all BSNs transmitting at the same power Ωs ∈

[−25dBm, 0dBm]. The signal transmitted in the same BSN attenuates according

to the on-body path loss model [107, 117], while the interference signal reaches

the BSN of interest according to the inter-body path loss model [108], as listed in

Table 4.1. For simplicity, the duty cycles of all BSNs are set the same as well. In

addition, we assume all the BSNs operate on the same channel. The performance

of multiple available channel scenario can be easily obtained from that of the single

channel scenario with the same number of BSNs per channel.

Table 4.1: The parameter settings of the simulation in case study.

m 12 k 52 

0d (cm) 10 # of channels 1 

s (dB) 6.2 0W (dBm) 0 

n
W  (dBm) -80 0( )

l
dW (dB) 35.7 

O
a  3.38 

I
a  2.6 
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4.2.3 Simulation results

This section investigates the effects of BSN density, traffic load, and transmis-

sion power on the BSN performance. PER of BSNs are calculated using Matlab

7.0 [103] according to Eqn. (4.4).

Effect of BSN density

Fig. 4.2 shows the CDF of PERs in the peak time scenario, moderate time

scenario, and off-peak time scenario respectively. Each curve shows the CDF

of PERs with a specified duty cycle. The PER increases with the duty cycle.

This is reasonable because when the duty cycle gets higher more BSNs transmit

simultaneously resulting in higher PER. When comparing the three graphs in

Fig. 4.2, the PER decreases as the BSN density decreases from 2 square meters

per person in peak period (see Fig. 4.2(a)) to 6 square meters per person in off-

peak period (see Fig. 4.2(c)). This is caused by less severe interference due to

lower density BSNs.

From Fig. 4.2, we obtain the reliability level of data transmission in BSNs.

The reliability level is defined as the ratio of the number of successfully received

data packets (with PER less than a certain target PER requirement PERrequired)

to the number of transmitted data packets. The reliability level can be calculated

as Pr(PER < PERrequired). Assuming that reliability requires PER being less

than 0.05 (PERrequired = 0.05), the reliability level is listed in Table 4.2. For

instance, in the case of Duty cycle=0.2, under the scenario of peak time, the

reliability level is only 21.9%. At the off-peak time, the reliability level is 68.5%.
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Fig. 4.2: The CDF of PER for three scenarios. 43
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Table 4.2: Reliability level (%) with PER lower than 0.05.

Duty Cycle (%) 10 20 30 40 50 

Peak time scenario 

(58 BSNs) 
57.3 21.9 7.7 2.5 0.7 

Moderate scenario 

(40 BSNs) 
81 49.9 23.3 11.5 5 

Off-peak scenario 

(16 BSNs) 
90.8 68.5 47.3 29.1 14.8 

Effect of transmission power

Fig. 4.3 shows the PER of BSNs under different transmission power settings.

The PER is obtained by averaging over all the BSNs in the moderate time period

at the respective transmission power. As can be seen in Fig. 4.3, the average

PER increases when the transmission power gets lower. In particular, when the

transmission power is -25 dBm, the average PER is 54% higher than that of 0

dBm. It is also found that the PER difference caused by duty cycles becomes

less obvious when the transmission power gets lower. This is because when the

transmission power is low, the main reason for erroneous or loss of packets is the

radio signal blockage by the human body rather than inter-user interference. In

comparison, when the transmission power is sufficiently high, the packets loss is

mainly due to inter-user interference.

4.3 Discussion

This interference investigation provides insights and guidelines for BSN de-

ployment configurations, such as the maximum traffic load of a BSN and the
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Fig. 4.3: Average PER for different transmission power (PS).

maximum BSN density, to meet the reliable communication requirements. For

instance, in the moderate scenario, given the reliability requirement (PER is less

than 0.05) and the reliability level (at least 90% of the data packets are trans-

mitted reliably), the duty cycle of a BSN should be less than 10% (obtained from

Table 4.2). Conversely, given that the duty cycle of a BSN is 10% and the relia-

bility level is 90%, the maximum number of BSNs that can be accommodated on

one channel is around 16 in the off-peak scenario (also obtained from Table 4.2).

In addition, given the BSN density and transmission power, there is a maximum

traffic load (duty cycle) for each BSN. For example, from Fig. 4.3, given the re-

liability requirement (PER is less than 0.1), the maximum duty cycle of a BSN

is around 30% with a transmission power of 0 dBm, while the maximum duty

cycle of a BSN is around 20% with a transmission power of -10 dBm. Also from

Fig. 4.3, we know that when the transmission power is low, the main reason for

erroneous or lost packet reception is the radio signal blockage by the human body
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rather than inter-user interference. Thus a minimum transmission power has to

be ensured to avoid packet loss by blockage of human body.

In addition, the investigation gives implications on mitigation schemes for

inter-user interference in BSNs when the multitude of operating scenarios is pre-

determined. For instance, we may reduce the probability of overlapping transmis-

sion to improve the SINR. To achieve this goal, transmissions of neighboring BSNs

can be rescheduled to avoid overlapping transmissions when the BSN density is

low. Moreover, when the BSN density is high, exceeding the maximum number of

BSNs that can be accommodated, a channel switching scheme can be incorporated

to reduce the congestion level of the current channel. In addition, each BSN is

able to select its transmission power adaptively according to its surrounding envi-

ronment and performance requirement. The BSN with higher priority use higher

transmission power to ensure its reliable transmission.

4.4 Summary

In this chapter, we have investigated the significance of the inter-user interfer-

ence in a realistic moderate-scale BSN deployment scenario in hospital. Simulation

results showed that with the target PER requirement (e.g. 0.05), the reliability

level of BSN transmission is only 21.9% at the peak time. Even at the off-peak

time, the reliability level is only 68.5%. Thus inter-user interference exists widely

and severely in the BSN deployment scenario. Based on the investigation, the B-

SN deployment configurations such as maximum BSN number and the maximum

traffic load are implicated. In addition, inter-user interference mitigation schemes

are suggested based on the specified scenario.
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Chapter 5

A Lightweight Distributed

Mitigation Scheme for Inter-User

Interference in BSNs

In this chapter, we present a lightweight and distributed inter-user interference

mitigation (IIM) scheme, that can be easily integrated with the IEEE 802.15.4 pro-

tocol stack. The proposed scheme takes into consideration the generic property of

low channel utilization in BSNs and enables affected BSNs to adaptively resched-

ule their transmission time or switch channels. Based on the detected information

from neighboring BSNs, BSNs reschedule their transmissions in a distributed and

coordinated manner, so that wireless channels can be effectively utilized by multi-

ple BSNs. Moreover, the IIM scheme is performed only when the performance of

the BSN is degraded to an unacceptable level due to severe interference to reduce

the rescheduling cost. Simulation results show that the proposed scheme improves

the network throughput by 18% and reduces the energy consumption by 22% as
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compared with the existing beacon schedule scheme.

5.1 Network model and problem description

5.1.1 Network model and assumptions

Currently the most widely used radio standard for BSN communication is

the IEEE 802.15.4 (ZigBee) standard3 [120]. The IEEE 802.15.4 protocol usually

operates in a star topology in a BSN, i.e., the sensor node either transfers data

to the coordinator, or polls the coordinator to receive data. There are two modes

designed for the IEEE 802.15.4 multiple access scheme: non-beacon enabled and

beacon enabled, depending on whether the network supports the transmission of

beacons. In a non-beacon enabled scheme, a sensor node simply transmits data

using unslotted CSMA/CA. In a beacon enabled mode, beacons are utilized to

synchronize the transmission of sensor nodes in a superframe.

In this study, we consider the IEEE 802.15.4 wireless technology with the

beacon-enabled mode [121] for the BSN communication. Fig. 5.1 shows the super-

frame structure of the beacon-enabled mode, which contains an active period and

an inactive period. The active period is further divided into a contention access pe-

riod (CAP) and an optional contention free period (CFP). At the beginning of the

active period, the coordinator of a BSN synchronizes its sensor nodes by broadcast-

ing a beacon packet. The beacon packet contains schedule information of the BSN.

According to the beacon information, a sensor node that wishes to communicate

during the CAP competes with other nodes using a slotted CSMA/CA mechanis-

m. In the CFP, nodes transmit in a TDMA mode in their allocated slots without

3While IEEE 802.15.6 is the standard developed for BSNs, IEEE 802.15.4 is widely used in
BSNs for its low cost and energy efficiency [118, 119].
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Inactive period

: Beacon : Data transmission

2SOSD aBaseSuperframeDuration= ×

2BOBI aBaseSuperframeDuration= ×

(Active period)

CAP CFP

(Superframe)

Fig. 5.1: An example of the IEEE 802.15.4 MAC superframe structure (SO = 0, BO = 1).

competition. Sensor nodes are in sleep mode in the inactive period to save energy.

The length of a superframe is equal to a beacon interval (BI ), and the length of

the active period is equal to a superframe duration (SD). BI and SD are set by the

beacon order (BO) and the superframe order (SO) (0 ≤ SO ≤ BO ≤ 14) respec-

tively. As shown in Fig. 5.1, aBaseSuperframeDuration denotes the minimum

duration of the superframe, which is 15.36 ms assuming 250 kbps transmission

rate in 2.4 GHz frequency band.

BSN communication remains within the cluster of sensor nodes worn on a hu-

man body. Inter-user interference is significantly affected by BSN mobility when

the BSNs move into the interference range of each other and transmit simultane-

ously. Mobility models of the mobile users are considered in the IIM design and

performance evaluation. The pedestrian characteristics of the mobility pattern of

BSNs are set according to [105].

In this study, we make the following assumptions:

(1) All the BSNs have the same priority for their data transmission.

(2) The length of the superframe (BI ) is the same for all BSNs, while the starting

time of the superframes may be different.
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(3) Periodic and low duty cycle data transmissions are assumed in BSNs, which

is the case in most healthcare applications.

5.1.2 Problem description

In this subsection, we first formulate the inter-user interference problem, and

then propose our solution.

The schedule information of BSN i is expressed as (SDi, BI i, ci, bi), where

SDi and BI i are the SD and BI of BSN i, ci is the channel index and ti is the

next transmission time of BSN i. As shown in Fig. 5.2, BSN i starts transmission

at ti, the transmission lasts for SDi and repeats every period of BI i on channel

ci if no collision occurs. Collision happens when a neighboring BSN j has over-

lapping transmission with BSN i on the same channel, i.e., ∥ti − tj∥ ≤SDi. Such

overlapping transmission is referred to as inter-user interference. The interference

lasts until the departure of the interferer BSN j.

As shown in Fig. 5.2, our proposed IIM scheme reschedules BSN i ’s transmis-

sion from ti0 to t
i in order to avoid collisions. Each rescheduling operation incurs a

delay Tdelay from the original transmission time ti0 to the rescheduled transmission

t

iSD

t

iBI delayT

BSN i

BSN j

it

jt

0

it

iSD : Active period length of BSN iiBI : Superframe length of BSN i

: Transmission : Collision : Transmission if no rescheduling

Fig. 5.2: The inter-user interference between BSN i and BSN j.

50



CHAPTER 5. A Lightweight Distributed Mitigation Scheme for Inter-User Interference in BSNs

time ti. The minimum delay Tdelay is desirable for achieving optimal throughput.

In the case that N BSNs congregate together, denoting the neighbor set of BSN

i as {Ωi : (SDj, BIj, cj, tj)|1 ≤ j ≤ N, j ̸= i}, BSN i needs to avoid collisions

with all the BSNs in its neighbor set Ωi in rescheduling. Moreover, when multiple

channels can be utilized, the transmission can be rescheduled in two dimensions

(ci, ti). Fig. 5.3 shows the transmission status of neighboring BSNs around BSN i

in a multiple-channel scenario, which depicts whether it is collision or collision-free

for BSN i to start transmission at (ci, ti). Similar to the scenario in Fig. 5.2, each

reschedule decision (ci, ti) has a delay Tdelay(c
i, ti) from the original transmission

time to the rescheduled transmission time. In general, the objective of our IIM

scheme is to select a collision-free duration, starts with ti on channel ci and lasts

for SDi, with minimum latency Tdelay,

(ci, ti) = argmin
(cl,bk)

(Tdelay(cl, bk)), (5.1)

where cl is the channel index in the available channel set, bk is the time slot index

in the rescheduled superframe. Because of the slotted access in the IEEE 802.15.4

beacon-enabled mode, ti needs to be selected from one of the time slots bk. After

selecting (ci, ti), BSN i reserves the successive SDi for transmission by announcing

the schedule in the next beacon.

It is challenging to obtain such a transmission status table in the absence of

global synchronization. Note that the beacon contains the schedule information

(SDi, BI i, ci, ti). The transmission status table of BSN i can be obtained by

overhearing the beacon packets of its neighboring BSNs. In the next section, we

will describe the IIM scheme in detail.

51



CHAPTER 5. A Lightweight Distributed Mitigation Scheme for Inter-User Interference in BSNs

0

1
c

2
c

3
c

16
b

8
b

24
b

32
b

40
b

48
b

56
b

64
b

: Collision: Collision-free

C
h
a
n
n
e
l
in
d
e
x

Time slot index

Fig. 5.3: Transmission status of neighboring BSNs around BSN i in a multiple channel scenario.

5.2 IIM scheme

5.2.1 IIM procedure

The IIM scheme has the following modules: (1) inter-user interference detec-

tion, (2) transmission status collection from other BSNs, in this module, beacons

are collected from other BSNs, and (3) rescheduled time and channel selection

module, as shown in Fig. 5.4. In particular, four steps are followed:

Step 1 (Initiation): The IIM scheme is initiated when a BSN (e.g. BSN i)

experiences significant performance degradation. That is the coordinator identifies

significant decrease in throughput or packet reception ratio, while the received

signal strength does not obviously drop. In this case, the performance degradation

is probably due to BSN congestion instead of bad channel. Upon initiation, sensor

nodes of BSN i fall asleep as usual during the inactive period, and wake up at

Inter-user

Interference

detection

Beacon collection

from other BSNs

Selecting

rescheduled time

and channel

Fig. 5.4: Modules of the IIM scheme.
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the next active period to await the beacon packet from the coordinator. The

coordinator enters the listening period instead of falling asleep after this active

period.

Step 2 (Listening): The coordinator of BSN i listens for a superframe length

(BI ) to collect its neighbors’ information by overhearing their beacon packets. B-

SN i can then decode the overheard beacons and get the schedule information from

them. Based on the overheard beacon information, BSN i establishes its neigh-

bour list with their schedule information. The problem of incomplete neighbour

list problem will be addressed in Step 4.

Step 3 (Rescheduling): After the listening period, the coordinator of BSN

i executes the rescheduling algorithm (described in subsection 5.2.2) to de-

termine the possible rescheduled transmission time titemp. This step ensures that

overlapping transmissions can be alleviated, while the existing transmissions of

other BSNs are not affected.

Step 4 (Collision avoidance in case of incomplete neighbor information):

To avoid collisions caused by an incomplete neighbor list, the BSN transmits

at the rescheduled transmission time titemp with carrier sensing and backoff (see

subsection 5.2.3). The coordinator informs its sensor nodes of the new schedule

through its beacon. After that, the sensor nodes of BSN i transmit periodically

in the assigned time slots until the next IIM initiation.

In Step 3, when the rescheduling algorithm fails to obtain titemp on the

current channel, the channel is deemed fully-occupied. Accordingly, the coordina-

tor switches to another channel and executes from Step 2 again. The flow chart

of the IIM scheme is shown in Fig. 5.5. Fig. 5.6 gives an example of the IIM

procedure where four co-located BSNs are transmitting on the same channel. In

Fig. 5.6, BSN 1 maintains its regular transmission in the absence of collisions,
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while BSN 2, BSN 3, and BSN 4 are initiated sequentially to reschedule their

transmissions due to collisions. After a listening period, they are rescheduled to

avoid collisions without interrupting the transmission of BSN 1. The schedule is

Regular transmission

Performance

degradation?

IIM Initiation

Listening

Current channel

fully-utilized?
Switch channel

Transmit with carrier

sensing and backoff

Collision?
Transmit at the next

transmission time

Calculate the possible

transmission time

Yes

No

Yes

No

YesNo

Rescheduling

Avoidance of incomplete neighbor list

Fig. 5.5: Flow chart of the IIM scheme.

54



CHAPTER 5. A Lightweight Distributed Mitigation Scheme for Inter-User Interference in BSNs

BSN1:

(not initiate)

BSN2:

BSN3:

BSN4:

Initiate

Initiate

Initiate

Listening period

Listening period

Listening period

1t

Inactive period

Reschedule

2t 3t

Reschedule

4t

Reschedule

4't

2 1listenT t t= -

3 2waitT t t= -

4 3'competeT t t= -

4 4'backoffT t t= -

The rescheduling delay

components for BSN4:

: Beacon : Data transmission : Collision

Fig. 5.6: Example of the IIM scheme.

maintained periodically thereafter until the next initiation.

There are a few design considerations in IIM:

• Carrier sensing and backoff are performed only before the rescheduled beacon

transmission.

• Rescheduling transmission time is preferred for interference mitigation as

compared with switching channels for spectrum efficiency when the channel

utilization is low.

• If switching channel is desirable, the coordinator of BSN i first informs its

sensor nodes of the schedule using the original channel. Then the coordinator

and sensor nodes switch to the new channel to start transmissions.

5.2.2 Rescheduling algorithm

In Step 3 of the workflow described in Section 5.2.1, the rescheduling algo-

rithm is executed to determine the possible transmission time titemp for BSN i. It

consists of establishing the transmission status table and selecting titemp accord-

ingly.
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We define two superframes in the IIM scheme: (1) listening superframe,

where BSN i listens to the beacon packets from other BSNs; and (2) rescheduling

superframe, where BSN i establishes its transmission status table and resched-

ules its transmission. The transmission status table indicates whether transmission

on time slot bk of the rescheduling superframe will be interfered or not. Fig. 5.7

shows BSN i establishes its transmission status table in the presence of an inter-

ferer BSN j. In Fig. 5.7, the listening superframe of BSN i is from (t0 − BI) to

t0, and the rescheduling superframe is from t0 to (t0 + BI). During the listening

superframe, BSN i receives BSN j ’s beacon packet at tj−1. From the information

obtained from the beacon (SDj, BIj, cj, tj), it is known that the current trans-

mission of BSN j lasts for a period of SDj, and the next transmission of BSN j

will start at tj. The transmission status table of BSN i is established in the

rescheduling superframe of BSN i by marking the time slots that has overlapping

transmission with BSN j as collision.

When multiple BSNs congregate together, within the interference range of

one another, their transmission status tables are established similarly, except that

all the BSNs in the neighbor set {Ωi : (SDj, BIj, cj, tj)|1 ≤ j ≤ N, j ̸= i} are

considered. In general, two principles are followed:

t

t

Listening superframe

(BI)

Rescheduling superframe

(BI)

1

j
t
- 1

j j
t SD
-
+

j
t j j

t SD+

BSN i:

BSN j:

0t 0t BI+

: Beacon : Data transmission: Receive beacon from BSN j

0t : Beginning of the reschedule period

1

j
t
-
: Reception time of beacon from

BSN j

: Next transmission time of BSN j

i

temp
t

: Collision-free : CollisionIn the transmission status table:

i
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t : The possible rescheduled

transmission time

0t BI-
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t

Fig. 5.7: The procedure of establishing the transmission status table of BSN i in the presence
of an interferer BSN j.
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(1) If the current transmission of BSN j falls in the rescheduling superframe

of BSN i, i.e., tj−1 ≤ t0 ≤ tj−1+SDj, mark the corresponding time slots

bk ∈ (t0, t
j
−1+SDj) as collision.

(2) If the next transmission of BSN j is in the rescheduling superframe of BSN i,

i.e., t0 ≤ tj ≤ t0 + BI, mark the corresponding time slots bk ∈ (tj,min[t0 +

BI, tj+SDj]) as collision.

The algorithm is implemented over all the members in the neighbor list Ωi. The

other time slots in the rescheduling superframe are set to be collision-free in the

transmission status table.

From the transmission status table, the next possible transmission time titemp

of BSN i is determined as the time slot whose subsequent collision-free time s-

lots are sufficiently long for BSN i ’s transmission. We record all the possible

transmission time slots, and sort them by their corresponding rescheduling delays

Tdelay(q) = titemp(q)− t0. It is always preferred to transmit at the earliest possible

transmission time (q = 1). For example, in Fig. 5.7, BSN i selects titemp as its

earliest possible transmission time to avoid collision with BSN j. However, if the

transmission fails at the first trial (q = 1) due to an incomplete neighbor list (see

subsection 5.2.3), the transmission is attempted at the next possible transmis-

sion time titemp(q + 1). The procedure of the rescheduling algorithm is shown in

Algorithm 1.

5.2.3 Collision avoidance in case of incomplete neighboring

information

In Step 4 of the workflow, to avoid the collision caused by an incomplete

neighbor list, carrier sensing and backoff are performed before the rescheduled
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Algorithm 1 Rescheduling algorithm

Input: Neighbor list of BSN i {Ωi : (SDj, BIj, cj, tj)|1 ≤ j ≤ N, j ̸= i}.
Output: Collision-free transmission opportunity titemp.
1: At the end of the listening period, BSN i performs the following:
2: (b1, ..., bn)← collision− free;
3: for BSN j in the neighbor list Ωi do
4: if there is a transmission going on, tj−1 ≤ t0 ≤ tj−1 + SDj then

5: bk ∈
(
t0, t

j
−1 + SDj

)
← collision;

6: end if
7: if the next transmission of BSN j is in the reschedule superframe of BSN i,

i.e., t0 ≤ tj ≤ t0 +BI then
8: bk ∈ (tj,min[t0 +BI, tj+SDj])← collision;
9: end if
10: end for
11: for bk in the rescheduling superframe do
12: if there is a collision-free time duration starting with bk for the transmission

of BSN i then
13: titemp(q)← bk;
14: q ← q + 1;
15: k ← k + 1;
16: end if
17: end for
18: if collision-free duration is not found, q = 0 then
19: Switch channel;
20: end if
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beacon transmission. As the neighbor list is obtained from the received beacons,

the derived neighbor list may be incomplete due to collision of beacons or hidden

terminals. When a BSN with an incomplete neighbor list transmits according to

titemp, it may collide with the undetected BSNs, whose information is not updated

in the neighbor list as expected. For instance, in Fig. 5.6, BSN 3 decides its titemp

as t3 and postpones its transmission until t3. Because of the deferment, BSN 4,

which is initiated after it, misses BSN 3 ’s beacon and also decides on t3. As a

result, both BSN 3 and BSN 4 would transmit at t3 causing packet collisions.

To avoid collisions caused by an incomplete neighbor list, before titemp, the co-

ordinator of BSN i senses the channel to check if there is an on-going transmission

of the undetected BSNs. If the channel is idle for a certain period, called holding

time, the coordinator transmits after a backoff period as planned. Otherwise, if

the channel is sensed busy (either immediately or during the holding time), the

coordinator monitors the channel at the next possible transmission time until it is

sensed to be idle for one holding time, and then transmits after a backoff period.

The holding time is configured to be a two-slot duration. Fig. 5.8 shows the case

when the channel is idle and the affected BSN transmits after a holding time and

backoff time. Therefore, the final rescheduled transmission time is the time that

BSN i successfully accesses the channel after channel sensing and backoff, while

titemp obtained in the rescheduling algorithm is just the time that BSN i tries

to access the channel and starts channel sensing.

Because most collisions have been alleviated by the rescheduling algorithm

(subsection 5.2.2), the exponential backoff mechanism is not necessary and a short

fixed backoff window is sufficient to avoid collisions.

In the presence of interference from other networks (e.g. WLAN), IIM ex-

plores the utilization of the current channel and schedules transmissions adap-
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Fig. 5.8: Carrier sensing and backoff before the rescheduled beacon transmission.
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Fig. 5.9: Example of IIM scheme in the presence of WLAN.

tively. As an example, Fig. 5.9 depicts the transmission scheme of BSN i in the

presence of WLAN. As shown in Fig. 5.9, BSN i reschedules its transmission

through carrier sensing after the WLAN transmission to avoid collisions, although

it is unable to collect the transmission status of the WLAN during the listening

period in the absence of beacon packets. In the case of severe interference from

other networks, IIM detects significant performance degradation while identifies

very few neighboring BSNs and cannot obtain the transmission status of other

networks during listening period. In such a case, the channel utilization is high

so that rescheduling transmission in the same channel does not make much sense,

and only channel switching can improve the system performance.
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5.3 Performance analysis and discussion

In this section, we first calculate the maximum number of BSNs that can be

supported by IIM Nmax. Then we analyze the rescheduling delay Tdelay, through-

put, and convergence of IIM.

If the number of neighboring BSNs is below Nmax(cl) on channel cl, BSN i

can find a suitable schedule. Otherwise, switching channel is desirable.

Assume all the BSNs have the same superframe length (BI ) and active period

length (SD). When BSNs transmit exactly after each other, the upper bound of

Nmax(cl) on channel cl is achieved as

NUB
max(cl) =

⌊
BI

SD

⌋
, (5.2)

where ⌊•⌋ is the integer floor function. This equation indicates that NUB
max(cl) is the

multiplicative inverse of the duty cycle (SD/BI). For example, if the duty cycle

of a BSN is 1/5, the theoretical maximum BSN number that can be supported in

a channel is 5.

However, Nmax(cl) is reduced when BSNs do not transmit exactly after one

another. With carrier sensing and backoff, the channel utilizing period of a BSN

is slightly longer than the actual transmission time. The worst case happens when

the interval between two transmissions is slightly less than the transmission period

of a BSN. In this case, the lower bound of Nmax(cl) is expressed as

NLB
max(cl) =

⌊
BI

2SD +W

⌋
, (5.3)

where W is the fixed backoff window size and (SD + 0.5W ) is the transmission

period of a BSN. In general, the Nmax(cl) is between the upper bound and lower

bound. Thus we have
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Nmax(cl) ∈ [NLB
max(cl), N

UB
max(cl)]. (5.4)

In practice, Nmax(cl) is decided dynamically according to the neighbor list (see

subsection 5.2.2). In particular, if BSN i is unable to find a possible transmission

time titemp after searching its transmission status table, the number of congregated

BSNs is deemed to exceed Nmax(cl) on channel cl. In this case, switching channel

is desirable, as shown in the last section of Algorithm 1. When multiple channels

are available, the maximum number of BSNs that can be supported by IIM is

Nmax =
m∑

cl=1

Nmax(cl), (5.5)

where m is the channel number. If the number of congregated BSNs exceeds

Nmax, IIM decides that some of the BSNs have to change channels for effective

transmissions. Alternatively, each BSN has to reduce its duty cycle to support

more BSNs operating in the common space.

The rescheduling delay Tdelay of IIM is defined from the original transmission

time to the rescheduled transmission time. It has four components:

• Listening delay (Tlisten): it is introduced by channel listening. While the

length of the listening period is a superframe length (BI ), the length of

Tlisten is only an active period (SD) because the other part of the listening

period falls in the inactive period.

• Waiting delay (Twait): it is introduced to avoid overlapping transmissions

with the neighboring BSNs. Its value is determined by the specific interfer-

ence situation of BSN i.

• Competition delay (Tcompete): it happens when BSN i fails to transmit at
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the first trial titemp(q) and waits until the next transmission opportunity

titemp(q + 1) to access the channel.

• Backoff delay (Tbackoff ): this delay is for the carrier sensing and backoff

before the rescheduled beacon transmission.

Hence Tdelay is expressed as

Tdelay = Tlisten + Twait + Tcompete + Tbackoff . (5.6)

In Eqn. (5.6), when Tdelay is less than (SD+BI ), the BSN is able to find a suitable

schedule on the current channel. (SD+BI ) is the summation of the listening delay

and the rescheduling superframe length. The four components of rescheduling

delay Tdelay are indicated in Fig. 5.6.

Assume a BSN scans n channels before choosing a suitable schedule, Tdelay is

expressed as

Tdelay = (n− 1)BI + Tlisten + Twait + Tcompete + Tbackoff .

The first term of the right-hand side of the above equation represents the time for

scanning (n− 1) channels ( Eqn. (5.6) is the special case when n = 1).

In summary, each BSN has three states, namely the interfered transmission

state, the IIM execution state, and the regular transmission state. The above three

states may transit to one another, as shown in Fig. 5.10. When the interference

occurs, the BSN transmission is adversely affected. The average length of the

interfered transmission is half of the active period (0.5SD), because the interferers

arrive during the active period with equal probability and IIM is always initiated

at the end of the active period. Upon initiation, IIM is executed to find a suitable
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schedule. The length of the execution period is Tdelay(k), where k indicates the kth

initiation. After interference mitigation, the regular transmission is maintained for

a length of Treg(k) until the the next interference occurrence.
4Let the throughput

of the regular transmission after the kth initiation be φ(k), the overall throughput

φ is expressed as

φ =
K∑
k=1

Treg(k)

Treg(k) + Tdelay(k) + 0.5 · SD
· φ(k), (5.7)

where K is the total initiation times during the BSN operating duration.

The inter-user interference occurs for two reasons in contention-based reschedul-

ing schemes: (1) a BSN moves into the interference range of BSN i ; (2) an existing

neighboring BSN reschedules to transmit simultaneously with BSN i. In IIM, in-

terference occurs only due to the first reason, because a BSN always reserves time

slots with the awareness of the transmissions of others when it gets rescheduled.

As a result, K in Eqn. (5.7) is minimized. When the total operating duration is

fixed, the interference duration Treg(k) is maximized as K is minimized. Moreover,

Tdelay is chosen as the shortest delay to find a collision-free time slot. Therefore

throughput can be maximized by the proposed IIM scheme.

As long as the number of the congregated BSNs is less than Nmax, the BSN

state will finally converge to the regular transmission state. The regular transmis-

sion state is maintained until the next occurrence of inter-user interference.

5.4 Simulation results

We implement the proposed IIM scheme in the QualNet 5.0.2 simulator [122].

The performance of IIM is compared with the basic scheme of IEEE 802.15.4 [111]

4The throughput of the interfered transmission state is negligible due to its short duration.
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Fig. 5.10: System states of the IIM scheme.

and the flexible beacon scheduling scheme [82] where beacons are scheduled using

the contention-based scheme.

5.4.1 Simulation settings

In the simulations, a coordinator and a sensor node form a BSN. The radio

settings are configured according to the IEEE 802.15.4 standard and the profiles

of TelosB motes [123]. As we focus on the investigation of inter-user interference,

we consider an inter-body path loss model with a path loss exponent of 2.4 and

a shadowing standard deviation of 6.2 dB [110]. We choose a radio data rate of

250 kbps and a superframe length (BI ) of 0.1 s. For healthcare applications, the

data rate requirements of commonly used sensor nodes are 5 kbps for ECG and

EEG, and 1 kbps for temperature sensor, respiratory sensor, and pulse sensor [11].

Consider the combined usage of those sensors in a BSN, the traffic load per BSN

varies from 5 to 25 kbps in the simulations. For simplicity, the traffic load for all

the BSNs are set the same in a specific scenario.

We consider the typical BSN deployment in a hospital scenario5, where the

average area occupied by each patient is from 5 to 10 square meters. Considering

5The configuration settings of Changi General Hospital and Tan Tock Seng Hospital in Sin-
gapore.
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Table 5.1: The parameter settings of the simulation in IIM.

Mobile speed interval (m/s) [0.2, 2.2] 

BSN walk interval (s) [2, 6] 

BSN pause interval (s) [0, 6] 

Direction interval (degree) [-180, 180] 

Simulation time (s) [1000] 

 

the general case where only partial patients utilize BSNs, we start with 5 BSN

wearers moving randomly and freely within the space 30m×30m. Later the results

are compared with other two scenarios with 10 BSNs and 20 BSNs, respective-

ly. Each BSN moves according to the random waypoint model6 [101, 104]. The

pedestrian characteristics of each BSN wearer are listed in the Table 5.1 according

to [105]. Initially, all BSNs are uniformly deployed and then they move indepen-

dently. To remove the effect of differing initial conditions on performance, we run

the simulation fifty times with different initial conditions and then calculate the

average results.

5.4.2 Simulation results

In this section, we investigate the performance of the IIM scheme in terms

of the ratio of the undetected BSNs, rescheduling delay, collision probability,

throughput, and energy consumption.

Ratio of the undetected BSNs

Fig. 5.11 shows the ratio of the undetected BSNs to the actual neighboring

BSNs over various traffic loads. Each curve represents a scenario with a certain

6We also implemented IIM using the Gauss-Markov mobility model with similar pedestrian
settings. The obtained results are similar to that of random waypoint model, and thus not shown
in the thesis.
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Fig. 5.11: The ratio of the undetected BSNs to the actual neighboring BSNs.

number of BSNs. It can be seen that the undetected ratio increases when either the

traffic load of each BSN or the number of neighboring BSNs increases. The reason

is that when interference becomes more severe, more beacons are lost. It is noticed

that even in the worst case (10 BSNs with the traffic load of 25 kbps each), the

neighbor list contains more than 91% of the information of all neighboring BSNs.

Hence, the neighbor list can provide sufficient information for rescheduling.

Rescheduling delay

Fig. 5.12 displays the average rescheduling delay Tdelay in three scenarios: (1)

5 BSNs in a single channel scenario, (2) 10 BSNs in a single channel scenario, (3)

20 BSNs in a double channel scenario. The result converges well with the analysis

in Section 5.3. In particular, Tdelay in the single channel scenario is less than 0.11s,

which is (SD + BI) in Eqn. (5.6). In the double channel scenario, BSNs suffer

longer delays (less than (2BI +SD)). It is also noticed that Tdelay increases when
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the traffic load increases, as it is more challenging for a BSN to find rescheduled

time in the channel with a higher load. However, even the highest delay of 0.134

s in the third scenario is tolerable to most applications [124].

Fig. 5.13 shows the ratio of the average delay per superframe to the super-

frame length in the scenario of 10 BSNs operating in a single channel. For IIM, it

is obtained by averaging Tdelay into superframes over the relatively long interfer-

ence duration. The result of IIM is compared with that of the basic scheme and

beacon schedule scheme. As shown in Fig. 5.13, the delay of IIM is quite low (low-

er than 2% of superframe length), because rescheduling is performed only when

the interference situation changes. For the beacon schedule scheme, the delay is

longer because multiple carrier sensing iterations are possibly conducted before

each beacon transmission. Regular transmission of a BSN can be interrupted by

its neighboring BSN operations, resulting in more rescheduling times. For the ba-
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Fig. 5.12: The rescheduling delay of IIM for three scenarios.
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sic scheme, the delay is near zero because packets are transmitted directly at the

cost of much higher energy consumption and lower throughput. When the num-

ber of the congregated BSNs increases, the delay of the beacon schedule method

obviously increases, because the BSNs experience long backoff time on the current

fully-occupied channel in the absence of an effective channel switching approach.

Collision probability

Fig. 5.14 shows the collision probability of beacons in the scenario of 10 BSNs

operating in a single channel. It can be seen that the collision probability of IIM

is the lowest, because collisions are effectively eliminated through rescheduling.

For the basic scheme, BSNs transmit independently according to fixed schedules,

resulting in severe collisions. For the beacon schedule method, a BSN has to

compete with all its neighboring BSNs to access the channel, thus collision is more
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Fig. 5.13: The ratio of average delay per superframe to the superframe length.
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Fig. 5.14: The collision probability of beacons.

severe than that of IIM. In addition, once collision happens, there will be collisions

every superframe for the whole interference duration because of the periodic data

characteristic of BSNs.

Throughput

Fig. 5.15 depicts the throughput of various traffic loads in three scenarios.

As discussed in Section 5.3, IIM achieves the highest throughput among the three

schemes. The average throughput improvement is around 30% compared to the

basic scheme and 18% compared to the beacon schedule method with all traffic

loads. This is because collisions are effectively eliminated by IIM with minimum

rescheduling delay, shown in Eqn. (5.7). For the basic scheme, the fixed schedule

leads to severe collisions. For the beacon schedule scheme, the throughput is lower

than IIM, because collisions are more severe and the delay is longer.
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(b) 10 BSNs in single channel scenario.
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Fig. 5.15: Throughput versus the traffic load for three scenarios with a random waypoint mobility
model.
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When the density of BSNs increases from 5 BSNs to 10 BSNs, the performance

of the basic scheme decreases significantly because there is higher possibility that a

BSN interferes with one another (see Figs. 5.15(a) and 5.15(b)). The comparative

performance of IIM and the beacon schedule method are still acceptable. When

the traffic load of BSNs increases to a certain level, channel switching should be

incorporated to ensure the network throughput.

Fig. 5.15(c) shows the throughput in the scenario of 20 BSNs with two avail-

able channels. It can be seen that with channel switching the throughput of IIM

improves even when the average number of BSNs per channel is the same as that

in Fig. 5.15(b). The reason is that channels can be effectively utilized in two

dimensions by IIM. For the beacon schedule scheme, without the effective chan-

nel switching method, the BSNs continuously compete on the current channel

resulting in low throughput.

Fig. 5.16 shows the throughput in the scenario of 10 BSNs in a single chan-

nel, where the BSNs move following a Gauss-Markov mobility model with simi-

lar pedestrian settings with the random waypoint model. As can be seen from

Fig. 5.16, the throughput obtained by Gauss-Markov mobility model is 4% less

than that of random waypoint model (see Fig. 5.15(b)). This is because BSNs

have less paused time following a Gaussian-Markov mobility model (increasing

the rescheduled times due to the frequently changing interference situation). This

also shows that our proposed scheme achieves performance improvement despite

the employed mobility model.

Energy consumption

Fig. 5.17 shows the energy consumption per successfully delivered packet in

the single channel scenario of 10 BSNs. It is calculated from the power consump-
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Fig. 5.16: Throughput in 10 BSNs in single channel scenario with a Gauss-Markov mobility
model.

tion of TelosB mote, shown in Table 5.2. As expected, the energy cost of delivering

a packet using IIM is much lower than that of the other two methods, i.e. around

16% lower than the basic scheme and 22% lower than the beacon schedule method.

This is because IIM effectively avoids collision, and hence reduces the number of

retransmissions. For the basic scheme, much energy is wasted by collisions and

retransmissions. For the beacon schedule method, much energy is consumed for

carrier sensing before each beacon transmission. When the traffic load increases,

the energy cost gets higher. Especially for beacon schedule method, much energy

is consumed as multiple carrier sensing iterations are possibly conducted before

each beacon transmission.
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Table 5.2: The power consumptions of TelosB radio.

Idle mode  0.8 mW 

CCA mode 40 mW 

Receive mode 40 mW 

Transmit mode 30 mW 
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Fig. 5.17: Energy consumption per successfully delivered packet for the 10 BSNs in single channel
scenario.

5.5 Summary

In this chapter, we have proposed a lightweight and distributed scheme for

mitigating inter-user interference in BSNs. The proposed scheme considers the

generic property of low channel utilization of BSNs and enables BSNs to adaptively

reschedule their transmission time or channel when the interference occurs. Based

on the neighboring information, two actions are conducted: 1) BSNs reschedule

their transmissions in a coordinated manner to reduce the rescheduling cost when
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the channel utilization is low. 2) When the channel is fully-occupied, channel

switching decision can be made promptly so that wireless channels can be effec-

tively utilized. The simulation results showed that the proposed IIM scheme out-

performs the basic scheme and the beacon schedule scheme in terms of throughput

and energy efficiency. The results confirm that when the density of BSNs becomes

higher, the performance improvement of the IIM scheme are more significant.
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Chapter 6

A Stochastic Geometry Analysis

of Inter-User Interference

In this chapter, we present a stochastic geometry analysis of the inter-user

interference in BSNs. The framework considers BSN interferers which are s-

patially scattered according to a Poisson point process and transmit using ei-

ther contention-free or contention-based MAC mechanism according to the IEEE

802.15.6 standard. Outage probability and spatial throughput are derived in trace-

able expressions. Based on the analysis, the interference detection range is opti-

mized to achieve the maximum spatial throughput while the reliable transmission

requirement is met. Moreover, implications are provided on the design of MAC

for BSNs depending on the specific BSN applications.
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6.1 Network model

6.1.1 MAC mechanism in IEEE 802.15.6

The IEEE 802.15.6 standard is specified to coordinate the intra-BSN com-

munication [50]. There are three standardized modes: beacon mode with beacon

periods, non-beacon mode with beacon periods, and non-beacon mode without

beacon periods, depending on whether the network supports the transmission of

beacons and the boundaries of beacon periods.

We consider the beacon mode with beacon periods in this study. The co-

ordinator transmits a beacon frame in each beacon period, except in inactive

superframes. Fig. 6.1 shows the superframe structure, which is divided into ex-

clusive access phase 1 (EAP1), random access phase 1 (RAP1), managed access

phase (MAP), exclusive access phase 2 (EAP2), random access phase 2 (RAP 2),

managed access phase (MAP), and a contention access phase (CAP). In EAP,

RAP and CAP periods, nodes contend for the resource allocation using either

CSMA/CA. The EAP 1 and EAP 2 are used for highest priority traffic such as

reporting emergency events. The RAP1, RAP2, and CAP are used for regular

traffic only. Only in a MAP, may the coordinator arrange scheduled uplink al-

location intervals, scheduled downlink allocation intervals, and scheduled bi-link

allocation intervals; provide unscheduled bi-link allocation intervals, and improvise

type-I, but not type-II, immediate polled allocation intervals and posted allocation

intervals starting in this MAP.

Typically, the hybrid MAC defined in the IEEE 802.15.6 standard comprises

two categories of MAC protocols:

• Contention-free access mechanism: e.g. unscheduled access, or scheduled

access and variants, where a BSN transmits whenever there is a packet to
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Fig. 6.1: IEEE 802.15.6 superframe structure.

be transmitted.

• Contention-based access mechanism: e.g. CSMA/CA, where a BSN trans-

mits only if other BSNs within the detection range are detected silent.

In short we say a BSN transmits using contention-based or contention-free

scheme instead of its sensor nodes.

6.1.2 Channel model

In a wireless channel, signal attenuates (e.g. path-loss, shadow, multi-path

fading) before it arrives at the intended recipient. In this study, we consider path-

loss and multipath fading for simplicity and leave the shadow fading modeling

for future work. The path-loss function is given by l(d) = G · d−α(d > d0),

where G is a constant which accounts for system loss, d is the distance between

the transmitter and receiver, d0 is the reference distance, and α is the path-loss

exponent and α > 2. We consider Rayleigh fading for multipath fading. Rayleigh

fading is a reasonable model when there are many objects in the environment

that scatter the radio signal before it arrives at the receiver, which is the case in

the BSN application area. The envelope of the channel response will be Rayleigh

distributed with the parameter of 1/µ.7

7Combined with the constant transmit power, the received signal h follows exponential dis-
tribution with the mean 1/µ [37].

78



CHAPTER 6. A Stochastic Geometry Analysis of Inter-User Interference

At a given time t, the received signal strength Ω(d) is expressed as

Ω(d) = Ω0 · h · l(d), (6.1)

where Ω0 is the transmission power and h accounts for multipath fading.

The wireless channel between the sensor node and the coordinator in a BSN

(referred to as on-body channel model) and that between two BSNs (referred to

inter-body channel model) are assumed to follow different channel models. Due

to the blockage of the radio signal and its disruption by the human body, on-body

channel model experiences more severe attenuation (with a path-loss exponent

αO) than the inter-body channel model (with a lower path-loss exponent αI and

2 < αI < αO) [107, 108, 125]. In addition, as on-body channel is subject to a

number of factors such as gender, body shape of the BSN user and the application

environment [126, 127], we utilize a factor K to represent the effects of individual

characteristics on the on-body channel model.

6.1.3 Deployment topology of BSNs

We assume that BSNs are distributed uniformly and independently in the

BSN deployment area according to a homogeneous Poisson point process [128] with

the intensity of λ0. Denote the set of BSN locations as Φ0 = {Y1, Y2, ..., Yk, ...}.

Considering BSNs have active and inactive periods, with the duty cycle of a BSN

η, the BSNs which intend to transmit at a given time can be divided into two

categories:

• The BSNs which intend to transmit under contention-free scheme Φ1. Φ1 is

an independent thinning of Φ0 and also follows a Poisson point process with
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the intensity of

λ1 = w1ηλ0, (6.2)

where w1 is the ratio of contention-free traffic to the total traffic in a super-

frame;

• The BSNs which intend to transmit under contention-based scheme Φ2. Sim-

ilarly, Φ2 follows a Poisson point process as well with the intensity of

λ2 = w2ηλ0, (6.3)

where w2 = 1− w1.

The interfering BSNs Φ is defined as the set of BSNs which are transmit-

ting effectively and simultaneously at a given time in the same channel. We are

concerned with the interfering BSNs as they actually contribute to the inter-user

interference. For the contention-free BSNs, the set of interfering BSNs is exactly

Φ1 as BSNs transmit whenever they intend to. For the contention-based BSNs,

however, a BSN may hold-on or back-off due to the busy medium, and transmit

only when other BSNs, either contention-based or contention-free based, are de-

tected silent within a carrier sense range R. We have Φ = Φ1∪Φm and Φ1∩Φm = ϕ.

To model this case, we propose a modified Matern point process Φm which will be

detailed in Section 6.2.

Fig. 6.2 shows an example of the BSN application area (e.g. in hospital) where

BSNs that intend to transmit are depicted. As can be seen, BSN1 and BSN3

may hold-on or back-off due to the transmission of BSN2 and BSN4 respectively,

while contention-free BSNs, e.g., BSN4 and BSN5, are able to transmit directly

although they are quite close to each other. In the BSN application area, the
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BSNs which are transmitting using contention-free scheme

BSNs which try to transmit using contention-based scheme

but backoff due to busy medium

BSNs which are transmitting using contention-based scheme

BSN2

BSN1

BSN3

BSN4

BSN5

Interference detection range

BSN application field

Fig. 6.2: Example of a BSN application area.

coordinator and sensor nodes in a BSN share the same coordination, as sensor

nodes in a BSN are vertically deployed and the distance between sensors in the

horizontal direction is relatively small. Thus sensor nodes in a BSN are at the

same interference situation.

In addition, BSNs move without constraints in the BSN deployment area.

According to [38], the interference analysis in static networks also applies to the

mobile networks with certain transformation. Thus in this study, we focus on the

static case of BSNs.
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6.2 Interference analysis

In this section, we propose a modified Matern point process to characterize

the inter-user interference. We calculate the intensity and the outage probability

of the interfering BSNs, and then derive the spatial throughput.

6.2.1 The intensity of the interfering BSNs

As aforementioned, the Matern point process models the spatial distribution

of nodes under CSMA/CA. It is a non-independent thinning of the Poisson point

process such that the distance between any two nodes in the Matern thinning is

larger than a carrier sense range R. It is typically used to describe the spatial

distribution of nodes which are effectively transmitting using CSMA/CA at a

given time, while the original Poisson point process represents the potential node

distribution.

In this study, we propose a modified Matern point process to represent the

spatial distribution of the interfering BSNs under contention-based scheme. Let

Φm = {Y1, Y2, ..., YM} be the set of BSNs which are chosen for the modified Matern

point process. Φm is also an non-independent thinning of the original Poisson point

process Φ2. It differs from the classic Matern process as the selection of points

in Φm does not only depend on the contention-based set Φ2 but also depends on

the contention-free set Φ1. This captures the fact that BSN i under contention-

based scheme is allowed to transmit when BSNs from both Φ1 and Φ2 are detected

silent within the open disc B(Yi, R) centered in Yi and of radius R. In particular,

each point of Φ2 is attributed an independent mark uniformly distributed in the

interval [0,1]. A tagged BSN i of Φ2 is selected in Φm when the hardcore assigned

to BSN i is smaller than that of any other points of B(Yi, R) in Φ2 and there is
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no point of Φ1 within B(Yi, R). This node selection method simulates the back-off

mechanism in CSMA/CA where only the node with the smallest back-off time

within B(Yi, R) is allowed to transmit.

To analyze the modified Matern point process, we use the following terms:

• Intensity is the spatial average of the number of BSNs within a unit area.

In this study, this term is the same as the BSN density.

• Interference detection range (also referred to as carrier sense range) is the

range within which a BSN under contention-based scheme is not allowed to

transmit if other BSNs transmit.

• Outage probability : Outage occurs when SINR of a BSN is less than a thresh-

old. In this study, outage probability is used to measure the performance of

an individual BSN.

• Spatial throughput measures the number of BSNs that transmit simultane-

ously and successfully within a unit area. It measures the overall perfor-

mance of BSNs.

Proposition 1. The intensity of the interfering BSNs using contention-based

scheme, i.e. modified Matern point process, is given by

λm =
e−λ1πR2 ·

(
1− e−λ2πR2

)
πR2

, R > 0, (6.4)

where λ1 and λ2 are obtained from Eqns. (6.2) and (6.3), R is the interference

detection range.

Proof: Assume the Matern hardcore assigned to a tagged BSN i in the

contention-based set Φ2 is m(Yi) = t. From the modeling of the modified Matern
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point process, we know that BSN i is allowed to transmit when the Matern hard-

core of other BSN j (j ̸= i) within B(Yi, R) from Φ2 is larger than t and there is

no BSN from Φ1 in B(Yi, R). The integration is taken over all possible m(Yi) = t

(from 0 to 1) and all possible number of BSNs in B(Yi, R). We get the spatial

probability that BSN i transmits by

p =
∫ 1

0

∑
n∈N

Pr

{
n∏

j=1,j ̸=i

m(Yj) > t|ϕ2(B(Yi, R)) = n,m(y) = t

}
·Pr {ϕ(B(Yi, R)) = n} · Pr {m(Yi) = t} · Pr {ϕ1(B(Yi, R)) = 0} dt

=
1∫
0

∑
n∈N

(λ2πR2)
n

n!
· e−λ2πR2 · e−λ1πR2 · (1− t)ndt

=
e−λ1πR2 ·

(
1−e−λ2πR2

)
λ2πR2 .

Thus we get the intensity of Φm (as shown in Proposition 1) by multiplying the

spatial probability with the number of contention-based BSNs within R.

As can be seen from Proposition 1, the modified Matern point process Φm

depends on the contention-free set Φ1, while Φ1 is independent from Φm. The

intensity of the interfering BSNs (Φ = Φ1 ∪ Φm) is the addition of BSNs under

both contention-based and contention-free schemes.

Corollary 2. The intensity of interfering BSNs is given by

λ = λ1 + λm. (6.5)

6.2.2 Outage probability

In the presence of inter-user interference, outage occurs when the SINR of a

BSN is below an acceptable threshold β, i.e.,

SINR =
hr−αo

ΩI + Ωn

< β, (6.6)
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where r is the distance between the coordinator and sensor nodes in a BSN, ΩI

is the interference power normalized with transmission power Ω0, and Ωn is the

average noise power also normalized with Ω0. We assume the noise is white noise,

i.e., constant with frequency.

Proposition 2. The outage probability of a BSN under contention-based

scheme is expressed as

P (2)
o = 1− exp

−πλA ∞∫
R2A−1

1

1 + xαI/2
dx− µβΩnr

αo

 , (6.7)

where A = r2αo/αIβ2/αI . This is under the assumption that all the interfering

BSNs around the tagged BSN i are outside B(Yi, R) and the dependence between

interfering BSNs is ignored.

Proof:

As h in Eqn. (6.6) is exponentially distributed with the mean of 1/µ, the

outage probability can be written as

Pr

{
h <

β (ΩI + Ωn)

r−αo

}
= 1− exp (−µβΩnr

αo) · exp (−µβΩIr
αo) . (6.8)

As can be observed, the last term exp (−µβΩIr
αo) is the Laplace transformation

of ΩI with parameter s = µβrαo .

Note that for a tagged BSN under contention-based scheme, other BSNs with-

in the detection range R have to be detected silent. Thus the interfering BSNs

around the tagged BSN can be approximated as a Poisson point process by ig-

noring the dependence between points in modified Matern point process outside

B(Yi, R). Let ϕu = {ui = ∥y − Yi∥} (u ≥ R) be the set of distances of the in-

terfering BSNs to the tagged BSN. ϕu is an inhomogeneous Poisson point process
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with the intensity of λ(u) = λmu (u ≥ R). Note that the transmissions between

sensor nodes in a BSN and between BSNs follow different channel models, i.e., on-

body and inter-body channel model. We get the Laplace transform of inter-user

interference Ωn

LI(s) = E[e−sI ] = E

{
exp

[ ∑
u∈Φu

exp (−shu−αI )

]}
= EΦ

[∏
u∈Φ\BEh [exp (−shu−αI )]

]
= EΦ

[∏
u∈Φ\B

µ
µ+su−αI

]
= exp

(
−2πλ

∞∫
R

(
1− µ

µ+su−αI

)
udu

)
Substitute s = µβrαo and change the parameter x = u2A−1, which concludes

Proposition 2.8

Moreover, when the effects of individual characteristics on on-body chan-

nel model is considered (denote as K ), the outage probability of a BSN under

contention-based scheme is expressed as

P (2)
o = 1−exp

−πλA Kmax∫
Kmin

 ∞∫
R2A−1K−2/αI

1

1 + xαI/2
dx− µβΩnK

−1rαo

 f (K) dK

 ,

where f (K) is the PDF of K, Kmin and Kmax are the lower and upper integral

limits of the factor K.

Corollary 4. The outage probability of a BSN using the contention-free

scheme is approximated as

P (1)
o = 1− exp

−πλA ∞∫
0

1

1 + xαI/2
dx− µβΩnr

αo

 . (6.9)

8The proof of Proposition 3 differs from that of Ref. [93] as R is fixed as the interference
detection range in this study instead of an integration valuable in [93]. In addition, we leverage
on different channel models for on-body and inter-body transmission.
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6.2.3 Spatial throughput

A specific metric in stochastic geometry is spatial throughput which charac-

terizes the number of successfully transmitting nodes (i.e. BSNs in the context of

this study) within a unit area [37, 129]. It considers the successful transmission

probability of a node as well as the spatial reuse. In the case of Aloha and half-

duplex transceivers [37], the spatial throughput is expressed as p (1− p) (1− Po),

where p is spatial transmission probability, (1− p) is the probability that the

intended receiver is listening (not transmitting) when the transmitter transmits,

and (1− Po) is the transmission successful probability. In BSNs, the receiver is

coordinated to be listening when the transmitter transmits by intra-BSN MAC,

thus the term (1− p) is negligible. Moreover, we use the intensity of interfering

BSNs, e.g. λ1 and λm, instead of spatial probability p to take into account the

ratio of contention-based traffic and contention-free traffic in the context of IEEE

802.15.6 BSNs.

Corollary 5. The spatial throughput is given by

ψ = λ1
(
1− P (1)

o

)
+ λm

(
1− P (2)

o

)
. (6.10)

Eqn. (6.10) is evaluated from Eqns. (6.4), (6.5), (6.7), and (6.9). The first term

accounts for the interfering BSNs under contention-free scheme while the second

term for that of the contention-based scheme. As can be seen from Eqn. (6.10), the

spatial throughput is determined by a number of factors, including the interference

detection range, the traffic allocation w1, and BSN intensity. We will investigate

the effects of these factors in the next section.
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6.3 Numerical results

In this section, we optimize the interference detection range to achieve the best

tradeoff between the successful transmission probability and spatial throughput.

In addition, implications are given on the MAC design of a BSN.

6.3.1 Optimized interference detection range

The interference detection range R (also referred to as carrier sense range) de-

termines the distance between two simultaneous transmitting BSNs under contention-

based scheme. It is beneficial to schedule a number of short detection range R

transmissions for spatial reuse. On the other hand, when R is short, a BSN is

likely to experience severe outage due to inter-user interference.

The interference detection range R is optimized to achieve the maximum

spatial throughput while the reliable transmission requirement of a BSN is met.

That is

max ψ = λ1

(
1− P (1)

o

)
+ λm

(
1− P (2)

o

)
(6.11)

s.t. P
(2)
o ≤ κ (6.12)

where κ is the acceptable outage probability requirement.9

The above optimization is a complex non-linear problem. To get the trend of

Eqn. (6.11), we show the spatial throughput as a function of R in Fig. 6.3. As can

be seen, spatial throughput increases when R is small, after arriving at an optimal

threshold (when R=2 ), it decreases. To consider the outage probability constraint

(6.12), Figs. 6.4 and 6.5 show the outage probability as a function of detection

9Note that Eqn. (6.12) only considers the outage probability of BSNs under contention-based
scheme. Outage of contention-free BSNs is considered by the BSN deployment settings.
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Fig. 6.3: Spatial throughput as a function of interference detection range under different BSN
intensities.

range under difference SINR threshold and BSN intensity respectively. As can be

seen from Figs. 6.4 and 6.5, the outage probability requirement cannot be met

at R=2 for a typical reliability requirement, i.e., the target outage probability

κ = 90%. In fact, we investigate the typical BSN deployment scenarios (BSN

intensity varies from 0.1 to 5), spatial throughput is a monotonically decreasing

function over R within the acceptable detection range which defined by the outage

constraint. Thus we get the following proposition:

Proposition 6. The optimum interference detection range, which maximize

the spatial throughput while keeps the outage probability of a BSN meets the reli-

ability requirement, is achieved when the equality holds for the outage probability

requirement Po(R) = κ.
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6.3.2 Implications on the MAC design for BSN

In a BSN, the ratio of contention-free traffic w1 is typically determined by

the data type of a BSN, e.g. determined or random traffic. In this subsection, we

show that w1 affects the spatial throughput given the other settings fixed. Find-

ing the optimum traffic allocation means finding the optimum trade-off between

spatial reuse (more contention-free traffic results in a higher density of concurrent

transmissions) and success probabilities (a high w1 results in higher interference

and thus a lower success probability).

Fig. 6.6 shows the spatial throughput as a function of w1. As can be seen, for

a specific BSN intensity, spatial throughput increases when w1 is still low, after

arriving at an optimal value, it decreases. This is because when w1 is still low, the

number of simultaneous transmissions increases with w1, resulting in the improve-
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Fig. 6.4: Outage probability as a function of interference detection range when SINR threshold
is -10, 0, 10, 15 dB and BSN intensity is 1.
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Fig. 6.5: Outage probability as a function of interference detection range when BSN intensity is
0.5, 1, 2, 4 and SINR threshold is 0 dB.

ment of spatial throughput. However, when w1 increases to some extent (optimal

point), the increment of contention-free traffic incurs severe outage, deteriorating

spatial throughput. In addition, the optimal w1 decreases when the BSN intensity

increases. This is because when the BSN intensity is low, it is beneficial to use

contention-free mechanism to improve the number of simultaneous transmissions.

On the other hand, when the BSN intensity is high, contention-based mechanism

is more suitable to alleviate collisions.

Based on the analysis, we are able to determine the optimal ratio of contention-

based mechanism and contention-free mechanism w1 not only depending on the

data characteristics, i.e., determined or random traffic, but also on the specific

BSN intensity.

Similarly, we are able to maximize the spatial throughput by adjusting the
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Fig. 6.6: The spatial throughput as a function of the ratio of contention-free traffic w1.

BSN deployment, i.e. BSN intensity, given the MAC design of a BSN. Fig. 6.7

shows the spatial throughput as a function of BSN intensity given the traffic

allocation w1. As can be seen, for higher w1, the maximum BSN intensity is

lower. This is because when the number of BSNs under contention-free scheme is

large, the BSN intensity should be kept low to ensure the reliable transmission.

For a specific w1, there exists an optimal BSN intensity to achieve the maximum

spatial throughput. In practice, we choose to adjust the parameter, i.e. either

the traffic allocation or the BSN intensity, which is more convenient, given other

parameters fixed, to achieve maximum spatial throughput.
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6.4 Validation by simulation

We investigate the performance of BSNs in the presence of inter-user inter-

ference using the network simulator QualNet 5.0.2. The simulation results are

compared with the analytical results to validate the analysis.

6.4.1 Simulation settings

In the simulation, a coordinator and a sensor node form a BSN. The distance

between the coordinator and sensor node in a BSN is 1 meter. The radio settings

are configured according to the IEEE 802.15.6 standard [81]. In this study, we

consider an on-body path-loss model with an exponent of αO and an inter-body

path-loss model with an exponent of αI , shown in Table 6.1. The radio signal is
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Fig. 6.7: Spatial throughput as a function of BSN intensity under different ratios of contention-
free traffic (w1).
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Table 6.1: The parameter settings of the simulation in interference analysis.

Transmission power 0W (dBm) -10 

BSN density l (# of BSNs per square meter) 1 

Duty cycle of a BSN h  (%) 20 

Noise level 
n

W  (dBm) -30 

Rate parameter of shadow fading m (dB) 6.2 

On-body path-loss exponent 
O

a  3.6 

Inter-body path-loss exponent 
I

a  3 

The distance between coordinator and sensor node r (m) 1 

SINR threshold b (dB) 5~15 

 

also deteriorated with Rayleigh fading with standard deviation of 6.2 dB [110].

The traffic load and traffic allocation for all the BSNs are set the same.

According to the comprehensive survey [4, 5], BSN intensity varies from 0.1

to 5 (BSNs per unit area) depending on the specific BSN application. Each BSN

moves according to the random waypoint model [101]. Initially, all BSNs are

uniformly deployed and then they move independently. To remove the effect of

differing initial conditions on performance, we run the simulation fifty times with

different initial conditions and then calculate the average results. The related

parameters are listed in Table 6.1.

6.4.2 Simulation results

The intensity of the interfering BSNs

Fig. 6.8 compares the intensity of the interfering BSNs obtained through sim-

ulation with that obtained through analysis by Eqn. (6.5). As can be seen, the
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Fig. 6.8: Comparison of intensity of the interfering BSNs obtained through analysis and simula-
tions.

analytical results are a bit lower than the actual results. This is because Mater-

n point process is a conservative model as it underestimates the following case.

Suppose that BSN1, BSN2, and BSN3 congregate together, BSN1 is silenced by

its only neighbor BSN2, whereas BSN2 is in turn actually silenced by its neigh-

bor BSN3. In the Matern model, BSN1 and BSN2 will not be retained, but if

BSN1 and BSN3 are not neighbors and BSN3 has only BSN2 as neighbor, then

CSMA/CA will allow BSN1 and BSN3 to transmit simultaneously. In [130], it is

shown that only 78% of the transmitting nodes can be appropriately modeled. In

our modified Matern point process, this underestimation still exists, and thus the

modified Matern point process is conservative as well. It shows an improvement as

compared with the classic Matern point process, because the intensity also com-

prises the BSNs under contention-free scheme which is comprehensive modeled in

the analysis.
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Fig. 6.9: Comparison of outage probability obtained through analysis and simulations.

Outage probability

Fig. 6.9 compares the outage probability of the interfering BSNs through

simulations with that obtained through analysis. Each curve represents a scenario

with a certain BSN intensity. As can be seen, the simulation results are close to the

analytical results, which validates the approximation of ignoring the dependence

between BSNs which are interference detection range away from the tagged BSN.

This is because although all the interferers contribute to the interference, the

nearest interfering BSNs dominates the inter-user interference. It is also noted

that the actual outage probability is a bit higher than the analytical results due

to the conservation of the modified Matern point process.
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6.5 Summary

In this chapter, we have presented a stochastic geometry analysis of the inter-

user interference in IEEE 802.15.6 BSNs. The framework considers BSN interferers

which are spatially scattered according to a Poisson point process and transmit

using either contention-free or contention-based MAC mechanism according to the

IEEE 802.15.6 standard. Outage probability and spatial throughput are derived

in traceable expressions. Based on the analysis, two implications are given: 1)

The interference detection threshold is optimized to achieve the maximum spatial

throughput while the reliable transmission requirement is met. 2) The design of

MAC for BSNs is optimized depending on the specific BSN applications.
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Conclusion and Future Work

In this thesis, we have devoted our research efforts to improving performance

of body sensor networks (BSNs) in moderate-scale deployment scenarios. Partic-

ularly, we first conduct a preliminary study on and propose a handover scheme

to improve the inter-BSN communication (between the coordinator of a BSN and

the network interface), and then perform an in-depth investigation on and miti-

gate the inter-user interference in BSNs to improve the intra-BSN communication

(between sensor nodes and the coordinator in a BSN). In this final chapter, we

summarize our work and suggest several areas that merit future research.

7.1 Handover scheme

We have proposed an improved handover scheme with movement trend aware-

ness for BSNs. The proposed scheme predicts the future position of a BSN user

using the movement trend extracted from its historical position, and adjusts the

handover decision accordingly. Handover initiation time is optimized when the

outage probability is minimized and the predicted unnecessary handover prob-

ability meets the requirement. As handover decision is made in advance, it is

98



CHAPTER 7. Conclusion and Future Work

beneficial for network management and channel reservation. The simulation re-

sults showed that the proposed handover scheme reduces the outage probability

by 21% as compared with the existing hysteresis-based handover scheme under the

constraint of acceptable handover rate. Moreover, when the geometric information

of the BSN deployment area is known, the performance of the proposed handover

scheme is further improved. The proposed handover scheme could incorporate

any of the existing localization schemes as long as the movement trend of the BSN

user could be obtained. In the case where the localization information is known

beforehand, the overhead of our proposed handover scheme is further reduced.

In the future work, we will employ the proposed handover scheme in some

existing localization system to improve the flexibility of the proposed handover

scheme. In addition, we will develop more complex movement trend considering

the spatial dependence of a BSN user in an constraint BSN application area to

achieve further performance improvement.

7.2 A case study on inter-user interference

We have investigated the significance of the inter-user interference using a

case study in a moderate-scale BSN deployment scenario in hospital. Simulation

results show that, with 20% duty cycle, only 21.9% data packets can be transmit

with a packet error rate (PER) lower than 0.05 at the peak time. Even at the off-

peak time, only 68.5% can be transmit reliably. Thus inter-user interference exists

widely and severely in such a deployment scenario. Based on the investigation,

the BSN deployment configurations such as maximum BSN number that can be

accommodated and the maximum tolerable traffic load can be easily determined.

In addition, inter-user interference mitigation schemes are suggested based on the

99



CHAPTER 7. Conclusion and Future Work

specified scenario.

Besides the average PER of BSNs studied in this thesis, contact duration is

another metric to characterize inter-user interference. Contact duration is defined

as the duration that a BSN interferes with its neighboring BSNs, and its distri-

bution over various number of interfering BSNs also concerns. It determines how

frequently an interference mitigation scheme is initiated and the interference sit-

uation. Both PER of BSNs and contact duration determine the performance of

the mitigation scheme for inter-user interference in BSNs, and thus give implica-

tions on the design of the interference mitigation scheme. In the current chapter,

as mobility is not considered, we leave the investigation on contact duration to

future work.

7.3 Interference mitigation

We have proposed a lightweight and distributed scheme (IIM) for mitigating

inter-user interference in BSNs. The proposed scheme considers the generic prop-

erty of low channel utilization of BSNs and enables BSNs to adaptively reschedule

their transmission time or channels when the interference occurs. Based on the

neighboring information, two actions are conducted: 1) BSNs reschedule their

transmissions in a coordinated manner to reduce the rescheduling cost when the

channel utilization is low. 2) When the channel is fully-occupied, channel switching

decision can be made promptly so that wireless channels can be effectively utilized.

The simulation results showed that the proposed IIM scheme outperforms the ba-

sic scheme and the beacon schedule scheme in terms of throughput and energy

efficiency. The results confirm that when the density of BSNs becomes higher, the

performance improvement of the IIM scheme are more significant. Although IIM
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is designed for the beacon-enabled IEEE 802.15.4 protocol in this study, it can also

be implemented in other BSN communication schemes (e.g., IEEE 802.15.6 MAC

protocol) as long as a beacon packet is involved to synchronize the transmissions

of the sensor nodes.

In future work, we will provide a profound performance analysis on the pro-

posed IIM scheme by investigating the suitable models for arrivals of BSNs and

their traffic patterns. It is challenging because the performance of a BSN highly

relies on the arrival of its neighboring BSNs (number and timing of the arriving

BSNs depending on the mobility of BSNs) and their traffic pattern, i.e., how they

overlap with the BSN of interest. The widely used Poisson point process may

not be appropriate because the number of BSN arrivals within the interference

range of a BSN is not large enough. Thus in the performance analysis part of

the IIM scheme, we only showed that our algorithm maximized the performance

of a BSN given the interference situation in terms of minimizing the number of

rescheduling times as well as the length of the rescheduling delays. Moreover, we

will also implement IIM in an actual BSN system and evaluate the performance

with extensive experiments.

7.4 Interference analysis

We have presented a stochastic geometry analysis of the inter-user interfer-

ence in IEEE 802.15.6 BSNs. The framework considers BSN interferers which

are spatially scattered according to a Poisson point process and transmit using

either contention-free or contention-based media access control (MAC) mecha-

nism according to the IEEE 802.15.6 standard. Outage probability and spatial

throughput are derived in traceable expressions. Based on the analysis, two impli-
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cations are given: 1) The interference detection threshold is optimized to achieve

the maximum spatial throughput while the reliable transmission requirement is

met. 2) The design of MAC for BSNs is optimized depending on the specific BSN

applications. Although the stochastic geometry analysis is designed for inter-user

interference in BSNs in this thesis, it can also be implemented in heterogeneous

networks where various MAC mechanisms are employed.

We suggest two future directions based on this work. Firstly, we will employ

realistic on-body and inter-body channel model in the interference analysis which

are obtained from extensive experiments. In this thesis, we provide a general

model with the on-body path-loss exponent. In the future work, we will study

the variance between individuals and their effects on the performance of a BSN.

For on-body channel model, it highly relies on the specific characteristics of the

BSN user, e.g. male, female, fat, thin, etc. With different on-body channel model,

the detection threshold to achieve the target outage probability differs from each

BSN. Secondly, we will compare the spatial average performance of BSNs achieved

in this analysis with that obtained through simulation in a certain specific BSN

deployment scenario to capture the practical significance of the analysis.
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