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Abstract

Attention-Deficit/Hyperactivity Disorder (ADHD) is a childhood-onset neurological
disorder that can persist in adolescence and adult life, reducing concentration, mem-
ory, and productivity. The main drawback with mental health abnormalities of this type
is the traditional diagnostic technique. Since this is based exclusively on a symptoma-
tological description without considering any biological data, leading to high overdiag-
nosis rates. To address the above problem, clinical researchers are attempting to extract
ADHD biomarkers from recorded electroencephalographic (EEG) signals. Among the
most common biomarkers are Theta/Beta Ratio and P300, of which recent studies have
shown a lack of significance on the differences between ADHD and control subjects.
Besides, another great challenge in EEG processing is given by the sensitivity of the
signals, since they can be easily affected by background noise, muscle artifacts, head
movements and flickering that greatly impair their quality, which limits its introduction
into real world applications. This work proposes an EEG signal representation method-
ology for identifying subject-wise discrepancies of inhibitory responses, decoding the
data structure, and supporting diagnosis of mental disorders. For this, first we develop
a feature extraction approach based on the common spatial patterns (CSP) from EEG
signals to support the ADHD diagnosis as show in Chapter 3. Then, we develop a
methodology for the representation of EEG signals that uses the similarity between
time series through their covariance matrices in the Riemannian manifold of positive
semidefinite matrices (PSD), using the logdet-divergence of Jensen Bregman, the Stein
kernel, and Centered Kernel Alignment (CKA) as a cost function to perform a spatial
filters optimization. Finally, in chapter 5 we present a methodology for the diagnostic
support of ADHD. The proposal involves the use of the optimal spatial patterns devel-
oped in Chapter 4, a decomposition in brain rhythms, and the discriminative decoding
of Chapter 3. The resulting subject-wise features fed a linear discriminant analysis as
the supported-diagnosis tool. Achieved 93% accuracy rate proves that the discrimina-
tive index based on the stein spatial patterns outperforms conventional biomarkers in
the ADHD diagnosis.
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Chapter 1

List of Symbols and
Abbreviations

1.1 Symbols
Symbol Definition

X Input space
AAA Matrix AAA
bbb Vector bbb
E Expected value
∇F Gradient of the differentiable function F(·)
tr{·} Trace operator
〈,〉F Frobenius inner product
k Kernel function
δ(·, ·) Delta Dirac function
|| · ||F Frobenius norm
| · | Absolute value
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Chapter 1. List of Symbols and Abbreviations

1.2 Abbrevations
The following abbreviations are used in this manuscript:

ADHD Attention-Deficit Hyperactivity Disorder
BCI Brain–Computer Interface
CKA Centered Kernel Alignment
CSP Common Spatial Patterns
DC Decreasing Condition
EEG Electroencephalography
ERN Error-Related Negativity
ERP Event-Related Potential
FIR Finite Impulse Response
IC Increasing Condition
MI Motor Imagery
MKL Multiple Kernel Learning
MKSSP Multi-Kernel Stein Spatial Patterns
RSST Reward Stop Signal Task
SPD Symmetric Positive Definite
SSP Stein Spatial Pattern
TBR Theta/Beta Ratio
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Chapter 2

Introduction

2.1 Problem statement
Attention deficit hyperactivity disorder (ADHD) is a neurological disorder of childhood-
onset. It is the most common behavioral problem of the school period, affecting the
child’s daily life and learning due its impulsivity and low self-esteem symptoms [2].
ADHD can persist in adolescence and adult life (15-65%), manifesting itself as a lower
ability to concentrate, lower memory capacity, and lower productivity [3]. Nonetheless,
the current examination relies exclusively on a symptomatological description without
considering any biological data, yielding high overdiagnosis rates [4]. To address the
above issue, clinical researches attempt extracting ADHD biomarkers from the elec-
troencephalographic (EEG) signals recorded while performing demanded tasks. For
instance, the power ratio of theta and beta bands (TBR) compares the power of slow
waves (4-7 Hz) against the fast waves (13-30 Hz) from a subject in resting state, ex-
pecting that ADHD subjects evoke higher power at slow waves than in the fast ones.
The US Food and Drug Administration agency approved TBR for clinical diagnosis
in 2013. However, recent studies state that there is not enough evidence on the TBR
robustness as a diagnostic tool [5]. Another widely studied biomarker corresponds to a
positive deflection on the event-related potentials (ERPs) approximately 300 millisec-
onds after a stimulus occurs, termed P300. Although some studies evidenced a latency
increase and an amplitude decrease in ADHD patients, other clinical researches sug-
gest that the differences between ADHD and controls are not significant. [6]. Another
considered biomarker consists of a negative ERP deflection between 50-100 millisec-
onds at the frontal-central region when incorrect responses occur, termed error-related
negativity (ERN) wave [7]. Despite the reported decreased amplitudes in ADHD chil-
dren [8], ERN needs to be further explored as an ADHD biomarker [9].

Some of the problems that feature extraction techniques from EEG must deal with
are the presence of background noise, muscle artifacts, head movements, and blinks.
This greatly impairs the performance of the techniques, limiting their introduction into
real-world applications. [10, 11]. One way to deal with the above issues comprises
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Chapter 2. Introduction

the design of robust feature sets. Among the wide variety of feature extraction ap-
proaches, the Common Spatial Patterns (CSP) stands out for capturing different mental
states activity within the EEG. CSP projects signals from two classes into a space with
maximum variance for one class and minimum for the other, providing discriminant
features [12]. In this sense, the relative power in the CSP space, computed from the
channel-wise covariance matrix, characterizes a band-passed multichannel EEG trial.
Nonetheless, the interclass variability within subjects hampers the system effectiveness
for some applications [13].

As an initial solution, multiple CSP-based variants optimize the spectral filtering for
yielding discriminative features under varying conditions. For instance, the Common
Spatio-Spectral Patterns (CSSP) approach enhances a finite impulse response (FIR) fil-
ter by incorporating a time delay for filtering to improve CSP performance proposed
[14]. The Common Sparse Spectral-Spatial Patterns modified the CSSP by simultane-
ously tuning the FIR and CSP filters [15]. Later, Novi et al. introduced the CSP fea-
tures from multiple sub-bands for EEG classification with a score fusion strategy [16].
In the same approach, the Filter-Bank CSP (FBCSP) exploited the potential correla-
tion between CSP characteristics extracted from different bands to improve the signal
discrimination [13]. In general, filter-banked feature extraction approaches outperform
conventional multichannel time-series representations, including traditional CSP, in su-
pervised learning schemes [17]. Nonetheless, spectral variants of CSP hardly decode
mental states that activate spatially close regions, no matter the frequency differences
[18].

Other approaches decode the trial variability through Riemannian manifolds com-
posed of Symmetric Positive Definite (SPD) matrices, i.e., trial covariance estimations.
Due to preserving the geometric structure and behaving like a matrix Hilbert space, the
Riemannian manifolds devote conventional pattern recognition machines to time-series
classification [19]. However, the covariance matrices as features suffer from the curse
of dimensionality, since the usual matrix dimensions compare to the number of training
samples [20]. For coping with high-dimensionality, various approaches map data from
the Riemannian manifold into lower-dimensional vector spaces. For instance, the ex-
tension of three nonlinear dimension reduction (DR) approaches, namely, Local Linear
Embedding (LLE), Hessian LLE, and Laplacian Eigenmaps, to the Riemannian geom-
etry allowed the motion and image segmentation from a clustering point of view [21].
Nonetheless, such nonlinear DR algorithms lack a parametric mapping to the low-
dimensional space, depending on an interpolation stage [22]. In addition, Principal
Geodesic Analysis (PGA) emerges as a principal component analysis generalization
for Riemannian manifolds by finding a tangent space with maximized variance [23].
Two subsequent tangent space approaches introduce kernel-based mappings [21, 24].
However, tangent space projections distort data structure, with larger distortions at
regions far from the space origin [25]. Another DR alternative maps from high to low-
dimensional manifolds, where the resulting output manifold serves as input for existing
SPD-based algorithms [20]. As an example, a linear mapping takes advantage of pro-
vided labels to maximize the geodesic distance among samples from different classes
while minimizing distances among equally-labeled samples [22]. Despite favoring the
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supervised tasks, the linear combination of distances as a cost function underperforms
at inherently nonlinear distributed classes.

Therefore, there is a need for extracting features from EEG signals to suitable iden-
tify evoked activity by a known paradigm, decode differences in mental states between
and within subjects, and enhance the supervised learning in supported diagnosis appli-
cations.

2.2 Justification
Attention deficit hyperactivity disorder (ADHD) is a childhood-onset neurological dis-
order characterized by symptoms such as inattention, hyperactivity, and impulsivity.
This disorder is the most common behavior problem of the school period, affecting
the child’s daily life and learning. ADHD can persist into adolescence and in some
cases into adult life, where it manifests itself in a reduced ability to concentrate, re-
duced memory capacity, low productivity, among others [26]. This condition can be
classified according to the DSM-V (Diagnostic and Statistical Manual of Mental Dis-
orders) into three subtypes: predominant attention deficit, predominant, or combined
hyperactivity-impulsivity. The prevalence of this disorder in the population ranges be-
tween 8% and 20%, this percentage varies according to the diagnostic method used,
the age of the patients, geographic location, and level of education [27]. In Colombia,
according to the 2015 national mental health survey, 3% of children between 7 and 12
years old suffer from ADHD. Prevalence studies in Antioquia and Caldas have made it
possible to establish a global prevalence in the population of 15% to 17%, and in Bo-
gotá with school populations shows that 5.7% of the children in the schools evaluated
have ADHD [28]. The prevalence in Colombian adults is not known, but it is believed
that the condition persists between 2% and 5% of affected children [29].

Currently, there are problems that affect the diagnosis of ADHD, since it is a pro-
cess of clinical observation. Such problems include discrepancies in the information
provided by parents and teachers, as well as the overlap of attentional and behavioral
symptoms with other disorders [30]. In view of the above, strategies have been pro-
posed to integrate biomarkers with the regular clinical evaluation of ADHD to help the
specialist in a specific and sensitive diagnosis of the disease or to determine confound-
ing factors with possible comorbidities or different etiologies [31]. Studies such as
the one presented in [32], present a methodology for the assisted diagnosis of ADHD
integrating the TBR biomarker and a multidisciplinary team (psychiatrist, psycholo-
gist, and neurodevelopmental pediatrician), where 275 children and adolescents with
suspected of ADHD with the traditional diagnosis and with the proposed methodol-
ogy, finding that with the first one there was a 34% overdiagnosis. Therefore, it is
important to implement tools that help in the diagnosis of ADHD. Considering that the
Automatics research group of the Universidad Tecnologica de Pereira has carried out
several bioengineering projects using signals from this type, the development of a fea-
ture extraction methodology that allows discriminating control subjects from patients
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with the disorder can be considered viable. This research is framed in the project en-
titled “Herramienta de apoyo al diagnóstico del TDAH en niños a partir de múltiples
características de actividad cerebral desde registros EEG” with code 1110-807-63051,
of MinCiencias.

2.3 State of the art
In recent years, the diagnosis of ADHD has been made using observation by a doctor
and the reports that parents and teachers gave regarding the behaviors and activities car-
ried out by children. However, the information provided was subject to discrepancies
and confusion with other disorders [33]. For this reason, to provide effective diagnoses
without being confused with possible related disorders, strategies have been proposed
that involve the use of biomarkers in the clinical evaluation of ADHD [32].

The biomarkers currently used are based on the electroencephalographic activity of
patients diagnosed with ADHD [34]. Emerging, for example, endophenotypic markers,
which are obtained with electrophysiological measurements, and genes such as DAT1
and DRD4 that encode dopamine-dependent neurotransmission [35]. Likewise, the
p300 wave has been considered a marker of an attentional process. This wave appears
as a positive deflection 300 milliseconds after a stimulus is presented, which gener-
ates great interest to evaluate its morphological characteristics through the analysis of
Cognitive Evoked Potentials [36]. Another biomarker used is the Teta/Beta spectral
ratio (TBR). This ratio was approved by the Food and Drugs Administration (FDA) of
the United States in June 2013 under the name of Neuropsychiatric evaluation EEG-
Bassed Assessment Aid (NEBA).

Likewise, various features extracted from EEG signals have been proposed in an
attempt to discriminate subjects with the disorder. Among which are the frontal lobe
alterations (excess theta dominant frontal activity or excess alpha frequency activity).
Parietal alpha variant (alpha frequency greater than 12Hz in the posterior cortex, with
normal to high amplitudes). Alpha-independent diffuse slow activity (increased delta
and theta (1-7 Hz) with or without posterior dominant slow rhythm). Mixed fast and
slow activity (activity increases below 8 Hz. absence of alpha and increased beta fre-
quency), among others [37, 38, 39, 40, 41]. Another study identifies that in ADHD
patients the Error related negativity wave is low or even absent in comparison with the
control patients and can change according to the emotional involvement in inhibition
tasks [42].

Regarding the EEG-based feature extraction methodologies, several solutions have
been proposed attempting to capture the electrical activity patterns resulting from dif-
ferent mental states. Among these, the Common Spatial Patterns algorithm (CSP) pre-
sented in [12] stands out. The CSP algorithm projects the signals of two classes into
a space of maximum variance for one class and minimum for the other, providing
discriminative features. Besides, many variants of the original CSP algorithm can be
found, which try to increase the effectiveness, as presented in [43]. In this article the
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authors present the Common Spatio-Spectral Patterns (CSSP) approach, where a finite
impulse response (FIR) filter is improved by incorporating a time delay for filtering.
Allowing for individually tuned frequency filters at each electrode position resulting
in an improved and more robust machine learning procedure. Later in [14] a variation
of CSSP is proposed where, in addition to optimizing the spectral filtering, an opti-
mization of the spatial filters is performed. This variation is called Common Sparse
Spectral-Spatial Patterns. Later, in [15] another approach is presented where the ex-
traction of CSP features is performed using frequency sub-bands, where the best bands
are chosen using a Linear Discriminant Analysis. From the same perspective of fre-
quency bands, in [13] a variation of CSP using filter banks called Filter Bank Common
Spatial Pattern (FBCSP) is proposed. In this work, the specific frequency band for each
subject is optimized for the feature extraction. Finding the specific frequency bands of
each subject that better encode the different mental states. In general, it is observed that
feature extraction approaches that take into account the spectral relationship of brain
activity and different mental states outperform conventional multi-channel time series
representations, including traditional CSP, in supervised learning schemes.

2.4 Objectives

2.4.1 General objective
To develop an EEG signal representation methodology for identifying subject-wise
discrepancies of inhibitory responses, decoding the data structure, and supporting di-
agnosis of mental disorders.

2.4.2 Specific objectives
• To develop a methodology for feature extraction from EEG signals registered in

inhibitory control tasks that decodes the discrepancies between different mental
states.

• To develop a methodology for the representation of EEG signals based on second-
order statistics that favors the class separability and decodes the non-linear rela-
tionships.

• To develop a methodology to support the diagnosis of ADHD from EEG signals,
which takes into account spatio-spectral information and mental states within an
inhibitory control paradigm using second-order statistics.

12



Chapter 3

CSP-based discriminative
capacity index from EEG

This chapter presents the development of a methodology for the feature extraction from
EEG signals registered in inhibitory control tasks, decoding the discrepancies between
different mental states based on the Common spatial patterns (CSP) algorithm. To this
end, CSP projects EEG signals into a decorrelated space so that successful and failed
inhibitions differ in their variance. Then, the obtained spatial patterns and their eigen-
values allow us to extract a channel-wise feature accounting for the capacity to discrim-
inate inhibitions. Validation on synthetic EEG simulating two visual stimuli evidence
that the discriminative capacity index suitably identifies evoked sources. On real EEG,
results prove that the proposed features outperform behavior and ERN biomarkers in
the supported ADHD diagnosis using a Linear Discriminant Analysis (LDA) classifier.
The work presented in this chapter was accepted and published at the 28th European
Signal Processing Conference (EUSIPCO) in 2020 [44].

3.1 Methods

3.1.1 Common Spatial Patterns
Let a set of N labeled multichannel EEG time series (trials), acquired from a single
subject X=

{
xxxn(t) ∈ RC,yn ∈ {+,−}

}N
n=1 , where C stands for the number of chan-

nels, t ∈ [1,T ] indexes the time instants, and yn labels the n-th time series xxxn(t) as
either, positive (+) or negative (−) class. The Common Spatial Patterns (CSP) tech-
nique maps trials using a matrix WWW ∈ RC×D into a space of uncorrelated sources as
zzzn(t) =WWW>xxxn(t), being zzzn(t) ∈RD the projected time series, and D≤C the number of
components. Taking into account that trials are band-pass filtered, the covariance ma-
trix of zzzn(t), assessing the source correlation, is computed as in Equation (3.1) where
Et {·} stands for the expected value over t, and ΣΣΣn ∈ RC×C denotes the covariance of
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xxxn(t).

SSSn = Et

{
zzzn(t)zzz>n (t)

}
=WWW>Et

{
xxxn(t)xxx>n (t)

}
WWW (3.1)

SSSn =WWW>ΣΣΣnWWW

Therefore, the covariance of the i-th class in the CSP space SSSi ∈ RD×D results from
averaging the trials so that yn=i:

SSSi = En {SSSn:yn=i}=WWW>En {ΣΣΣn:yn=i}WWW (3.2)

SSSi =WWW>ΣΣΣiWWW

Since CSP aims at discriminating trials in terms of their projected variance, WWW
must maximize SSS+ and minimize SSS−, while diagonalizing them to guarantee the source
decorrelation [12]. These three goals are achieved by solving the following problem
generalized eigenvalue problem:

www>ΣΣΣ+ = λwww>(ΣΣΣ++ΣΣΣ−), (3.3)

where www is an eigenvector and λ its associated eigenvalue. The set of D eigenvectors
{wwwd} solving Equation (3.3) correspond to the columns of WWW , resulting in an orthonor-
mal projection matrix. Besides, WWW produces unitary total variances at each CSP axis as
the solution of Equation (3.3) yields SSS++ SSS−=III. Hence, the vectors wwwd , also termed
spatial filters, must maximize the variance of trials in one class and minimizes the
variance of the others to meet above constraint.

3.1.2 Discriminative decoding of CSP
Given the projected trial zzzn(t), the input time series can be re-obtained using a second
linear mapping, xxx(t) = AAAzzz(t). Since CSP provides the spatial filters, such a matrix is
computed as AAA =WWW−>. The columns of AAA∈RC×D, called spatial patterns, explain how
a presumed source is read by the channels.

Further, unitary total covariance constraint in Equation (3.3) results in eigenval-
ues bounded to the range λ ∈ [0,1]. If λd=1, variances in the wwwd axis are one for
positive trials, and zero for negatives. While λd=0 indicates that www>d ΣΣΣnwwwd=0 for pos-
itive trials and www>d ΣΣΣnwwwd=1 for negative ones. Consequently, spatial patterns with as-
sociated eigenvalues λ=1/2 lack discriminative information. To account for the dis-
criminative capacity of spatial pattern, this work corrects the eigenvalues according to
Equation (3.4), so that λ′d=0 comes from an axis without class separability and λ′d=1
enhances the variance of either class.

λ
′
d = 2

∣∣∣∣λd−
1
2

∣∣∣∣ (3.4)

Finally, the weighted average of AAA along the columns provides a scalar value indi-
cating the capacity of each channel to discriminative between the two classes:

ρc =
D

∑
d=1

λ
′
d |acd |, (3.5)
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with c and d indexing rows and columns of AAA, as well as the channels and patterns
from CSP, respectively. As a result, the corrected eigenvalues favor those patterns
maximizing the class separation in terms of the trial variance, and the vector ρρρ ∈ RC,
in the channel space, describes how well CSP solves the discrimination problem for X.

3.2 Datasets

3.2.1 Synthetic EEG records
To assess the discriminative capacity of the proposed index, two sets of EEG records
were simulated using the SEREEGA toolbox [45]. SEREEGA generates synthetic
event-related EEG signals by describing the electrical brain activity.

Dataset SEREEGA-1

This dataset simulates two different classes evoking potentials at different electrical ac-
tivity sources, named A and B. Those sources contra-laterally located, A frontal and B
occipital, as shown in Figure 3.1. For each source, 300 trials were simulated with a 200
ms pre-stimulus and 800 ms post-stimulus, at a sample rate of 250 Hz. Table 3.1 sum-
marizes the parameters of the negative (ERP-N) and positive (ERP-P) evoked potentials
composing the trials, as well as the additive white noise. Therefore, SEREEGA-1 holds
M=600 trials, each of them with C=30 channels distributed all over the scalp, and last-
ing T=250 time instants. Trials with source A evoked are labeled as positive (yn=+),
while the ones with source B are negative (yn=−).

Signal type Amplitude (mV) Latency (ms) Width (ms) Probability

ERP-N -0.6±0.1 350±20 120±10 80%
ERP-P 0.8±0.1 470±30 200±20 80%
Noise 0.55±0.1 100%

Table 3.1. Simulation parameters for the dataset SEREEGA-1.

Figure 3.2 plots the evoked potentials for each class over time. Each curve depicts
a single EEG channel, from frontal to occipital brain regions. Although the generated
evoked potentials simultaneously occur for both stimuli (∼ 160 ms for ERP-N and
∼ 240 ms for ERP-P), their spatial location changes from class to class, representing
different cognitive processes.

SEREEGA-2

This dataset simulates two stimuli evoking common and different electrical activity
sources, named A, B, C1, and C2, with parameters and locations described in Table 3.2
and bottom of Figure 3.1. A and B are contra-lateral frontal sources, both holding one
positive and one negative potential, while C1 and C2 emerge with a positive potential
as the shared visual activity [46]. Therefore, the first stimulus (class) evokes sources
A, C1, and C2 on 300 trials. On the contrary, the second stimulus evokes B, C1,
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Source A

Source B

(a) Coronal (b) Sagittal (c) Axial

Source A

Source B

Sources C1 and C2

(d) Coronal (e) Sagittal (f) Axial

Figure 3.1. Location of sources for the datasets SEREEGA-1 (top) and SEREEGA-2 (bottom).

and C2 on 300 different trials. As a result, SEREEGA-2 holds M=600 trials with
C=62 channels and T=250 time instants. Bottom of Figure 3.2 illustrates the evoked

Signal type Amplitude (mV) Latency (ms) Width (ms) Source Probability

ERP-N –0.8±0.1 350±40 120±20 A,B 80%
ERP-P 1±0.1 470±30 200±30 A,B 80%
ERP-P 1±0.1 100±10 100±20 C1,C2 100%
Noise 0.2 ± 0.1 A,B,C1,C2 100%

Table 3.2. Simulation parameters for the dataset SEREEGA-2.

response potentials over time and channels. Sources C1 and C2, emerging at the visual
cortex around -100 ms, behave similarly for both classes, as they emulate sensorial
activation before the stimulus processing. In turn, A and B occur at the same time and
different spatial location, representing stimulus processing at different areas.

3.2.2 Real EEG records
The real EEG dataset, termed ADHD-1, holds recordings from 69 children, aging be-
tween 7 and 12 y/o, labeled as either healthy control or attention deficit hyperactivity
disorder (ADHD) patient. During EEG recording, subjects performed Reward Stop-
Signal Tasks (RSST) by pressing a key each time they face a frequent stimulus called
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Figure 3.2. Time courses for both classes on dataset SEREEGA-1 (top) and SEREEGA-2 (bottom).
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Figure 3.3. Reward Stop Signal Task (RSST) paradigm [1]

Go, unless being followed by an unfrequent Stop signal [1]. Each subject performed
about 300 trials, triggered by the Go, distributed in four four-minutes blocks. Between
each block, there is a lag period long enough for the subject to rest, but short to avoid
the resting state. RSST rewards the subjects with a Smiley sticker, a Low amount of
candies, or a High amount of candies if they successfully inhibit from pressing the key.
When the monetary reward decreases from block to block, the child belongs to the
decreasing condition group (DC). Otherwise, they compose the increasing condition
group (IC). Table 3.3 summarizes the average number of successful and failed trials
according the reward, condition and diagnosis. Regarding the time series details, EEG
signals were recorded at 250 Hz and C=32 channels distributed over the scalp. Firstly,
each trial is trimmed 200 ms before and 800 ms after the Stop stimulus, producing
sequences of T=250 time instants.

Condition Diagnosis N Smiley Low High
Succ Failed Succ Failed Succ Failed

Decreasing Control 15 20.28 14.90 13.46 18.76 27.05 40.42
ADHD 15 15.76 17.02 13.39 22.72 25.99 43.12

Increasing Control 21 13.81 19.64 26.45 42.44 13.29 20.73
ADHD 18 12.65 20.92 24.09 45.66 13.59 20.96

Table 3.3. Average number of successful and failed inhibitions. N stands for the number of subjects in the
diagnostic group.

18



Chapter 3. CSP-based discriminative capacity index from EEG

3.2.3 Proposed scheme for feature extraction
Figure 3.4 presents the proposed scheme for the extraction of static discriminative fea-
tures from EEG signals using discriminative decoding according to CSP for an RSST
paradigm. The methodology begins by separating the trials into groups according to
the reward within the paradigm. Second, CSP is applied within each group assuming
successful and unsuccessful inhibitions as the two classes, resulting in a matrix for
each reward. Finally, the discriminative capacity of each channel in each group is cal-
culated using the resulting eigenvalues and spatial patterns according to Equation (3.5)
to obtain the vector of characteristics that represent the subject.

Figure 3.4. Proposed methodology for the feature extraction based on discriminative decoding of csp

3.3 Results

3.3.1 Discriminative decoding on simulated data
Figure 3.5a illustrates the topographic maps resulting from the proposed discriminative
decoding for the SEREEGA-1 dataset. Red regions, denoting a larger ρc, are located
over the simulated activity sources shown in Figure 3.1c. On the other hand, channels
within blue and green regions, which are far from the activity sources, result in a lower
discriminative index, indicating that those channels hardly distinguish both classes.
Therefore, the proposed discriminative index highlights channels related to the under-
lying brain activity. On the other hand, the discriminative decoding for the SEREEGA-
2, displayed in Figure 3.5b, highlights in red two contra-lateral frontal regions that are
related to A and B sources. It is worth noting that C1 and C2 sources, over the visual
cortex, hold low ρc values since they arise as a common activity in both classes. Such a
fact is because the most discriminative spatial patterns (shown at the top of Figure 3.6)
are associated with either source A or B. On the contrary, patterns explaining common
activity hold eigenvalues close to 0.5 (bottom of Figure 3.6), meaning that they are not
biased towards any class. As a result, the proposed discriminative decoding associates
channels with the difference between two cognitive states, while ignoring the shared
activity.
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(a) SEREEGA-1 (b) SEREEGA-2

Figure 3.5. Topographic maps of the proposed discriminative coding applied on the synthetic EEG records.

Figure 3.6. Four spatial patterns from the SEREEGA-2 dataset along their corresponding eigenvalues.
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3.3.2 Feature extraction by discriminative decoding
In real EEG, we applied the proposed approach subject-wise using successful and failed
inhibitions as the two classes, taking into account that the ERN responses differ be-
tween ADHD and control children [8]. In this sense, the discriminative decoding pro-
vides a single feature vector at each reward for each subject, as the four patients in
Figure 3.7 illustrate. Regarding the decreasing condition in Figures 3.7a and 3.7b,
the ADHD subject evidence larger ρc values than the control in the frontal-central re-
gion, where studies found that the disorder affects the most the error-related wave [47].
On the other hand, applying the discriminative decoding on the increasing condition
(Figures 3.7c and 3.7d) results in fewer differences between both subjects, indicating
that a reward increment similarly stimulates both groups. Consequently, the proposed
approach highlights the differences between cognitive states evoked by the paradigm
condition.

3.3.3 Diagnostic support of ADHD
We validate the proposed approach as an ADHD biomarker by performing the classi-
fication of control versus ADHD subjects using our features from Section 3.3.2, ERN
descriptors, and behavioral measures. For the former, we concatenate the 32 discrimi-
native capacity indexes (one per channel) across the rewards, yielding 96 features per
subject. For the second, we measure, at each reward, the amplitude and latency of the
ERN wave at channels located over the medial frontal, left frontal, ventromedial or-
bitofrontal, and prefrontal cortices, known to evoke error-related responses, producing
54 features [48]. As behavioral measures, we consider the Mean Reaction time, the
Stop Signal Delay, and the Stop Signal Reaction Time per block for each subject be-
cause they are related to ADHD [49], achieving 12 features. Subsequently, we apply
a Principal Component Analysis (PCA) as dimension reduction, followed by a Lin-
ear Discriminant Analysis (LDA) as the classification machine, for each of the three
feature sets.

Figure 3.8 illustrates the average classification accuracy as a function of the num-
ber of components (M) for each feature set and both IC and DC conditions. Regarding
the decreasing condition, PCA increases the accuracy in comparison with no dimen-
sion reduction, independently on the feature set. Notably, the proposed discriminative
decoding better discriminates the diagnostic groups by achieving an 87% accuracy. As
a contrast, classification score little varies over the number of components when in-
creasing the reward, implying that the dimension reduction lacks a significant effect
on the diagnostic performance. As a result, under the proper condition, the proposed
approach provides features improving the ADHD diagnostic compared to conventional
approaches.

Table 3.4 presents the average performance achieved by each feature extraction ap-
proach at the optimal number of components in both conditions using a 10-fold cross-
validation scheme. Also, we report the fold-paired t-test p-value comparing validation
scores of the proposed decoding against behavior and ERN features at accuracy, sensi-
tivity, specificity and F1-score metrics. Overall, DC achieves higher accuracy rates than
IC because the former allows CSP to intensify differences between patterns from both
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(a) Control DC

(b) ADHD DC

(c) Control IC

(d) ADHD IC

Figure 3.7. Topographic plots of the discriminative decoding on four real subjects.
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Figure 3.8. Tuning of the number of components for each condition reward and considered feature sets.

inhibitions. Particularly for decreasing condition, the discriminative decoding outper-
forms both conventional features sets, reaching a significant difference according to the
hypothesis test (p-value <5%). However, p-values at IC are large enough to prove that
the three features sets are statistically similar. Such findings agree with Figures 3.7c
and 3.7d, where the difference between both subjects is hardly perceivable. Therefore,
the discriminative decoding finds changes in the error-related response from control
to ADHD children, highlighted by the decreasing condition, at clinically interpretable
brain regions [7, 47].

M Accuracy Sensitivity Specificity F1-score
ERN 4 0.70±0.19* 0.70±0.40 0.85±0.23 0.65±0.35

DC Behavior 4 0.71±0.15** 0.77±0.40 0.25±0.34** 0.67±0.37
Proposal 10 0.87±0.20 0.85±0.23 0.85±0.32 0.84±0.17

ERN 2 0.60±0.28 0.63±0.40 0.70±0.40 0.60±0.33
IC Behavior 10 0.72±0.13 0.70±0.33 0.47±0.48 0.68±0.32

Proposal 13 0.66±0.22 0.75±0.33 0.62±0.37 0.64±0.25

Table 3.4. Average performance for 10-fold cross-validation. Significant differences are marked for p-value
< 5% (*) and < 1% (**). In bold highest score values
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Chapter 4

Multiple Kernel Stein Spatial
Patterns

This chapter proposes a methodology for the representation of EEG signals based on
second-order statistics that favors the class separability and decodes non-linear re-
lationships. For this, the proposal uses the similarity between time series through
their covariance matrices in the Riemannian manifold of positive semidefinite matrices
(PSD), using the logdet-divergence of Jensen Bregman, the Stein kernel, and Centered
Kernel Alignment (CKA) as a cost function. To validate the representation, a method-
ology was designed for the classification of EEG signals termed Multiple Kernel Stein
Spatial Patterns (MKSSP) dealing with noise, raveled brain activity, and subject vari-
ability issues. Experimental evaluations in the well-known four-class MI dataset 2a
BCI competition IV proves that the methodology significantly improves state-of-the-art
approaches. Further, the proposal is interpretable in terms of data distribution, spectral
relevance, and spatial patterns. Such interpretability demonstrates that MKSSP en-
codes features from different spectral bands into a single representation improving the
discrimination of mental tasks. The results of this chapter were presented as a paper.
Evaluated and published in the journal Applied Sciences, by MDPI in December 2020
[50].

4.1 Methods
4.1.1 EEG Decomposition
Let a set of N labeled multichannel EEG time series (trials), acquired from a single
subject X=

{
xxxn(t) ∈ RC,yn ∈ L

}N
n=1 , where C stands for the number of channels, t ∈

[1,T ] indexes the time instants, and yn labels the n-th time series xxxn(t). L defines the
set of possible classes, usually related to mental states.

To take advantage of the spectral content of the EEG signals, each trial is band-
passed through a set of B filters, achieving the filter-banked time series representation
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of EEG data described in Equation (4.1):

XB=
{

xxxnb(t) = [xnc(t)∗hb(t)]Cc=1,b ∈ [1,B]
}N

n=1 (4.1)

where xnc(t)∈R stands for the c-th channel from the n-th trial, hb(t)∈R corresponds to
the impulse response of the b-th linear phase FIR filter, and ∗ denotes the convolution
operator. Afterwards, a band-wise spatial filtering linearly mixes the input channels
into components at each time instant resulting in a new set of band-filtered time series
as follows:

XW=
{

zzznb(t) =WWW>b xxxnb(t) : b ∈ [1,B]
}N

n=1
(4.2)

with WWW b ∈ RC×Q as the linearly mixing matrix of spatial filters for the band b, and
zzznb(t) ∈ RQ stands for the spatially-filtered trial with Q components.

4.1.2 Time-Series Similarity through the Stein Kernel for PSD Ma-
trices

Since each trial in the component space is band-pass filtered, the expected value of
zzznb(t) becomes zero. Hence, the band-wise covariance is computed as

SSSnb =zzznb(t)zzznb(t)> (4.3)

SSSnb =WWW>b xxxnb(t)xxxnb(t)>WWW b (4.4)

with SSSnb ∈ RQ×Q. The set of covariance matrices from the dataset X holds the linear
relationships between component pairs:

S=
{

SSSnb =WWW>b ΣΣΣnbWWW b : b ∈ [1,B]
}N

n=1
(4.5)

being ΣΣΣnb = xxxnb(t)xxxnb(t)> ∈ RC×C the trial covariance for the b-th band in the input
channel space. Given that each matrix in the set S satisfies that 〈 AAA,SSSnbAAA〉 ≤ 0 for
any AAA 6= 000, then SSSnb ∈ S is positive semidefinite (PSD). As a set of PSD matrices, S
belongs to the Riemannian manifold PQ, which is differentiable and a canonical higher-
rank symmetric space within the real symmetric matrix space SQ [51]. Therefore,
there exists a PSD matrix representing each time-series in a Hilbert space of matrices
endowed with a metric allowing to compare two trials.

For such a manifold, the Jensen-Bregman divergence δF(SSSnb,SSSmb) ∈ R+ measures
the disimilarity between two matrix elements SSSnb and SSSmb as:

δ(SSSnb,SSSmb) =
BF(SSSnb, S̄SSb)+BF(S̄SSb,SSSmb)

2
(4.6)

BF(SSSnb,SSSmb) = F(SSSnb)−F(SSSmb)−〈SSSnb−SSSmb,∇F(SSSmb)〉F (4.7)

S̄SSb =
SSSnb +SSSmb

2
(4.8)

where ∇F denotes the gradient of the strictly convex and differentiable function F(·),
〈AAA,BBB〉F = tr

{
AAA>BBB

}
the Frobenius inner product in the PSD matrix space, and tr{·}
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the trace operator. Equation (4.7) defines the Bregman divergence as the positive tail
of the first-order Taylor expansion of F(·). Then, Equation (4.6) corresponds to the
symmetrized version of BF and holds the properties of a distance function in PQ [52]. In
particular, using as the convex function F(SSSnb)=− log |SSSnb| yields the Jensen-Bregman
LogDet divergence defined in Equation (4.9), with | · | as the determinant operator.

D(SSSnb,SSSmb) = log
∣∣∣∣SSSnb +SSSmb

2

∣∣∣∣− log |SSSnbSSSmb|
2

(4.9)

Moreover, Equation (4.9) is invariant to affine transformations, that is, the LogDet
divergence at the component space is the same in the channel space if the number of
components equals the number of channels (Q = C). The following procedure proves
the affine-invariance, assuming WWW ∈ RC×C square:

D(SSSnb,SSSmb) = log
∣∣∣∣SSSnb +SSSmb

2

∣∣∣∣− log |SSSnbSSSmb|
2

D(SSSnb,SSSmb) = log

∣∣∣∣∣WWW>ΣΣΣnbWWW +WWW>ΣΣΣmbWWW
2

∣∣∣∣∣− log
∣∣∣WWW>ΣΣΣnbWWWWWW>ΣΣΣmbWWW

∣∣∣
2

D(SSSnb,SSSmb) = log
∣∣∣∣WWW>ΣΣΣnb +ΣΣΣmb

2
WWW
∣∣∣∣− log

∣∣∣WWW>ΣΣΣnbWWW
∣∣∣

2
−

log
∣∣∣WWW>ΣΣΣmbWWW

∣∣∣
2

D(SSSnb,SSSmb) = log
∣∣∣WWW>∣∣∣+ log

∣∣∣∣ΣΣΣnb +ΣΣΣmb

2

∣∣∣∣+ log |WWW |

−
log
∣∣∣WWW>∣∣∣
2

− log |ΣΣΣnb|
2

− log |WWW |
2

−
log
∣∣∣WWW>∣∣∣
2

− log |ΣΣΣmb|
2

− log |WWW |
2

D(SSSnb,SSSmb) = log
∣∣∣∣ΣΣΣnb +ΣΣΣmb

2

∣∣∣∣− log |ΣΣΣnbΣΣΣmb|
2

D(SSSnb,SSSmb) = D(ΣΣΣnb,ΣΣΣmb) (4.10)

Thanks to the distance property in Equation (4.6), the LogDet divergence param-
eterizes a radial basis function to build a similarity measure between two trials in XW
through their corresponding covariances in the component space, that is:

k(xxxnb(t),xxxmb(t)|WWW b) = e−γbD(SSSnb,SSSmb|WWW b) (4.11)

being γb ∈ R+ the scale parameter for the kernel from the b-th frequency band. Equa-
tion (4.11) is known as the Stein kernel for PSD matrices. Since the linear mapping
WWW b determines the component space and the Stein kernel is affine-invariant, tuning of
WWW b demands an optimization procedure for Q <C to enhance class separability at each
band.
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4.1.3 Spatial Filter Optimization Using Centered Kernel Alignment
Given the kernel function in Equation (4.11) and the vector of target labels yyy= {yn}N

n=1,
optimization of WWW b is carried out by minimizing the negative logarithm of the Centered
Kernel Alignment (CKA) cost function, assessing the similarity between two random
variables through the inner product of their representing kernel matrices as defined by
Equation (4.12).

L(Xb,yyy|WWW b) =− log

〈
KKKb(WWW b),KKKy

〉
F

||KKKb(WWW b)||F ||KKKy||F
(4.12)

where kernel matrices KKKb ∈ RN×N , with elements knm = k(xxxnb(t),xxxmb(t)|WWW b), and
KKKy = {δ(yn,ym) : n,m = [1,N]} ∈ {0,1}N×N hold every pair-wise trial similarity in
the component Riemmanian manifold and in the label space, respectively. ||AAA||F =√
〈AAA,AAA〉F corresponds to the Frobenius norm and δ(·, ·) denotes the delta Dirac func-

tion. KKK stands for the centered kernel matrix asociated to KKK and computed as in Equa-
tion (4.13), being UUUN the centering matrix, IIIN the N-order identity matrix, and 111N an
all ones column vector. The centering operation translates all samples in the Hilbert
space reproduced by the kernel k(·, ·) near the convex hull of the samples, so coping
with ill-conditioning due to biased pair-wise inner products [53].

KKK =UUUNKKKUUUN (4.13)

UUUN = IIIN−
1
N

111N111>>>N (4.14)

Aiming at minimizing the negative logarithm CKA between KKKb and the label matrix
KKKy, we consider a stochastic gradient descent approach with respect to spatial filter
matrix WWW b. Using the chain rule, the gradient of the cost function w.r.t. WWW b is expressed
as:

∇L(WWW b) =
N

∑
n=1

N

∑
m=1

∂L
∂knm

∂knm

∂Dnm

∂Dnm

∂WWW b
(4.15)

∂L
∂KKKb

=−
KKKy〈

KKKb,KKKy
〉

F

+2
KKKb〈

KKKb,KKKb
〉

F

(4.16)

∂knm

∂Dnm
=−βe−γbD(SSSnb,SSSmb|WWW b) =−γbknm (4.17)

∂Dnm

∂WWW b
= ΣΣΣnbWWW b[2(WWW>b (ΣΣΣnb +ΣΣΣmb)WWW b)

−1− (WWW>b ΣΣΣnbWWW b)
−1] (4.18)

+ΣΣΣmbWWW b[2(WWW>b (ΣΣΣnb +ΣΣΣmb)WWW b)
−1− (WWW>b ΣΣΣmbWWW b)

−1]

Therefore, maximizing the alignment between samples and their label kernels yields
a matrix WWW b rotating the channel data so that the Riemmanian space of component co-
variances better discriminates the given classes in the frequency band b.

4.1.4 Assembling of Multiple Kernel Representations
Given the kernel function in Equation (4.11) providing a metric for a frequency band,
the knowledge from each band can be merged into a single metric using a multiple
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kernel learning (MKL) approach. For the set of matrices {KKKb ∈ RN×N}B
b=1, the linear

combination in Equation (4.19) corresponds to a weighted concatenation of the Hilbert
space features reproduced by each kernel [54].

KKKµ =
B

∑
b=1

µbKKKb (4.19)

kµµµ(xxxn(t),xxxm(t)) =
B

∑
b=1

µbk(xxxnb(t),xxxmb(t)|WWW b) (4.20)

Aiming to preserve the positive definiteness of a kernel function, the vector of
weights µµµ = {µb}B

b=1 must belong to subset of positive one-valued norm vectors, that
is, µµµ∈ {µµµ∈RB : ||µµµ||2 = 1,µµµ≥ 000}. Finding the optimal µµµ is posed as the maximization
of the CKA cost between the kernel matrices KKKµµµ = {kµµµ(xxxn(t),xxxm(t))}N

nm=1 and KKKy
while constraining the weight values as follows:

max
µµµ∈RB

〈
KKKµµµ,KKKy

〉
F

||KKKµµµ||F ||KKKy||F
(4.21)

s.t.||µµµ||2 = 1
µµµ≥ 000

The optimization problem in Equation (4.21) is rewritten as a straightforward quadratic
optimization problem with linear constraints [54]:

min
ννν∈RB

ννν
>MMMννν−2ννν

>aaa (4.22)

s.t.ννν≥ 000

where vector aaa =
{〈

KKKb,KKKy
〉

F

}B
b=1 ∈ RB and matrix MMM =

{〈
KKKb,KKKb′

〉
F

}B
bb′=1 ∈ RB×B

account for the alignment with the supervised information and between the input ker-
nels, respectively. Lastly, the solution weighting vector is achieved by normalizing ννν

as:
µµµ =

ννν

||ννν||2
(4.23)

Therefore, the weights given by Equation (4.23) rank each frequency band accord-
ing its similarity with the provided labels, so that the smaller the value, the leaser
the contribution to build the kernel in Equation (4.19). Further, the introduced MKL
gathers the band-wise covariance matrices from different Riemannian manifolds into
a single supervised reproduced kernel Hilbert space favoring separability of mental
states.

4.2 Experimental Setup
4.2.1 Dataset IIa from BCI Competition IV (BCICIV2a)
To test our proposal, we use the dataset IIa of the BCI Competition IV, provided by
the BCI Laboratory at the Graz University of Technology (http://www.bbci.de/
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competition/iv/). The dataset BCICIV2a comprises EEG trials from nine subjects
while executing four motor imagery tasks, namely, left hand, right hand, foot, and
tongue. The participants imagined each movement 72 times following a visual cue,
resulting in N = 288 trials. For each trial, twenty-two EEG electrodes (C = 22) dis-
tributed over the scalp (as seen in Figure 4.1a) recorded the brain activity at a sampling
frequency of 250 Hz during six seconds. The trial started with an auditory signal, fol-
lowed by a black fixation cross, that warned the subject for the upcoming cue. An arrow
pointing towards the movement during 1.25 s indicated the task to perform. The trial
ended four seconds after the fixation cross disappeared as Figure 4.1b shows. A break
period of about 1.5 s allows the participant to rest before starting the next trial. Taking
into account the cue onset and the short-lasting imagined movement, the methodology
classifies each recording only using the period between 2.5 and 4.5 s, that is, T = 500
samples.

Fz

FC3 FC1 FCz FC2 FC4

C5
C3 C1 Cz C2 C4 C6

CPz CP2 CP4CP1
CP3

P1 Pz P2

POz

(a) (b)

Figure 4.1. BCI competition IV acquisition setup. (a) EEG montage. (b) Paradigm time scheme.

4.2.2 Proposed BCI Methodology
Figure 4.2 illustrates the five stages of MKSSP. Firstly, B = 17 band-pass filters de-
compose each trial using five-ordered Butterworth filters of 4 Hz bandwidth and over-
lapping 2 Hz within [4,40] Hz [55]. Secondly, the spatial filters, optimized in Sec-
tion 4.1.3, project the band-wise covariance matrix into the lower-dimensional Rie-
mannian manifold PQ. Thirdly, the Stein kernel assesses the similarity between the
projected test and training covariances, relying on Equation (4.11). Further, the mul-
tikernel linearly combines the 17 similarities for a test trial into a single kernel value.
Lastly, a support vector machine, fed by the learned kernel, labels the recordings into
one of the four classes according to a one-vs-one scheme.
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Figure 4.2. Proposed EEG classification methodology based on filter-banked Stein-kernel trial similarities.

The proposed methodology contains three sets of parameters, namely, the band-
wise spatial filters, the kernel bandwidth, and the kernel mixing weights. For the for-
mer two, the gradient descent algorithm, updating the parameter according to Equa-
tion (4.18), finds the channel-to-component space projections and gamma values en-
hancing class separability at each band. For the latter, the solution to the quadratic
programming problem in Equation (4.22) defines the contribution of each spectral com-
ponent to the supervised discrimination task. Besides, the single hyperparameter of the
proposal corresponds to Q, defining the number of columns for matrices WWW b, that is, the
number of spatial filters. A cross-validated grid-search approach fixes the optimal Q
by maximizing the classification performance within the range [2,10]. Specifically, we
assess the performance through Cohen’s kappa score defined in Equation (4.24), where
po corresponds to the empirical probability of agreement on the label assigned to any
sample (the observed agreement ratio), and pe determines the expected agreement at
classification by chance.

κ =
po− pe

1− pe
(4.24)

4.3 Results
4.3.1 Performance Results
Figure 4.3 presents the subject-wise grid search results for tuning the number of spatial
filters. Tuning curves evidence that performance decreases for either a very low or
very high number of components. In the first case, the resulting model misses class
separability patterns, due to the low flexibility in the lowest dimensional manifolds. In
the second case, the methodology overfits the training data, since the component space
becomes sparse, then drops the validation performance. Since four to eight components
improve the classification performance in comparison to the input channel space, the
proposed methodology reduces Riemmannian manifold dimension while enhancing
MI discrimination.
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Figure 4.3. Cross-validated classification performance along the number of components.

Table 4.1 presents the mean kappa value for a 5 fold cross-validation scheme using
different methods tested in the BCICIV2a dataset, with the highest kappa value in
bold for each subject. The last column holds the p-value for a paired t-test between
the proposed and each compared approaches. Subjects are sorted according the score
attained by the challenge winner. Note that MKSSP outperforms other approaches
at the worst performing subjects (namely S06, S05, S02, and S01). Specifically, the
proposal favors the most the subject S05, as the kappa score raises between 5% and
57%. Despite MKSSP performs at subjects S09, S03, S08, and S07, the best approach
on such subjects are considerably biased towards them. Furthermore, MKSSP reaches
the highest average kappa score of 0.82, with significant differences in most of the
comparisons. Hence, the proposed methodology collects and combines discriminative
features from different spaces in a single representation, enhancing the separability of
different mental tasks.

Table 4.1. Mean kappa scores attained by compared approaches at each subject from the BCICIV2a dataset.
The last two columns present the average kappa and the t-test p-value between Multi-Kernel Stein Spatial
Patterns (MKSSP) and the corresponding approach. In bold highest kappa values, in italic p-values < 5%.

Approach S06 S05 S02 S04 S01 S09 S03 S08 S07 κ p-Value

Challenge winner [56] 0.27 0.40 0.42 0.48 0.68 0.61 0.75 0.75 0.77 0.57 ± 0.17 0.0002
SUSS-SRKDA [57] 0.35 0.56 0.51 0.68 0.83 0.75 0.88 0.84 0.90 0.70 ± 0.18 0.0179

CBN [58] 0.42 0.78 0.51 0.85 0.69 0.45 0.87 0.97 0.54 0.68 ± 0.19 0.0577
KPCA with CILK [59] 0.37 0.26 0.46 0.44 0.71 0.61 0.76 0.75 0.79 0.57 ± 0.18 0.0009

PSO [60] 0.53 0.62 0.62 0.77 0.87 0.76 0.90 0.82 0.80 0.74 ± 0.12 0.0282
CSP-FLS [61] 0.37 0.35 0.54 0.52 0.74 0.80 0.90 0.86 0.82 0.66 ± 0.20 0.0146

EMD+Riemann [62] 0.34 0.36 0.24 0.68 0.86 0.82 0.70 0.75 0.66 0.60 ± 0.21 0.0050
CSP/AM-BA-SVM [63] 0.41 0.58 0.55 0.60 0.87 0.80 0.89 0.84 0.88 0.71 ± 0.17 0.0147
Dempster–Shafer [64] 0.57 0.67 0.59 0.72 0.78 0.88 0.85 0.86 0.81 0.75 ± 0.11 0.0084
Functional brain [65] 0.61 0.63 0.54 0.70 0.77 0.86 0.84 0.84 0.77 0.73 ± 0.11 0.0036

CNN-LSTM [66] 0.66 0.77 0.54 0.78 0.85 0.90 0.87 0.83 0.95 0.80 ± 0.12 0.3313
sDPLM [20] 0.36 0.34 0.49 0.49 0.75 0.76 0.76 0.76 0.68 0.60 ± 0.17 0.0008
uDPLM [20] 0.36 0.30 0.49 0.47 0.76 0.76 0.76 0.76 0.69 0.59 ± 0.18 0.0012

Proposed MKSSP 0.68 0.83 0.66 0.72 0.90 0.87 0.89 0.89 0.90 0.82 ± 0.09 –

To evaluate the proposal sensitivity to noise, we performed a nested cross-validation
test by adding several noise levels to the EEG signals. For each subject, 70% of the tri-
als were considered to learn the model parameters at the optimal number of components
using a five fold inner cross-validation. The remaining 30% was firstly contaminated
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with additive Gaussian noise from 0 dB to 40 dB Signal-to-Noise Ratios (SNR). Then,
the class-wise performance was computed from the contaminated trials while varying
the SNR. Figure 4.4 illustrates the resulting class-wise true positive ratio (TPR) with
the subjects ordered from best to worst performance, as in Figure 4.3.

Overall, the proposed MKSSP reaches a stable performance from 30 dB. Within
20 to 30 dB, most of the subjects and classes increase their TPR to reach the optimal
behavior. However, the overall performance drops for SNR worse than 20 dB. At the
subject level, the best performing ones yield the same behavior for all classes, that is,
a low TPR for SNR < 20 dB and the optimal TPR for SNR > 30 dB. On the contrary,
the worse performing subjects exhibit a TPR biased towards Foot and Tongue when
the SNR < 20 dB. For SNR > 30 dB, the hand-related classes evidenced higher TPR
values for the best performing subjects than for the worse ones. Such findings suggest
that the additive noise mostly hinders the discriminative patterns related to Left and
Right. In turn, the Foot class presents a similar performance for SNR > 30 dB among
all the subjects, implying patterns that are harder to reveal. Therefore, the proposed
classification methodology reliably operates at SNR levels better than 30 dB with less
biased results.
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Figure 4.4
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Figure 4.4. Noise sensitivity test per class for additive Gaussian noise using the optimal parameter set.
(a) Left class. (b) Right class. (c) Foot class. (d) Tongue class.

4.3.2 Model Interpretability
We evaluate the model interpretability from three points of view: the data, spectral,
and spatial representations. For analyzing the data representation, Figures 4.5 and 4.6
illustrate the three-dimensional mapping of Kµ using Kernel Principal Component Anal-
ysis (KPCA) for the best- (S07) and worst-performing (S02) subjects, respectively. At
the first two KPCA components of S07, MKSSP discriminated Left and Right from
Foot and Tongue classes. Those two components also allow classifying between Left
and Right, whereas the third one separated Foot and Tongue. Despite being less ev-
ident, MKSSP identified three trial groups from Subject S02, namely Foot, Tongue,
and hands. The first two KPCA components better separated Foot from the remaining
classes, while the first and third ones enhanced Tongue discrimination.

As Table 4.1 presented, subject S05 benefited the most from the proposed MKSSP,
in comparison with the challenge winner. For such a subject, Figure 4.7 compares the
trial data distribution resulting from four approaches: CSP, with a single 8-to-30 Hz
band-pass filter, and Filter-Banked CSP (FBCSP), with filters as in Section 4.2.2, rep-
resenting the baseline spatial-filtering and spectro-spatial-filtering techniques. MKSSP
without spatial filtering (i.e., WWW is the C×C identity matrix IIIC) and with the opti-
mal number of components Q∗ = 4 contrast the former approaches as spectral and
spectro-spatial representations. For the sake of visualization, PCA and KPCA map
trial features to two dimensions for CSP-bases and MKSSP-based representations, re-
spectively. It is worth noting that CSP features without spectral filtering (top-left) and
MKSSP without spatial filtering (bottom left) lacked any class separability. In turn,
FBCSP separated Left and Right but mixed Foot and Tongue within the four classes.
Lastly, optimal MKSSP not only increased Left and Right distance but also unraveled
Foot and Tongue.

Regarding the spectral representation, Figure 4.8 illustrates the MKL weights of
each band per subject, descending-ordered on the Y-axis (from best to worst based
on the kappa score). A visual inspection of spectral weights segment subjects into
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two groups: Subjects S07, S01, S03, S08, and S09; and subjects S05, S04, S06, and
S02. The first group, holding the best performing subjects, concentrates weights at
frequencies lower than 26Hz. Besides, the reduced number of highlighted spectral
bands translates into a computational burden reduction. The second group, with kappa
lower than 0.83, widely spreads all over the signal bandwidth, without accentuating any
spectral filter. Accordingly, the weight distribution marks the MKSSP performance on
the subject.
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Figure 4.5. Resulting MKSSP kernel projected into three Kernel Principal Component Analysis (KPCA)
components for the best performing subject (S07).
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Figure 4.6. Resulting MKSSP kernel projected into three KPCA components for the worst-performing
subject (S02).
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Figure 4.7. Projections of subject S05 trials using four spatial patterns approaches. Either PCA or KPCA
maps to a 2D space features from (FB) CSP or MKSSP, respectively. (a) CSP. (b) FBCSP. (c) MKSSP

(WWW = IIIC). (d) MKSSP (Q∗ = 4).
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For the spatial representation, Figure 4.9 depicts the spatial patterns of the best
and worst performing subjects for MKSSP (S07 and S02, respectively) and the most
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favored one (S05), since such topographic maps represent the projection of estimated
brain activity sources to electrodes [12]. For each subject, the top and bottom row
hold the least and most weighted frequency band, respectively, while columns sort the
first four components. For subject S07, the first two columns highlight a contralateral
activity localized over the motor cortex region at the most relevant frequency band,
which may be associated with the Right and Left classes [43]. On the contrary, the
subject S02 lacks any activity over such cortex, yielding patterns without MI inter-
pretation. In addition, the bottom frequency band of subject S05 relates the more to
imagined movements than the top one, since the first two components better localize
brain activity over hand movement regions. Lastly, the activity concentrated over the
center vertex stands out in the third component and bottom band of all the subjects and
explains Foot movement imagination [43].
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Figure 4.9. First four spatial patterns of the best performing (S07), worst performing (S02), and most
improved (S05) subjects computed from MKSSP. For each subject, the top and bottom row hold the least

and most weighted frequency band, respectively.
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Chapter 5

SSP-based discriminative
capacity index from EEG
supporting ADHD diagnosis

This chapter presents a methodology to support the diagnosis of ADHD from EEG sig-
nals, which takes into account spectral information and mental states within the RSST
paradigm using second-order statistics. For this, the proposal uses the index of dis-
criminative capacity proposed in Chapter 3, the optimized spatial filter methodology
proposed in Section 4.1.3, and an EEG decomposition in brain rhythms. The resulting
features quantify the discriminative capacity of each channel in different brain rhythms
using the Stein spatial patterns and eigenvalues. To validate the subject-wise features,
the database from Section 3.2.2 was used, refining the number of spatial filters and
feeding a linear discriminant analysis as a diagnostic support tool.

Figure 5.1 illustrates the five stages scheme for the feature extraction from EEG
signals under the RSST paradigm. Firstly, the subject’s EEG signals are split by the
reward type. Secondly, an EEG decomposition is performed in the brain rhythms pre-
sented in Section 5.1.1, obtaining a total of 5 sets of frequency band signals for each
type of reward. Thirdly, SSP is applied using the inhibition type (Good or Bad inhi-
bition) as a class label to obtain a set of spatial filters for each frequency band and
type of reward. Then, the SSP results are used to apply the discriminative decoding of
Section 5.1.3, obtaining 32 features for each band, one for each channel, and a total of
160 characteristics for the type of reward. Finally, the 480 resulting features for each
subject are concatenated in a single vector.
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Figure 5.1. Proposed EEG feature extraction methodology based on Stein spatial patterns

In this chapter, the database described in Section 3.2.2 was used. A real EEG
dataset, termed ADHD-1, holds recordings from 69 children, aging between 7 and 12
y/o, labeled as either healthy control or attention deficit hyperactivity disorder (ADHD)
patient.

5.1 Methods

5.1.1 Brain rhythms EEG decomposition
Similar to the frequency decomposition presented in Section 4.1.1, this chapter per-
forms a decomposition of the set of signals X=

{
xxxn(t) ∈ RC,yn ∈ L

}N
n=1 , where C

stands for the number of channels, t ∈ [1,T ] indexes the time instants, and yn labels
the n-th time series xxxn(t). L defines the set of possible classes, in this case, the type of
inhibition within the paradigm.

Since in the state of the art some proposals explore specific brain rhythms to char-
acterize ADHD, as observed in the theta/beta ratio [32], or the exploration of spectral
power values in different brain rhythms such as alpha, beta, theta and delta [67]. Our
proposal tries to exploit the spectral content of the signals filtering each trial using a
set of 5 filters as described in Equation (5.1) and Table 5.1. Where xnc(t) ∈ R stands
for the c-th channel from the n-th trial, hb(t) ∈ R corresponds to the impulse response
of the b-th linear phase FIR filter, and ∗ denotes the convolution operator.

B Rythm Low Cut Frequency [Hz] High Cut Frequency [Hz]
1 δ 1 4
2 θ 4 8
3 α 8 12
4 β 13 30
5 γ 30 70

Table 5.1. Frequency of brain rhythms

XB=
{

xxxnb(t) = [xnc(t)∗hb(t)]Cc=1,b ∈ [1,B]
}N

n=1 (5.1)
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5.1.2 Stein Spatial Patterns (SSP)
Given the cost function of section 4.1.3, where the optimization of the WWW b matrix is pro-
posed by minimizing the negative logarithm of the CKA function of Equation (4.12),
where the kernel matrices KKKb ∈ RN×N , with elements knm = k(xxxnb(t),xxxmb(t)|WWW b), that
correspond to the pair-wise trial Stein kernel, and KKKy = {δ(yn,ym) : n,m = [1,N]} ∈
{0,1}N×N hold every trial similarity in the component Riemmanian manifold in the
label space. Solving the optimization problem using the stochastic gradient descent
approach of Equation (4.15), yields a matrix WWW b, where their columns correspond to
spatial filters that rote the channel data to an uncorrelated component space for the
signal labels.

L(Xb,yyy|WWW b) =− log

〈
KKKb(WWW b),KKKy

〉
F

||KKKb(WWW b)||F ||KKKy||F
The spatial filters eigenvalues are obtained from the diagonal of the projected mean

covariance matrix of the positive class, as shown in Eq. (5.2). Where C+ is the mean
covariance matrix of the positive class in the original space, S+ is the projection of the
matrix C+ using the spatial filters, and λ+ the associated eigenvalues.

C+ =
∑

N
n=1 cov(xnb)/tr{xnb}

N
|yn =+ (5.2)

S+ =WWW bC+WWW>b (5.3)
λ+ = diag(S+) (5.4)

(5.5)

5.1.3 Discriminative decoding of SSP
Analogously to the decoding presented in section 3.1.2 for CSP, given a projected trial
zzznb(t) =WWW>b xxxnb(t), the input time series can be re-obtained using a second linear map-
ping, xxxnb(t) = AAAbzzznb(t). Since SSP (same as CSP) provides the spatial filters, such a
matrix is computed in the same way as AAAb = WWW−>b . The columns of AAAb ∈ RC×D, are
then the Stein spatial patterns for the band b.

Further, the resulting eigenvalues in Equation (5.2) are bounded to the range λ ∈
[0,1]. If λd=1, variances in the wwwd axis are one for positive trials, and zero for neg-
atives. While λd=0 indicates that www>d ΣΣΣnwwwd=0 for positive trials and www>d ΣΣΣnwwwd=1 for
negative ones. Consequently, spatial patterns with associated eigenvalues λ=1/2 lack
of discrimination.

In this chapter we use the same eigenvalues correction to account for the discrim-
inative capacity of spatial pattern as presented in Section 3.1.2, according to Equa-
tion (3.4), so that λ′d=0 comes from an axis without class separability and λ′d=1 en-
hances the variance of either class.

λ
′
d = 2

∣∣∣∣λd−
1
2

∣∣∣∣
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Finally, the weighted average of AAAb along the columns provides a scalar value indi-
cating the channel-wise capacity to discriminative between the two classes in the band
b:

ρcb =
D

∑
d=1

λ
′
db|acdb|, (5.6)

with c and d indexing rows and columns of AAA, as well as the channels and patterns
from CSP, respectively. As a result, the corrected eigenvalues favor those patterns
maximizing the class separation in terms of the trial variance, and the vector ρρρ∈RC, in
the channel space, describes how well SSP solves the discrimination problem for Xb.

5.1.4 Generative-supervised feature relevance
To give a sense of relevance to the features given by the discriminative decoding of
SSP in the different brain rhythms and mental states, a methodology is presented that
combines the weights of a linear classifier and the projection matrix of a principal
component analysis to assign a relevance value to each of the characteristics used in
the classification tests following the procedure below:

Given a set of samples X={xxx,y}, where y contains the class label of the x sample. A
class prediction model can be obtained by using Bayes’ rule over a probabilistic model
for the class conditional distribution of the data P(X |y = k) for each class k, as:

P(y = k|x) = P(x|y = k)P(y = k)
P(x)

=
P(x|y = k)P(y = k)

∑l P(x|y = l) ·P(y = l)
(5.7)

In particular, linear discriminant analysis (LDA), models P(x|y) as a multivariate Gaus-
sian distribution with the density function:

P(x|y = k) =
1

(2π)d/2|Σk|1/2 exp
(
−1

2
(x−µk)

t
Σ
−1
k (x−µk)

)
(5.8)

More specifically, LDA assumes that the Gaussians of each class have the same covari-
ance matrix Σk = Σ, reducing the log-posterior to:

logP(y = k|x) =−1
2
(x−µk)

t
Σ
−1(x−µk)+ logP(y = k)+Cst. (5.9)

Where (x−µk)
tΣ−1(x−µk) stands for the Mahalanobis distance between each sam-

ple x and the mean of the class µk. Cst is a constant term and corresponds to P(x). Then
LDA assigns the sample class x considering the class prior probabilities and the Ma-
halanobis distance to the nearest class mean. The log-posterior can also be written
as:

logP(y = k|x) = ω
t
kx+ωk0 +Cst. (5.10)

40



Chapter 5. SSP-based discriminative capacity index from EEG supporting ADHD
diagnosis

where ωk = Σ−1µk corresponds to the weights vector of the LDA decision surface
and ωk0 =− 1

2 µt
kΣ−1µk + logP(y = k) to the intercept terms [68].

additionally, for a set of observed d-dimensional data vectors {tttn},n ∈ {1, . . . ,N},
the M principal axes hhhm,m ∈ {1...M}, are those orthonormal axes in which the vari-
ance retained in projection is maximum. The vectors hhhm are given by the M eigen-
vectors with the largest associated eigenvalues of the sample covariance matrix S =
Σn(tn − t)(tn − t)> such that Swm = λmhm. The vector xxxpca = HHH>(tn − t), where
HHH> = (h1,h2, . . . ,hM). In this way, the Principal Component Analysis (PCA) tech-
nique projects the data to a set of new uncorrelated variables (components) that are
ordered by the amount of original variance they describe, thus reducing the dimension-
ality of the data [69].

Considering the presented formulation of the LDA and PCA models, the following
features relevance is proposed, Where ωωω′ is the normalized weight vector of the fitted
LDA model, hi j is an element of the PCA projection matrix in component i and the
feature j, and r j is the relevance value of the feature j.

ω
′
i = |ωi|/

M

∑
j=1
|ω j| (5.11)

r j =
M

∑
i=1

ω
′
i|hi j|, (5.12)

5.2 Results
To validate the methodology proposed in Figure 5.1 as an ADHD biomarker, we per-
formed classification tests of control subjects against ADHD using two feature sets: the
discriminative decoding of SSP proposed in this chapter and the discriminative decod-
ing of CSP proposed in chapter 3. Performing the same process of splitting the signals
by rewards, the decomposition into brain rhythms, and the features concatenation for
the two sets. Subsequently, we apply a Principal Components Analysis (PCA) to per-
form a dimension reduction, followed by a Linear Discriminant Analysis (LDA) as the
classification machine for each set of features.

Figure 5.2 shows the average classification accuracy as a function of the number of
PCA components (M) for each feature set. Regarding the decreasing condition (DC),
PCA increases the accuracy compared to not performing a dimension reduction inde-
pendently to the feature set. In particular, the discriminative decoding of SSP identifies
the diagnostic groups significantly better compared to the CSP one, reaching a 93%
average accuracy. In contrast, for the increasing condition (IC), the tunning of the PCA
components presents a smaller variation in the average accuracy results for the two
sets, however, it can be observed that the decoding of SSP presents a better result in
the tuning of the number of components, reaching an average accuracy of 88%. As a
result, under the adequate reward condition, the methodology proposed with the spatial
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Figure 5.2. Tuning of the number of components for each condition reward and considered feature sets.

patterns of SSP presents an improvement in the diagnostic support of ADHD compared
to the discriminative decoding of CSP.

Table 5.2 presents the average performance achieved by each feature set at the op-
timal number of PCA components (M) and the optimal number of spatial filters (Q)
in both reward conditions using a 10-fold cross-validation scheme. Besides, we report
the fold-paired t-test p-value comparing validation scores of both feature extraction
approach at accuracy, sensitivity, specificity, and F1-score metrics. Similar to the clas-
sification results of chapter 3, the decreasing condition achieves higher performance
rates than the increasing one using the discriminative decoding of SSP. Particularly, for
the decreasing condition, SSP achieves significant differences with CSP according to
the hypothesis test (p-value <1%). However, p-values at the increasing condition are
large enough to prove that the features set are statistically similar. Therefore, discrimi-
native decoding of SSP improves ADHD diagnostic support for both reward conditions
of the RSST paradigm compared to CSP decoding.

M Q Accuracy Sensitivity Specificity F1

DC SSP 20 12 0.93±0.13 1.00±0 0.85±0.32 0.95±0.11
CSP 18 14 0.66±0.23** 0.65±0.39** 0.65±0.39 0.59±0.33**

IC SSP 15 12 0.88±0.17 1.00±0 0.75±0.34 0.91±0.12
CSP 3 8 0.83±0.16 0.95±0.03 0.70±0.33 0.85±0.13

Table 5.2. Average performance for 10-fold cross-validation. Significant differences are marked for p-value
< 1% (**).

To get a spectral relevance of the features obtained with the discriminative decod-
ing of SSP, we apply the procedure described in Section 5.1.4. For this, we use the
LDA model weights fitted with the optimal number of spatial filters, and the PCA pro-
jection matrix tunned with the number of components of Table 5.2. In total, we obtain
480 relevance values (one for each feature), where each value indicates how important
that feature was to perform the classification task between control and ADHD subjects.
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Figure 5.3. Topographic maps of the features relevance for DC by each reward and brain rhythm.

To perform a neurophysiological interpretation, we split the resulting relevancies into
rewards and brain rhythms. Subsequently, using each group of relevancies, the topo-
graphic maps of each reward condition were graphed. Where Figure 5.3 contains the
maps of the increasing condition and Figure 5.4 those of the decreasing one. In each
graph, the rows represent a reward, and the columns the brain rhythms. In general, it
can be observed that for both reward conditions, the δ, θ, and γ rhythms present low
relevance in their features, indicating that these have a low contribution to the diagnos-
tic support of the proposal. In contrast, it is observed that the α and β rhythms present
a high relevance for both conditions, highlighting the “High” and “Low” rewards in α.
Relevancies in α rhythm are consistent with those found in studies evaluating inhibitory
control in subjects with ADHD in Go/noGo tasks, where the authors found that sub-
jects with ADHD present abnormalities in the brain electrical activity patterns in the α

rhythm [70]. Regarding the spatial location of the relevances, high values are evidenced
in frontocentral regions where studies found that the disorder affects the most the error-
related wave [47]. This indicates that the proposed feature extraction methodology ad-
equately encodes the differences between mental states during inhibitory control tasks,
highlighting spectral and spatial differences between subjects with the disorder and the
control ones, allowing improvements in the diagnostic support of ADHD.
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Figure 5.4. Topographic maps of the features relevance for IC by each reward and brain rhythm.
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Chapter 6

Conclusions

This work proposes a feature extraction approach from EEG signals to support the
ADHD diagnosis based on spatial patterns. Relying on the impulsivity symptom, we
compute the patterns best discriminating successful and failed inhibitions in an RSST
paradigm. Resulting patterns and eigenvalues feed a channel-wise discriminative ca-
pacity index, so that the larger the index, the easier to distinguish the inhibitions at
a channel. Regarding the feature extraction based on CSP, Figure 3.5 illustrates that
the proposal highlights the differences in brain activity associated with different stim-
uli while attenuating the activity of the common cognitive processes. Such a result
is due to the eigenvalues related to the activity of interest are either biased towards
one or zero, as shown in Figure 3.6. Further, the features resulting from real EEG
recordings, in Figure 3.7, highlight brain regions related to the physiological response
to errors [47].

Regarding the representation of EEG signals evaluation, we considered the four-
class EEG signals from the Dataset IIa of the BCI Competition IV. According to Fig-
ure 4.3, illustrating the kappa score across the number of components, the dimension
reduction carried out by MKSSP outperforms the kappa score of the input channel-
space at all subjects, so avoiding the curse of dimensionality. Moreover, Table 4.1
evidences a significant improvement in class discrimination in comparison with state-
of-the-art approaches. Specifically, MKSSP considerably increases the kappa score
of usually low-performing subjects, such as S05, indicating that nonlinear relation-
ships between channels hold discriminant MI information. While spatial filtering ap-
proaches, that map into euclidean spaces, hinder the nonlinearity, MKSSP takes de-
code it into a single kernel to enhance class separability.For the model interpretabil-
ity, Figures 4.5 and 4.6 illustrate the kernel resulting from Equation (4.19) in a 2D
KPCA-based projection for subjects S07 and S02 (the best and worst-performing, re-
spectively). Note that MKSSP finds a space suitably separating classes for the subject
S07. Despite the lowest performance of subject S02 and mixed Left and Right trials,
the proposed methodology enhances the discrimination of three groups, namely, Foot,
Tongue, and both hands. Such a result proves the capability of MKSSP to distinguish
mental tasks despite the spatially close activity sources. Furthermore, Figure 4.7, com-
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paring four feature sets for subject S05, indicates that CSP-based approaches lack sep-
arability as they miss geometric nonlinear channel relationships. Although including
spectral decomposition, MKSSP without dimension reduction tangles the trials, due to
the high dimension in the covariance matrices hinders discriminative patterns. On the
contrary, MKSSP with the optimal number of components enhances class separation,
agreeing with the test classification results, because the manifold information benefits
the MI task identification. In the spectral relevance, Figure 4.8 depicts the band-wise
MKL weights per subject. Regarding the spatial representation, Figure 4.9 presents the
resulting Stein spatial patterns for subjects S07, S05, and S02. Only the patterns corre-
sponding to the least (top) and most (bottom) weighted bands are displayed. On the one
hand, the least weighted bands yield wider activity sources without neurophysiologi-
cal interpretability. On the other hand, MKSSP mostly highlights bands with spatial
patterns physiologically related to MI tasks. For instance, the contralateral activities,
typical of left and right-hand movement, emerge from the first two patterns of subjects
S07 and S05. In addition, the third pattern for all subjects finds activity close to the
central vertex related to the foot movement. Consequently, MKSSP correctly decodes
spatially interpretable patterns while spectrally highlighting the bands containing them.

Finally, we present a methodology for the diagnostic support of ADHD. The pro-
posal involves a capacity discriminative index using Stein Spatial Patterns developed in
Chapter 4, a decomposition in brain rhythms, and the discriminative decoding of Chap-
ter 3. The performance evaluation of the proposed methodology was carried out using
a PCA-LDA machine fed by two feature sets obtained using two spatial patterns tech-
niques: CSP and SSP. The classification results show that the proposed methodology
obtains better results with the SSP patterns since the CSP patterns are little benefited
by the brain rhythms signal splitting, as shown in Table 5.2. Also, the results show
that the proposal better identifies differences during the decreasing condition than in
the increasing one, which agrees with previous studies about cognitive paradigms with
motivation changes [1] and the results of Chapter 3. Besides, we perform a generative-
supervise feature relevance to obtain a spatio-spectral interpretation of the features
from the discriminative decoding. Where it is shown that the most important features
for the machine are found in the alpha band for the High and Low rewards. Besides,
high relevance of the features is observed in the frontal central regions. The foregoing
coincides spatially with the regions where differences in inhibitory control are mani-
fested in subjects with the disorder [7, 47]. Further, the results present a coincidence
with the brain rhythm where in previous studies differences have been found between
control subjects and ADHD in inhibitory control paradigms [70]. In conclusion, decod-
ing the discriminative capacity of EEG channels by brain rhythms using SSP patterns
allows extracting ADHD biomarkers under appropriate cognitive paradigm tests.
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6.1 Future work
Regarding ADHD, for future work, we consider extending the methodology of the dis-
criminative capacity index based on spatial patterns to be able to decode the temporal
relevance of the signals using the RSST paradigm. Since some studies that consider
the temporal dynamics of this type of signal have achieved favorable results performing
the diagnostic support of ADHD [71].

Concerning BCI future work we considers two research directions. Firstly, we will
work on the development of a BCI ability estimator based on the MKSSP methodology
to evaluate the subject efficiency, since up to 30% of people underdevelop the coordina-
tion skills after training, hampering the spreading of this kind of system [72]. Secondly,
we will consider a transfer learning scheme for training the MKSSP-based representa-
tion to achieve subject-independent BCI systems with reduced training times.
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