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Abstract: We propose a multi-stage calibration method for increasing the overall accuracy of a
large-scale structured light system by leveraging the conventional stereo calibration approach
using a pinhole model. We first calibrate the intrinsic parameters at a near distance and then
the extrinsic parameters with a low-cost large-calibration target at the designed measurement
distance. Finally, we estimate pixel-wise errors from standard stereo 3D reconstructions and
determine the pixel-wise phase-to-coordinate relationships using low-order polynomials. The
calibrated pixel-wise polynomial functions can be used for 3D reconstruction for a given pixel
phase value. We experimentally demonstrated that our proposed method achieves high accuracy
for a large volume: sub-millimeter within 1200(H)× 800 (V)× 1000(D) mm3.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

The difficulty and costs of manufacturing large calibration targets and ensuring their metrological
dimensions prevent most calibration methods from being implemented for large scale 3D
metrology. However, recent works have shown that a camera or a camera-projector structured
light setup can be accurately calibrated in close range with a small calibration target while being
focused at a far distance [1–3]. Nevertheless, even in this case, the lens distortions are not
perfectly modeled for both devices, especially for the projector [4,5], which results in residual
systematic errors that impact the overall accuracy of the 3D imaging system.

To overcome the limitation of conventional calibration approaches, several authors [6,7]
proposed the phase to coordinate mapping (PCM) method that relates the 3D coordinates from a
calibration target to the recovered absolute phase. Though working, such an approach implies that
the calibration target is precisely positioned in space, making it cumbersome to be implemented
in general and even more difficult to be translated to large scale structured light system calibration.

High accuracy large scale 3D measurements have always been a major concern in the industry
[8]. However, the typical measurement setup often requires multiple sensors arranged in a
multi-view approach [9], robotic arms to perform accurate partial scans that are later stitched
together in software [10], or sophisticated calibration devices [11]. Not only is this approach
cumbersome and slow, but it increases the overall costs.

Recent developments have shown that there are alternatives to conventional and costly
approaches. For example, An et al., [3] proposed a large-range structured light system calibration
method with decoupled intrinsic and extrinsic parameter estimation. For such a method, the
extrinsic parameter estimation required an auxiliary low-resolution 3D sensor. Furthermore,
the calibration accuracy is limited due to the use of the standard pinhole lens model. Wang et
al., [12] used a virtual camera to enlarge the FOV without requiring a large calibration target.
Although the method is technically sound, it requires precise positioning of a flat mirror between
the object and the camera. Other alternatives include methods like the one by Liu et al., [13]
which uses bundle adjustment to refine calibration parameters, Yang et al., [4] and Lv et al., [5]
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which use a planar target to compensate projector residual distortion. Along the same line, Yu et
al., [14] and Xing and Guo [15] proposed calibration refinement schemes that aim at estimating
more precisely conventional calibration parameters. However, all these methods have all been
evaluated only for small scales or require costly calibration targets. More recently, Vargas et
al., [16] proposed a hybrid approach to improve the performance of the standard calibration
method developed by Zhang and Huang [17]. Such a method was only demonstrated successful
for small-scale structured light system calibration.

We propose a method for the calibration of large-scale structured light systems. Our method
includes three stages. First, we obtain the projector’s and camera’s intrinsic parameters using
a small calibration target while they are focused at a far distance. Second, we obtain the
extrinsic parameters using a low-cost large-format calibration target (size of approximately
1100(H) × 800(V) mm2). Third, we reconstruct 3D surfaces of all the poses for the large-format
calibration target from the acquired calibration data. We fit a plane for each pose and calculate
pixel-wise 3D coordinate errors to obtain new corrected coordinates along the line-of-sight of
each camera pixel. We then iteratively fit a pixel-wise third-order polynomial for each corrected
coordinates as a function of absolute phase value. The experimental results showed that this
approach is highly flexible and achieves highly accurate 3D reconstructions over a large volume.

2. Principles

2.1. Pinhole model

The typical structured light system consists of a digital projector and a camera in a stereo vision
arrangement [18]. As shown in Fig. 1, the camera and projector follow the pinhole model. The
relation between a point P(xw, yw, zw) on the object’s surface and its projection (uc, vc) on the
image sensor can be written as

sc[ucvc1]T = Ac [Rc tc] [xwywzw1]T , (1)

with

Ac =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
fu 0 uc

0

0 fv vc
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (2)

where sc is an arbitrary scale factor, Ac is the camera’s intrinsic matrix with fu, and fv as the
effective focal lengths along the u and v directions, and (uc

0, vc
0) is the principal point. Rc is a

3 × 3 rotation matrix, often expressed in terms of a 3 × 1 vector θs of Euler angles, and tc is a
3 × 1 translation vector; they are the camera’s extrinsic matrices. The projector is regarded as an
inverse camera in which the same relation can be described as

sp[upvp1]T = Ap [Rp tp] [xwywzw1]T , (3)

where the superscript p denotes the projector’s parameters.
The above model does not take into account lens distortions. However, in reality, the camera

and projector lenses have distortions, mostly radial and tangential distortion. These distortions
make the imaging points deviate from their ideal locations and introduce systematic errors in
the 3D reconstruction [19]. For highly accurate 3D reconstruction, these distortions need to be
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Fig. 1. Pinhole model of a structured-light system with the world coordinate system
coinciding with the camera lens coordinate system.

corrected [7]. The camera and projector lens distortions can be modeled as⎡⎢⎢⎢⎢⎣
ud

vd

⎤⎥⎥⎥⎥⎦ = (1 + k1r2 + k2r4 + k3r6)

⎡⎢⎢⎢⎢⎣
ū

v̄

⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
2p1ūv̄ + p2(r2 + 2ū2)

2p2ūv̄ + p1(r2 + 2v̄2)

⎤⎥⎥⎥⎥⎦ , (4)

with
r2 = ū2 + v̄2 , (5)

where [k1, k2, k3] are the radial distortion coefficients and [p1, p2] are the tangential distortion
parameters. [ud, vd]

T refer to the distorted points, and [ū, v̄]T are the normalized coordinates.
Although this lens distortion model has been successfully used for camera calibration, it is known
that it is not entirely reliable for the projector lens due to its high optical efficiency and optical
offset [4,5].

2.2. Conventional calibration method

The conventional calibration method follows a similar approach used in computer vision for
calibration of a stereo vision system. It was proposed by Zhang and Huang [17] in which the
camera and projector follow the pinhole model. A calibration target is located at the system’s
working distance, as shown in Fig. 2. Because the projector cannot capture images like a camera,
a phase correspondence relationship is established between the camera and projector pixels using
two sets of orthogonal fringe patterns. During the calibration procedure, the camera captures the
image of the calibration target at different poses. For each image, the feature points are detected
in the camera sensor pixels and mapped to the projector digital micromirror device (DMD) pixels.
Finally, the camera and the projector are calibrated following the standard camera calibration
method [20], which can be implemented with the OpenCV camera calibration routines. Once
the intrinsic and extrinsic parameters have been calibrated, the 3D coordinates of a point are
obtained using Eqs. (1) and (3).

2.3. Two-stage calibration method

Although the previous method works sufficiently well in most circumstances, it does not translate
well to large scale settings. To address this limitation, An et al., [3] proposed the calibration of a
structured light system in two estimation stages: first, the intrinsic parameters, and second, the
extrinsic parameters. Bell et al., [1] and Li et al., [2] showed that a camera and projector could be
adequately calibrated while out-of-focus. To avoid preparing a large calibration target, An et al.,
[3] used a low-resolution 3D scanner (Kinect V2) to assist in the extrinsic parameter calibration.
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Fig. 2. Conventional calibration method. The calibration target is of appropriate size
relative to the field of view (FOV) and the working distance. The intrinsic and extrinsic
parameters are estimated via a phase correspondence between the camera and projector from
all the captured target poses.

Here, we avoid using ancillary equipment and assume that a large calibration target is available.
As a result, the modified two-stage calibration method is depicted in Fig. 3. In the first stage,
the projector is focused at the far distance, and an accurate small calibration target is placed at
the near distance. The camera is equipped with a short focal length lens to cover a field of view
(FOV) larger than that of the projector. The calibration target is placed at different poses, and
these are used to estimate the projector’s intrinsic parameters. The projector is held fixed, and
a similar procedure is carried out with the camera. Although the camera is focused at the far
distance, the camera defocusing is still not strong enough to fail a conventional camera calibration
procedure. Finally, in the second stage, a large calibration target is captured at different poses to
estimate the system’s extrinsic parameters.

Fig. 3. Two-stage calibration method. First, the intrinsic parameters of the projector and the
camera are estimated at near distance with a small and accurate calibration target. Second,
the extrinsic parameters are estimated with a large target.
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Note that the feature extraction methods, the camera and projector models, and the parameter
estimation routines are the same as that of the conventional method. However, in practice, the
two-stage procedure for large scale should produce more reliable 3D reconstructions because of
two reasons. The first is that the close-range estimation of the intrinsic parameters is carried out
with a small and accurate calibration target that can be easily placed in arbitrary positions, which
increases the accuracy of the intrinsic calibration. The second reason is related to the degrees of
freedom of the calibration. If the intrinsic parameters are fixed, then a few points from the large
calibration target should suffice to obtain the projector’s extrinsic parameters reliably.

3. Large-scale calibration method

The previous calibration methods rely on the pinhole lens model. However, most commercial
lens distortions cannot be fully represented by this model, resulting in residual errors on 3D
reconstructions [5,7]. To address this limitation, our proposed calibration method calibrates each
pixel separately and thus does not require a lens to follow a pinhole model. Our calibration
method leverages the well-established standard stereo calibration results as our initial calibration
and further establishes the phase-to-3D coordinates mapping for each pixel. This section will
elucidate our calibration method and the calibration procedures.

3.1. Residual error compensation

The underlying principle for the proposed calibration method relies on estimating the residual
distortion that persists after 3D reconstruction with the stereo calibration following the pinhole
model. Because the conventional calibration method requires capturing many poses of the
calibration target, we can use those same images for estimating the residual error. However, now
instead of using the target circle features, we use the entire calibration board. All board poses 1
through n are reconstructed to obtain a point cloud for each pose, as depicted in Fig. 4. These 3D
reconstructions have a residual error relative to an ideal flat surface. Following the line-of-sight of
a camera pixel (uc, vc) through the different poses, we obtain new corrected coordinates P̃i(x̃, ỹ, z̃)
for each point Pi by replacing it with the closest point to the fitted flat surface, as shown in Fig. 4.

Fig. 4. Pixel-wise calibration with residual error compensation. The 3D reconstruction of a
calibration board has a residual error relative to an ideal flat surface which can be estimated
to compute new corrected P̃i 3D coordinates along the line-of-sight of a given camera pixel.

It is also worth noting that for each corrected coordinate P̃i at a given pose, the corresponding
phase value ϕi is known. Thus, it becomes straightforward to relate each corrected coordinate
P̃i(x̃, ỹ, z̃) to its corresponding phase value to achieve a highly accurate 3D reconstruction.
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3.2. Pixel-wise polynomial fit

Having related the corrected metric coordinates with the corresponding absolute phase values,
we use a pixel-wise regression model to directly obtain the corrected 3D coordinates without
requiring solving triangulation equations. The reasoning is that phase carries not only depth
but also transversal information [21]. Marrugo et al., [22] studied the performance of different
polynomials to adequately model the phase to coordinate mapping and found that a third-order
polynomial proved sufficient. Therefore, we model the mapping from absolute phase ϕ to metric
coordinates (x̃, ỹ, z̃) for each camera pixel (uc, vc) as

x̃ = a3ϕ
3 + a2ϕ

2 + a1ϕ + a0 , (6)

ỹ = b3ϕ
3 + b2ϕ

2 + b1ϕ + b0 , (7)

z̃ = c3ϕ
3 + c2ϕ

2 + c1ϕ + c0 , (8)

where a0−3, b0−3, c0−3, are the coefficients of the adjustment polynomials for x̃, ỹ, z̃, respectively.
For the sake of simplicity, here we have omitted the camera pixel coordinate (uc, vc) for each
equation term.

3.3. Calibration procedures

The proposed method consists of three stages: 1) intrinsic parameter calibration, 2) extrinsic
parameter calibration, and 3) error map and pixel-wise phase to coordinate mapping. The first
two stages follow the modified two-stage calibration method described in the previous section to
obtain a reliable stereo calibration. By first estimating the intrinsic parameters, it is reasonable
to assume that the extrinsic parameters should be well-estimated, up to a scale factor. Because
a calibration target is a rigid object, any metric error leads to a scaling error. Moreover, it
is known that the calibration errors do not depend on the accuracy of the calibration point
measurement but on the accuracy of calibration point detection in the image plane [20,23,24].
However, the calibration results obtained with the first two stages inevitably bear residual error.
The proposed third stage reduces the residual errors while simultaneously enabling fast and
accurate 3D reconstruction without solving triangulation equations or removing lens distortions.
In summary, the proposed calibration procedures are as follows.

Stage 1: Intrinsic parameter calibration

1. Print a small calibration target and attach it to a planar surface. Place it in the near distance.

2. Focus the projector at the far distance for large-scale measurement.

3. Focus the camera at the near distance with a short focal length lens.

4. Acquire several images of the small calibration target at different poses using the phase-aided
correspondence method [17,18].

5. Run the camera calibration software to calibrate the projector.

6. Focus the camera at the far distance with a long focal length lens.

7. Acquire several images of the small calibration target at different poses.

8. Run the camera calibration software to calibrate the camera.

Stage 2: Extrinsic parameter calibration

9. Print a large-format calibration target and attach it to a planar surface (e.g., blackboard).
Place it at the far distance.
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10. Acquire several images of the large calibration target at different poses using the phase-aided
correspondence method [17,18].

11. Run the camera calibration software with the camera and projector intrinsic parameters
from the previous stage to calibrate the system’s extrinsic parameters.

Stage 3: Error map and pixel-wise phase to coordinate mapping

12. Reconstruct all calibration poses to obtain a point cloud for each pose.

13. Estimate ideal plane from each point cloud by least-squares.

14. Compute pixel-wise error map for each pose.

15. Compute corrected metric coordinates from error map.

16. Compute pixel-wise polynomials from corrected coordinates and recovered absolute phase
using Eqs. (6), (7), and (8).

17. Repeat 12-16 until convergence.

Please note that the initial 3D reconstruction (iteration 0) in step 12 is obtained by solving the
triangulation Eqs. (1) and (3) with lens distortion correction. The following iterations (iterations
1, 2, . . . , n) use Eqs. (6)–(8) to obtain the 3D reconstruction with the fitted polynomials, which
are refined iteratively. Additionally, if the calibration target’s flatness cannot be ensured, then
a single iteration of steps 12 through 16 should be sufficient. Further iterations may induce
over-fitting and worsen the overall accuracy, as we will show in the next section.

4. Experiments and results

4.1. Experimental setup

To verify the performance of the proposed method, we developed a structured light system shown
in Fig. 5(a). It consists of a complementary metal-oxide-semiconductor (CMOS) camera with a
resolution of 1920 × 1200 pixels (Model: Point Gray Research Grasshopper3 GS3-U3-23S6M),
a digital light processing (DLP) projector with a resolution of 912 × 1140 pixels (Model: Texas
Instruments LightCrafter 4500) and a microprocessor (Model: Arduino Uno). We used two
camera lenses: an 8 mm focal lens with f-number 1.4 (Model: Computar M0814-MP2) for
calibrating the projector intrinsic parameters, and a 16 mm focal length lens with f-number 1.4
(Model: Computar M1614-MP) for the final setup. The microprocessor is used to synchronize
the camera with the projector.

We used two calibration targets with 7 × 21 white circles on a black background: a small
target with 10.0 mm circle spacing and a low-cost large-format calibration target with 50.0 mm
circle spacing. The small calibration target was prepared following the guidelines from Zhang
[18]. The large calibration target was fixed to a large flat surface, as shown in Fig. 5(b). Both
calibration patterns were designed with CAD software and printed using high-accuracy laser
printers.

4.2. Calibration procedure

We followed the three calibration methods described earlier to calibrate the system. In all cases,
to obtain a reliable phase-aided correspondence, we used binary defocused fringes of an 18-pixel
pitch with the 18-step phase-shifting algorithm for phase recovery along with 7-bit gray coding
patterns for absolute phase unwrapping [18]. To ensure high accuracy, for each calibration
stage, we acquired images from 24 poses of the calibration target. We begin with the two-stage
calibration method. First, we attached the short focal length lens to the camera to calibrate the
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Fig. 5. (a) The structured light system components and arrangement. (b) The system and
the large calibration target.

projector’s intrinsic parameters while it is focused at a far distance (approximately 1800 mm).
This procedure was carried out with the small calibration target placed at the near distance. The
projector was left fixed, and we attached the long focal length lens to the camera and set the
camera orientation to match the projector’s FOV at the far distance. Then, we calibrated the
camera’s intrinsic parameters while focused at the far distance with the small calibration target
placed at the near distance. In the second stage, we used the large calibration target to calibrate
the structured light system’s extrinsic parameters using 24 poses that covered an approximate
volume of 1000(H) × 700(V) × 400(D) mm3 (x, y, z). The intrinsic and extrinsic parameters for
the two-stage method are shown in Table 1. The reprojection errors in pixels were 0.24, 0.34, and
1.48 for the projector, the camera, and the stereo system, respectively. These errors are relatively
small for the considered scale.

Table 1. System parameters obtained with the two-stage
calibration method. Reprojection errors in pixels: projector

(0.24), camera(0.34), and stereo (1.48).

Parameter Camera Projector

cu, cv [pix] 991.50, 612.94 444.07, 1171.14

fu, fv [pix] 2744.95 2724.31 1116.69, 2217.72

p1 0 0

p2 0 0

k1 -0.098 0.058

k2 -0.662 -0.146

k3 6.066 -0.037

θs [◦] 8.31, -1.29, -0.18

ts [mm] -2.79, -177.08, -18.67

For the conventional calibration method, we used the same 24 poses from the two-stage method.
However, here we used these poses to simultaneously estimate the structured light system’s
intrinsic and extrinsic parameters. The intrinsic and extrinsic parameters obtained with the
conventional method are shown in Table 2. They are slightly different from the ones obtained
with the two-stage method. The reprojection errors in pixels were 0.13, 0.36, and 0.50 for the
projector, the camera, and the stereo system, respectively. These reprojection errors are somewhat
smaller than the errors from the two-stage method and can also be considered suitable for the
considered scale. However, as we will see in the following results, simply relying on reprojection
error is not sufficient for assessing the calibration performance.
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Table 2. System parameters obtained with the conventional
calibration method. Reprojection errors: projector (0.13),

camera (0.36), and stereo (0.50).

Parameter Camera Projector

cu, cv [pix] 990.78, 631.36 439.96, 1153.65

fu, fv [pix] 2739.17, 2743.32 1100.09, 2202.59

p1 0 0

p2 0 0

k1 -0.148 0.063

k2 0.453 -0.205

k3 1.447 0.115

θs [◦] 7.60, -1.15, -0.17

ts [mm] -1.34, -170.87, -22.59

Finally, to calibrate the system with the proposed method, we obtained the 3D reconstruction
of all the 24 calibration target poses from the previous stage. To avoid black-to-white transition
phase errors from the calibration target, we interpolated the phase values using a fifth-order 2D
polynomial function to all pixels following a similar procedure as described in Ref. [25]. We
estimated an ideal flat surface from each point cloud and computed the residual error. We obtained
the corrected 3D coordinates and performed the pixel-wise polynomial fitting of phase ϕ relative
to corrected (x̃, ỹ, z̃) 3D coordinates along the line-of-sight of each camera pixel. Figure 6 shows
the RMS fitting error maps for each metric coordinate. The fitting errors are small throughout
the FOV, and their distribution is smooth. Although ideally, only four data points are required to
perform a third-order polynomial fit, we use only pixels with at least ten measurement points to
obtain a reliable fitting, as shown in the bottom row of Fig. 6 for the fitting result at pixel (500,
500). It is worth noting that the third-order polynomial describes sufficiently well the phase to
metric coordinate relation.

Fig. 6. (from left to right) Top: the RMS residual fitting error maps of x̃, ỹ, and z̃ versus
phase ϕ calibration. The maps show a small error throughout most of the field of view.
Bottom: scatter plot and fitting result at pixel (500, 500) for x̃, ỹ, and z̃ versus phase ϕ.
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4.3. Validation experiments

To assess the proposed method’s validity and accuracy, we measured the back surface of a
large flat mirror at different distances and orientations, as shown in Fig. 7. The measurements
are labeled from plane numbers 1 to 10 to indicate the different positions. Note that we have
highlighted in pink the calibration volume where the 24 calibration poses were placed. The
planes 1 and 2 were placed in front of the calibration volume, and 3 through 5 were within
the calibration volume. Planes 6 through 8 were behind the calibration volume at a distance
exceeding 2000 mm and with a FOV of 1200(H) × 800(V) mm2. Finally, planes 9 and 10, were
slanted planes mostly within the calibration volume.

Fig. 7. Validation measurements of different planes inside and outside the calibration
volume.

The root-mean-square (RMS) error with respect to an ideal plane for each position and
calibration method is given in Table 3. In all cases, the proposed method outperforms the other
two calibration methods with an RMS error well below 1 mm for such a large object. While it is
noticeable that the error is lower within the calibration volume, the error outside the calibration
volume is acceptable. Also, note that the two-stage calibration method generally yields lower
error than the conventional method, but not as low as the proposed method.

Table 3. Root mean square error (RMS) with respect to ideal plane for
different positions.

RMS error [mm]

Position Conventional Two-stage Proposed

01 1.17 0.93 0.51

02 1.32 1.08 0.35

03 1.48 1.25 0.39

04 1.57 1.41 0.43

05 1.88 1.77 0.48

06 2.13 2.07 0.47

07 2.36 2.35 0.59

08 2.47 2.47 0.68

09 2.13 1.44 0.52

10 2.46 1.37 0.87
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To show how the errors are distributed along the FOV for each calibration method, in Fig. 8,
we show the error maps and histograms for selected measurements. The error maps show that the
proposed method achieves a more uniform error distribution throughout the FOV. Whereas, the
conventional or the two-stage calibration methods have substantial residual errors. Moreover, the
histograms show an almost symmetric and centered error distribution for the proposed method,
which is never achieved by the other methods. As expected, within and near the calibration
volume, the best performance is achieved. However, although the slanted plane is the most
challenging measurement as different parts of the object are placed at different depths from the
system, the proposed method still outperforms with a mostly uniform error and an RMS error
of 0.87 mm shown in Table 3. These experiments show that the proposed calibration method
performs sufficiently well at such a large scale.

Fig. 8. Error maps and histograms from selected validation planes. From left to right:
plane position relative to calibration volume, error maps from the conventional method, the
two-stage method, the proposed method, and the error histogram. The proposed method
achieves a more uniform error distribution throughout the FOV and an almost symmetric
and centered error distribution.

To assess the advantage of the iterative refinement step in stage 3 of the proposed method, we
compared the performance of such optimization using both the large calibration target and the flat
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surface. We used 18 poses of the flat surface in the following way: 14 poses for the calibration
refinement and 4 poses for validation. Figure 9 shows how, in a single iteration (from 0 to 1),
the RMS error from the two-stage calibration method is significantly reduced by the proposed
method. Moreover, the iterative refinement (iterations 1 to 3) reduces the error further.

Fig. 9. (a) RMS residual error per pose with the proposed method optimized with a flat
surface. Iteration 0 is the initial error from the two-stage calibration method. (b) The method
achieves convergence after three iterations with tolerance of 0.01 mm.

In Table 4, we show the comparison results. The four validation poses were positions 2, 4,
7, and 10 as depicted in Fig. 7 which include the flat reference surface at different distances
from the structured light system. As expected, note that regardless of the number of iterations
for the refinement step, when a substantially flat surface is used, the RMS errors are lower than
the target-optimized errors. Nevertheless, it is highly remarkable that the iterative refinement
approach further reduces the errors when optimized with a flat surface in some cases up to a
10% reduction, as in position 07 placed at a distance exceeding 2200 mm, from an RMS error
of 0.424 mm to 0.381 mm. Conversely, the results with the target-optimized method produce
marginally worse results, probably due to over-fitting to a surface that is not perfectly flat.

Table 4. Comparison of the iterative refinement (stage 3 of proposed method) carried out with
the printed calibration target versus a flat surface.

RMS error [mm]

Calibration target-optimized Flat surface-optimized

Position Single iter. Multiple iter. Single iter. Multiple iter.

02 0.353 0.374 0.185 0.180

04 0.407 0.410 0.261 0.255

07 0.500 0.540 0.424 0.381

10 0.829 0.813 0.425 0.403

Finally, we measured a large complex scene shown in Fig. 10. The scene consists of different
statutes arranged at different distances and heights covering a volume of about 1200 mm ×

800 mm × 600 mm. The structured light system was able to successfully measure the whole
scene with remarkable details. The 3D reconstruction has not been filtered.
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Fig. 10. Measurement of a large scene. The scene is about 1200 mm × 800 mm × 600 mm.
(a) Layout of the measured scene. (b) 3D reconstruction with the proposed method.

5. Summary

We have presented a calibration method that can improve calibration accuracy without using
sophisticated procedures or expensive calibration artifacts, which are often prohibitive for large
scale measurements. The proposed calibration method leverages the existing calibration methods
to produce highly accurate large-scale measurements. The concept of pixel-wise residual error
compensation with iterative refinement yields remarkable results while measuring a large object.
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