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Abstract

We introduce Γ-homology, the natural homology theory for E∞-algebras, and a
cyclic version of it. Γ-homology specializes to a new homology theory for discrete
commutative rings, very different in general from André–Quillen homology. We prove
its general properties, including flat base change and transitivity theorems. We give
an explicit bicomplex for the Γ-homology of a discrete algebra, and elucidate con-
nections with stable homotopy theory.

Introduction

In this paper, we construct and investigate a homology theory for coherently
homotopy commutative dg-algebras, usually known as E∞-algebras. We call the
theory Γ-homology because of its close connection with stable homotopy theory.

Since discrete commutative rings are E∞-rings, we obtain by specialization a new
homology theory for commutative algebras. Just as André–Quillen homology is the
appropriate homology for rings in algebraic geometry and commutative algebra,
Γ-homology appears to be the homology of commutative rings which occurs in
homotopy theory. For instance, the obstructions to an E∞ multiplication on a ring
spectrum lie in the Γ-homology of the dual Steenrod algebra for that theory [19].
André–Quillen homology coincides with Γ-homology in characteristic zero (Corol-
lary 6·6). In finite characteristic, the difference is well illustrated by the case of
a polynomial algebra. As a commutative algebra this is free, so its André–Quillen
homology is trivial (in positive degrees). As an E∞-algebra, it is far from free. Its
Γ-homology is closely related to the homology of the Dyer–Lashof algebra, and is
highly non-trivial (Theorem 4·5, Example 6·7).

Γ-homology for a discrete commutative algebra B can perhaps best be understood
by an analogy with Harrison homology. Harrison’s theory was originally defined

† S.W. was supported by a TMR grant from the European Union, held at the Laboratoire
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as the homology of the quotient of the Hochschild complex by the subcomplex
generated by nontrivial shuffle products. Equally, it is the homology of a complex
obtained from Hochschild’s by tensoring each term B⊗n with a certain integral
representation Vn of the symmetric group Σn, and passing to Σn-covariants. This idea
works well only in characteristic zero. A more satisfactory theory must necessarily
involve the higher homology of the symmetric groups, as well as the covariants H0.
Our Γ-homology theory is constructed to do just that.

The definition of Γ-homology uses cyclicE∞ operads and a realization construction
to make a homotopical version of the cotangent complex. The advantage of this
approach, compared with relying upon resolutions, is that it allows us to construct
a cyclic variant of Γ-homology. This seems to be a unique feature of our method, as
no cyclic analogue of any variant of André–Quillen theory appears to be known. We
shall have more to say about it elsewhere.

In the first three sections of the paper we cover these introductory topics, then
prove flat base change and transitivity theorems for Γ-homology. We treat the Γ-
homology of freeE∞ algebras, and resolutions by these, in Section 4. A close analogue
of Miller’s infinite-delooping spectral sequence [16] arises here.

In Section 5 we further justify our construction by showing that an A∞ (or
‘permutation-free’) analogue yields Hochschild homology and standard cyclic ho-
mology. The final two sections treat only discrete commutative algebras. In Sec-
tion 6 we find an explicit bicomplex for their Γ-homology, prove the relationship
with Kähler differentials and Exalcom, and show that the Γ-homology of an étale
algebra is trivial. In the last section (Section 7) we use a method of Pirashvili and
Richter to reconcile our definition with the elegant description which they recently
published [17] and with one which we used in an earlier treatment [22].

The original motivation for the invention of Γ-homology was the classification
of E∞ multiplicative structures on spectra in stable homotopy theory [19]. Some
properties of the theory constructed by Robinson (unpublished) were proved in the
thesis of Whitehouse [22]. The present paper is a general theory which has evolved
over several years. Meanwhile related (though very different) work in nearby areas
has been done by others. At an early stage Waldhausen envisaged a homology the-
ory of our type as part of his ‘brave new rings’ programme. More recently Goerss
and Hopkins [9–11] produced a categorical approach to E∞ structures on spectra.
Using modern technology one can without great difficulty extend the definition of
Γ-homology from dg-algebras to spectra, where it ought to be compared with the
constructions made by Basterra [3] who gave a detailed treatment of unpublished
ideas of Kriz. (The extension to spectra is analogous to extending Hochschild ho-
mology to topological Hochschild homology, which includes Mac Lane homology as
a special case.)

1. Operads, cyclic operads and cofibrancy

We work in the category of Z-graded chain complexes (dg-modules) over a com-
mutative ground ring K. (We might equally well have chosen simplicial modules.)
Our principal definitions use Getzler and Kapranov’s theory [7] of cyclic operads,
but we require a non-unital version as in [8].
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1·1. Operads

Let S denote the category of finite sets and isomorphisms of sets, S+ the subcate-
gory of non-empty sets, and S1 the category of based finite sets and isomorphisms.
(Where necessary we assume without further mention that these have been replaced
by equivalent small subcategories: our constructions do not depend upon the choice
of these. One can for instance take just one set {1, 2, . . . , n} in S for each n > 0,
and similarly {0, 1, 2, . . . , n} for each n > 0 in S1, so that both categories become
disjoint unions of symmetric groups.)

We are only interested in binary and higher-order operations. Therefore we define
an operad C to have objects (which are chain complexes) CS indexed by all finite sets
S with at least two elements; isomorphisms ϕ∗ : CS → CT induced by isomorphisms
ϕ : S → T of sets; and composition maps

◦t : CS ⊗ CT −→ CSttT

for all nontrivial finite sets S and T , and all elements t ∈ T , where SttT is the deleted
sum S t (T \ {t}). These data must satisfy standard conditions of functoriality and
associativity of composition.

The induced isomorphisms give a left action of the symmetric group ΣS of auto-
morphisms of S on CS . One thinks of CS as a parameter space of operations (in
the sense of universal algebra) with inputs labelled by S, and a single output; the
induced isomorphisms correspond to permutation of inputs, and the composition ◦t
to substitution of the output of CS for the input labelled t in CT .

The operad C is said to be E∞ if for each S the complex CS is contractible and
ΣS-free. It is obviously sufficient to check this for S = {1, 2, . . . , n}, for all n > 2.

The standard example of an E∞ operad is D, in which DS is the nerve of the
category S/S of isomorphisms of finite sets over S. Composition in D is induced by
the deleted sum functor in S.

1·2. Cyclic operads

A cyclic operad can be defined as an operad with extra structure (a Σn+1-action on
C{1,2,... ,n}) which makes composition symmetric by putting the ‘output’ variable 0
on the same footing as the n ‘inputs’ (see [7]). Then it is clearly desirable to change
the notation, and denote by CSt0 what was previously denoted CS . Confusion can
arise, so we stress that from now on we shall use the ‘cyclic’ convention, and include
the output in the labelling set, which now therefore has at least three elements.

It seems best to define cyclic operads directly. A cyclic operad is a functor E from
the category of finite sets (with three or more elements) and isomorphisms, to the
category of chain complexes; it also has composition operations

◦s,t : ES ⊗ ET −→ ESts,tT

for all S and T and all choices of s ∈ S, t ∈ T . Here S ts,t T denotes the deleted sum
(S \ {s}) t (T \ {t}): we think of s as the ‘output’ being fed into the ‘input’ labelled
t. The composition ◦s,t is required to be a natural transformation of functors having
the associativity property

◦s,t(1⊗ ◦t′,u) = ◦t′,u(◦s,t ⊗ 1)
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for s ∈ S, t, t′ ∈ T , t� t′, u ∈ U , and the symmetry property

τ∗ · ◦s,t = ◦t,s · τ⊗
where τ∗ : ESts,tT ≈ ETtt,sS is induced by the isomorphism of sets and τ⊗ : ES⊗ET ≈
ET ⊗ ES is the signed interchange of factors

τ⊗(x⊗ y) = (−1)|x||y|(y ⊗ x).

Some further notation will be needed. The composition

◦s,t : ES ⊗ ET −→ EV

is associated with a partition of V into two subsets S \{s} and T \{t}. Conversely, let
V = P tQ be any partition of V into two sets, each with at least two elements. We
can define the associated composition by writing P 1 and Q2 for the disjoint unions
P t {1} and Q t {2}, and taking

◦12 : EP 1 ⊗ EQ2 −→ EV .

1·3. E∞ cyclic operads

We call E an E∞ cyclic operad if for all S the complex ES is contractible and
ΣS-free. It suffices to check this for S = {0, 1, . . . , n} for all n > 2. We note that
the E∞ condition is stronger than in (1·1), because the action of a larger symmetric
group must be free. The operad D defined as in (1·1) is an E∞ cyclic operad, the
composition again being induced by the deleted sum functor.

1·4. Cofibrant operads

We adopt the notation introduced in (1·2) for adding new points to a set: S1, S2

and S12 are to denote St{1}, St{2} and St{1, 2}, respectively. For each partition
V = S t T of V we have a composition map ◦21 : ES2 ⊗ ET 1 → EV . In a cofibrant
operad, provided S and T each have more than one element, we want this map to
be the inclusion of a face of EV , so we require it to be an (equivariant) cofibration;
and we require faces to intersect only in faces of faces. This leads to the following.

Definition. Let ∂EV denote the coequalizer of the maps⊕
V =PtQtR

EP 2 ⊗ EQ12 ⊗ ER1

◦21⊗1−−−→−−−→
1⊗◦21

⊕
V =StT

ES2 ⊗ ET 1 ,

where the sums are indexed by partitions of V into subsets of which S and T , and
hence P and R, have at least two elements each. Associativity of composition implies
that ◦21 induces a ΣV -equivariant map ∂EV → EV , which we call the inclusion of the
boundary. The cyclic operad E is cofibrant if for every V the inclusion of the boundary
is a ΣV -equivariant cofibration. (The terminology is justified because these operads
have the left lifting property with respect to those morphisms of operads which are
surjective weak equivalences at every S. They are thus cofibrant in the sense of [14]
and are additionally required to be cyclic.)

Cofibrant non-cyclic operads are defined in a completely analogous way.
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1·5. The E∞ tree operad T

We now construct a cofibrant E∞ cyclic operad. The cyclic operad D will not do:
the faces of DS intersect in unacceptably large subcomplexes, so that ∂DS → DS is
not injective. On the other hand, we can form another cyclic operad by taking ES to
be the space of trees with ends labelled by the set S, and ◦s,t to be the operation of
grafting the end labelled s to the end labelled t to produce a new edge of length 1.
This operad has every ES contractible [20], and it is cofibrant as the boundary is a
subcomplex; but it is not an E∞ operad because Σn does not act freely on En.

By combining the two constructions we obtain a cofibrant E∞ cyclic operad, the
tree operad T, as follows. We take TS to be the chain (bi)complex associated with
the bisimplicial set in which a (k, l)-bisimplex consists of a k-simplex of the nerve of
the category S/S

Sk
ϕk−→ Sk−1

ϕk−1−→ · · · ϕ1−→ S0

↓
S

together with an l-simplex of the space T̃Sk of trees labelled by the set Sk; and the
simplicial operators are defined in the obvious way. The composition maps ◦s,t in T

are defined by using the deleted sum functor in the category S and the grafting of
trees, as above.

Proposition 1·6. The operad T is cyclic, cofibrant and E∞.

Proof. It is clear that T is cyclic. It inherits the E∞ property of D, because TS is
essentially the Borel construction EΣS ×ΣS ES on the contractible space ES of trees.
We must show that T inherits the cofibrancy of the operad E. In order to show that
the inclusion of the boundary ∂TV is an equivariant cofibration, it suffices to verify
that it is injective and that ΣV acts freely on its complement. The freeness is clear,
as ΣV acts freely on TV . For injectivity, let us simply note that a simplex lies in the
face corresponding to a decomposition V = S t T if and only if it consists of trees
in which there is an internal edge, of maximal length, which separates the labels S
from the labels T ; and therefore two faces meet only where two specified edges have
maximal length, which is a face of a face (or is empty, as appropriate).

2. Algebras, modules and realization

2·1. Algebras and modules over an operad

Let C be a cyclic operad, and K the ground ring, which is commutative with unit
element.

Definition. An algebra over C is a chain complex (of K-modules) A together with
structural maps µS : CS0 ⊗ A⊗S → A for all sets S (having two or more elements)
which are natural in S and satisfy the usual condition

µS1 (1⊗ µT ) = µStT (◦10 ⊗ 1)

of equality of maps CS01 ⊗ CT 0 ⊗A⊗(StT ) → A.

By way of explanation we note that 0 has been adjoined to S and T as the ‘output
variable’ for the operad. The element 1 in S01 is a dummy label associated with the
partition S t T , as introduced at the end of (1·2).
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When the smallest model is chosen for the indexing category, which is the disjoint

union of the symmetric groups Σn for n > 2, the naturality condition in the definition
simply means that µn is equivariant and so defines a map Cn+1⊗Σn A

⊗n → A, where
Σn acts on Cn+1 on the left (fixing the output label) and on A⊗n on the right.

Definition. AnA-module over C, whenA is a C-algebra as above, is a chain complex
M together with structural maps νS : CS01 ⊗A⊗S ⊗M →M which are natural in S
and satisfy the usual module conditions

νS(1⊗ νT ) = νStT (◦10 ⊗ 1)

as maps CS01 ⊗ CT 01 ⊗A⊗(StT ) ⊗M →M , and

νS2 (1⊗ µT ) = νStT (◦20 ⊗ 1)

as maps CS012 ⊗ CT 0 ⊗A⊗(StT ) ⊗M →M .

The above algebras and modules are non-unital.

2·2. Algebras and modules over an E∞ operad

From now on it is a standing assumption (except where the reverse is stated) that
all operads are cyclic and E∞. An algebra A over such an operad C will be called
an E∞ algebra. Since C is automatically augmented over the standard commutative
algebra operad, the ground ring K is an E∞ algebra.

For the purposes of this paper, it suffices to define subalgebras and submodules in
a naive way as chain subcomplexes which are closed under the appropriate operad
action. If A is a subalgebra of B over C, there is an inclusion homomorphism A→ B,
and we call B an A-algebra over C. We shall usually work with K-algebras, where K
is the ground ring regarded as an algebra over C. The unit element of K then serves
as a unit for the algebra. When considering modules over a K-algebra A, we require
the induced K-module structure to be the standard, strict one.

2·3. Cyclic and non-cyclic complexes over an operad

We now aim to construct the homotopical cotangent complex K(B/A;M ) when B
is an E∞ K-algebra, A a K-subalgebra and M a B-module. (Although very different
in appearance and in construction, this will play in our theory the role analogous to
that played in André–Quillen theory by the cotangent complex of [1, 18].)

Our cotangent complex will be a filtered object obtained by glueing together the
objects CV 0 ⊗ B⊗V ⊗M , where V runs through the category S+. (There is also a
cyclic version.) Conceptually it resembles the realization of a simplicial object, or
the analogue described in [21]. Because the realization sometimes has to be applied
to species other than the standard B⊗V ⊗M (as in Section 7 below), it is worthwhile
to formulate a definition of a more general object which can be realized. There
are two separate cases to be considered, corresponding to Γ-homology and cyclic
Γ-homology.

Definition 2·4. Let C be a cyclic operad. A cyclic C-complex is a cofunctor M from
the category S+ to the category of chain complexes, together with the following
further data which specify an action of C on M: for each composition

◦s,t : CS ⊗ CT −→ CSts,tT
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in C, and also in the case where T has only two elements, there is given a formal
adjoint

◦Ms,t : CS ⊗MSts,tT −→MT

(to be thought of as a cap product corresponding to the above cup product) which
satisfies:

(1) the naturality condition

ψM ◦Ms′,t′ (ϕM ⊗ 1) = ◦Ms,t(1⊗ (ϕ ts,t ψ)M)

for all isomorphisms ϕ : (S, s) ≈ (S′, s′), ψ : (T, t) ≈ (T ′, t′) in S;
(2) the associativity condition

◦M34(1⊗ ◦M12) = ◦M34(◦21 ⊗ 1) : CS32 ⊗ CR1 ⊗MRtStT −→MT 4

for all finite sets R1, S23, T 4;
(3) the associativity condition

◦M43(1⊗ ◦M12) = ◦M12(1⊗ ◦M43)(τ ⊗ 1) : CT 4 ⊗ CR1 ⊗MRtStT −→MS23

for all finite sets R1, S23, T 4, where τ interchanges factors.
There are two associativity conditions above for the same reason as in the definition
of non-cyclic operad: there are two types of iterated substitution to be considered.

Example 2·5. Suppose A is an algebra over the operad C, with structural maps
µV : CV 0 ⊗A⊗V → A. Then we can take MS = A⊗S , and define ◦Ms,t to be

CS ⊗A⊗(Sts,tT ) ≈ CS ⊗A⊗(S\{s}) ⊗A⊗(T\{t}) µS\{s}⊗1
−−→ A⊗A⊗(T\{t}) ≈ A⊗T

giving a cyclic C-complex.

Now we need the non-cyclic version, which is slightly more complicated because
the indexing sets have basepoints and there are, as in the definition of operads,
correspondingly more cases to consider. (The basepoint may be in any subset of a
partition.) We consistently write 0 for the basepoint, so that a typical based finite
set is S0, where S is an object of S.

Definition 2·6. Let C be a cyclic operad. A (non-cyclic) C-complex assigns to each
based finite set S0 a chain complex MS0 depending cofunctorially upon S0, and to
each composition

◦0,1 : CS0 ⊗ CT 01 −→ C(StT )0

in C a pair of formal adjoints

◦M0,1 : CS0 ⊗M(StT )0 −→MT 01

and

◦M1,0 : CT 01 ⊗M(StT )0 −→MS0

(existing even when T 01 or S0, respectively has only two elements) satisfying the
analogues of the naturality and associativity conditions (1)–(3) of Definition 2·4.
The asymmetry in this definition arises because the composition ◦0,1 corresponds
to a partition of V 0 = (S t T )0 = S t T 0 into a subset which does not contain the
basepoint and one which does. The first of the two adjoints above evaluates over S,
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and takes values in MT 01 , where 1 is a dummy label from the partition; the second
evaluates over T 0, and takes values in MS0 , where 0 is a new dummy basepoint for S.

Example 2·7. Just as the primary example of a cyclic C-complex arises from an
algebra (Example 2·5), so the primary example of a non-cyclic C-complex arises from
a module. In Definition 2·6 above, let MS0 = A⊗S ⊗M where A is a K-algebra over
C and M an A-module; let ◦M0,1 be µS ⊗ 1, where µ is the algebra structure, and ◦M1,0
be 1⊗ νT , where ν is the module structure.

2·8. The realization of a C-complex in the non-cyclic case

Let C be a cofibrant cyclic operad, and M a (non-cyclic) C-complex. We construct
the realization |M| by a process resembling that for realizing a simplicial set. We
treat the non-cyclic case in detail, because it is more important for us, then describe
the differences in the cyclic case, which is important in cyclic Γ-homology. There are
two steps in the construction.

First we construct a complex |M|′. We take a direct sum over all V 0 = V t {0} in
S1 (our category of based sets) having three or more elements⊕

|V 0|>3

CV 0 ⊗MV 0 .

|M|′ is the quotient of this by the following identifications:
(1) for each isomorphism ϕ : S0 ≈ T 0 in S1, and all x ∈ CS0 , all m ∈MT 0

ϕMx⊗m ∼ x⊗ ϕMm;

(2) for each partition V 0 = StT 0 of a set into two subsets (the second containing
the basepoint) having at least two elements each, we consider the associated
composition (as in (1·2))

◦0,1 : CS0 ⊗ CT 01 −→ C(StT )0 = CV 0

and we define

∂S,T : CS0 ⊗ CT 01 ⊗M(StT )0 −→ CS0 ⊗MS0 ⊕ CT 01 ⊗MT 01

by setting

∂S,T = (1⊗ ◦M10)⊕ (1⊗ ◦M01)(τ ⊗ 1)

where τ interchanges the factors CS0 and CT 01 and introduces the usual sign.
Then on the component of the boundary ∂CV 0 ⊗MV 0 corresponding to ◦0,1

we make identifications by requiring

◦01(x⊗ y)⊗m ∼ ∂S,T (x⊗ y ⊗m)

for all x ∈ CS0 , y ∈ CT 01 , m ∈MV 0 .

The complex |M|′ thus defined is a quotient of⊕
n>2

Cn+1 ⊗Σn Mn+1,

where n + 1 denotes the (n + 1)-element based set {0, 1, . . . , n}. This is because
the identifications (1) imply that it suffices to take one indexing set of each size,
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and pass to the quotient by the action of Σn. We can define the skeletal filtration
of |M|′ by defining the k-skeleton to be the image of

⊕
26n6k Cn+1 ⊗Mn+1. Just

as in the standard simplicial realization construction, the identifications (2) satisfy
compatibility conditions which guarantee that the kth filtration quotient of |M|′ is
isomorphic to (Ck+1/∂Ck+1)⊗Σk Mk+1.

We now describe the second step in the construction, which incorporates the bot-
tom filtration stage M2. (If C2 were defined, it would be contractible for an E∞
operad. Thus M2 would be quasi-isomorphic to C2 ⊗Σ1 M2.)

Let V 0 be any based set in S1 having three or more elements. Take any v ∈ V ,
and write Tv for V \ {v}. The partition V 0 = {v} t Tv has an associated composition

◦0,1 : C{v,0} ⊗ CT 01
v
−→ CV 0

and action

◦M1,0 : CT 01
v
⊗MV 0 −→M{v,0}.

The standard isomorphisms T 01
v = V \ {v} t {0, 1} ≈ V 0 and {v, 0} ≈ {0, 1}, taking

v to 1 in each case, convert this action into a map

εv : CV 0 ⊗MV 0 −→M{0,1} = M2.

If instead of v ∈ V we select 0 ∈ V 0, the other action map ◦M0,1 (defined in Definition
2·6) yields in identical fashion a map

ε0 : CV 0 ⊗MV 0 −→M{0,1} = M2.

Let ε = ε0−
∑

v∈V εv. This defines, for each V 0 in S1 having three or more elements,
a map CV 0 ⊗ MV 0 → M2. One can check immediately that the naturality and
associativity conditions in the definition of a C-complex imply that these maps are
compatible with the identifications used in the construction of |M|′. Therefore we
have a well-defined map ε : |M|′ →M2. The final realization |M| is defined to be the
cofibre of ε. This completes the construction of the realization in the non-cyclic case.

2·9. Realization in the cyclic case

Now let M be a cyclic C-complex, where C is a cofibrant cyclic operad. We con-
struct the cyclic realization |M|cy by modifying the construction of (2·8) as follows.
We begin with a sum indexed by all V in our category S of unbased finite sets
containing at least three elements ⊕

|V |>3

CV ⊗MV .

We alter the identifications to take account of the extra symmetry available in that
there is now no basepoint: they now read

(1) for each isomorphism ϕ : S ≈ T in S, and all x ∈ CS , all m ∈MT

ϕMx⊗m ∼ x⊗ ϕMm.
(2) for each partition V = S t T of a set into two subsets having at least two

elements each, we define

∂S,T : CS2 ⊗ CT 1 ⊗M(StT ) −→ CS2 ⊗MS2 ⊕ CT 1 ⊗MT 1
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by setting

∂S,T = (1⊗ ◦M12)⊕ (1⊗ ◦M21)(τ ⊗ 1)

where τ interchanges the factors CS2 and CT 1 and introduces the usual sign.
Then on the component of the boundary ∂CV ⊗MV corresponding to ◦2,1 we
make identifications by requiring

◦21(x⊗ y)⊗m ∼ ∂S,T (x⊗ y ⊗m)

for all x ∈ CS2 , y ∈ CT 1 , m ∈MV .
We have now completed the description of the first stage, which we denote |M|′cy, of
the cyclic realization.

The identifications above mean in effect that |M|′ is a quotient of⊕
n>2

Cn+1 ⊗Σn+1 Mn+1

where Σn+1 is the group of permutations of {0, 1, . . . , n}.
In analogy with (2·8) we now expect to define a map

ε : |M|′cy −→ C2 ⊗Σ2 M2

the cofibre of which would be |M|cy. We now proceed to explain that a sign intervenes
in the representation, and that we shall replace the undefined C2 by a different
contractible free Σ2-complex.

The nerve of the category of isomorphisms of two-element sets is a model for the
classifying space BΣ2, and the nerve of the category of isomorphisms of ordered
two-element sets is its universal cover EΣ2. Let V be any set in S having three or
more elements. Take any v ∈ V , and write Tv for V \ {v}. As in (2·8) we have a
composition

◦0,1 : C{v,0} ⊗ CT 1
v
−→ CV

and action

◦M1,0 : CT 1
v
⊗MV −→M{v,0}.

Using the isomorphism T 1
v ≈ V , we obtain from the adjoint ◦M1,0 a map which we

shall denote

◦Mv,0 : CV ⊗MV −→M{v,0}.

As {0, v} is an ordered two-element set, we can regard it as a chain of EΣ2. We define

ε̃ : CV ⊗MV −→ EΣ2 ⊗M{v,0}

by setting

ε̃(x) =
∑
v∈V

({0, v} ⊗ ◦Mv,0(x)).

This does not yet respect the identifications defining |M|′cy. But if we denote by M̃2

the complex M2 with its Σ2-structure twisted by the sign representation, then ε̃
composes with the quotient map to give a well-defined map

ε : |M|′cy −→ EΣ2 ⊗Σ2 M̃2.

We finally define the cyclic realization |M|cy to be the cofibre of this map.
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Remarks 2·10. (1) The sign in the last stage of the above construction is needed to

ensure cancellation of the unwanted contributions from the two dummy labels in a
partition as in identification (2·9(2)) above.

(2) There is a natural map |M| → |M|cy induced by the levelwise quotient maps
Cn+1 ⊗Σn Mn+1 → Cn+1 ⊗Σn+1 Mn+1, which are well-behaved with respect to the
identifications in the construction.

2·11. Uniqueness of E∞ realization

We now prove that the homotopy type of the realization |M| or |M|cy does not
depend upon the cofibrant cyclic operad C used to construct it, provided that C is
E∞. The proof uses the standard idea of comparison of resolutions.

Lemma. Let C and D be E∞ cyclic operads, with C cofibrant. Then there is a map
C→ D of cyclic operads, and it is unique up to homotopy.

Proof. We construct Σn+1-equivariant maps ϕn+1 : Cn+1 → Dn+1, commuting with
all composition maps, by using induction on n.

There are no decomposable elements in C3, so we start by taking ϕ3 : C3 → D3 to
be any Σ3-equivariant map. This map exists because C3 is free and D3 is contractible.
Suppose by inductive hypothesis that we have equivariant ϕk+1 for all k < n, com-
muting with compositions as far as this makes sense. We have to define ϕn+1. The
boundary ∂Cn+1 is by (1·4) a sum of copies of Ci+1⊗Cj+1 with 2 6 i, j and i+j = n+1,
amalgamated along Ci+1 ⊗ ∂Cj+1 x ∂Ci+1 ⊗ Cj+1. The maps ϕi+1 ⊗ ϕj+1 therefore
induce a map ∂Cn+1 → Dn+1, equivariant with respect to the induced action of Σn+1.
Since C is cofibrant and Dn+1 is contractible, this map extends to a Σn+1-equivariant
map Cn+1 → Dn+1, which by construction retains the compatibility with compo-
sitions. The inductive proof of existence is now complete. The proof of homotopy
uniqueness is similar.

Proposition 2·12. If M is a complex over one E∞ cyclic operad, then it is a complex
over every cofibrant cyclic E∞ operad, and the homotopy type of the realization |M| (or
|M|cy, in the cyclic case) is independent of the cyclic cofibrantE∞ operad used to construct
it.

Proof. Let C and D be cyclic E∞ operads, with C cofibrant. By (2·11) there is a
map of operads, unique up to homotopy, from C to D. If M is a D-complex, such a
map induces the structure (unique up to homotopy) of a C-complex on M.

Suppose now that ϕ : C → D is a map of E∞ operads. We show by induction on
k that ϕk+1 is a homotopy equivalence of pairs (Ck+1, ∂Ck+1) → (Dk+1, ∂Dk+1). This
is certainly true for k = 1, 2, where the spaces are contractible and the boundaries
are empty. Suppose it is true for k < n. The assembly of ∂Cn+1 and ∂Dn+1 from
cofibrations of lower spaces in the operads (as in the proof of (2·11)) implies that
ϕn+1 restricts to a homotopy equivalence ∂Cn+1 → ∂Dn+1. But then Cn+1 and Dn+1

are contractible, and the inclusions of the boundaries are cofibrations, so ϕn+1 is a
homotopy equivalence of pairs.

When M has the C-structure induced by the map ϕ, there is a skeleton-preserving
induced map |ϕ| : |M|C → |M|D between the realizations constructed using the two
different operads. On quotients of adjacent skeleta, |ϕ| induces a map

(Cn/∂Cn)⊗Σn Mn

ϕn⊗1−−→ (Dn/∂Dn)⊗Σn Mn
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which is a homotopy equivalence because ϕn has been shown to be a homotopy
equivalence of free Σn-complexes. By induction and direct limit, |ϕ| is a homotopy
equivalence. Hence |M| is independent of the cofibrant E∞ operad used. A similar
proof works in the cyclic case.

2·13. The homology of the realization

Proposition.
(1) Let M be a C-complex, where C is an E∞ cyclic operad. Then there is a homology

spectral sequence

E1
p−1,q ≈ Hq(EΣp ⊗Σp (Vp ⊗Mp+1)) =⇒ Hp+q−1(|M|),

where Vp is the representation of Σp on the homology of the tree space Tp, and Σp
acts diagonally on Vp ⊗Mp+1.

(2) When M is a cyclic C-complex there is a corresponding homology spectral sequence
of the form

E1
p−1,q ≈ Hq(EΣp+1 ⊗Σp+1 (V ′p ⊗Mp+1)) =⇒ Hp+q−1(|M|cy),

where V ′p is the integral representation of Σp+1 on the homology of Tp.

Proof. We know from (2·8) that the nth filtration quotient in the skeletal filtration
of |M| is (Cn/∂Cn)⊗Σn Mn. By Proposition 2·12 |M| is independent, up to filtered
quasi-isomorphism, of the choice of operad. Therefore the spectral sequence obtained
from the skeletal filtration is independent, from theE1 term onward, of the particular
cofibrant cyclic E∞ operad used in the construction. Choosing the E∞ tree operad
of (1·5) leads formulae given above. The argument in the cyclic case is completely
analogous.

It is worth noting here that the above E1
p−1,∗ term is in effect the hyperhomology

of the group Σp or Σp+1 with coefficients in the complex Vp ⊗Mp+1 or V ′p ⊗Mp+1.
Naturally we have the hyperhomology spectral sequence

Hs(Σp;Vp ⊗Ht(Mp+1)) =⇒ E1
p−1,s+t

and its analogue for the second case, available as subsidiary spectral sequences for
calculating the E1-terms.

It is known that the representation Vp is isomorphic over Z to Hom(Liep,Z[−1]),
where Liep is the Lie representation and Z[−1] the sign representation. The module
V ′p is related to Vp and therefore to the Lie representations by a short exact sequence

0 −→ Vp+1 −→ IndΣp+1

Σp Vp −→ V ′p −→ 0.

The complex character of V ′p is calculated in [20]; information about the integral
representations may be found in [23].

3. The Γ-cotangent complex and the transitivity theorem

3·1. Introduction

We now apply the general theory of Section 2 to the case we are really interested
in: the construction of the Γ-cotangent complex K(B/A ;M ) when A is a subalgebra
of theE∞ differential graded algebraB, andM is anyB-module. In the construction
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we shall use any cofibrant E∞ cyclic operad C, such as the tree operad T of (1·5):
the result is independent, up to quasi-isomorphism, of the choice. It is no real loss of
generality to assume thatA,B andM are flat or even projective over the ground ring
K: the structure of algebra or module over a cofibrant operad is homotopy invariant,
so that one can replace these objects by projective resolutions; and our realizations
are homotopy invariant constructions, so the choice of projective resolution makes
no difference to the result. Similarly we may assume that A ⊂ B is a cofibration.

We also prove a flat base-change result, showing that K(B/A ;M ) is essentially
independent of the ground ring.

The notation of the above introduction will be used throughout the section.
Let K be the following non-cyclic C-complex, which was mentioned in Example

2·7. For each based finite set V 0 = V t {0} in S1 we put

KV 0 = A⊗V ⊗M.

For every partition V 0 = S t T 0 of V 0 into nonempty sets we define

◦M0,1 : CS0 ⊗K(StT )0 −→KT 10

by using the algebra structure map µ

◦M0,1 = µS ⊗ 1⊗ 1: CS0 ⊗A⊗S ⊗A⊗T ⊗M −→ A⊗A⊗T ⊗M,

and we define

◦M1,0 : CT 10 ⊗K(StT )0 −→KS0

by using the module structure map ν

◦M1,0 = 1⊗ νT : A⊗S ⊗ CT 10 ⊗A⊗T ⊗M −→ A⊗S ⊗M.

It follows from the algebra and module axioms that this is a C-complex. Its realiza-
tion |K| we denote usually by KK(A ;M ), in order to stress that it depends in an
essential way upon the ground ring K.

3·2. Γ-cotangent complex and Γ-homology groups

Let A be a subalgebra of the E∞ algebra B, as in (3·1), and M a B-module, all
these being assumed flat over K. We define the Γ-cotangent complex of B relative to
A, with coefficients M to be the quotient

K(B/A ;M ) = KK(B ;M )/KK(A ;M ).

(Here we have assumed that A ⊂ B is a cofibration. In a more general situation
the quotient must be replaced by the cofibre.) The Γ-homology of B over A is the
homology of this complex:

HΓ∗(B/A ;M ) = H∗(K(B/A ;M )) ;

the Γ-cohomology is correspondingly defined by

HΓ ∗(B/A ;M ) = H∗(rHomB(K(B/A ;B),M ).

Remark 3·3. For theoretical and practical reasons we have chosen to define the
cotangent complex as a quotient. This avoids the need to handle derived tensor
products over E∞ algebras. It also has the pleasant consequence that the impor-
tant Transitivity Theorem 3·4 (below) becomes trivial to prove. This advantage is
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of course an illusion: the counterbalancing disadvantage is that in order for our
definitions to be useful, we have to work to prove that K(B/A ;M ), and hence
HΓ∗(B/A ;M ), are essentially independent of the ground ring K. The proof of this
flat base-change theorem occupies most of the rest of Section 3, and the Appendix
to this paper.

Transitivity Theorem 3·4. Let A ⊂ B ⊂ C be inclusions of E∞-algebras, and M
an E∞ C-module. Then there is a cofibration sequence of Γ-cotangent complexes

K(B/A ;M ) −→K(C/A ;M ) −→K(C/B ;M ) −→ SK(B/A ;M )

and therefore a long exact sequence of Γ-homology groups

· · · −→ HΓn+1(C/B ;M ) −→ HΓn(B/A ;M ) −→ HΓn(C/A ;M )

−→ HΓn(C/B ;M ) −→ · · ·
and similarly for cohomology.

Proof. The definitions require A, B and C to be replaced by corresponding pro-
jective resolutions. Then everything follows from the exact sequence connecting the
cofibres of the three maps in the triple

KK(A ;M ) −→KK(B ;M ) −→KK(C ;M ).

We now begin on the definitions and lemmas which we shall need for the other
main result of this section, the flat base-change theorem.

3·5. A model for the derived tensor product

We propose that the derived tensor product of modules over an E∞ algebra should
be defined by the following construction. For the case of modules over a commutative
algebra, which is the only case we shall use in this paper, we reconcile the definition
with a standard one in Proposition 3·6.

Let C be a cofibrant cyclicE∞ operad. We are going to make a realization like those
in (2·8) and (2·9), but with S or S1 replaced by Sr, which is the category of finite sets
with r distinct basepoints 01, . . . , 0r, and isomorphisms of sets which preserve the
basepoints in order. There is formally no problem in extending the definition given in
(2·8) to this case, except that when StT is a partition of the set V = V̂ t{01, . . . , 0r}
in Sr, the structural map

◦pq : CSp ⊗MStT −→MT q

must be zero when S contains more than one of the basepoints, as there is then no
natural way to structure T q as a space with r basepoints. (Here p and q are dummy
labels.) When r > 2, the homology of the realization is much simpler than the
homologies for which we obtained spectral sequences in (2·13), because the analogues
of Vp are now free Σp-modules. That is why the following construction is valid.

Let A be a C-algebra and let M1, . . . ,Mr be A-modules. Suppose that A and all
the Mi are flat over the commutative ground ring K. We construct a C-complex M

on the category Sr by setting MV = M1⊗· · ·⊗Mr⊗A⊗V̂ when V = V̂ t{01, . . . , 0r}
is a set with r basepoints, and, when V = S t T , taking

◦pq : CSp ⊗MStT −→MT q
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to be

◦pq =


1⊗ µS , if S contains no basepoint

1⊗ νiS\0i if S contains 0i and no other

0, if S contains more than one basepoint,

where µ is the structural map for the C-algebra A, and νi is that for the module Mi.
We define the left derived tensor productM1

L⊗AM2
L⊗A · · · L⊗AMr to be the realization

|M|.
The following proposition justifies the above definition in the case of tensor prod-

ucts over a commutative algebra, where we have a classical definition with which to
compare ours.

Proposition 3·6. Let R be a commutative algebra over the ground ring K, and let
M1, . . . ,Mr (where r > 2) be complexes of R-modules, in the sense of standard homo-
logical algebra. Suppose that R, and all the Mi with at most one exception, are flat over
K. Then the complex M1

L⊗RM2
L⊗R · · · L⊗RMr defined in (3·5) is quasi-isomorphic to the

usual derived tensor product over R of M1, . . . ,Mr.

Proof. For transparency we treat first the case when r = 2. After Proposition
2·12, we may assume that C is the tree operad of (1·5). We shall also need the
corresponding A∞ operad, in which the Cord, n+2 is the chain complex of trees which
can be embedded in the plane with labels 01, 1, 2, . . . , n, 02 in cyclic order. This operad
has no permutations. It is well known that Cord is a subdivision of the Stasheff operad
of associahedra. Using instead the standard cellular chains of the Stasheff polyhedra
we deduce that the realization |M|ord of the complex

M01,1,2,... ,n,02 = M1 ⊗R⊗n ⊗M2

(with respect to Cord) is quasi-isomorphic to the total complex of the chain tricomplex
M1 ⊗ R⊗• ⊗M2, in which the three differentials are those of M1 and M2 plus the
differential of the bar construction for R as a K-algebra. This tricomplex can also
be written M1⊗R⊗(•+1)⊗RM2. But M1⊗R⊗(•+1) is R-flat because R⊗• and (without
loss of generality) M1 are K-flat. So the total complex of the bicomplex M1⊗R⊗(•+1)

is a flat resolution of M1. Therefore the classical derived tensor product of M1 and
M2 can be represented by M1 ⊗R⊗(•+1) ⊗RM2, and therefore by |M|ord.

To complete the case r = 2 it now suffices to prove that the S2-realization |M|,
which we defined in (3·5), is equivalent to the ordered realization |M|ord. There is
certainly a natural map |M|ord → |M|, induced by inclusion of operads. This map
respects skeleta, so induces a map of homology spectral sequences. We have to cal-
culate the E1-term in the target spectral sequence. Now the homology modulo its
boundary of the complex of trees with labels {01, 1, 2, . . . , n, 02} is the tree represen-
tation, which restricts to the regular representation of Σn [23]; and the inclusion of
the ordered trees induces a map which takes the homology generator to a generator
of this regular module [22]. After taking Σn-covariants as the construction of |M|
requires, we therefore have an isomorphism of E2-terms. Thus the spectral sequences
are isomorphic, and so |M|ord → |M| is a quasi-isomorphism. Combining this with
the first result of the proof shows that |M| is quasi-isomorphic to M1 ⊗R M2. The
result is now proved for r = 2.

The proof for r > 2 follows exactly the same lines. The only difference is the
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inclusion of a counting argument to match the numbers of generators in the free
modules involved in the two E2-terms, for these no longer have rank one. We omit
the details.

The following acyclicity lemma is central to the results of the present section.

Lemma 3·7. Let K be a commutative ring, and M a K-module. Then the complex
KK(K ;M ) is acyclic.

Contemplating configuration spaces makes one think that Lemma 3·7 should
be true, but the only proof we know is combinatorial and lengthy. This proof is
given in the Appendix. The first consequence of the lemma is that one can calcu-
late Γ-homology relative to the ground ring without normalizing by quotienting by
KK(K ;M ).

Proposition 3·8. Let A be an E∞-algebra over the ground ring K, and M an A-
module. Then

HΓ∗(A/K ;M ) ≈ H∗(KK(A ;M )).

Proof. Since quotienting by the acyclic complex KK(K ;M ) is a quasi-isomorphism,
we have K(A/K ;M ) 'KK(A ;M ).

Naturally, one would like to be able to describe HΓ (B/A ;M ) in an equally simple
way for any E∞ pair of algebras A ⊂ B. The tensor powers of A would have to be
replaced by derived tensor powers of B over A. We have little doubt that this could
be done, but the resulting elegant statement might not justify the technical mischief
with derived powers which would be needed to prove the result and, later, to apply
it. The following theorem is a good substitute.

Theorem 3·9 (Flat base-change for K(B/A ;M )). Let K be a commutative ring,
and R a flat commutative K-algebra. Then:

(1) for every E∞ algebra A and every A-module M which are flat over R, there is a
quasi-isomorphism

KR(A ;M ) 'KK(A ;M )/KK(R ;M );

(2) if A is a subalgebra of the E∞ algebra B and M is a B-module, all these being
R-flat, then the quasi-isomorphism type of K(B/A ;M ) is the same, whether the
ground ring be taken to be K or R.

Proof. (1) Suppose L is a commutative ring such that K ⊂ L ⊂ R. In the applica-
tion, L will actually be either K or R. As in (3·1), no generality is lost by assuming
that R is a (strictly commutative) subalgebra of the E∞ algebra A. We have defined
KL(A ;M ) as the realization of a certain C-complex K. This means that |K|′ is
defined first as a certain quotient of

⊕
n>2 Cn+1⊗ΣnA

⊗n⊗M , then KL(A ;M ) = |K|
is constructed as the cofibre of a map |K|′ → A ⊗ M , all tensor products being
over L.

We construct a filtration of |K|′ and A ⊗ M , and therefore of KL(A ;M ), by
defining the pth filtration stage F pKL(A ;M ) to be the image of the submodule in
which at most p of the tensor factors from A lie outside R. This respects all necessary
identifications, and is thus a valid definition of a filtration in which

KL(R ;M ) = F 0 ⊂ F 1 ⊂ · · · ⊂ F p−1 ⊂ F p ⊂ · · · ⊂ F∞ = KL(A ;M ).
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Let us consider the quotient F p/F p−1. Under the action of Σn, every tensor a1⊗· · ·⊗
an⊗m with p factors outside R is equivalent to an element in which only a1, . . . , ap
are outside R; and modulo lower filtrations this element is unique up to the action of
Σp×Σn−p. Provided that R is L-flat, and p > 1, it follows from Proposition 3·6 that
F p/F p−1 is quasi-isomorphic to EΣp ⊗Σp (A/R) ⊗R (A/R) ⊗R · · · ⊗R (A/R) ⊗R M ,
where there are p factors A/R. Now this is quite independent of L. So if we take the
natural filtered map between the two filtered complexes

KK(A ;M ) −→KR(A ;M )

associated with the two choices L = K and L = R, we know that it induces equiva-
lences of filtration quotients F p/F p−1 for all p > 1. Therefore the map

KK(A ;M )/F 0KK(A ;M ) −→KR(A ;M )/F 0KR(A ;M )

is a quasi-isomorphism. But F 0KK(A ;M ) = KK(R ;M ), and F 0KR(A ;M ) =
KR(R ;M ) which is acyclic by Lemma 3·7, so this relation is precisely (1) of the
statement.

(2) When A is a subalgebra of the E∞ algebra B and M is a B-module, all these
being R-flat, we have a diagram

KK(R ;M ) ≈−→ KK(R ;M )
↓ ↓

KK(A ;M ) −→ KK(B ;M ) −→ K1(B/A ;M )
↓ ↓ ↓

KR(A ;M ) −→ KR(B ;M ) −→ K2(B/A ;M )

in which two columns are cofibrations by (1) above, and two rows are cofibrations
by definition. The diagram implies that the vertical map on the right between the
two models for K(B/A ;M ) is a quasi-isomorphism.

3·10. Cyclic Γ-homology and cohomology

Let A be an algebra over the cofibrant cyclic E∞ operad C, with K as ground
ring. We then have the cyclic C-complex |M| described in Exercise 2·5, which has
MS = A⊗S , with structural maps induced by the multiplication in A. We denote the
cyclic realization of |M| by Kcy(A).

The cyclic Γ-homology and cyclic Γ-cohomology are defined in terms of the cyclic
realization Kcy(A):

HΓ cy
∗ (A) = H∗(Kcy(A))

HΓ ∗cy(A) = H∗(HomK(Kcy(A),K)).

These groups lead to topics outside the scope of this paper.

4. Free E∞-algebras and the Miller spectral sequence

Let X be a chain complex of flat K-modules. The free C-algebra generated by X
is

FX = X ⊕
⊕
n>2

Cn+1 ⊗Σn X
⊗n
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the action of C being given by composition in the operad. This is a model for the free
E∞-algebra generated by X. Standard methods show that up to quasi-isomorphism
it depends only upon the quasi-isomorphism type of X, and that it is independent
of the choice of the cofibrant cyclic E∞ operad C.

LetM be any FX-module. The cotangent complex KK(FX ;M ) has a particularly
simple form.

Proposition 4·1. There is an equivalence

KK(FX ;M ) ' X ⊗M
and the Γ-homology of the free E∞-ring FX is therefore isomorphic to the homology of
the chain complex X.

Proof. As always, KK(FX, M ) is the cofibre of ε : |K|′ → FX ⊗M , where |K|′
is the quotient of ⊕

n>2

Cn+1 ⊗Σn (FX)⊗n ⊗M

by the relations specified in (2·8). So we first calculate |K|′.
There is a natural map

α :
⊕
n>2

Cn+1 ⊗Σn X
⊗n ⊗M −→ |K|′

induced by the inclusion of X in FX. In fact, α is an isomorphism. We shall describe
a two-sided inverse. Let us take a general element f = c⊗Σn γ1⊗· · ·⊗γn⊗m of |K|′,
in which we may assume γi = ci⊗yi ∈ Cri+1⊗Σri

X⊗ri for 1 6 i 6 j, and γi = xi ∈ X
for j < i 6 n. We can form the composite in the operad C of the elements ci ∈ Cri+1

with c ∈ Cn+1, which yields an element c̄ ∈ CN , where N = r1 + · · ·+rj−j+n+1. The
relations (2·8) tell us that for any such (j + 1)-fold composite in C we can decompose
the element

f̄ = c̄⊗ΣN y1 ⊗ · · · ⊗ yj ⊗ xj+1 ⊗ · · · ⊗ xn ⊗m
in a standard way as a sum of terms: the first (corresponding to c in the op-
eradic composition) is our original element f , and the other terms (corresponding to
c1, . . . , cj) are evidently in the form α(gi) for certain well defined elements g1, . . . , gj
in
⊕

n>2 Cn+1⊗ΣnX
⊗n⊗M . Since f̄ is also of the form α(g0), rearranging the formula

shows that f = α(g0 −
∑j

i=1 gi). The homomorphism β given by β(f ) = g0−
∑m

i=1 gi
respects the relations (2·8) (as one immediately verifies) and gives a two-sided inverse
for α.

Having thus identified |K|′, we must find the cofibre KK(FX, M ) of

ε :
⊕
n>2

Cn+1 ⊗Σn X
⊗n ⊗M −→ FX ⊗M.

By construction of FX, the target FX⊗M of ε is just the sum of the source of ε with
X⊗M . Furthermore, the formula (2·8) for ε shows that the component into the first
summand of the target is the identity map. Therefore the cofibre of ε is isomorphic to
the mapping cylinder of a certain homomorphism |K|′ → X⊗M (namely the second
component of the homomorphism ε). Thus it is homotopy equivalent to X ⊗M as
the proposition claims.
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As a further example, let us consider the quotient of the free algebra FX obtained

by imposing the relation that the square of the operad should act by zero. For our
cofibrant operads, the image of the operadic composition is the boundary, so the
algebra which we are now considering is

GX = X ⊕
⊕
n>2

(Cn+1/∂Cn+1)⊗Σn X
⊗n.

For the sake of simplicity we shall consider only trivial GX-modules M (that is, we
assume XM = 0). We shall need the following notation. The boundary of the bound-
ary ∂2Cn+1 consists of all triple products in Cn+1. It is the sum of two submodules:
one, denoted by ∂2

+Cn+1, in which the distinguished label 0 (linked to M ) belongs to
the middle factor; and the other, denoted by ∂2

−Cn+1 in which 0 belongs to one of the
end factors.

Proposition 4·2. If M is any trivial GX-module then

KK(GX; M ) '
(
X ⊕

⊕
n>3

∂Cn+1

∂2−Cn+1
[−1]⊗Σn X

⊗n
)
⊗M.

Proof. We proceed as in the proof of Proposition 4·1. In the present case the
natural map

α :
⊕
n>2

Cn+1 ⊗Σn X
⊗n ⊗M −→ |K|′

is no longer injective, because of the relations in GX: in fact its kernel consists of
those terms involving ∂2

−Cn+1. The construction used for the inverse β no longer gives
uniquely-determined elements, but it does show that α is surjective, and therefore
that

|K|′ ≈
⊕
n>2

(
Cn+1

∂2−Cn+1
⊗Σn X

⊗n ⊗M
)
.

Now KK(GX; M ) is the cofibre of ε : |K|′ → GX ⊗M , which by the above we can
now write as⊕

n>2

(
Cn+1

∂2−Cn+1
⊗Σn X

⊗n ⊗M
)
−→ X ⊗M ⊕

(⊕
n>2

Cn+1

∂Cn+1
⊗Σn X

⊗n ⊗M
)
.

From the hypothesis that the action on M is trivial, it follows that this is simply the
homomorphism into the second summand induced by the inclusion ∂2

−Cn+1 → ∂Cn+1.
On the summand n = 2 this is actually an isomorphism. The result follows.

The algebra homomorphism FX → GX induces the inclusion of the first summand
in the formula given by Proposition 4·2. Applying the Transitivity Theorem of 3·4,
we deduce the following.

Corollary 4·3. When M is a GX-module with trivial action

K(GX/FX; M ) '
(⊕
n>3

∂Cn+1

∂2−Cn+1
[−1]⊗Σn X

⊗n
)
⊗M.

An analysis of ∂2
−Cn+1 can now be used to reduce the determination of the relative

gamma homology to a calculation in the homology of symmetric groups.
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4·4. The Miller spectral sequence

We can make more systematic application of free algebras by using the cotriple
associated with C. This is formed from the forgetful functor from C-algebras to
graded K-modules and its left adjoint the free algebra functor F of Proposition 4·1.
We omit any notation for the forgetful functor, and denote the cotriple itself by F .

Let A be any E∞ algebra over the ground ring K, with structural operad C. The
cotriple F generates from A a simplicial C-algebra with Fn+1A in simplicial degree n.
When augmented by placing A in degree −1, it has an additional degeneracy which
proves it contractible as a simplicial graded module. Thus F ∗A = {Fn+1A}n>0 is a
simplicial free resolution of A. The homotopy invariance of the cotangent complex
implies that

KK(F ∗A; M ) 'KK(A; M )

for every A-module M , and therefore the simplicial filtration of the complex on the
left gives a spectral sequence

E1
s,t ≈ HΓt(F s+1A; M ) =⇒ HΓs+t(A; M )

which certainly converges if A and M are bounded below. Applying Proposition 4·1
to the free C-algebras F s+1A yields

E1
s,t ≈ Ht(F sA⊗M ).

Under special circumstances there is a straightforward description of E2.

Theorem 4·5. Suppose that the ground ring is the finite prime field F2, and that A
is the symmetric algebra generated by a vector space V in degree zero. Then the spectral
sequence with F2 coefficients has the form

E2
s,t ≈ UntorRs,t(V,F2) =⇒ HΓs+t(A; F2)

where R is the Dyer–Lashof algebra, and Untor denotes torsion products of unstable
R-modules.

Proof. Proposition 4·1 gives us that

E1
s,t ≈ HΓt(F s+1A; F2) ≈ Ht(F sA).

On the other hand H∗(F ∗A) is a simplicial resolution of H∗(A) ≈ A = S[V ], and a
standard structure theorem on the homology of extended powers ([6, theorem 5·1])
implies that each term H∗(F s+1A) in this resolution is a free unstable R-algebra. In
particular, H∗(F ∗A) → H∗(A) is a weak equivalence of free simplicial commutative
algebras, and therefore has a homotopy inverse. Applying the indecomposables func-
torQ and using the structure theorem again, we find thatQH∗(F ∗+1A) is a simplicial
resolution of QA ≈ V by free 1-allowable R-modules, which after application of the
functor −⊗R F2 gives precisely the above E1 term. Therefore the E2 term is just the
unstable Tor-group UntorR(V,F2).

Miller [16] has completely calculated Untor groups such as those above by build-
ing upon work of Priddy. We conjecture that the spectral sequence of Theorem 4·5
collapses from E2 onward, and that this might be proved by introducing a further
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action of the Dyer–Lashof algebra in Γ-homology. This would be related to the ‘sec-
ondary Steenrod action’ of [16] and to unpublished ideas of Kriz and McClure. (Added
in proof: this conjecture follows from recent work of B. Richter.)

5. The A∞ analogue: Hochschild and cyclic homology

The above theory is specifically for E∞ structures, and is new. We now construct
the precise analogue for A∞ (homotopy-associative) structures, and show that this
just leads to a new description of the familiar Hochschild homology and cyclic ho-
mology of associative algebras.

We replace S with the category Scy of cyclically-ordered finite sets and order-
preserving isomorphisms. The automorphism group of an object of Scy is a finite
cyclic group. If 0 is chosen as basepoint in an object S0 of S, its complement S is
totally ordered, and the group of automorphisms preserving the basepoint is trivial.

We redefine operads and cyclic operads for the new case, replacing the category S
in (1·1) and (1·2) by Scy. The composition operations have the form

◦s,t : AS ⊗AT −→ASts,tT

where S ts,t T has the unique cyclic ordering obtained by concatenating the total
orderings on S \{s} and T \{t}. We say a cyclic operad A is A∞ if AS is contractible
for each S, and the cyclic group CS acts freely on AS . Cofibrancy is defined as
before. Next we introduce algebras over a cyclic A∞ operad A, and modules over
these algebras by analogy with (2·1). The simplest examples are associative rings and
bimodules respectively. Similarly, cyclic and non-cyclic A-complexes are defined by
precise analogy with Definitions 2·4 and 2·6. The archetypes are MS = A⊗S in the
cyclic case, and MS0 = A⊗S ⊗M in the non-cyclic case, where A is an associative
or A∞ algebra and M an A-bimodule. The realizations |M| and |M|cy are defined
just as in (2·8) and (2·9), the category S being replaced everywhere by Scy and the
symmetric group Σn+1 in (2·9) by the cyclic group Cn+1.

5·1. Homology of the A∞ realization

We have the following analogue of (2·13). It is very much simpler than the E∞ ver-
sion, because the represention Vp is replaced the homology of the space of cyclically-
ordered p-trees, which is free of rank 1.

Proposition.
(1) Let M be a A-complex, where A is an A∞ operad. Then there is a homology

spectral sequence

E1
p−1,q ≈ Hq(Mp+1) =⇒ Hp+q−1(|M|) .

(2) When M is a cyclic A-complex the spectral sequence has the form

E1
p−1,q ≈ Hq(ECp+1 ⊗Cp+1 M̃p+1) =⇒ Hp+q−1(|M|cy)

where M̃p+1 indicates that the Cp+1-module structure of Mp+1 is twisted by the
sign representation.

Proof. Just as in the E∞ case of Proposition 2·12, the spectral sequence obtained
from the skeletal filtration of |M| or |Mcy| is independent of the particular cofibrant
cyclic A∞ operad used in the construction. We may therefore choose the A∞ tree
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operad Tcy, which is constructed just as in (1·5), but with the category S replaced
by the category Scy of cyclically-ordered sets. It is shown in [22] that Hp−3(T

cy
p ) is

cyclic infinite and can be described as follows. We use the triangulation of T
cy
p as

a simplicial complex given by ([20, 1·2]). A (p − 3)-simplex corresponds to a tree
shape in which there are just three edges at each node. Let σ be a (p − 4)-simplex
of T

cy
p , corresponding to a tree shape containing one node η of order 4, all other

nodes having order 3. As shown in ([20, 1·2]), the node η may be separated in three
ways so that there are three (p − 3)-simplices having σ as a face. It is easy to see
that, if σ is cyclically labelled in the plane, then exactly two of these three choices
are cyclically labelled, so that σ is a face of exactly two cyclically labelled (p − 3)-
simplices. In [22] it is shown that orientations may be chosen for the collection of
(p − 3)-simplices given by cyclically labelled trees so as to obtain a cycle, denoted
cp; and that the induced representation of the cyclic group Cp+1 on Hp−3(T

cy
p ) is the

sign representation. This leads to the E1 terms given above.

Corollary 5·2.
(1) Let M be the A-complex with MS0 = A⊗S ⊗ M , where A is an associative

K-algebra and M an A-bimodule. Then the homology of |M| is the Hochschild
homology of A, with dimension shifted by one:

Hr(|M|) ≈ HHr+1(A;M ) for r > 0.

(2) Let N be the cyclic A-complex with NS = A⊗S . Then the homology of |N|cy is
the cyclic homology of A, with a dimension shift:

Hr(|N|cy) ≈ HCr+1(A) for r > 0.

Proof. (1) Since Mp is discrete, the E1 term of the spectral sequence of (5·1(1))
collapses to the edge E1

p−1,0 = A⊗p⊗M . Analysis of the identifications in |M| shows
that d1

p−1,0 : A⊗p⊗M → A⊗(p−1)⊗M is the Hochschild boundary. Thus E1
∗,0 is simply

the standard Hochschild complex, shifted down and truncated.
(2) Using a model where Scy has one set of each size, we have

Tcy
n ≈ C∗(Cn+1)⊗ C∗(T̃ cy

n ),

where T̃ cy
n is the space of planar n-trees, and C∗(Cn+1) is the bar construction on the

cyclic group which permutes the labels {0, 1, . . . , n} of these trees. Therefore |N|cy

is a bicomplex which has (m, k + 1)st group⊕
n

Cm(Cn+1)⊗ Ck(T̃ cy
n , T

cy
n )⊗A⊗(n+1),

where T cy
n is the boundary of T̃ cy

n (the fully-grown trees). We filter by n. Since the
complex T̃

cy
n is a Stasheff (n − 2)-cell, C∗(T̃

cy
n , T

cy
n ) has only one homology group,

generated by the homology class [cn] of the cycle denoted cn in [22]. Thus each
filtration quotient is a bicomplex for which the second standard spectral sequence
(column homology first) collapses. We conclude that the spectral sequence associated
to our filtration hasE1

n,m−1 ≈ Hm(Cn+1;A⊗(n+1)), where the action of the cyclic group
on the tensor product includes the usual sign.

On the other hand, the cyclic homology of A is given by Tsygan’s bicomplex. This
has A⊗(n+1) in the (m,n)th position, and the horizontal differentials are alternately
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T and N , the morphisms in the standard periodic resolution of the cyclic group Cn+1.
Filtration by n gives rise to a spectral sequence with E1

n,m ≈ Hm(Cn+1;A⊗(n+1)).
There is an equivalence from the periodic resolution to the bar resolution which

takes the generator to [N |T | . . . |T |N |T ] in even degrees, and to [T |N | . . . |T |N |T ] in
odd degrees. We use it to construct a chain map θ from Tsygan’s bicomplex (with
the row n = 0 deleted) to the bicomplex representing |N|cy. Explicitly, we define

θm,n : A⊗n+1 −→ Cm(Cn+1)⊗ Cn−2(T̃ cy
n , T

cy
n )⊗A⊗n+1

by setting

θm,n(a) =
{

[N |T | . . . |N |T ]⊗ cn ⊗ a, for m even
[T |N | . . . |N |T ]⊗ cn ⊗ a, for m odd.

The map θ commutes with horizontal differentials, since we began with a map of
Cn+1-complexes. To prove that it commutes with vertical differentials, one needs a
calculation like that which proves that Tsygan’s diagram is a bicomplex, and the fact
that the vertical Hochschild differential (arising from the identifications in |N|cy)
carries cn to cn−1. Finally, θ is a map of filtered bicomplexes which has bidegree
(0,−1) and which induces an isomorphism on the E1 terms of the associated spectral
sequences. Hence θ induces isomorphisms HCr+1(A) ≈ Hr(|N|cy).

6. Explicit complexes in the strictly commutative case

Let B be a strictly commutative algebra which is flat over a commutative ring
A and let M be a B-module. By Proposition 3·8 and Theorem 3·9, we may take A
as the ground ring in calculating K(B/A ;M ) and HΓ∗(B/A ;M ). Accordingly we
denote ⊗A simply by ⊗. The Γ-cotangent complex K(B/A ;M ) is quasi-isomorphic
to KA(B ;M ) by Theorem 3·9. When constructed using the tree operad T, this is a
bicomplex

CΓp,q(B/A ;M ) =
(
Cq+2(S1)⊗S1 Cp−1(T̃•, T•)

)⊗S1 (B⊗◦ ⊗M ) . (6·1)

Here • denotes a generic object of S1, and ◦ denotes the same object minus its
basepoint. The vertical differential d′′ of the bicomplex is the differential of the
two-sided bar construction on the category S1. The horizontal differential d′ is the
differential in the chain complex C∗(T̃•), except that chains in the boundary T• are
identified with lower skeleta by relation (2·8(2)). (When n = 1, the relative chain
complex C∗(T̃n, Tn) has to be interpreted conventionally as A in degree −1.)

We can make this smaller and more explicit by replacing S1 with the model in
which there is just one object {0, 1, . . . , k} for each k > 1. Then one has to make
many choices about how to identify an arbitrary quotient set of {0, 1, . . . , k} with
some {0, 1, . . . , l}. (See, for example, the labelling convention described in A·3 of the
Appendix.) Any coherent system of choices gives a complex

CΓp,q(B/A ;M ) =
⊕
k>1

(Cq+2(Σk)⊗Σk Cp−1(T̃k, Tk))⊗Σk B
⊗k ⊗M,

which is quasi-isomorphic to (6·1), though the precise horizontal differential d′ de-
pends upon the choices. Once more, the vertical differential is that of the two-sided
bar construction on the symmetric groups Σk. There is a dual version for cohomology
when B is projective.
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Since we are working in the discrete case, the subsidiary spectral sequence of (2·13)

collapses to an edge and we have the following spectral sequence

E1
p−1,q ≈ Hq(Σp ; Vp ⊗B⊗p ⊗M ) =⇒ HΓp+q−1(B/A ;M ), (6·2)

where Vp is the Σp-module given by the reduced homology of the tree-space Tp. When
B is projective, there is a dual spectral sequence in cohomology

Ep−1,q
1 ≈ Hq(Σp ; Vp ⊗Hom(B⊗p,M )) =⇒ HΓ p+q−1(B/A ;M ). (6·3)

Theorem 6·4 [22]. The edge q = 0 of the spectral sequence above is precisely the
complex used in defining the Harrison (co)homology [13] Harr∗(B/A ;M ) of B (with a
shift in degree). Therefore there are natural transformations

HΓp−1(B/A ;M ) −→ Harrp(B/A ;M ) , HΓ p−1(B/A ;M )←− Harrp(B/A ;M )

when B is flat (resp. projective), which are isomorphisms when B contains a field of
characteristic zero.

Proof. We give the details for homology. The edge of the spectral sequence in
equation (6·2) has terms:

E1
p−1,0 ≈ H0(Σp ;Vp ⊗B⊗p ⊗M ) ≈ Vp ⊗Σp B

⊗p ⊗M.

First we describe the structure of the Σp-module Vp = Hp−3(Tp). In [20] it is shown
that Tp has the homotopy type of a wedge of (p − 1)! spheres of dimension p − 3.
Thus Vp is a free abelian group of rank (p− 1)!.

Let cp be the integral cycle formed by the cyclically-ordered trees in the plane, as
described in the proof of (5·1) above; and let si,p−i =

∑
εππ

−1, where επ is the sign of
π and the sum is over all (i, p− i)-shuffles in Σp. It is shown in [22] that si,p−icp = 0
for 1 6 i 6 p− 1. We outline the proof, which is by induction on p. The result may
be easily checked for small p. Assume the result for q < p and fix i, 1 6 i 6 p − 1.
Let t be a p-tree corresponding to a (p− 3)-simplex of Tp. Consider pairs (c, π) with
c a cyclically labelled tree and π an (i, p− i)-shuffle. We need to show that there are
an even number of such pairs having εππ−1c = ± t, exactly half with sign +. Let x1

and x2 be the two edges of t, other than the root, which meet at the entry node of
the root. Let tl denote the part of the tree above xl and let Sl be the ordered set of
labels of tl. Without loss of generality we suppose 1 ∈ S1. Let k denote the number
of elements of S1. We consider (i, p − i)-shuffles π such that πt has cyclic labelling.
Let j1 be the number of elements in {x ∈ S1 : x 6 i} and let j2 = i− j1. So 1 6 j1 6 i
and 0 6 j2 6 i − 1. An (i, p − i)-shuffle has at most one descent (at i). Thus π|Sl
has at most one descent, after jl elements. Now suppose 1 6 j1 6 k − 1 and fix a
choice of π|S2 making t2 cyclic. Then the possible choices for π|S1 correspond exactly
to choices of (j1, k − j1)-shuffles π′ such that π′t1 is cyclic. By induction there are
an even number of such choices, with cancelling signs. This leaves the case j1 = k.
Suppose 1 6 j2 6 p−k−1 and fix a choice of π|S1 making t1 cyclic. Then the choices
for π|S2 correspond exactly to (j2, p − k − j2)-shuffles π′′ such that π′′t2 is cyclic.
Again we use the induction hypothesis to conclude that all such terms cancel. The
only remaining case is when j1 = k and j2 = 0, so that k = i. Here there are exactly
two possible choices of π, the identity and (1 2 . . . p)p−k. Each of these gives a cyclic
tree if and only if t itself is cyclic, in which case the two choices give opposite signs.
We conclude that all terms of si,p−icp cancel.
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It follows ([23, 1·3, 1·5]) that {π[cp] : π ∈ Σp−1} is a Z-basis for Vp and that the

shuffle relations completely determine the Σp-module structure of Vp. Thus Vp ⊗Σp

B⊗p is isomorphic to B⊗p modulo the submodule of shuffle decomposables.
It remains to identify the differential d1 : E1

p,0 → E1
p−1,0. It is straightforward to

check that d1([cp] ⊗ x1 ⊗ · · · ⊗ xp ⊗m) = [cp−1] ⊗ b(x1 ⊗ · · · ⊗ xp ⊗m), where b de-
notes the usual Hochschild boundary map. The edge E1

∗,0 is therefore the quotient of
the Hochschild complex by the shuffle decomposables, which is precisely Harrison’s
complex. Hence, E2

p−1,0 ≈ Harrp(B/A ;M ).
The edge map of the spectral sequence gives a natural transformation

HΓp−1(B/A ;M ) −→ Harrp(B/A ;M ).

WhenB contains a field of characteristic zero, the higher homology of the symmetric
groups is zero, so the spectral sequence collapses to the edge and the above is an
isomorphism.

Proposition 6·5.
(1) HΓ0(B/A ;M ) ≈ ΩB/A ⊗B M, HΓ 0(B/A ;M ) ≈ DerA(B,M );
(2) HΓ 1(B/A ;M ) ≈ ExalcomA(B,M ).

(Here ExalcomA(B,M ), the module of infinitesimal A-algebra extensions of B by
M , is as defined in [12], 0IV , section 18.)

Proof. (1) In the bicomplex (6·1), CΓ0,0/d
′′(CΓ0,1) ≈ B ⊗M . The image of the

horizontal differential d′ : CΓ1,0 → CΓ0,0 is spanned by the usual relations for differ-
entials of products. It follows thatHΓ0(B/A ;M ) is the module of Kähler differentials
ΩB/A ⊗B M . Similarly, the zeroth cohomology group is DerA(B,M ).

(2) Suppose first that B is A-projective. In the spectral sequence (6·3) we have
E0,1

2 ≈ 0, E1,0
2 ≈ Harr2(B/A;M ) and so HΓ 1(B/A;M ) ≈ Harr2(B/A;M ). This is the

module of A-split infinitesimal commutative A-algebra extensions of B by M . Since
B is projective this coincides with ExalcomA(B,M ), the module of all infinitesimal
A-algebra extensions of B by M .

In the general case whenB is notA-projective we have to use a simplicial resolution
together with properties of André–Quillen cohomology. It is a highly important fact
that Γ-(co)homology extends to a homotopy invariant theory for simplicial rings,
the coefficients now being a simplicial module. To see this one notes that the Γ-
cotangent complex (3·2) of a simplicial ring is a simplicial dg-module; and one simply
takes the associated total complex. The cofibrancy of the operad ensures that this is a
homotopy invariant of the simplicial ring. This said, we may replace the algebraB by
an André–Quillen resolution P∗ consisting of polynomial algebras over A. Filtering
the Γ-cotangent complex by the simplicial degree gives a spectral sequence

Ep,q
1 = HΓ q(Pp/A ;M ) =⇒ HΓ p+q(B/A ;M ).

On the edge we have Ep,0
1 = HΓ 0(Pp/A ;M ) = DerA(Pp,M ) by (1), so by defini-

tion the André–Quillen cohomology Dp(B/A ;M ) is just Ep,0
2 . In particular, E1,0

2 ≈
ExalcomA(B,M ). But Ep,1

1 = 0 by the first case, since Pp is projective and polyno-
mial. The spectral sequence now gives the result.

Corollary 6·6. When B contains a field of characteristic zero,

HΓp(B/A ;M ) ≈ Dp(B/A ;M ), HΓ p(B/A ;M ) ≈ Dp(B/A ;M ),

where D∗ is André–Quillen homology.
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Proof. Again we give the details for homology. If B is flat over A and contains

a field of characteristic zero then Harrison homology coincides with André–Quillen
homology [3] so the result is given by Theorem 6·4. If B is not flat, we replace
it by a simplicial André resolution by polynomial algebras, P . (As in the proof of
Proposition 6·5 this is the preferred method for strictly commutative rings.) We again
obtain a spectral sequence:E1

p,q = HΓq(Pp/A ;M ) =⇒ HΓp+q(B/A;M ). Since each Pi
is flat, Proposition 6·5 gives HΓ0(Pi/A;M ) = ΩPi/A⊗PiM , and all higher homology
groups are zero by Theorem 6·4. Thus the spectral sequence collapses to the edge,
where E1

∗,0 is exactly an André–Quillen resolution of B, giving the result. The case
of cohomology is similar, except that ‘flat’ is everywhere replaced by ‘projective’.

In general Γ-homology is different from André–Quillen homology and from Harri-
son homology. The following example shows this, and reveals a non-trivial differential
in the spectral sequence in equation (6·2).

Example 6·7. First take B = A = F2. Then 1 ⊗ 1 ⊗ 1 ⊗ 1 is a non-bounding
Harrison 4-cycle, by the calculation in ([2, section 4]). Thus Harr4(F2/F2;F2) |≈ 0,
and by Theorem 6·4 our element 1 ⊗ 1 ⊗ 1 ⊗ 1 exists in E2

3,0. Since Lemma 3·7 or
the Transitivity Theorem 3·4 implies that HΓ3(F2/F2;F2) ≈ 0 (and similarly for
André–Quillen homology), this cycle must map by the only available differential d2

to a non-zero element of E2
1,1. (The only such element is α⊗1⊗1, where α generates

H1(Σ2;F2); for the module V2 is trivial). Thus HΓ3 |≈Harr4.
Now let us take B to be the polynomial algebra F2[X], A = F2, M = B/(X) ≈ F2.

A brief calculation with shuffles shows that E2
3,0 ≈ Harr4(F2[X]/F2;F2) contains

no non-zero element of degree 2 in X. Therefore α ⊗ X ⊗ X ∈ E2
1,1 is an in-

finite cycle which is not in the image of d2 and therefore is not a boundary. So
HΓ2(F2[X]/F2;F2) |≈ 0, and HΓ2 is not André–Quillen D2.

Theorem 6·8.
(1) Let B and C be A-algebras, with B flat over A, and let M be a B ⊗A C-module.

Then the complex K(B⊗AC/C ;M ) is quasi-isomorphic to K(B/A ;M ), so that

HΓ∗(B ⊗A C/C ;M ) ≈ HΓ∗(B/A ;M ).

(2) Let B and C be flat A-algebras, and M a B⊗A C-module. Then there is a quasi-
isomorphism

K(B ⊗A C/A ;M ) 'K(B/A ;M )⊕K(C/A ;M ),

and therefore HΓ∗(B ⊗A C/A ;M ) ≈ HΓ∗(B/A ;M )⊕HΓ∗(C/A ;M ).
(3) If B is an étale A-algebra, then HΓ∗(B/A ;M ) ≈ HΓ ∗(B/A ;M ) ≈ 0 for every

B-module M .

Proof. (1) Since B is flat over the discrete commutative ring A, the cotangent
complex K(B/A ;M ) is equivalent to KA(B ;M ). Also B ⊗A C is flat over C, and
K(B ⊗A C/C;M ) may be replaced by KC(B ⊗A C ;M ). But standard identities
with the tensor product show that KC(B ⊗A C ;M ) ≈KA(B ;M ), because these are
realizations of isomorphic complexes.

(2) We have an exact triangle corresponding to the triple A→ C → B ⊗A C
K(C/A ;M ) −→K(B ⊗A C/A ;M ) −→K(B ⊗A C/C ;M ).
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Using the quasi-isomorphism of (1) we can split this by the map

K(B/A ;M ) −→K(B ⊗A C/A ;M ).

(3) The arguments of André ([1, section 20]), for the homology of a separable field
extension generalize to show that this can be deduced from (1), (2) and the long
exact sequence of a triple, as was observed by Quillen ([18, section 5]).

We remark that it would be unreasonable to expect Theorem 6·8(2) to be true for
non-discrete E∞ algebras, because the categorical sum is not the tensor product but
the free product. The cotangent complex does appear to be additive for free products
of E∞ algebras, though at the time of writing we have not checked the details.

It might be very profitable to investigate what the analogue of Theorem 6·8(3) in
the non-discrete case ought to be.

7. A formula of Pirashvili and Richter for Γ-homology in the discrete case

In this section we prove an elegant formula due to Pirashvili and Richter [17]
which expresses the Γ-homology of a discrete algebra in terms of stable homotopy.
Their paper uses our original definition of the Γ-homology of a discrete algebra,
which is completely different from the definition in (3·2) above. Theorem 7·11 below
not only proves the Pirashvili–Richter formula, but also establishes an important
consistency result, showing the compatibility of our earlier work with the definition
of Γ-homology which we have adopted in this paper.

As before C will denote a cofibrant cyclicE∞ operad, and⊗ denotes tensor product
over the ground ring A.

7·1. Γ-modules

Following [5, 17] we denote by Γ the category of based finite sets: then S1 as
defined in (1·1) is the subcategory of isomorphisms in Γ. A typical object of Γ is T 0,
in which 0 denotes the basepoint and T the complement of 0.

A left Γ-module is a functor F from Γ to the category A-mod of modules over the
ground ring. Left Γ-modules (and natural transformations of these) form an abelian
category Γ-mod with sufficiently many projectives. (We consider explicit projective
generators in Lemma 7·7 below.)

The main example we consider is the following. Let B be a flat (discrete) com-
mutative A-algebra, and M a B-module. Then we have the left Γ-module B⊗◦ ⊗M
given by

F (T 0) = B⊗T ⊗M
for each based finite set T 0 = T t {0}, where the morphisms of Γ act through the
algebra and module structures. This Γ-module was first studied by Loday [15], who
denoted it by L(B,M ).

7·2. Three definitions of homology for Γ-modules

We shall establish the equivalence of the following three constructions.
(1) A functor F from Γ to the category of based sets yields, by a well-known

construction first described by Segal, a connective spectrum ‖F‖ in the sense
of stable homotopy theory. When F is a Γ-module, this spectrum is abelian
and we may take its homotopy groups π∗‖F‖, which are A-modules.
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(2) A Γ-moduleF gives a C-complex (also denotedF ) in the sense of Definition 2·6.

Indeed, we regard each value F (S0) as a trivial chain complex; the required
maps ◦∗0,1 and ◦∗1,0 of Definition 2·6 are constant over the operad C and are
simply the homomorphisms F (S t T )0 → F (T 01) and F (S t T )0 → F (S0)
induced by the corresponding morphisms of Γ, which respectively collapse S
to {1} and collapse T 0 to the basepoint. We form the realization |F | of this
C-complex as in (2·8), and take its homology H∗|F |.

(3) There is an explicit chain complex CΓ
∗ (F ) based upon a nerve construction

using the category of surjections of finite sets. We need no details of it here: we
refer the reader to [17] where it is called the Robinson–Whitehouse complex,
as it is a direct generalization of a construction attributed to Robinson in
the thesis of Whitehouse [22]. We take the homology HΓ

∗ (F ) of the complex
CΓ
∗ (F ).

For the case when F is the Γ-module B⊗◦ ⊗M , which takes values in B-mod,
these three constructions give respectively:

(1) the stable homotopy π∗‖B⊗◦ ⊗M‖ of the corresponding spectrum;
(2) the Γ-homologyHΓ∗(B/A; M ) of the discrete algebraB as defined in Section 3

above (see Proposition 3·8);
(3) the Γ-homology of this algebra as defined in [22].

Theorem 7·3 (Pirashvili–Richter). There is a natural isomorphism, valid for all Γ-
modules F , between the first and third constructions in (7·2):

π∗‖F‖ ≈ HΓ
∗ (F ).

The essence of the method which Pirashvili and Richter use to prove Theorem 7·3
is this. Both the homology groups of the chain complex CΓ

∗ and the homotopy groups
of the spectrum form exact connected sequences of functors on the category of left Γ-
modules. Some explicit homotopies and calculations reveal that both of them vanish
in positive degrees on projective generators, and that they are naturally isomorphic
in degree zero. Therefore they coincide in all degrees for all Γ-modules.

By applying these same ideas we shall extend the above result as follows.

Theorem 7·4. The homology groups H∗|F | given by the second construction in (7·2)
are also naturally isomorphic to the groups given by the first and third constructions, for
all Γ-modules F .

The proof of Theorem 7·4 is developed in (7·5)–(7·10).

Lemma 7·5. Each of the three constructions in (7·2) forms an exact connected sequence
of functors on the abelian category Γ-mod.

Proof. For the first and third constructions this is contained in the proof of [17,
theorem 1]. For the second construction, it follows from the cofibrancy of C that the
realization |F | is an exact functor of F , as one sees by using induction on skeleta.
Therefore the homology H∗|F | is an exact connected sequence.

7·6. Projective generators and their realizations

Let L be the left Γ-module which assigns to each based finite set T 0 = T t {0}
the A-module AT 0/A0, the free A-module generated by the set T 0 quotiented by
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the submodule generated by 0. Let tensor products of left Γ-modules be defined
termwise, that is by

(F ⊗G)(T 0) = F (T 0)⊗A G(T 0),

the action of Γ being the evident diagonal one. The following result is proved in [17].

Lemma 7·7. The left Γ-modules L⊗n for n > 0 form a set of projective generators for
the abelian category of left Γ-modules.

The homotopy groups of the associated spectra are as follows. When n = 1

πi‖L‖ ≈
{
A, for i = 0

0, for i� 0.

When n� 1, however, πi‖L⊗n‖ ≈ 0 for all i.

The main technical lemma which we require states that the homology of our E∞
realization has identical properties.

Lemma 7·8. The homology groups of the E∞ realizations of the projective generators
L⊗n are as follows. When n = 1

Hi|L| ≈
{
A, for i = 0

0, for i� 0.

When n� 1, however, Hi|L⊗n| ≈ 0 for all i.

Proof. We first dispose of the technically difficult case n = 0. The zeroth tensor
power of L is the Γ-module with the constant value A, so that the realization |L0|
is precisely KA(A;A) (in the notation of Section 3). The acyclicity of this complex is
Lemma 3·7, which is proved by an explicit combinatorial argument in the Appendix.

The remaining cases n > 1 will now be proved by the use of explicit homotopies,
which fortunately are easier to construct than that used when n = 0. First note that
we may construct the realization |L⊗n| by using any cofibrant cyclic E∞ operad.
We again choose the tree operad of (1·5); some details of labelling and ordering
conventions are described in the Appendix. As always we first construct a complex
|L⊗n|′: in the present case a base for the chains consists of elements

ρ⊗ [σ1|σ2| . . . |σk]⊗ t (7·9)

in degree k + dim t, where t is a standard oriented cube in the cell structure of the
tree space T̃m for some m > 2, the σi are permutations in Σm, and ρ : [n]→ [m] is a
based map. Since ρ represents the tensor factors in L⊗n, the chain is zero if 0 ∈ imρ.
The boundary in the chain complex is the sum of a vertical differential replacing t
by ∂t (with appropriate identifications) and a horizontal differential from the bar
construction on Σm in which the zeroth face is the right action σ−1

1 ρ on Hom([n], [m])
and the final face is the left action σkt on the tree space.

In order to define our chain homotopies, we introduce a branching construction
on trees in T̃m. A cubical cell in T̃m corresponds to a tree t (without edge-lengths)
having a root labelled 0 and leaves labelled 1 to m. Let z be any edge of t. We form
an (m + 1)-tree Yz(t), corresponding to a cube of dimension one greater in T̃m+1, by
sprouting a new leaf labelled m + 1 from the midpoint of the edge z.
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Still assuming n > 1, we now define a chain homotopy Ξ on |L⊗n|′ by giving

its values on basis elements. If α is the chain (7·9) above, let r ∈ [m] be the label
(σ1 . . . σk)−1ρ(n) on the tree t, obtained by tracing the image ρ(n) through all the
permutations; and let x1, . . . , xs be the sequence of edges of t forming the shortest
arc from the leaf labelled r to the root. We set

Ξ(α) = ρ̂⊗ [σ̄1|σ̄2| . . . |σ̄k]⊗
s∑
i=1

εiYxi(t),

where ρ̂ : [n]→ [m + 1] is defined by

ρ̂(i) =

{
ρ(i) if i 6 n− 1,

m + 1 if i = n,

σ̄j is the image of σj under the natural inclusion Σm → Σm+1; the signs εi = ±1
are chosen in accordance with the ordering convention of the Appendix so that the
common face of the cubes Yxi(t) and Yxi+1 (t) (in which the new leaf is attached at the
vertex between xi and xi+1) cancels in ∂Ξ(α).

It is clear that Ξ is equivariant with respect to the symmetric group acting by
switching labels, so that Ξ is well defined.

A straightforward but tedious calculation shows that when n = 1

∂Ξ + Ξ∂ = 1

so that the homology of |L|′ is zero in all degrees. When n > 1, with α as in (7·9),
there is an extra uncancelled term in ∂Ξ(α) when t is a star-tree (that is, t has no
internal edges). In fact

(∂Ξ + Ξ∂)α =

{
α if t has internal edges,

ξ ⊗ [1|1| . . . |1]⊗ ?2 if t is a star-tree,

where ?2 is the star-tree labelled by [2] = {0, 1, 2}, the permutations occurring in the
bar construction are all trivial, and ξ : [n]→ [2] is the based map defined by

ξ(i) =

{
1 if 1 6 i 6 n− 1

2 if i = n.

Therefore |L⊗n|′ has the homology of a point when n > 1.
As always, the E∞ realization |L⊗n| is the cofibre of a map ε : |L⊗n|′ → L⊗n[1].

Since L⊗n[1] is a point in every case, and ε induces an isomorphism of homology
when n > 1, the homology of |L⊗n| is as stated in the lemma.

7·10. Proof of Theorem 7·4. The category of left Γ-modules, or functors F : Γ →
A-mod, is an abelian category with sufficiently many projective objects. By Lemma
7·5 the homology groups Hi|F | of the E∞ realization |F |, like the spectral homotopy
groups πi‖F‖ considered by Pirashvili and Richter, form a connected exact sequence
of functors on this category Γ-mod. Both these sets of functors are zero for i < 0.
By Lemmas 7·7 and 7·8 they are isomorphic in degree zero on a set of projective
generators for Γ-mod, and they both vanish on those generators in all degrees i > 0.
By a standard argument, the two types of functors coincide in every degree on
all objects. Thus there are natural isomorphisms Hi|F | ≈ πi‖F‖ (commuting with
connecting homomorphisms) for all i and F , and Theorem 7·4 is proved.
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Applying Theorem 7·4 to the Γ-moduleB⊗◦⊗M we obtain the following immediate

corollary.

Theorem 7·11. Let B be a flat commutative A-algebra and M a B-module. Then the
following are all naturally isomorphic:

(1) the Γ-homology HΓi(B/A; M ) as defined in (3·2);
(2) the homology HΓ

i (B/A; M ) of the explicit chain complex described in [17, 22];
(3) the homotopy πi‖B⊗◦⊗M‖ of the spectrum associated with the Γ-module of Loday.

The natural isomorphisms commute with connecting homomorphisms where appropriate.

Appendix. Acyclicity of KA(A;M )

A. Contraction of a certain complex without permutations

We construct, then contract, a certain chain complex related to KA(A;M ). It is
obtained by glueing together the chains on the various tree spaces T̃n, for n > 2.
For simplicity we may as well take M to be the ground ring A. The construction
of our complex K∞ requires a labelling convention for trees, which is detailed below.
The contraction requires an ordering convention for the edges of a tree. Both these
conventions are somewhat arbitrary at this stage, but they have to be compatible
with each other.

A·1. Ordering convention

Let t ∈ T̃n be an n-tree. It therefore has a root labelled 0, and leaves labelled
1, 2, . . . , n. Let βi be the arc (shortest path) in t from the leaf i to the root. Then
t =

⋃n
i=0 βi. We introduce a total ordering on the set of edges of t as follows. If x, y

are edges, then x precedes y (written x < y) if either x and y are in some common
arc βi with y nearer the root, or min{i | x ∈ βi} > min{j | y ∈ βj}. This does define
a total ordering, in which an internal edge occurs at the first moment after all edges
above it have been counted. When no internal edge is available, the next leaf (in
descending order) is taken. So the leaf n is, perversely, first. The root is last.

A·2. The trees t/x and t\x
An internal edge x in an n-tree t divides the tree into two. The portion including

the root (and the edge x itself) is a sub-tree called t\x. The other part, containing
some leaves and x itself but not the root, is called the sub-tree over x and is written
t/x. It is much better to regard t/x as the identification space obtained by crushing
the sub-tree t\x to a single edge, and t\x as obtained by identifying t/x to an edge.
(If x is a leaf or the root of t, the symbols t/x and t\x are interpreted as either the
whole of t or the tree consisting of a single leaf, as appropriate.) Now we have to
decide how to label these quotient trees.

A·3. Labelling convention

A quotient tree such as t/x is naturally labelled by subsets forming a partition of
the set {0, 1, . . . , n}, because a new leaf or root inherits all the labels on the subtree it
came from. We replace these subsets by 0, 1, . . . , r, labelling the subsets in increasing
order of their minimal elements.

The point of the labelling convention is that the conventional ordering introduced
above is compatible with identifying a subtree to a single edge, provided one regards
a subtree as enumerated when all its edges have been enumerated. For instance, a
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subtree containing the root is always labelled 0, and comes last in the conventional
ordering.

Now we are ready to start defining our chain complex. To begin with we use
reduced cubical chains, because T̃n is naturally a cubical complex.

Definition A·4. Let K ′∞ be
⋃∞
n=2 K

′
n, where the complexes K ′n are defined induc-

tively as follows:
(1) K ′2 is the chain complex C∗(T̃2) of the one-point tree space T̃2.
(2) For n > 3, suppose that we have already defined the complex K ′n−1 as a quo-

tient of
⊕

26i<nC∗(T̃i). Then the complex K ′n is obtained by attaching C∗(T̃n)
to K ′n−1 along the subcomplex C∗(Tn) of fully-grown trees. The attaching map
ϕn−1 : C∗(Tn) → K ′n−1 takes the generator corresponding to an n-tree t with
fully-grown edge x to the class (−1)n−rt/x + (−1)r+1t\x in K ′n−1, where r is
the number of leaves in t/x.

The previous identifications in K ′n−1 ensure that the attaching map is well-defined
and independent of the choice of the edge x, and evidently Kn is by construction
a quotient of

⊕
26i6nC∗(T̃i). The cubes t/x and t\x are of course labelled by the

convention above, and oriented by the ordering convention. It should be noted that
whenever t has more than one internal edge, at least one of the cubes t/x and t\x is
a degenerate face.

A·5. Subdividing K ′∞
We shall show that there is a natural, geometrically-inspired contraction of the

complex K ′∞. It is not easy to describe in terms of the cubical chains, because geo-
metrically the image of T̃n is deformed through T̃2n in a way which is not cellular,
but diagonal, on the cubes.

Therefore we replace each cubical complex T̃n by its natural simplicial subdivision,
in which each r-cube is replaced by r! r-simplices. (An n-tree belongs to one or other of
these, depending upon which internal edges are longer than which others. Diagonal
simplices in T̃n contain trees having certain edges of equal length.) Every cubical
chain is a chain of the simplicial subdivision, so we have enlarged C∗(T̃n); and we
make identifications among these exactly as before to obtain a chain complex K∞,
quasi-isomorphic to and containing K ′∞. But we continue to use cubes as blocks of
simplices (sums of generators) in K∞.

A·6. Informal description of the contraction

The contraction of K∞ closely follows this geometrical idea. A labelled n-tree t
passes through N stages t0, t1, . . . , tN during the homotopy, where t0 = t and N is
the total number of edges of t. In the tree ti there are two identical copies of each of
the first i edges in the conventional order, and one copy of the others. As identical
edges must have the same length, ti represents a diagonal cube in some T̃n+j having
the same dimension as t. The homotopy connecting ti−1 and ti is represented by a
tree ∆i like ti but with one new edge below the two copies of the ith edge, connecting
the most recently-doubled edge to the undoubled part. This is a cube of dimension
one higher. Shrinking one undoubled edge, or two identical edges, to a point is a
cubical face operator: therefore ∆i has ti−1 and ti as faces. Finally, tN is the sum of
two copies of t. A more formal description follows.
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Fig. 1. Example of ∆i(t).

A·7. The double of a tree

Let t be an n-tree. The double Y (t) is the 2n-tree obtained by taking two identical
copies t′ and t′′ of the tree t, and grafting them by the roots onto the two leaves of
the unique tree in T̃2. Pairs of identical edges have the same length. We label the
result as follows. The two leaves formerly labelled i are marked i− 1

2 and i in t′ and
t′′ respectively. Then all labels are multiplied by two to give integers.

A·8. The construction ∆i
We actually define ∆i(t) and ti by induction on i. We set t0 = t. If ti−1 has been

defined, and xi is the ith edge of t in the conventional ordering, we define ∆i(t) to
be the result of grafting the double Y (t/xi) by its root onto the leaf xi of ti−1\xi.
We define ti by shrinking the grafted internal edge (formerly the root of the double
Y (t/xi)) of ∆i(t) to a point. It follows from the inductive definition that ti contains
two copies of edges x1, . . . , xi and one copy of the higher-numbered edges. We note
that ∆i(t) and ti have been defined cube by cube, or a block of generators of Kn at
a time.

We have to label ti and ∆i(t). As for the doubling construction, we give the two
copies of the leaf formerly designated i the labels i − 1

2 and i, without changing
the labels on the undoubled leaves. Then we replace the labels in bijective order-
preserving fashion with the integers 1, 2, . . . , s for some s.

Definition A·9. If t is a cube corresponding to a tree-shape with a total of N edges,
we define ∆(t) =

∑N
i=1(−1)i∆i(t).

We claim that this defines a contracting homotopy of K∞ by specifying it on the
generating simplices, a cubical block at a time. To prove this, we must verify that
∂∆ + ∆∂ = 1 − π, where π : K∞ → K∞ factors through the chain complex of a
point. So we have to investigate how ∆ commutes with respect to face relations. This
includes verifying that ∆ respects the identifications used to define K∞.

As we are still working with cubical blocks in K∞, even though some of them may
be diagonal cubes with certain coordinates equal, it is the cubical face operators we
have to check. Let xi be the ith edge of a tree t corresponding to a certain cube, also
denoted t, in K∞. If xi is an internal edge, there is a face operator ∂i corresponding
to shrinking the length of xi (and of all edges forced to have the same length) to zero.
When the length of xi stretches to 1, we have the opposite face εi of the cube, which



230 Alan Robinson and Sarah Whitehouse
by construction of K∞ is identified with ±t/xi ± t\xi (which is the zero chain when
xi lies between two internal edges of t).

By checking the geometrical details, we can now verify a whole slew of ‘cubical
identities’ such as (to give one instance)

εi∆j(t) = ± t/xi ± t/xi + ∆j−f+1(t\xi)
when xi is an edge of t/xj (which implies i 6 j) and where f denotes the number of
edges of t/xi. The enumeration of faces is more complex here than in the case of the
usual simplicial or cubical identities, because of the branching of trees. But some of
the formulae simply assert that a certain face is degenerate, and is therefore a zero
chain. For instance, the above formula gives a non-zero right hand side only in two
cases: first, when xj is the root of t and i = j; second, when xi has nothing but leaves
above it.

In calculating these identities it is essential to remember that ∂i affects identical
edges simultaneously and not separately, and likewise for εi.

A·10. The cubical identities in full

Let xi and xj be edges of t and let f be the number of edges of t/xi. We denote
the number of free edges (leaves plus root) of a tree s by l(s). Then

(1) If i 6 j and xi is an internal edge or the root of t/xj

εi∆j(t) = (−1)l(∆j (t)\xi)t/xi + (−1)l(∆j (t)\xi)t/xi + ∆j−f+1(t\xi).
(2) If i < j and xi is an internal edge of t\xj

εi∆j(t) = (−1)l(∆j (t)\xi)tj−1/xi + ∆j−f+1(t\xi).
(3) If i > j, xi is an internal edge of t and xj is the qth edge of t/xi

εi+1∆j(t) = (−1)l(∆j (t)/xi)tj−1\xi + (−1)l(∆j (t)\xi)∆q(t/xi).

(4) For all i such that xi is a leaf of t

εi+1∆i(t) = −ti−1 + (−1)l(ti−1)∆1(t/xi).

(5) If i > j, xi is an internal edge of t and xj is the pth edge of t\xi
εi+1∆j(t) = (−1)l(∆j (t)\xi)tj−1/xi + (−1)l(∆j (t)/xi)∆p(t\xi).

(6) If i < j and xi is an internal edge of t

∂i∆j(t) = ∆j−1(∂it).

(7) For all i

∂i∆i(t) = ti−1 = ∂i∆i−1(t).

(8) If i > j and xi is an internal edge of t

∂i+1∆j(t) = ∆j(∂it).

(9) If i 6 j
∆i∆j = ∆j+1∆i.
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The first five identities, together with the labelling convention, imply that ∆ is

compatible with the identifications used in definingK∞, and is therefore well-defined.
The fourth identity gives, according to the dimension of the cube t,

ε2∆1(t) =

{
−t if dim t > 0

−t + (−1)l(t)∗2 if dim t = 0,

where ∗2 is the unique 2-tree. The first identity gives, when xN is the last edge (root)
of t

εN∆N (t) =

{
(−1)l(t)+12t if dim t > 0

(−1)l(t)+12t + ∗2 if dim t = 0.

From the cubical identities, it follows that ∆ is a chain homotopy from 1+π, where 1
is the identity map and π is a point map as above, to twice the identity map. (There
is additional checking to be done on 0-chains; π is given by π(∗n) = (−1)n(n− 1)∗2,
where ∗n denotes the star tree with n leaves.) Therefore 1 − π is null homotopic by
the chain homotopy ∆, and K∞ is contractible.

B. Acyclicity of KA(A;M )

The chain complex KA(A;M ) is constructed as the cofibre of a map from a partial
realization |M|′ to M . It very easily follows that KA(A;M ) is acyclic if |M|′ is
contractible; so this contractibility is what we have to prove. It is sufficient to treat
the case when the coefficient module M is A.

We describe |M|′. Just as K∞ in the previous section was constructed by glueing
together the tree spaces T̃n according to certain labelling conventions, so |M|′ is
obtained by glueing together the spaces Cn/Σn of a cofibrant cyclic E∞ operad C,
for which we shall use the tree operad. (In the new context, it can be seen that
the somewhat arbitrary labelling convention is actually quite immaterial: a different
choice leads by conjugation in symmetric groups to homotopic glueing maps, and so
to a quasi-isomorphic result. But a choice has to be made.)

Thus |M|′ is an extended version of K∞, incorporating the actions of the symmet-
ric groups. One tries to contract it by applying fibrewise the contraction of K∞. This
amounts to constructing a coherent system of higher homotopies among the contrac-
tions obtained by twisting the original contraction by all elements of the symmetric
group. One expects to be able to do this since, if ∆ and Ξ are two contractions of a
complex, then Ξ∆ is a homotopy of homotopies from ∆ to Ξ.

B·1. Construction of |M|′
We construct |M|′ using the cofibrant tree operad T of (1·5). Since the symmetric

group Σn acts trivially on the nth tensor power of A over itself, the realization is
built by glueing together the complexes Tn/Σn. The free chain complex Tn/Σn has
generators

[σ1|σ2| . . . |σk]⊗ t
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in dimension k + dim t, where k > 0, σ1, . . . , σk ∈ Σn, and t is a simplex (or cube) of
the tree space T̃n. The boundary is given by

∂([σ1|σ2| . . . |σk]⊗ t)

= [σ2| . . . |σk]⊗ t +
k−1∑
j=1

(−1)j[σ1| . . . |σjσj+1| . . . |σk]⊗ t

+(−1)k[σ1| . . . |σk−1]⊗ σkt + (−1)k+1[σ1|σ2| . . . |σk]⊗ ∂t,
where ∂t is the boundary in T̃n, and σkt is defined using the permutation action of
Σn on the labels of T̃n.

The identifications which form |M|′ from the chain complexes Tn/Σn mirror those
used to form K∞ from the T̃n. In the latter case, we recall, when an internal edge
xj of t has length 1, the chain t of K∞ is identified with ±t/xj ± t\xj , which are
trees labelled by our convention. This labelling convention is sufficiently functorial
to allow us to identify, when xj has length 1, the chain [σ1| . . . |σk]⊗ t with

(−1)n−r[σ̂1| . . . |σ̂k]⊗ t/xj + (−1)r+1[σ̌1| . . . |σ̌k]⊗ t\xj
where σ̂i and σ̌i are the induced permutations of conventional labelling sets for t/xj
and t\xj . For instance, if σ̂k, . . . , σ̂i+1 have already been defined, then σ̂i is uniquely
determined by the stipulation that σ̂iσ̂i+1 . . . σ̂k(t/xj) be the conventional labelling
of (σiσi+1 . . . σkt) / xj . By these means we can define cubical face operators εj in |M|′
just as in K∞.

In a totally analogous way we can extend the definition of the operators ∆j to
|M|′, setting

∆j ([σ1| . . . |σk]⊗ t) = [σ̄1| . . . |σ̄k]⊗ ∆j(t),

where [σ̄1| . . . |σ̄k] is the induced string of permutations of the conventional labelling
set of ∆j(t). We define ∆ to be the alternating sum

∑
(−1)j∆j , but we cannot expect

this to be a contraction, because of the form of the boundary operator in |M|′. Nor
is it true that σ̄i∆ = ∆σi, because the action of Σn does not preserve the conventional
ordering which is essentially used in the definition of ∆.

In the following definition and all that follows, we use the notation σ̄ to denote
any permutation induced by σ on a set of tree labels derived by our conventions. The
context always implies exactly what the trees in question are, so it is not necessary
to burden the notation with any heavy details.

Definition B·2. We define an operator ∆̃ on the chains of |M|′ by setting

∆̃([σ1| . . . |σk]⊗ t) =
k∑
j=0

{
(−1)j[σ̄1| . . . |σ̄j]⊗ ∆σ̄j+1∆σ̄j+2∆ . . .∆σ̄k∆(t)

}
.

Theorem B·3. The chain complex KA(A;M ) is acyclic.

Proof. We have remarked above that it is sufficient to prove that |M|′ is con-
tractible, and that we may take M to be A. We simply claim that the homotopy ∆̃,
defined above, is a contraction of |M|′.

To see this, one repeatedly uses the relation ∂∆ + ∆∂ = 1 − π in K∞ to calculate
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that when t is a tree with at least one internal edge, the relation

∂(∆σ̄j+1∆σ̄j+2∆ . . .∆σ̄k∆(t))

= σ̄j+1∆σ̄j+2∆ . . .∆σ̄k∆(t) +
k−j−1∑
r=1

(−1)r∆σ̄j+1∆ . . .∆σ̄j+rσ̄j+r+1∆ . . .∆σ̄k∆(t)

+(−1)k−j∆σ̄j+1∆ . . .∆σkt + (−1)k−j−1∆σ̄j+1∆ . . .∆σ̄k∆(∂t)

holds in |M|′, and a minor variant when t is a star-tree. Then straightforward calcu-
lation with the formulae defining ∂ and ∆̃ gives

∂∆̃ + ∆̃∂ =

{
1 in dimension > 0,

1− π in dimension 0,

where π is a point map. The theorem is therefore proved.
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