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Summary

Coherent optical orthogonal frequency division multiplexing (CO-OFDM) has

recently attracted much interest in the fiber-optic research community for its

dispersion tolerance, ease of frequency domain equalization and high spectral

efficiency. Unfortunately, CO-OFDM is sensitive to non-idealities in the trans-

mitter and receiver front-ends, including carrier frequency offset, linear phase

noise and IQ mismatch. All the three impairments will cause inter-carrier inter-

ference (ICI) and thus degrade the system performance. In this thesis, we will

propose compensation methods for these front-end impairments.

First of all, we propose a novel frequency offset compensation (FOC) method

for CO-OFDM system, which is demonstrated through experiment. The method

is composed of a correlation-based method for the fraction part estimation and

a pilot-tone-assisted method for the integer part estimation. Our algorithm can

achieve the widest estimation range which is determined by the signal spec-

trum allocation and receiver bandwidth, by inserting only one pilot tone at the

center of the spectrum, without the need of exhaustive search or tuning of any

parameters. Furthermore, we carry out a comprehensive analysis to examine the

performance of our FOC method in the presence of chromatic dispersion and

linear phase noise. We analytically derive the fraction part estimation accuracy

xi



SUMMARY

of various correlation-based methods in the presence of linear phase noise.

Secondly, we propose a novel decision-aided phase estimation method to

compensate for common phase error (CPE) induced by linear phase noise. Sub-

sequently, we propose to combine decision-aided (DA) algorithm with pilot-

aided (PA) as well as decision-feedback (DF) methods. DA+PA is able to reduce

the overhead of PA while improving the phase noise tolerance of DA. DA+DF

is demonstrated to be performing the best with zero overhead in a simulated 40-

Gb/s CO-OFDM system. We also analytically evaluate the BER performance

when only CPE is compensated for. A modified time-domain blind ICI miti-

gation algorithm is proposed for CO-OFDM system with non-constant ampli-

tude modulation formats. The modified algorithm is demonstrated to be effec-

tive in mitigating ICI for a simulated 56-Gb/s CO-OFDM system over various

non-constant amplitude modulation formats: 8-QAM, 16-QAM, 32-QAM and

64-QAM. Furthermore, it shows superior performance with the same complex-

ity compared to the decision-aided ICI compensation algorithm at larger laser

linewidths, especially for higher-order modulation format.

Thirdly, we propose a decision-aided joint compensation method for Tx IQ

mismatch and channel distortion. We further propose a second phase compen-

sation stage to deal with the linear phase noise. Simulation results show that

our proposed algorithm can effectively mitigate Tx IQ mismatch, channel dis-

tortion and linear phase noise at the same time. Additionally, we propose to use

pre-distortion scheme for compensating IQ mismatch and compare it with the

post-equalization scheme through simulation.

Finally, we study the performance of LDPC coded OFDM system in the

presence of linear phase noise. The performance of decoding algorithms de-

xii



SUMMARY

pends on the calculation of the decoding metric, i.e., the log-likelihood ratio.

We will analytically derive new log-likelihood ratios with linear phase noise

term for LDPC coded OFDM system with different modulation formats: dif-

ferential M-ary phase shift keying system, pilot-aided M-ary phase shift keying

system and pilot-aided M-QAM.
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Chapter 1

Introduction

This thesis aims at DSP algorithms for compensating front-end non-idealities

in CO-OFDM system, including carrier frequency offset, linear phase noise, as

well as IQ mismatch. Additionally, another goal is on developing a new LLR

metric with linear phase noise term for CO-OFDM system. Section 1.1 briefly

introduces the motivation behind the development of DSP algorithms as well as

decoding metrics. The scope and contributions of the thesis are highlighted in

Section 1.2. Section 1.3 gives an overview of the organization of this thesis.

1.1 Motivation

Due to the enormous bandwidth of several hundred terahertz (THz) in the in-

frared lightwave region (from 400 THz down to 300 GHz in frequency), the

lightwave systems can provide a staggering capacity of 100 Tb/s and beyond.

In fact, the optical communication systems have become indispensable as the

backbone of the modern-day information infrastructure.
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Digital modulation techniques can be generally classified into two cate-

gories: single-carrier modulation in which the data are carried on a single main

carrier and multicarrier modulation (MCM) in which the data are carried through

many closely spaced subcarriers. Orthogonal frequency division multiplexing

(OFDM) is a special class of MCM systems, which has become a standard for

many wireless [4] and wired [5] communications. OFDM is proposed as an

attractive long-haul transmission format in both coherent detection [6, 7] and

direct detection [8–10]. Direct detection OFDM (DD-OFDM) allows for a sim-

pler receiver structure, but has a worse energy and spectral efficiency, making it

more suitable for cost-effective short reach applications [11]. CO-OFDM fea-

tures superior performance in long-haul high-data-rate transmissions.

The next generation optical links are going to carry 100 Gbps per wave-

length [12, 13]. Several experiments on CO-OFDM transmission [14–16] have

proved it as a suitable candidate for the next generation of 100 Gb/s Ethernet

transport. Moreover, several 1 Tb/s and beyond (per channel) CO-OFDM ex-

periments have been carried out in [17–20].

CO-OFDM offers advantages such as its dispersion tolerance, ease of fre-

quency domain equalization and high spectral efficiency. Additionally, it has

the two unique features of multicarrier modulation [21]: (1) Its scalable spec-

trum partitioning provides flexibility in device-, subsystem- or system- level de-

sign; (2) its adaptation of pilot subcarriers simultaneously with the data carriers

enables rapid and convenient ways for channel and phase estimation.

Unfortunately, CO-OFDM is sensitive to non-idealities in the transmitter and

receiver front-ends, including carrier frequency offset (CFO), linear phase noise

(LPN) and IQ mismatch. Fig. 1.1 shows the front-end (transmitter-receiver)
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idealities (S/P: serial to parallel, Mod./Demod: modulator/demodulator, P/S: par-
allel to serial, DAC/ADC: digital/analog to analog/digital converter, MZM: mach-
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non-idealities of a DFT-based CO-OFDM system. Carrier frequency offset is

caused by the frequency difference between the Tx laser and Rx local oscilla-

tor whereas linear phase noise is introduced by both Tx and Rx lasers. OFDM

system is hundreds or thousands times more sensitive to CFO and LPN than

the single carrier system with the same bit rate, due to its longer symbol dura-

tion. IQ mismatch is caused by the mismatch in amplitude and phase between

I and Q branches due to non-ideal modulator or receiver hybrid. All the three

impairments will cause inter-carrier interference and thus degrade the system

performance.

Furthermore, the large peak-to-average power ratio (PAPR) of OFDM sig-

nals results in large system nonlinearity, especially in dispersion-managed sys-

tems [22, 23]. In addition to high nonlinearity, the resolution requirements of

analog-to-digital and digital-to-analog converters are higher for OFDM com-
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pared to single carrier systems [24]. On the other hand, single carrier systems

require a fractionally-spaced two-dimensional linear equalizer to compensate

for linear impairments (GVD and PMD) [25]. The equalizer part is the most

computationally demanding and technologically challenging block for a single

carrier system.

Low-density parity-check (LDPC) codes have become standards in many

communication applications, including digital video broadcasting (DVB-S2)

[26, 27], 10 Gigabit Ethernet (10GBASE-T) [28], broadband wireless access

(WiMax) [29], wireless local area network (WiFi) [30], deep-space commu-

nications [31], and magnetic storage in hard disk drives [32]. LDPC coded

OFDM is a suitable coded modulation technique for long-haul optical communi-

cation [33]. Recently, there have been quite a few experimental demonstrations

using LDPC coded CO-OFDM for high speed long-haul transmission [34, 35].

The performance of decoding algorithms depends on the calculation of the de-

coding metric, i.e., the log-likelihood ratio. Thus, the study of the LLR metric

in the presence of linear phase noise deserves great attention.

In this thesis, we will focus on combatting the front-end non-idealiteis in

CO-OFDM system. Digital signal processing algorithms are proposed for com-

pensating carrier frequency offset, linear phase noise and IQ mismatch. We will

also propose new LLR metrics with the consideration of one specific front-end

non-ideality: linear phase noise.
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1.2 Scope and Contributions

This dissertation is aimed at the development of digital signal processing algo-

rithms for front-end non-idealities in CO-OFDM system. The goal is to design

efficient and effective algorithms for combatting carrier frequency offset, linear

phase noise and IQ mismatch. An additional goal is to derive a new LLR metric

with one specific front-end non-ideality term, i.e., the linear phase noise, for

CO-OFDM system.

To summarise, this thesis makes the following contributions towards DSP

algorithm for front-end non-idealities and LLR metrics with linear phase noise

term:

1. The key challenge in carrier frequency offset compensation for CO-OFDM

system is to estimate the carrier frequency offset (CFO) both accurately

and efficiently with a full acquisition range. In this thesis, we propose a

novel frequency offset compensation method for CO-OFDM system. Our

algorithm can achieve the widest estimation range which is determined by

the signal spectrum allocation and receiver bandwidth, by inserting only

one pilot tone at the center of the spectrum. Only one training symbol

is needed for CFO acquisition, without the need of exhaustive search or

tuning of any parameters. We have demonstrated our algorithm through

both experiment and analysis. Specifically, analytical expressions of esti-

mation accuracy (with the consideration of LPN) are derived for various

correlation-based CFO estimators, which are confirmed through simula-

tion. To our best knowledge, there is no other work of analytical CFO

accuracy derivation (with the consideration of LPN) in the literature.
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2. Uncompensated linear phase noise will cause common phase error (CPE)

and intercarrier interference (ICI). In this thesis, we will propose compen-

sation methods to combat both CPE and ICI. We first introduce a novel

decision-aided (DA) carrier phase estimation algorithm. Based on that, we

further propose new schemes which combine pilot-aided (PA) , decision-

aided (DA) and decision-feedback (DF) methods. The combination of

DA and PA is shown to improve phase noise tolerance compared to DA

while reducing overhead compared to PA. The combination of DA and

DF offers better tolerance to linear phase noise compared to DA and other

purely decision-directed methods. In addition, we analytically evaluate

the BER performance when only CPE is compensated for. BER expres-

sion under Gaussian approximation is derived, which is quite close to

the simulation result, especially for smaller laser linewidth. Lastly, we

propose a modified time-domain blind ICI mitigation method for non-

constant amplitude modulation format, e.g., M-QAM. The modified al-

gorithm is demonstrated to be effective in mitigating ICI for a simulated

56-Gb/s CO-OFDM system over various non-constant amplitude modu-

lation formats: 8-QAM, 16-QAM, 32-QAM and 64-QAM. Furthermore,

it shows superior performance with the same complexity compared to the

decision-aided ICI compensation algorithm at larger laser linewidths, es-

pecially for higher-order modulation format.

3. We successfully introduce a decision-aided joint compensation method

for Tx IQ mismatch and channel distortion. Our method is superior to the

previous methods in several aspects. Firstly, DAJC makes use of standard
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pilot symbols, which simplifies the design compared to the special pilot

structure proposed in [36]. Secondly, the adaptive characteristic of DAJC

makes it more robust to time-variant channel and mismatch parameters,

and also reduces the requirement on overhead. Last but not least, DAJC

performs better than both GSOP and PA, with tolerable and adjustable in-

crease in complexity. In addition to DAJC, we further propose a second

phase compensation stage to deal with the linear phase noise. Simula-

tion results show that our proposed algorithm can effectively mitigate Tx

IQ mismatch, channel distortion and linear phase noise at the same time.

Lastly, we propose a pre-distortion (PD) scheme for compensating Tx IQ

mismatch in the presence of channel distortion for CO-OFDM system,

which is compared with post-equalization (PE) through simulation. PE

is performing better than PD for smaller phase or amplitude mismatch

values while PD has larger tolerance towards the mismatch.

4. In this thesis, we will study the performance of LDPC coded OFDM sys-

tem in the presence of linear phase noise. The performance of decod-

ing algorithm depends on the calculation of the decoding metric, i.e., the

log-likelihood ratio. We will analytically derive new log-likelihood ratios

with linear phase noise term for LDPC coded OFDM system with dif-

ferent modulation formats: differential M-ary phase shift keying system,

pilot-aided M-ary phase shift keying system and pilot-aided M-QAM. As

far as we know, this is the first work which gives analytical LLR expres-

sions for LDPC coded OFDM system with the consideration of linear

phase noise. First of all, we propose a new LLR metric and its approx-
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imate version (A-LLR) based on two-symbol-interval observations with

consideration of linear phase noise for LDPC coded OFDM system with

differential BPSK format. Our LLR metric is performing slightly better

than the GM metric with larger tolerance to SNR under-estimation error

while A-LLR metric has almost identical performance compared to the

LLR metric but with much lower computational complexity. Moreover,

we extend this work to OFDM system with differential MPSK formats.

Secondly, we derive a pilot-aided LLR (PA-LLR) metric for LDPC coded

MPSK CO-OFDM with consideration of linear phase noise. The bit LLR

metric is evaluated from the likelihood function given the received signal

that carries that bit and a set of pilot subcarriers as well as unknown lin-

ear phase noise. Lastly, we propose to incorporate the knowledge of phase

noise into the calculation of bit LLR and derive it for M-QAM CO-OFDM

system. With the help of the PA-LLR, the phase noise term is included

into the decoding metric and thus the need for prior phase compensation is

eliminated. Moreover, our PA-LLR performs better than the conventional

LLR in 16QAM and 64QAM simulation. The PA-SA-LLR is proposed

as a simplification of PA-LLR, which achieves similar performance with

much lower complexity.

1.3 Thesis Outline

The remainder of this thesis is organized as follows:

In Chapter 2, we introduce the OFDM fundamentals, including its math-

ematical formulation, DFT implementation, overheads and spectral efficiency
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as well as the cyclic prefix. The linear distortions(CD/PMD, frequency offset,

linear phase noise, IQ mismatch) are modeled and studied in details. The basics

of LDPC encoding and decoding are briefly presented.

In Chapter 3, a novel correlation-based and pilot-tone-assisted FOC method

is introduced for CO-OFDM system, which can achieve the widest estimation

range by inserting only one training symbol. The performance of our FOC

method is experimentally demonstrated in a 22.24-Gb/s CO-OFDM system. In

addition, a comprehensive analysis is carried out to examine the performance

of our FOC method. Analytical expressions of fraction part estimation accu-

racy are obtained for various correlation-based methods in the presence of linear

phase noise.

In Chapter 4, a novel decision-aided algorithm is introduced to compensate

for the common phase error caused by linear phase noise, and we further pro-

pose to combine decision-aided algorithm with pilot-aided as well as decision-

feedback methods. A modified time-domain blind ICI mitigation algorithm is

proposed for CO-OFDM system with non-constant amplitude modulation for-

mats.

In Chapter 5, a decision-aided joint compensation method for Tx IQ mis-

match and channel distortion is introduced, and we propose to employ a second

stage to compensate the linear phase noise. We propose to use pre-distortion

scheme for compensating IQ mismatch and compare it with the post-equalization

scheme through simulation.

In Chapter 6, a new log-likelihood ratio with the linear phase noise term is

analytically derived for CO-OFDM system with different modulation formats:

differential MPSK, pilot-aided MPSK and pilot-aided M-QAM.
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Finally, conclusion and future work are presented in Chapter 7.
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Chapter 2

Fundamental Theory and

Literature Review of Coherent

Optical OFDM System

2.1 Introduction

In this chapter, an overview of the coherent optical orthogonal frequency-division

multiplexing (OFDM) system is presented, including the OFDM fundamentals,

the linear distortions of optical channel and the basics of LDPC encoding and

decoding. We will also discuss the motivation and review the literature in each

of the sub-topics.

OFDM belongs to the class of multicarrier modulation (MCM), in which the

data information is carried over many lower rate subcarriers. Compared to sin-

gle carrier, OFDM is more resistant to inter-symbol interference (ISI) and inter-

carrier interference (ICI) caused by chromatic dispersion (CD) and polarization
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mode dispersion (PMD). Another advantage of OFDM is known as ease of sig-

nal processing with the efficient algorithm of FFT/IFFT. Typical CO-OFDM

channel equalizer requires N (number of subcarriers) complex multiplications

per symbol and FFT/IFFT takes (N/2) × log2(N) multiplications. If we trans-

mit R OFDM symbols (consisting of N subcarriers) per second, the number

of multiplications required is (1 + log2(N)) × N × R per second. For single

carrier systems using FIR filter with M taps, it requires M × N × R multipli-

cations per second to achieve the same bit rate. For example, the required taps

using time-domain equalization is around 100 per symbol for 112-Gb/s PolMux-

QPSK with only 500-ps/nm chromatic dispersion [37]. Note that the complexity

of single carrier channel equalization could be reduced by employing frequency

domain equalization similar to OFDM systems. Thus, OFDM offers easier dig-

ital signal processing compared to single carrier for most cases in high speed

coherent optical long-haul transmission. OFDM and single carrier share a com-

parable spectral efficiency although the advantage of OFDM is that inherently

the linear crosstalk of the neighboring channels is negligible [38]. Despite all

the advantages, OFDM is prone to front-end non-idealities including carrier fre-

quency offset, linear phase noise and IQ mismatch. Lastly, OFDM signal has

a high peak-to-average power ratio (PAPR), and thus it is more vulnerable to

fiber nonlinear effects such as self-phase modulation (SPM), cross-phase modu-

lation (XPM) and four-wave mixing (FWM). In this thesis, we study the digital

signal processing algorithms for combatting the front-end non-idealities in CO-

OFDM system. Therefore, a proper understanding of OFDM basics is of great

importance for further studies.
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2.2 OFDM Fundamentals

2.2.1 Mathematical Formulation of an OFDM Signal
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Figure 2.1: The transmitter (a) and receiver (b) of a multicarrier modulation sys-
tem.

The generic presentation of an MCM system is shown in Fig. 2.1. At the

transmitter side, a transmitted bitstream (R b/s) is divided into N different sub-

streams, which are sent in parallel over orthogonal subchannels. The MCM
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transmitted signal s(t) is represented as [21]:

s(t) =
+∞∑
i=−∞

N−1∑
k=0

ckisk(t− iTs) (2.1)

sk(t) = Π(t)ej2πfkt (2.2)

Π(t) =


1, (0 < t ≤ Ts)

0, (t ≤ 0, t > Ts)

(2.3)

where cki is the ith information symbol at the kth subcarrier, sk(t) is the wave-

form for the kth subcarrier, N is the number of subcarriers, fk is the frequency

of the subcarrier, Ts is the symbol period, and Π(t) is the pulse shaping function.

At the receiver side, a correlator matched to the subcarrier is used:

c′ki =
1

Ts

∫ Ts

0

r(t− iTs)s∗kdt =
1

Ts

∫ Ts

0

r(t− iTs)e−j2πfktdt (2.4)

where r(t) is the received time domain signal. The classical MCM uses non-

overlapped bandlimited signals which reduces the spectral efficiency. And a

bank of large numbers of oscillators and filters is used for implementation at

both transmitter and receiver sides. OFDM was proposed by employing over-

lapped yet orthogonal signal sets. The correlation between different subcarriers

are formulated as:

δkl =
1

Ts

∫ Ts

0

sks
∗
l dt

=
1

Ts

∫ Ts

0

exp(j2π(fk − fl)t)dt

= exp(jπ(fk − fl)Ts)
sin(π(fk − fl)Ts)
π(fk − fl)Ts

(2.5)
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So the orthogonal condition is:

fk − fl =
m

Ts
(m is an integer) (2.6)

The orthogonal subcarriers are spaced at multiples of inverse of the symbol

periods, which can be recovered with matched filters without ICI.

2.2.2 Discrete Fourier Transform Implementation of OFDM

Figure 2.2: The transmitter (a) and receiver (b) of a DFT based OFDM system.

In [39], the idea of using inverse discrete Fourier transform (IDFT)/discrete

Fourier transform (DFT) was first proposed for OFDM modulation/demodulation.

Two critical devices have been assumed for the DFT/IDFT implementation:

digital-to-analog converter (DAC) and analog-to-digital converter (ADC).

The OFDM transmitter and receiver diagram based on DFT/IDFT are shown
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in Fig 2.2 (a) and (b), respectively. At the Tx side, the serial input data bits are

converted into many parallel data streams through serial-to-parallel (S/P) con-

version. The data streams are mapped to corresponding information symbols

Xk,i for different subcarriers within one OFDM symbol. Data subcarriers are

padded with virtual subcarriers, which allows the system to easily accommo-

date for transmit filters with a smooth transition band [5]. Over-sampling is

easily achieved with the use of virtual subcarriers, which is a main advantage in

OFDM compared to SC schemes. With commonly used filters, 20% of virtual

subcarriers is typically sufficient [40]. The discrete time-domain samples are

obtained via IDFT:

xN∗i+n = F−1{Xk,i} =
1√
N

N−1∑
k=0

Xk,ie
j2πkn/N (2.7)

where i and k denote the i-th OFDM symbol and k-th subcarrier. F is the dis-

crete Fourier transform while F−1 is the inverse discrete Fourier transform. The

fast Fourier transform algorithm reduces the complexity from O(N2) using def-

inition to O(Nlog2(N)). Each OFDM symbol is subsequently inserted with a

guard interval (GI). The parallel streams are converted back to serial samples

through parallel-to-serial (P/S) conversion and into real-time waveform through

DAC. The base band electrical signal are modulated onto light with an IQ mod-

ulator (Mod.). At the receiver end, the OFDM signal is down-converted to base-

band with a coherent receiver, sampled by an ADC, transformed to parallel pipes

by S/P conversion and demodulated with DFT:

X̂k,i = F{yN∗i+n} =
1√
N

N−1∑
k=0

yN∗i+ne
−j2πkn/N (2.8)
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where yN∗i+n are the received signals sampled at (i + n/N)Ts. After passing

through equalizer and demodulator (Demod), the parallel subcarriers are de-

modulated and transformed back into serial data bits through P/S conversion.

The advantages of DFT/IDFT implementation of OFDM are: (1) the existence

of a fast fourier transform algorithm reduces the computational complexity to

only O(N logN), and (2) a large number of orthogonal subcarriers can be gen-

erated and demodulated without the need of much more complex RF oscillators

and filters.

2.2.3 OFDM Overheads and Spectral Efficiency

In an OFDM system, the overhead may come from various OFDM specific

sources: training symbol (εTS), cyclic prefix (εCP ), pilot subcarriers for phase

noise compensation (εPNC) [41]. Other general factors including feedforward

error correction (FEC) (εFEC) and Ethernet framing (εEN ) may also introduce

overhead. The resulting gross or nominal data rate Rgross is larger than the net

data rate Rnet by a factor of the total overhead:

Rgross = Rnet(1 + εTS)(1 + εCP )(1 + εPNC)(1 + εFEC)(1 + εEN) (2.9)

The signal bandwidth of an OFDM system is:

Bd =
Rgross

log2(M)
(2.10)

where M is the number of constellation points. Fig. 2.3(a) shows the optical

spectrum of wavelength-division multiplexed (WDM) channels, each with CO-
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Figure 2.3: Optical Spectrum for (a) WDM CO-OFDM channels, (b) OFDM sig-
nal for one wavelength.

OFDM modulation and Fig. 2.3(b) shows the optical spectrum for each wave-

length channel. According to [21], assuming the bandwidth of the first null is

the boundary of each wavelength channel, the single channel OFDM bandwidth

is given by:

BOFDM =
2

Ts
+
N − 1

ts
(2.11)

where Ts is the OFDM symbol period and ts is the symbol period minus the

guard interval as illustrated in Fig. 2.4. The spectral efficiency of OFDM is

found to be:

η = 2
R

BOFDM

(2.12)

where R = Rnet/ log2(M) is the OFDM net symbol rate and the factor of 2

accounts for two polarizations in the fiber. Assuming that a large number of
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CP 

𝑡𝑐𝑝 

𝑇𝑠 

𝑡𝑠 

Figure 2.4: Illustration of Ts, ts and tcp.

subcarriers are used (N >> 1), we can approximate Eq. 2.12 with:

η ≈ 2α, α =
ts
Ts

(2.13)

2.2.4 Cyclic Prefix for OFDM

Cyclic Prefix (CP), as one of the major overheads in OFDM systems, is proposed

to resolve the ISI and ICI induced by channel dispersion [42,43]. A cyclic prefix

was generated by either padding a copy of the tail samples to the front or a copy

of the head samples to the back, as illustrated in Fig. 2.5. CD and PMD will

cause the subcarriers to drift relatively to each other. CP could prevent power

leakage from neighbouring OFDM symbols.

Fig. 2.6 shows the OFDM signal with the guard interval at transmitter and

receiver side. It can be seen from the figure that the slow subcarriers (e.g.,

purple) is still maintained within the DFT window as a portion of the CP has
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Figure 2.5: Cyclic prefix generation of an OFDM symbol
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Figure 2.6: OFDM symbol with cyclic prefix undergoes channel dispersion

moved into the DFT window to replace the portion of identical part that has

shifted out. The slow subcarriers at the receiver side will appear almost the same

as the transmitted signal except with an additional phase shift. The phase shift

can be removed via channel estimation and compensation. To ensure zero ISI,

the cyclic prefix allocated must be larger than the walk-off of the transmission
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link:

∆G > td (2.14)

td = DBdc/f
2 +DGDmax (2.15)

where D is the accumulated chromatic dispersion, Bd is the total bandwidth of

the signal, c is the speed of light, f is the central frequency of the OFDM signal

and DGDmax represents the maximum differential group delay (DGD) of the

link.

2.3 Linear Distortions of Optical Channel

The optical channel consists of multiple spans of single-mode fiber (SMF), with

amplification (and dispersion compensation) after each span. Assuming linear

distortions only and no polarization-dependent loss (PDL), the signal is cor-

rupted by PMD, group velocity dispersion (GVD) and amplified spontaneous

emission (ASE) noise. The received samples through such a linear optical chan-

nel can be expressed as [24]:

yn =
L−1∑
l=0

hlxn−l + wn (2.16)

where hl is the 2 × 2 channel impulse response matrix accounting for PMD,

GVD, DACs and ADCs, as well as transmit and receive filters assuming that no

ISI arises in back-to-back (b2b) case. The two components of wn are indepen-

dent and identically distributed complex Gaussian random variables each with
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zero mean and two-sided power spectral density (PSD) equal to N0. n and l are

time index. As in [25], we assume a finite impulse response of length L samples.

Although the impulse response of a fiber has an infinite duration, it decays to

zero for increasing values of l due to its finite energy. Hence, L is chosen such

that the energy of the impulse response leaking outside the range of 0 ≤ l < L

is negligible.

We denote by Xk,i the frequency-domain complex modulation symbol of

k-th subcarrier and i-th symbol, with k = 0, 1, · · · , N − 1, where N is the

employed DFT size. A few side subcarriers are set to zero for oversampling

purpose, i.e., Xk = [0, 0]T , k = N ′/2, · · · , N − N ′/2 − 1, where N ′ is the

number of data (nonzero) subcarriers. The time-domain samples of the trans-

mitted signal are obtained from taking IDFT transform of the frequency domain

complex symbols:

x(N+Ncp)i+n =
1√
N

N−1∑
k=0

Xk,ie
j2πkn/N , (n = Ncp, · · · , N +Ncp − 1) (2.17)

where Ncp is the length of the cyclic prefix. The continuous-time transmit-

ted signal is obtained from the corresponding discrete-time sequence through a

continuous-time pulse, which includes explicit filtering, implicit filtering carried

out by DAC and the amplifier, etc [24]. The transmitted signal undergoes linear

distortions as modeled in Eq. 2.16:

y(N+Ncp)i+n =
L−1∑
l=0

hlx(N+Ncp)i+n−l + w(N+Ncp)i+n (2.18)

At the receiver side, the discrete-time sequence after CP removal is fed to
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an OFDM demodulator, whose frequency-domain complex output symbols are

obtained by DFT transform:

Yk,i =
1√
N

N+Ncp−1∑
n=Ncp

y(N+Ncp)i+ne
−j2πkn/N (2.19)

An OFDM frame usually consists of several training symbols (1-3) and data

symbols (30-50). The impulse response is usually assumed to vary slowly so

that it is constant over the duration of an OFDM frame. Assuming CP is longer

than the impulse response (i.e., Ncp ≥ L− 1), we have:

Yk,i = HkXk,i + Wk,i (2.20)

where Wk,i are the frequency-domain additive noise samples and the frequency-

domain channel response corresponding to the k-th subcarrier is:

Hk =
L−1∑
l=0

hle
−j2πlk/N (2.21)

We remark that, if either one of the assumptions above does not hold, Eq.

2.20 is no longer true and ICI appears among the subcarriers. Besides ICI, inter-

OFDM-symbol interference also arises when CP is shorter than the impulse

response. CP represents a source of overhead, and the loss in terms of energy

and spectral efficiency is Ncp/(N
′ +Ncp).

Channel coefficients Hk are unknown at the receiver. In practice, pilot sym-

bols are periodically inserted into the transmitted OFDM frame, and used by the

receiver for channel estimation and compensation. Besides CP, pilot symbols
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represent a further source of overhead.

2.3.1 Carrier Frequency Offset Effect

−4 −3 −2 −1 0 1 2 3 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

m

M
ag

ni
tu

de

 

 

ε=0.01
ε=0.1
ε=0.2
ε=0.4

Figure 2.7: Magnitude of the coefficients Ψm for 256 DFT size and different values
of ε (CFO)

Carrier frequency offset (CFO) is caused by the frequency difference be-

tween the transmitter and receiver lasers. In the presence of CFO, the n-th

received samples are:

yn = ej2πnε/N
L−1∑
l=0

hlxn−l + wn (2.22)

where ε is the CFO normalized by the subcarrier spacing f0: ∆f = εf0. The

received frequency-domain sample corresponding to the k-th subcarrier can be

written as:

Yk =
N−1∑
l=0

ΨCFO
k−l HlXl + Wk (2.23)
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where the OFDM symbol index i is omitted for simplicity and ΨCFO
m is defined

by [44]:

ΨCFO
m =

1

N

sin(π(ε−m))

sin(π(ε−m)/N)
ejπ(ε−m)(1− 1

N
) (2.24)

The magnitude of the ICI coefficients due to CFO is calculated as:

|ΨCFO
m | = 1

N

sin(πε)

sin(π(ε−m)/N)
(2.25)

We plot the magnitude of Ψm for m = 0,±1,±2,±3 and for different val-

ues of ε in Fig. 2.7. From the figure, we can observe that ICI is almost fully

suppressed when ε is as small as 0.01. To suppress ICI, the residual CFO must

be order of magnitudes smaller than the subcarrier spacing, i.e., ∆f ≈ 1%× f .

2.3.2 Linear Phase Noise Effect

Linear phase noise (LPN) is induced by transmitter and receiver lasers, whose

linewidth ranges from a few hundred kHz for external cavity lasers to a few

MHz for distributed-feedback lasers. In the presence of LPN, the n-th received

samples are:

yn = ejφn
L−1∑
l=0

hlxn−l + wn (2.26)

where φn is a Wiener process, modeled by:

φn = φn−1 + vn (2.27)

where {vn} is a set of independent and identically distributed, zero-mean Gaus-

sian random variables, each with variance equal to 2πvTs. v is the combined
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Figure 2.8: Magnitude of the coefficient Ψ0 for 256 DFT size and different values
of vTs (LPN)

laser linewidth and Ts is the sample time interval. The received frequency-

domain samples in the presence of LPN are:

Yk =
N−1∑
l=0

ΨLPN
k−l HlXl + Wk (2.28)

with ΨLPN
m being:

ΨLPN
m =

1

N

N+Ncp−1∑
n=Ncp

ejφne−j2πmn/N (2.29)

Eq. 2.28 can be rewritten as:

Yk = Ψ0HkXk + Ik + Wk (2.30)
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Figure 2.9: Magnitude of the coefficients Ψ1 and Ψ2 for 256 DFT size and differ-
ent values of vTs (LPN)

where Ψ0 = |Ψ0|ejφcpe and φcpe is defined as the common phase error (CPE)

while Ik =
∑N−1

l=0,l 6=k Ψk−lHlXl represent the intercarrier interference (ICI) in-

duced by LPN.

In Fig. 2.8, we plot the cumulative distribution function (cdf) of |Ψ0| through

Monte-Carlo simulation for different values of vTs. As can be seen from the

figure, the value of |Ψ0| deviates more from 1 as the laser linewidth gets larger.

We show the cdf of |Ψ1| and |Ψ2| in Fig. 2.9. The amplitude of Ψ1 and Ψ2 gets

closer to zero with smaller laser linewidth. If the phase noise is sufficiently slow

so that |Ψ0| ≈ 1 and |Ψ1| ≈ 0, the ICI term is negligible and there remains only

a common phase rotation on the received symbol.

In high-speed coherent optical communications, PMD usually varies slowly
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enough so that the resulting ICI is negligible. Its coherence time is orders of

magnitude larger than any reasonable OFDM symbol duration. However, CFO

and LPN vary relatively fast and might result in remarkable ICI. Thus, it is of

high importance that CFO and LPN are compensated for in CO-OFDM system.

2.3.3 IQ Mismatch Effect

Figure 2.10: Coherent optical QPSK system with detailed modulator and hybrid
structure

IQ mismatch would destroy the orthogonality between the two received

channels and degrade performance of the system. Phase and amplitude im-

balance may be caused by various factors [2]: incorrect bias points settings for

the I-, Q- and phase ports, imperfect splitting ratio of couplers, photodiodes

responsivity mismatch and mis-adjustment of the polarization controllers.

Fig. 2.10 shows an example of coherent optical QPSK system with detailed

modulator and hybrid structure. The optical field equation at the output of the

optical QPSK modulator is given by [2]:

Emod =
Ein
2

{
cos
(π

2

VI + VbI
Vπ

)
+ exp(jφbias) cos

(π
2

VQ + VbQ
Vπ

)}
(2.31)
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where VI and VQ are the drive voltages, VbI and VbQ are the bias voltages, and

φbias is the phase bias between the I and Q branches in the modulator. Incorrect

bias points settings for the I-, Q- and phase ports would cause transmitter IQ

mismatch.

An optical 90◦ hybrid mixes the incoming signal with the local oscillator

(LO) laser output. However, the phase difference of two output signals may

deviate from 90◦ when the optical hybrid is imperfect [45]. The quadrature

imbalance may cause amplitude and phase errors in the output photocurrents.

The coherently detected in-phase and quadrature components can be represented

as:

rI ∝ Re{EsE∗LO} (2.32)

rQ ∝ Im{EsE∗LO exp(jθ)} (2.33)

where ELO, Es are the amplitude of the LO and signal, respectively. Re and

Im denote the real and imaginary operator. Nonzero θ represents the non-

orthogonality between I and Q. Both phase and amplitude imbalance may be

caused by non-ideal optical hybrid, which is defined as receiver IQ mismatch.

More detailed formulation of OFDM signals under Tx or Rx IQ mismatch could

be found in chapter 5.

Gram-Schmidt orthogonalization procedure (GSOP) was first proposed to

correct for non-orthogonality in CO-OFDM system [2]. GSOP transforms two

non-orthogonal components (rI(t) and rQ(t)) into a new pair of orthonormal
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signals (Io(t) and Qo(t)):

Io(t) =
rI(t)√
PI

(2.34)

Q′(t) = rQ(t)− ρrI(t)

PI
(2.35)

Qo(t) =
Q′(t)√
PQ

(2.36)

where ρ = E{rI(t) · rQ(t)} is the correlation coefficient, PI = E{r2
I (t)}, PQ =

E{Q′2I (t)} and E{·} denotes the ensemble average operator.

In this section, we have described and modeled linear distortions in CO-

OFDM system, including linear channel distortion (CD/PMD) and linear front-

end non-idealities (carrier frequency offset, linear phase noise and IQ mismatch

effects). In this thesis, we will focus on designing DSP algorithms for combat-

ting front-end non-idealities in CO-OFDM system.

2.4 LDPC Encoding and Decoding

OFDM offers an efficient way to deal with CD and PMD. Accoring to [21],

the FWM between different subcarriers and its interplay with CD and PMD will

result in different subcarriers being affected differently. In order to avoid the

overall BER being dominated by the BER of the worst subcarriers, the use of

FEC is important.

Reed-Solomon (RS) (255,239) code is commonly considered as the first-

generation of FEC [46]. Bose-Chaudhuri-Hocquenghem (BCH), RS or convo-

lutional codes may be combined into more powerful FEC schemes, such as the

concatenation of two RS codes or cancatenation of RS and convolutional codes.
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Figure 2.11: The Tanner graph associated with the parity-check matrix A

Different concatenation schemes are commonly considered as the second gen-

eration of FEC [46]. Iteratively decodable codes including turbo codes [46–48]

and low-density parity-check (LDPC) codes [49–51] have gained much atten-

tion in recent years. LDPC codes were originally proposed in 1962 by Robert

Gallager [52]. LDPC codes have been shown to outperform turbo product codes

in BER performance while have comparable (or lower) complexity than that of

turbo product codes [50,51]. LDPC codes also have many other advantages: (a)

it is parallelizable in hardware; (b) LDPC codes of almost any rate and block-

length can be created simply by specifying the shape of the parity check matrix

whereas the rate of turbo codes is governed largely by a puncturing schedule;

and etc. [52]. The soft iteratively decodable codes (turbo and LDPC codes) are

commonly referred to as the third generation of FEC [46].

2.4.1 LDPC Codes Construction and Encoding

LDPC codes are linear block codes for which the parity-check matrix has a low

density of ones. We denote the parity check matrix by A (A = [aT1 , · · · , aTM ]T ),

where ai = [ai,0, · · · , ai,N−1](i = 0, · · · ,M−1) and A is an M×N matrix. N

is the length of the code and K (= N −M ) is its dimension. The corresponding
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code rate is R = K/N . The graphical representation of LDPC codes is a graph

called Tanner (bipartite) graph containing two sets of nodes: N bit nodes which

represent the N bits of a codeword and M check nodes representing the parity

constraints. Therefore, there are M = N − K check nodes and N bit nodes.

The nth bit node is connected to the mth check if Amn = 1. Figure 2.11 shows

the Tanner graph representation of the following parity-check matrix:

A =



1 0 1 0 1 0

1 0 0 1 0 1

0 1 1 0 0 1

0 1 0 1 1 0


(2.37)

For any valid codeword v = [v0, v1, · · · , vN−1] the checks used to decode the

codeword are as follows:

c0 : v0 + v2 + v4 = 0(mod 2) (2.38)

c1 : v0 + v3 + v5 = 0(mod 2) (2.39)

c2 : v1 + v2 + v5 = 0(mod 2) (2.40)

c3 : v1 + v3 + v4 = 0(mod 2) (2.41)

Using Gaussian elimination, we can convert the parity-check matrix A into

its systematic (reduced row echelon) form H:

H = A−1
p A = [I,A2] (2.42)

where Ap is the matrix representing elementary row operations. The generator
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matrix satisfies HG = 0:

G =

A2

I

 (2.43)

with dimensions of H and G being M×N and N×M , respectively. The code-

word c = [c0, c1, · · · , cN−1]T is generated from the input signal u = [u0, u1, · · · , uM−1]T

as follows:

c = G · u =

c′
u

 (2.44)

where the codeword c is partitioned into two parts: an (N −M) × 1 vector c′

and the original data u. However, the operation of Gaussian elimination is com-

putationally costly when dealing with matrices of large size, with the number of

elementary operations of O(n3), where n is the matrix dimension. Radford [53]

proposed an LU decomposition approach which can greatly reduce the number

of elementary operations for LDPC encoding. In this method, A is partitioned

into anM×(N−M) left part, J, and anM×M right part, K, after rearranging

columns if necessary to make J non-singular.

[J,K]

c′
u

 = 0 (2.45)

Thus, we have:

c′ = J−1Ku (2.46)

In [53], the author propose to compute Eq. 2.46 in two steps: (1) compute

z = Ku in time proportional to M exploiting the sparseness of B and (2)

compute c′ = J−1z in time proportional to M2. Suppose L and U is the lower
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and upper triangular decomposition of matrix A. The sparse LU decomposition

method is detailed in [53], which only needs to be calculated once for each

parity-check matrix. In the second step, the vector c′ is found by solving Ly = z

(by forward substitution) and Uc′ = y (by backward substitution), which has

the computational complexity of O(M2). We will implement this sparse LU

decomposition-based method for our LDPC encoder in chapter 6.

2.4.2 LDPC Codes Decoding

LDPC decoding is realized using the sum-product algorithm (SPA) [49, 54, 55].

Using log likelihood ratios (LLR) in the implementation of SPA can substan-

tially reduce the required quantization levels [56]. The LLR of a binary valued

random variable U is defined as:

L(U) = log
P (U = 0)

P (U = 1)
(2.47)

where P (∗) is the probability of an event. Here, we present the LLR-SPA [57]

in table 2.1. Each bit node is assigned a posteriori LLR L(un) = log{P (un =

0|yn)/P (un = 1|yn}. In the case of equiprobable inputs in AWGN channel,

L(un) = 2yn/σ
2, where σ2 is the noise variance. Simplified (or efficient) im-

plementations of SPA could be found in the literature [58–60].

2.5 Literature Review

In this section, we review the literature and discuss the motivations for each of

the topics. In this section, we will intuitively show the performance degradation
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Table 2.1: LLR-SPA

Algorithm Iterative Log Likelihood Decoding Algorithm for Binary LDPC Codes
Parameters: M(n) denotes the set of check nodes connected to a bit node n
M(n)\m denotes the set M(n) excluding the m-th check node
N(m) denotes the set of bit nodes connected to a check node m
N(m)\n denotes the set N(m) excluding the n-th bit node
qn→m(x), x ∈ {0, 1} denotes the message that bit node n sends to check node m,
based on all the checks involving n except m
rm→n(x), x ∈ {0, 1} denotes the message that check node m sends to bit node n,
based on all the bits checked by m except n
λn→m = log(qn→m(0)/qn→m(1))
ηm→n = log(rm→n(0)/rm→n(1))
Input: A, the received vector r,
the maximum number of iterations L, and the channel reliability L(un).
Initialization: Set η[0]

m→n = 0 for all (m,n) with A(m,n) = 1.
Set λ[0]

n→m = L(un)
Set the loop counter l = 1.
Check node update: For each (m,n) with Am,n = 1, compute

η
[l]
m→n = 2 tanh−1

{∏
n′∈N(m)\n tanh[λ

[l−1]
n′→m/2]

}
Bit node update:For each (m,n) with Am,n = 1, compute
λ

[l]
n→m = L(un) +

∑
m′∈M(n)\m η

[l]
m′→n

For each n, compute
λ

[l]
n = L(un) +

∑
m∈M(n) η

[l]
m→n

l = l + 1

Make a tentative decision: Set ĉn = 0 if λ[l]
n ≥ 0 and ĉn = 1 otherwise

If Aĉ = 0, Stop. Otherwise, if number of iterations < L, loop to Check node update
Otherwise, declare a decoding failure and Stop
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due to each front-end non-ideality in a simulated 112-Gb/s PDM CO-OFDM

system with QPSK modulation. The detailed setup of the system is described

in [61].

2.5.1 Carrier Frequency Offset
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Figure 2.12: Simulated BER of the 112-Gb/s PDM CO-OFDM system with carrier
frequency offset without any compensation in the back-to-back case.

In conventional wireless OFDM systems, the carrier frequency offset (CFO)

mainly comes from the Doppler effect. In CO-OFDM systems, the CFO is due

to the frequency difference between the transmitter (Tx) laser and receiver (Rx)

LO. Optical phase-locked loops (PLL) are much more difficult to employ than

radio-frequency PLLs, and the frequency stability of photons from semiconduc-

tor lasers is much more sensitive to environmental variations [62]. Thus, the

major challenges of frequency offset compensation (FOC) include [62]: (1) the
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limited budget of computational complexity due to multi-gigabit data operation;

(2) the frequency offset value can be more than tens to hundreds of subcarrier

spacings; (3) frequency offset varies swiftly in time.

OFDM is more sensitive to carrier frequency offset due to its longer sym-

bol duration, which is N (number of subcarriers) times that of a single carrier

system. This calls for accuracy in frequency and phase recovery hundreds or

thousands of times better than that in a single carrier system with the same bit

rate [63]. Frequency offset compensation, therefore, is one of the most critical

functions to implement in OFDM systems. The key challenge in FOC for CO-

OFDM system is to estimate the CFO both accurately and efficiently with a full

acquisition range.

In Fig. 2.12, we plot the BER versus Eb/N0 for the simulated system in

back-to-back case with different values of carrier frequency offset. PA phase

compensation is also employed at the receiver side to remove the CPE caused

by the continuous phase drift due to CFO. The CFO ∆f is normalized by the

OFDM carrier spacing f0 : εCFO = ∆f/f0. We have f0 = Rs/N ≈ 27

MHz where Rs is the symbol rate (Rs =56 Gsymbol/s) and N is the DFT size

(N = 2048). From Fig. 2.12, it is observed that as small as 2.7 MHz carrier fre-

quency offset, if left uncompensated, could result in 2-dB SNR degradation at

BER=10−3. In practice, the laser could drift up to a few GHz because of ageing

and heating.

The CFO is usually estimated by computing correlation between repeated

training symbols [44, 62, 64–66]. However, parameters like the length of re-

peated symbols (L) [44, 64–66] or sample shift (p) [62] need to be tuned to

cover the estimation range (smaller L or p) as well as maintain accuracy (larger
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L or p). The CFO can be divided into a fraction and an integer part of the sub-

carrier spacing and estimated separately [67–69]. In this kind of approaches,

a merit function is usually introduced and the integer part of CFO is estimated

by exhaustive search to optimize the merit function over a large number of in-

teger candidates. The searching space would be as large as the FFT size to

obtain the full estimation range, resulting in a computationally expensive algo-

rithm. These schemes need to utilize two or more training symbols for FOC,

resulting in larger overhead of OFDM systems. Recently, an RF-assisted FOC

has been proposed by filtering the optical carrier using narrow pass-band filter

whilst achieving better carrier phase recovery [70]. In this approach, the pass-

band filter frequency needs to be carefully adjusted according to the systems.

The narrow bandwidth of 2 MHz allows less than about 1-MHz tolerance to the

shifting of center frequency. In practice, the laser could drift up to a few GHz

because of ageing and heating, which would prevent the RF-assisted FOC from

being performed automatically.

To overcome the problems of manual parameter tuning, exhaustive search,

requirement of multiple training symbols and etc., we propose a novel frequency

offset compensation method for CO-OFDM system. Our algorithm can achieve

the widest estimation range which is determined by the signal spectrum alloca-

tion and receiver bandwidth, by inserting only one pilot-tone at the center of the

spectrum. Only one training symbol is needed for CFO acquisition, without the

need of exhaustive search or tuning of any parameters.
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Figure 2.13: Simulated BER of the 112-Gb/s PDM CO-OFDM system with laser
phase noise without any compensation in the back-to-back case.
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Figure 2.14: Simulated BER of the 112-Gb/s PDM CO-OFDM system with laser
phase noise with pilot-subcarrier aided phase compensation [1] in the back-to-back
case.
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2.5.2 Linear Phase Noise

One of the major challenges in coherent detection is to overcome the carrier

phase noise when using a local oscillator (LO) to beat with the received sig-

nals to retrieve modulated information. Carrier phase noise is generated by both

transmitter laser and receiver local oscillators. An optical phase-locked loop

(PLL) is one solution to track the carrier phase with respect to the LO carrier

in early days of coherent optical communication. However, an optical PLL op-

erating at optical wavelengths in combination with distributed feedback lasers

is quite difficult to implement [71]. With the availability of high-speed analog-

to-digital converters (ADCs), the carrier phase estimation can be done in high-

speed DSP units rather than using an optical PLL for carrier phase tracking,

allowing for free-running LO laser [72]. Uncompensated phase noise will cause

common phase error (CPE) and intercarrier interference (ICI) to the received

signal after FFT.

Fig. 2.13 shows the BER performance in the presence of uncompensated

linear phase noise in the back-to-back case. As observed from the figure, linear

phase noise, if left uncompensated, can cause more than 2-dB SNR degrada-

tion (at BER=10−3) for a small combined laser linewidth, 10 kHz. A pilot-

subcarrier aided (PA) phase compensation method is first introduced in [1, 73],

which estimates the CPE based on a few pilot-subcarriers inserted into the

OFDM spectrum. Later, a pilot-tone (PT) assisted method [74, 75] monitors

the phase noise by the insertion of RF-pilot tone and guard band around it.

In this case, the power allocated to the pilot-tone must be carefully selected

with a tradeoff between phase estimation accuracy and energy wasted for pi-
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lot tone. Decision feedback (DF) methods have also been proposed in the lit-

erature [73, 76, 77]. The proposed decision-directed phase estimation (DDPE)

in [76,77] use the initial decisions of the current symbol to re-estimate the phase

noise, re-compensate and demodulate again, which involves two steps of estima-

tion, compensation and demodulation. Thus, the DDPE method is more com-

putationally intensive than the PA or PT method, yet it suffers from decision

errors as it is purely decision directed. A decision-aided (DA) phase estimation

method has been proposed for the single carrier system [78, 79]. This method

estimated the carrier phase of the current symbol from the decisions of the pre-

vious symbols. The CPE estimation methods in the literature are either based on

pilots (pilot-subcarriers or pilot-tone) or decision of current symbol. In 4.1, We

propose to use the decisions of the previous symbols to aid the phase estimation

process for CO-OFDM systems for the first time. We also propose to combine

the DA method with PA and DF in a unified framework, to reduce overhead and

improve BER performance.

Fig. 2.14 shows the BER curves with PA phase compensation in the back-

to-back case of the simulated system. The CPE compensation method greatly

improves the BER performance and increases the laser linewidth tolerance com-

pared to Fig. 2.13. However, the compensated curve still exhibits quite high

degradation compared to the ideal case, especially when the laser linewidth gets

larger (e.g., 500 kHz, 1 MHz). This is because ICI becomes very large and thus

non-negligible at high laser linewidth.

In order to better understand and measure the ICI effect, we analytically

derive the approximate BER as well as SNR degradation expressions with ideal

CPE compensation in 4.1.3. With the help with our analytical equations, one
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can easily calculate the BER and tell whether ICI compensation is necessary

under certain BER requirement of the system, without running simulations.

All the previous phase compensation works [1, 73–77] assume the ICI to be

additive white Gaussian noise and take care of CPE only. However, the correc-

tion of the CPE does not always suffice, especially for larger laser linewidth and

higher-order modulation format (Fig. 2.14). Methods have been proposed to es-

timate the higher spectral components of phase noise thus reducing ICI in either

wireless [80–82] or optical [83–86] domain. Works including [81–83] com-

pensate for CPE using pilots and make hard decisions first. ICI is then estimated

based on the initial decisions, which will suffer from falsely detected symbols.

Paper [85] discards pilots and estimates both CPE and ICI in a decision-aided

manner by running multiple iterations. Those decision-aided ICI (DA-ICI) com-

pensation methods will suffer from decision errors, resulting in performance

degradation. The matched filtering approach in [86] uses adaptive equalization

based on an FIR filter which cancels the phase noise. However, it requires as

many as 2N (N is the DFT size) iterations to converge and the calculation also

involves decision statistics. A blind ICI (BL-ICI) compensation scheme over

constant amplitude modulation was proposed in [80] for wireless communica-

tion. The author partitioned one received OFDM symbol into sub blocks and

used the approximate average phase noise over each sub block to cancel ICI.

As the wireless time-domain BL-ICI method solves the problem of initial deci-

sion errors [81–83] and high computational complexity [86], we propose a new

algorithm derived from it for CO-OFDM systems, which could be applied to

non-constant amplitude formats, M-QAM in 4.2.
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2.5.3 IQ Mismatch
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Figure 2.15: Simulated BER of the 112-Gb/s PDM CO-OFDM system with Tx/Rx
IQ phase and amplitude mismatch in the back-to-back case.

IQ mismatch is one of the key front-end effects caused by the mismatch

in amplitude and phase between I and Q branches. IQ mismatch will cause

inter-carrier interference and thus degrade the performance of CO-OFDM sys-

tem. Fig. 2.15 and Fig. 2.16 show the BER performance of the simulated

CO-OFDM system with Tx and Rx IQ mismatch in back-to-back case or after 2

spans of SSMF transmission, respectively. The fiber length LSMF , attenuation

αSMF , dispersion DSMF , nonlinear coefficient γ and amplifier noise figure NF

are 80 km, 0.2 dB/km, 16 ps/nm/km, 1.3 W-1km-1 and 6 dB respectively. PMD

effect is excluded here. For the second case, intra-symbol frequency-domain av-

eraging (ISFA) based channel estimation [61] is employed at the receiver side.

For the back-to-back case, Tx and Rx IQ mismatch have identical influence on
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Figure 2.16: Simulated BER of the 112-Gb/s PDM CO-OFDM system with Tx/Rx
IQ mismatch with/without GSOP [2, 3] after 2-span transmission.

the system.

As IQ mismatch destroys the orthogonality between the two received branches,

Gram-Schmidt orthogonalization procedure (GSOP) was first proposed to com-

pensate for the IQ mismatch in CO-OFDM system [2, 3]. GSOP is a time-

domain method which transforms a set of nonorthogonal samples into a set of

orthogonal samples. GSOP operating before FFT could effectively remove the

Rx IQ mismatch at the Rx side.

Fig 2.16 demonstrates the performance of GSOP in dealing with Tx/Rx IQ

mismatch after 2-span of fiber transmission. As shown in the figure, GSOP can

effectively remove Rx IQ mismatch while it is not effective in compensating

for Tx IQ mismatch in the presence of channel distortion [3]. This is because

the correlation between I and Q of the received signal is not only induced by
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Tx IQ mismatch, but also caused by channel distortion (CD/PMD). Thus a joint

compensation of channel distortion and Tx IQ mismatch is necessary for this

case. Recently, a pilot-assisted (PA) compensation method was proposed with

a specially-structured pilot [36], which effectively compensates for Tx IQ mis-

match in the presence of channel distortion. It inserts a specially structured train-

ing symbol at the beginning of the OFDM frame and estimate the IQ mismatch

and channel distortion parameters once every OFDM frame. Here, we propose

a new compensation method based on both pilot symbols and decision statis-

tics. The channel transfer function and IQ mismatch factor are estimated jointly

based on two pilot symbols, and updated after each decision-making stage. Our

method is superior to the previous methods in several aspects. Firstly, DAJC

makes use of standard pilot symbols, which simplifies the design compared to

the special pilot structure proposed in [36]. Secondly, the adaptive characteristic

of DAJC makes it more robust to time-variant channel and mismatch parame-

ters, and also reduces the requirement on overhead. Last but not least, DAJC

performs better than both GSOP and PA, with tolerable and adjustable increase

in complexity. As shown in the simulation later, we can adjust the complexity

of DAJC by applying the decision-aided stage every D symbols.

2.5.4 LDPC coded OFDM with linear phase noise

LDPC codes, invented by Gallager [52] in 1960s, have been proved to achieve

close to Shannon limit performance [49]. LDPC codes are linear block codes

for which the parity check matrix has low density of ones. LDPC coded or-

thogonal frequency division multiplexing (OFDM) is a suitable coded modula-
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tion technique for long-haul optical communication [33]. Recently, there have

been quite a few experimental demonstrations using LDPC coded coherent op-

tical OFDM (CO-OFDM) for high speed long-haul transmission [34, 35]. The

performance of decoding algorithms depends on the calculation of the decod-

ing metric, i.e., the log-likelihood ratio (LLR). In the presence of linear phase

noise, phase compensation is usually performed first, followed by LDPC decod-

ing using the conventional LLR [34, 35, 87]. In Pol-Mux LDPC coded coherent

OFDM transmission [87], the authors also describe how to determine the sym-

bol’s log-likelihood ratios in the presence of laser phase noise numerically. The

average likelihood function was obtained over all possible values of phase noise

but no analytical expression was given for the final metric.

Linear phase noise, as one of the key front-end non-idealities, is shown to

have great impact on the CO-OFDM system performance (2.5.2). It is an inter-

esting problem to study the LDPC coded CO-OFDM system in the presence of

linear phase noise. Thus, we propose to investigate its influence on the LDPC

coded OFDM system. In order to study the LDPC decoding performance in the

presence of linear phase noise, we leave the linear phase noise uncompensated

and incorporate it into the calculation of the decoding metric. In the conven-

tional way, the decoding metric of each bit is calculated from the likelihood

function conditioned on the received signal which carries that bit. In our pro-

posed derivation, we calculate the decoding metric of each bit from the like-

lihood function conditioned on both the received signal which carries that bit,

and the linear phase noise information. In this way, we have successfully de-

rived new LLR metrics with linear phase noise term for both differential MPSK,

coherent MPSK and M-QAM OFDM systems.
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This work is also an important part of our thesis topic: digital signal process-

ing for front-end non-idealities in CO-OFDM system. We combine the linear

phase noise compensation and LDPC decoding into a one-step algorithm, by de-

riving a new analytical decoding metric. Although the study is based on a coded

OFDM system, the core of our research still belongs to the broader version

of DSP algorithms for combatting front-end non-ideality, i.e., the linear phase

noise. Moreover, we have successfully demonstrated that our one-step decoding

achieves better performance than the conventional two-step way of phase noise

compensation plus LDPC decoding for 16-QAM and 64-QAM CO-OFDM sig-

nals.

2.6 Conclusion

In this chapter, we have studied the fundamentals of CO-OFDM system, includ-

ing the mathematical formulation and discrete Fourier transform implementa-

tion of OFDM signals, overheads and spectral efficiency of OFDM systems as

well as the cyclic prefix (section 2.2). Moreover, the linear distortions of optical

channel are discussed in section 2.3. Besides fiber linear impairments such as

CD and PMD, front-end non-idealities are the key performance-limiting linear

impairments of CO-OFDM system. Carrier frequency offset, linear phase noise

and IQ mismatch are the three major front-end non-idealities that deteriorate the

OFDM signal. The encoding and decoding methods of LDPC codes are intro-

duced in section 2.4. Finally, we give a brief discussion about the motivations

as well as literature review for each sub-topics in the thesis.

In the following chapters 3, 4 and 5, we will propose novel compensa-
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tion algorithms for carrier frequency offset, linear phase noise and IQ mis-

match, respectively. In chapter 6, new log-likelihood ratios with linear phase

noise term are derived for various LDPC coded OFDM formats: differential

BPSK(MPSK), pilot-aided BPSK(MPSK) and pilot-aided M-QAM.
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Chapter 3

Carrier Frequency Offset

Compensation

In conventional wireless OFDM systems, the carrier frequency offset (CFO)

mainly comes from the Doppler effect. In CO-OFDM systems, the CFO is due

to the frequency difference between the transmitter (Tx) laser and receiver (Rx)

LO. Optical phase-locked loops (PLL) are much more difficult to employ than

radio-frequency PLLs, and the frequency stability of photons from semiconduc-

tor lasers is much more sensitive to environmental variations [62]. Thus, the

major challenges of frequency offset compensation (FOC) include [62]: (1) the

limited budget of computational complexity due to multi-gigabit data operation;

(2) the frequency offset value can be more than tens to hundreds of subcarrier

spacings; (3) frequency offset varies swiftly in time.

OFDM is more sensitive to carrier frequency offset due to its longer symbol

duration, which is N (number of subcarriers) times that of a single carrier sys-

tem. This calls for accuracy in frequency and phase recovery hundreds or thou-
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sands of times better than that in a single carrier system with the same bit rate.

Frequency offset compensation, therefore, is one of the most critical functions

to implement in OFDM systems. The key challenge in FOC for CO-OFDM sys-

tem is to estimate the CFO both accurately and efficiently with a full acquisition

range.

The CFO is usually estimated by computing correlation between repeated

training symbols [44, 62, 64–66]. However, parameters like the length of re-

peated symbols (L) [44, 64–66] or sample shift (p) [62] need to be tuned to

cover the estimation range (smaller L or p) as well as maintain accuracy (larger

L or p). The CFO can be divided into a fraction and an integer part of the sub-

carrier spacing and estimated separately [67–69]. In this kind of approaches,

a merit function is usually introduced and the integer part of CFO is estimated

by exhaustive search to optimize the merit function over a large number of in-

teger candidates. The searching space would be as large as the FFT size to

obtain the full estimation range, resulting in a computationally expensive algo-

rithm. These schemes need to utilize two or more training symbols for FOC,

resulting in larger overhead of OFDM systems. Recently, an RF-assisted FOC

has been proposed by filtering the optical carrier using narrow pass-band filter

whilst achieving better carrier phase recovery [70]. In this approach, the pass-

band filter frequency needs to be carefully adjusted according to the systems.

The narrow bandwidth of 2 MHz allows less than about 1-MHz tolerance to the

shifting of center frequency. In practice, the laser could drift up to a few GHz

because of ageing and heating, which would prevent the RF-assisted FOC from

being performed automatically.

In this chapter, we propose a novel frequency offset compensation method
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for CO-OFDM system. The method is composed of a correlation-based method

for the fraction part estimation and a pilot-tone-assisted method for the integer

part estimation. Our algorithm can achieve the widest estimation range which

is determined by the signal spectrum allocation and receiver bandwidth, by in-

serting only one pilot tone at the center of the spectrum. The fraction part of

the CFO is calculated simultaneously with time synchronization, whereas the

integer part of the CFO is estimated by counting the shifted positions of the pi-

lot tone in the received spectrum. Only one training symbol per OFDM frame

is needed for CFO acquisition, without the need of exhaustive search or tuning

of any parameters. The typical OFDM frame consists of 20 to 50 symbols and

reducing from two training symbols to one training symbol would result in more

than 2% reduction in overhead.

The reminder of the chapter is organized as follows. In section 3.1, we de-

scribe the principle of our correlation-based and pilot-tone-assisted FOC method.

In section 3.2, the experimental results are shown for our FOC method. Sub-

sequently, correlation-based fraction part estimation methods are investigated

in the presence of chromatic dispersion and linear phase noise in section 3.3,

where analytical expressions and simulation results of error variances are given.

In section 3.4, we evaluate the performance of pilot-tone assisted integer part

estimation under dispersion and linear phase noise. In section 3.5 we draw the

conclusions.
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Figure 3.1: The time and frequency domain structure of training symbol

3.1 Principle of FOC Method

The CFO f is normalized by the subcarrier spacing f0 and divided into the

integer and fraction parts: f = fi + ff = εf0 = (εi + εf )f0, with εi being

an integer and |εf | ≤ 1. A training symbol is inserted at the beginning of the

frame with structure shown in Fig. 3.1. It consists of two identical halves in

the time domain and a pilot-tone with larger energy at DC in the frequency

domain. At the receiver side, a cross correlation function between the two halves

is calculated and the timing metric M(d) is computed as follows:

M(d) =
|P (d)|2

(R(d))2
(3.1)

P (d) =

N/2−1∑
m=0

y∗d+myd+m+N/2 (3.2)

R(d) =

N/2−1∑
m=0

∣∣yd+m+N/2

∣∣2 (3.3)

where {yd+m} and {yd+m+N/2} (m = 0, · · · , N/2 − 1) are the two halves of

received training symbol in the time domain and N is the FFT size. The correct
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timing offset is found with the maximum timing metric: dmax = argmax(M(d)).

Assuming perfect window synchronization, the received signal sampled at i/(Nf0)

(i = 0, 1, · · · , n, · · · ) would be:

yN∗i+n = ej2π(N∗i+n)ε/N+jφN∗i+n

L−1∑
l=0

hlxN∗i+n−l + wN∗i+n (3.4)

where xn, hl, φn and wn are the transmitted time domain samples, channel dis-

tortion, linear phase noise and additive white Gaussian noise, respectively. Ig-

noring phase noise and additive noise, there is πε phase shift between the first

and second half of the training symbol. Thus, the fraction part of CFO is ob-

tained from cross-correlation between two halves:

εf =
1

π
∠{

N/2−1∑
m=0

y∗mym+N/2} (3.5)

We first compensate for the fraction part of CFO by multiplying the samples

by exp(−j2πf0εf t). Omitting the symbol index i for simplicity, we can obtain

the frequency domain samples as follows:

Yk =
N−1∑
l=0

Ψk−lHlXl +Wk (3.6)

Ψm =
1

N

N−1∑
n=0

ej2πnε/N+jφne−j2πmn/N (3.7)

where Xk, Yk, Hk and Wk are the frequency domain transmitted symbol, re-

ceived symbol, channel transfer function and AWGN, respectively. Assuming

zero phase noise (φn = 0) and that εf has been compensated for, Ψm can be

53



CARRIER FREQUENCY OFFSET COMPENSATION

calculated as:

Ψm =
1

N

sin(π(εi −m))

sin(π(εi −m)/N)
ejπ(εi−m)(1− 1

N
) (3.8)

With (εi−m) being an integer, we can conclude that Ψm = 1 when εi−m =

0 and Ψm = 0 otherwise. The resulted received symbol would be:

Yk = Hk+εiXk+εi +Wk (3.9)

From Eq. 3.9, we observe that the uncompensated integer part carrier fre-

quency offset will shift the pilot-tone (peak in the received spectrum) εi positions

away. We can thus calculate εi by:

ε̂i =


I, (0 ≤ I ≤ N/2− 1)

I −N, (N/2 ≤ I ≤ N − 1)

(3.10)

where I = argmaxk |Yk| (k = 0, · · · , N − 1). Note that fiber chromatic disper-

sion will not affect the energy of the received signal, which is formulated as a

constant envelope function H(ω) = exp(−jω2β2L/2), with L being the entire

length of the transmission link and β2 the GVD coefficient.

3.2 Experimental Demonstration of FOC Method

To investigate the performance of our correlation-based and pilot-tone assisted

FOC method, we carry our experiment with setup shown in Fig. 3.2.

The original data are modulated onto 350 subcarriers (subcarrier index: 6−
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Figure 3.2: The experimental setup (ECL: external cavity laser, AWG: arbitrary
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180 and 334−508) with 8QAM modulation. The data subcarriers, together with

4 pilot subcarriers (subcarrier index: 5, 181, 333 and 509) for phase estimation,

are zero-padded and then transferred to the time domain with a FFT/IFFT size

of 512. A pilot tone with higher energy (subcarrier index: 1) is inserted into the

OFDM spectrum at zero frequency (DC) by adjusting the IQ-modulator bias.

The power of the pilot-tone with respect to other data subcarriers is illustrated

in Fig. 3.3 (right). Both the transmitter laser and the receiver local oscillator

have a linewidth of 100 kHz. A cyclic prefix of 6 samples is added to the sym-

bol. The time-domain samples are generated by a 12-Gsample/s AWG before

modulated onto the IQ modulator, resulting in an effective data rate equal to

22.24 Gb/s. The OFDM frame is composed of three training symbols (one for

synchronization, and two for channel estimation) and 32 payload data symbols.

As illustrated in Fig. 3.3, time synchronization is achieved by finding the

peak of the correlation function in the time domain. The received data is then

FFT processed and a peak can be found in the spectrum, which is used to cal-

culate the integer part of CFO. Fig. 3.4 shows the Q-factor versus SNR for dif-

ferent values of CFO: +1 GHz, -1 GHz and 0 GHz. As shown in the figure,

no performance degradation is observed due to CFO, which demonstrates the

effectiveness and robustness of our proposed scheme. The subcarrier spacing f0

in the experiment is 23.44 MHz. Thus 1 GHz corresponds to (42+2/3) f0.

Fig. 3.5(a) demonstrates the maximum CFO that an OFDM system can tol-

erate. Supposing that an OFDM signal covers a bandwidth of Bs, its maxi-

mum bandwidth can only go up to the bandwidth of a digital-to-analog con-

verter (DAC) which generates the OFDM signal. Here we use Rs to denote the

sampling rate of the DAC. In other words, Bs ≤ Rs. At the receiver side, af-
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ter down-converting the OFDM signal into electrical domain, an anti-aliasing

low-pass filter is necessary to prevent frequency overlapping when sampling the

received signal back to Rs samples per second. The bandwidth of the low-pass

filter is also capped at Rs/2 to avoid potential aliasing issue. Furthermore, CFO

is quite severe in fiber optic communication due to the laser instability. In a

practical system, it is very difficult to maintain the laser frequency with a small

frequency offset because commercially available lasers have frequency stability

within ±2.5 GHz [88]. As a result, the OFDM signal is designed to have guard

band to avoid the power loss because of the filtering from anti-aliasing low-pass

filter at the receiver side. This guard band will determine the maximum CFO

which the OFDM signal can tolerate. For example, when the Bs is only half

of the total DAC bandwidth and anti-aliasing filter bandwidth is set at its maxi-

mum, i.e., Bs = Rs/2 and Be = Rs/2, the CFO range of this designed OFDM

system can vary from −Rs/4 to +Rs/4. Based on this design procedure of

the OFDM systems, the proposed pilot-assisted FOE could have this full-range

estimation with high accuracy, which is from −1.5 GHz to 1.5 GHz in the ex-

periment. Fig. 3.5(b) shows the Q-factor versus CFO up to±2 GHz with SNR at

12.5 dB or 15.5 dB, and with or without carrier phase recovery (CPR) [89]. In

addition to CFO, linear phase noise, which is a Wiener process, keeps rotating

the phase of the transmitted signals. To retrieve the correct phase modulation,

CPR is employed to remove the linear phase noise and improve the Q factor

[89]. When the absolute value of CFO is smaller than 1.5 GHz, the Q-factor

degradation is within 1 dB. Severe degradation only occurs when the absolute

value of CFO is beyond 1.5 GHz, which is consistent with our analysis.
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3.3 Performance Evaluation of Correlation-based

Estimator

In our FOC method, the correlation-based fraction part estimator is based on

the Schmidl estimator [67]. In this section, we investigate the performance of

correlation-based fraction part estimators in the presence of chromatic disper-

sion and linear phase noise. Here, we will analytically derive the estimation

variance in the presence of linear phase noise for the estimators. Three methods

(Schmidl [67], Moose [44] and CP [90]) are included, and the derivation can

be easily extended to other estimators. To our knowledge, there is no other work

on this topic in the literature. The analytical expressions are confirmed through

simulation. CP method is found to be the most robust to linear phase noise

among the three. Furthermore, we investigate the performance of correlation-

based methods under different amount of chromatic dispersion. Schmidl and

Moose estimators are robust to dispersion whereas the CP estimator degrades

severely in the presence of dispersion.

For fair comparison, we modify the Schmidl [67] method to include two

identical training symbols instead of one. Ignoring phase noise and additive

noise, there is 2πε phase shift between the first and second training symbol,

both in time and frequency domain. Thus, the maximum likelihood estimation

is obtained from cross-correlation between two received symbols:

ε̂Schmidl =
1

2π
∠
{N−1∑

n=0

yN+ny
∗
n

}
(3.11)

ε̂Moose =
1

2π
∠
{N−1∑

k=0

Yk1Y
∗
k0

}
(3.12)
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where the two equations are the definition of Schmidl [67] and Moose [44]

estimators, respectively. Taking the effect of CP into consideration, the actual

carrier frequency offset is ∆f = εf0N/(N + CP ). Similarly, the CP estimator

[90] takes cross-correlation between the cyclic prefix and the data from which

cyclic prefix is generated. A better estimation can be achieved by taking average

over D consecutive symbols:

ε̂CP =
1

2π
∠
{D−1∑

d=0

CP−1∑
n=0

y(N+CP )∗d+n+Ny
∗
(N+CP )∗d+n)

}
(3.13)

We rewrite the relationship between the two training symbols of Schmidl

estimator as follows:

yn = rn + wn (3.14)

yN+n = rne
j2πε+j(φN+n−φn) + wN+n (3.15)

where rn = ej2πnε/N+jφn
∑L−1

l=0 hlxn−l according to Eq. 3.4. Following a sim-

ilar approximation in [67], we can derive the estimation variance for Schmidl

estimator from the tangent of the phase error:

tan[2π(ε̂Schmidl − ε)] =

∑N−1
n=0 Im[yN+ny

∗
ne
−2πjε]∑N−1

n=0 Re[yN+ny∗ne
−2πjε]

(3.16)

For |ε̂Schmidl − ε| � 1/2π, Eq. 3.16 can be approximated as:

ε̂Schmidl − ε ≈
1

2π

∑N−1
n=0 Im[(rne

j(φN+n−φn) + wN+ne
−2πjε)(r∗n + w∗n)]∑N−1

n=0 Re[(rnej(φN+n−φn) + wN+ne−2πjε)(r∗n + w∗n)]
(3.17)
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With high signal-to-noise ratio, Eq. 3.17 may be further approximated by:

ε̂Schmidl − ε ≈
∆φSchmidl

2π
+

∑N−1
n=0 Im(wN+nr

∗
ne
−j2πε + rnw

∗
n)

2π
∑N−1

n=0 |rn|
2

(3.18)

Var[ε̂Schmidl] =
σ2
Schmidl +N0/(NEs)

(2π)2
(3.19)

where ∆φSchmidl = 1/N
∑N−1

n=0 (φN+n − φn) and Es = |rn|2 is the symbol

energy. As {φn} is a Wiener process, the variance of ∆φ is calculated as

σ2
Schmidl = 2π[(2N2 +1)/3N+CP ]vTs, with v as the combined laser linewidth

and Ts as the sample interval. We can easily prove that ∆ΦMoose = ∆φSchmidl

and Moose estimator shares the same variance as Schmidl. In Schmidl (or

Moose) estimator, the channel distortion affects the two signals yN+n and yn

in the same way as long as the guard interval is longer than channel memory L.

The estimation result of Schmidl (or Moose) estimator will be robust to linear

channel distortion. However, the linear channel distortion for the cyclic pre-

fix and data from which the cyclic prefix is generated are different. Thus, the

CP estimator works accurately only for zero channel distortion case. Assuming

distortion has been removed prior to estimation, CP estimator follows a similar

derivation as Schmidl (Eq. 3.17, 3.18, 3.19) but comes with a different variance

for phase difference ∆φCP :

Var[ε̂CP ] =
1

(2π)2

[
σ2
CP +

N0

(D · CP )Es

]
(3.20)

∆φCP =
1

D · CP

D−1∑
d=0

CP−1∑
n=0

[φ(N+CP )·d+n+N − φ(N+CP )·d+n] (3.21)

σ2
CP =

1

D

(1− CP 2

3CP
+N + 2

)
(3.22)
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Assuming the performance of CP and Schmidl (or Moose) estimators are

identical for zero dispersion and zero phase noise case (D = N/CP ), we expect

CP to be performing better than Schmidl (or Moose) under nonzero linear phase

noise case. This is because CP estimator has a smaller variance of phase noise

difference between the two signals taken for cross-correlation.
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Figure 3.6: Analytical and simulation curves of estimation variance versus SNR
for v=0,1,100 kHz, using Schmidl, Moose and CP estimator.

To verify the derived variance expressions, we built a CO-OFDM system

using MATLAB. The system employs QPSK modulation with a DFT/IDFT size

of 256 and a cyclic prefix of 32 samples. The signal is sampled at 10 Gsample/s.

To match the performance of CP with Schmidl/Moose for the zero phase noise

case, we set D = N/CP = 8.

Fig. 3.6, Fig. 3.7 and Fig. 3.8 show the simulation results in a back-to-

back transmission. Fig. 3.6 shows the estimation accuracy in terms of vari-
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Figure 3.7: Analytical and simulation curves for estimation variance versus laser
linewidth (v) at SNR=15 dB, using Schmidl, Moose and CP estimator.

ance (Var[ε]) versus signal-to-noise ratio (SNR, Es/N0) with different laser

linewidths. All the simulation results (black symbol) agree well with the analyti-

cal curves (red line). At higher laser linewidth, say 100 kHz, the variance curves

are no longer sensitive to SNR for all three methods, as σ2 >> N0/(NEs). CP

estimator is more tolerant to linear phase noise than Schmidl (or Moose) esti-

mator, e.g., it has nearly 10 times smaller variance than the other two methods

at 100 kHz. Fig. 3.7 compares the laser linewidth tolerance of the three estima-

tors at 15-dB SNR. In addition to the fact that no training symbol is required

for CP estimator, it performs the best in the presence of linear phase noise. For

any values of N , CP and D, CP has larger linear phase noise tolerance than

Schmidl/Moose as long as we hold D = N/CP and CP ≤ N . Fig. 3.8 de-

picts the variance versus relative CFO ε for different methods and different laser
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Figure 3.8: Estimation variance versus relative frequency offset for v=0, 1, 10, 100
kHz, using Schmidl, Moose and CP estimator.

linewidths . All the methods have the same estimation range and CP method has

the most accurate estimation at nonzero laser linewidth.

In Fig. 3.9 and Fig. 3.10, we incorporate linear channel distortion (chro-

matic dispersion) with different dispersion values (0, 1700, 17000 ps/nm) into

the system. As predicted, Schmidl (or Moose) estimator performs almost the

same under different amount of dispersion. The small deviation from the ideal

curve is due to the small nonzero components hl for l ≥ CP generated by

fiber chromatic dispersion. However, the degradation is almost negligible for as

large as 17000-ps/nm dispersion (1000 km of standard single-mode fiber with

17-ps/nm/km dispersion parameter). To the contrary, the accuracy of the CP es-

timator is severely degraded by dispersion as small as 1700 ps/nm, especially for

smaller linear phase noise case. The conclusions are expected to be the same for
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Figure 3.9: Simulation curves for estimation variance versus SNR under various
dispersion values (0, 1700 ps/nm, 17000 ps/nm) using Schmidl/Moose.

polarization mode dispersion (PMD). We can transmit identical training sym-

bols in different polarizations and thus PMD will affect the received signals in a

similar way as CD in the single polarization case.

3.4 Performance Evaluation of Pilot-tone-assisted

Estimator

The correct detection of εi depends on the correct detection of the peak (pilot-

tone) in the received signal spectrum. Thus, the probability of correct detection

(Pc) is calculated as the joint probability of the energy of pilot-tone being higher
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Figure 3.10: Simulation curves for estimation variance versus SNR under various
dispersion values (0, 1700 ps/nm, 17000 ps/nm) using CP.

than any other subcarriers:

Pc =
N−1∏
k=1

P (|Xp +Wp|2 > |Xk +Wk|2) (3.23)

whereXp is a real number representing the DC andXk can be any point from the

signal constellation. From Eq. 3.23, we can conclude that the error probability is

only dependent on the pilot to average signal power ratio (Ep/Es, Ep = |Xp|2,

Es = E[|Xs|2]), SNR (Es/N0) and DFT size (N ). In Fig 3.11 we plot Pc

versus pilot to average signal power ratio at different SNR in a back-to-back

transmission with QPSK format. As predicted, the probability curve depends

on SNR value and DFT size, but it is unaffected by f0, εi or dispersion. For
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constant amplitude modulation format, we can further reduce Eq. 3.23 to:

Pc = PN−1(|Xp +Wp|2 > |Xs +Ws|2) (3.24)
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N=1024, SNR=10dB, for any f0, ε i, dispersion

(a)

Figure 3.11: Probability of correct detection versus pilot to average signal power
ratio for different DFT size, SNR, f0, εi and dispersion.

As indicated by Eq. 3.24, a smaller SNR or larger DFT size requires higher

pilot to average signal power ratio to achieve error free detection, which is ver-

ified by simulation. In Fig 3.12, Pc is ploted versus Ep/Es for different laser

linewidths, where degradation is hardly noticeable under 100 kHz. Larger laser

linewidth (500 kHz, 1 MHz) affects the curves to a small extent but different

curves still converge to 0 at almost the same speed. Linear phase noise affects

the received signal through ICI, which will corrupt the peak in a similar way as

AWGN noise.
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Figure 3.12: Probability of correct detection versus pilot to average signal power
ratio for different SNR and linear phase noise.

3.5 Conclusion

In this chapter, we have proposed a novel FOC method by inserting one pilot-

tone at the center of the OFDM spectrum, which can achieve the widest esti-

mation range with only one training symbol. Our method is effectively demon-

strated through experiment. Furthermore, we carried out a comprehensive anal-

ysis to examine the performance of our correlation-based and pilot-tone-assisted

FOC method. We have analytically derived the fraction part estimation accu-

racy in the presence of linear phase noise for various correlation-based methods,

Schmidl, Moose and CP, among which CP estimator is the most robust to linear

phase noise. Schmidl and Moose estimators are shown to be robust to CD while

CP estimator is quite sensitive to CD. The estimation accuracy of our pilot-tone-

assisted integer part estimation method is proved to be independent of f0, εi and
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dispersion, dependent of DFT size, pilot to average signal power ratio, SNR and

linear phase noise.
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Chapter 4

Linear Phase Noise Compensation

One of the major challenges in coherent detection is to overcome the carrier

phase noise when using a local oscillator (LO) to beat with the received sig-

nals to retrieve modulated information. The carrier phase noise can result from

lasers. An optical phase-locked loop (PLL) is one solution to track the carrier

phase with respect to the LO carrier in early days of coherent optical communi-

cation. However, an optical PLL operating at optical wavelengths in combina-

tion with distributed feedback lasers is quite difficult to implement [71]. With

the availability of high-speed analog-to-digital converters (ADCs), the carrier

phase estimation can be done in high-speed DSP units rather than using an opti-

cal PLL for carrier phase tracking, allowing for free-running LO laser [72]. Due

to its longer symbol duration, OFDM is more sensitive to linear phase noise

compared to a single carrier system. Moreover, as the OFDM symbol is mod-

ulated in the frequency domain, algorithms like M-th power cannot be applied

in the time domain before FFT (fast Fourier transform). Uncompensated phase

noise will cause common phase error (CPE) and intercarrier interference (ICI) to
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the received signal after FFT. Thus, a compensation before FFT is preferred as it

allows to remove intercarrier interference (ICI). Works in [70, 74, 75] insert an

unmodulated RF-pilot tone in the middle of the OFDM band and a guard band

around it, which provides the required reference for phase estimation and com-

pensation. In this case, the power allocated to the pilot tone must be carefully

selected with a tradeoff between phase estimation accuracy and energy wasted

for pilot tone. However, if the linear phase noise varies within one OFDM sym-

bol interval, residual phase noise exists and ICI still occurs as the RF-pilot is

only able to monitor the average phase noise of one OFDM symbol. Alterna-

tively, phase estimation can be done in the frequency domain after FFT block.

In this case, compensation works include CPE compensation only [1,73,76,77]

or ICI compensation methods [80–86] with much higher computational com-

plexity.

With perfect window and frequency synchronization, the received OFDM

signal yn in the time domain at sampling time instant nTs can be expressed as:

yn = ejφn
L−1∑
l=0

hlxn−l + wn (4.1)

where xn, yn, hn and wn denote the transmitted signal, received signal, channel-

impulse response and additive white Gaussian noise, respectively. The linear

phase noise φn is a Wiener-Levy process described by:

φn+1 = φn + ∆φn (4.2)

where φn is the phase noise at sampling time instant nTs and {∆φn} is a set of
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independent and identically distributed, zero-mean Gaussian random variables,

each with variance of σ2 = 2πvTs. v is the combined laser linewidth and Ts

is the time difference between two samples. wn is the additive white Gaussian

noise from optical amplifiers. After removing cyclic prefix and taking the FFT,

the resulting frequency domain signal is given by:

Yk,i = I0,iHkXk,i +
N−1∑

l=0,l 6=k

Ik−l,iHlXl,i +Wk,i (4.3)

Im,i =
1

N

N−1∑
n=0

ejφn,ie−j2πmn/N (4.4)

where Xk,i, Yk,i, Hk and Wk,i are the frequency domain representations of xn,

yn, hn and wn, respectively. The time subscript i in Hk,i is dropped as the chan-

nel distortion could be considered constant throughout a certain OFDM frame

(e.g., 30-50 symbols per frame). N is the FFT size. The term I0,i could be writ-

ten as |I0,i|ejΦi , with Φi defined as CPE for i-th symbol. The second additive

term in Eq. 4.3 is defined as ICI. In this chapter, we will propose compensation

methods to combat both CPE and ICI. In 4.1, we focus on CPE compensation.

We first introduce the novel decision-aided carrier phase estimation algorithm.

Based on that, we further propose new schemes which combine pilot-aided,

decision-aided and decision-feedback methods. In 4.2, we propose a modified

time-domain blind ICI mitigation method for non-constant amplitude modula-

tion format, e.g., M-QAM.
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4.1 Decision-aided CPE Estimation

In this section, we focus on CPE based estimation methods. There are mainly

two groups of frequency-domain CPE estimation methods: pilot-aided (PA)

method [1,73] and decision feedback (DF) method [76,77]. PA method makes

use of pilot subcarriers (PSCs) to estimate the CPE. DF method, which is called

decision-directed phase estimation (DDPE) in [76, 77] uses the initial deci-

sions of the current symbol to re-estimate the phase noise, re-compensate and

demodulate again, which involves two steps of estimation, compensation and

demodulation. The decision-aided (DA) technique was initially proposed for

carrier phase estimation in single carrier systems [78]. Here, we propose a novel

decision-aided phase estimation method for CO-OFDM system. DA algorithm

is also a CPE based method, which estimates the phase noise of the current sym-

bol based on the decisions from the previous symbol. DF makes use of decision

statistics of the current symbol whereas DA makes use of decision statistics of

the previous symbol. By using the decisions from the previous symbol rather

than the current symbol, DA incurs only one step of compensation and demod-

ulation for each symbol, which exhibits a big difference from the DF method.

PA method takes up useful bandwidth whereas purely decision directed (DF

or DA) methods are less tolerant to linear phase noise. Besides the DA method,

we further propose two combined phase estimation schemes to combat these two

problems: PA+DA and DA+DF. We compare the efficiency and effectiveness

of PA, DA, DF methods and their combinations in a simulated 40-Gb/s single

polarization CO-OFDM system with back to back transmission. The combina-

tion of DA and PA is shown to improve phase noise tolerance than DA while

74



4.1 Decision-aided CPE Estimation

reducing overhead compared to PA. The combination of DA and DF offers bet-

ter tolerance to linear phase noise than DA and other purely decision-directed

methods. Moreover, the performance of PA/DA/DA+PA in combination with

DF converges to the same BER curve in the investigated situations. Thus, we

only consider DA+DF because it has zero overhead. In section 4.1.2, we analyt-

ically evaluate the BER performance when only CPE is compensated for. BER

expression under Gaussian approximation is derived, which is quite close to the

simulation result, especially for smaller laser linewidth.

4.1.1 Principle

Inter-carrier interference (2nd term in Eq. 4.3) can be approximately considered

as additive white Gaussian noise when a large number of subcarriers are used.

Thus, the ICI term is lumped into the AWGN term Wk,i and not dealt with here.

Pilot symbols or preambles are inserted at the beginning of each OFDM frame

to assist channel estimation and compensation:

Ĥk =
∑
i

Yk,iX
∗
k,i

|Xk,i|2
(4.5)

Ŷk,i =
Yk,iĤ

∗
k

|Ĥk|2
(4.6)

After the channel distortion is removed, the model becomes:

Ŷk,i = ejΦiXk,i +W ′
k,i (4.7)

where W ′
k,i includes both AWGN (Wk,i) and ICI. In the following derivations,

we first focus on M-ary PSK OFDM system. Similar to the single carrier case
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in [78], we introduce a complex phasor V DA for M-ary PSK system based on

the decision statistics of previous symbols as follows:

V DA
k,i =

i−1∑
j=i−L

Ŷk,jD
∗
k,j (4.8)

where Dk,j is the receiver’s decision for symbol Xk,j , and L is defined as the

memory length. Because the phase rotation is common for different subcarriers,

we can get a more accurate phase reference by averaging across all the subcarri-

ers. Due to the longer symbol duration in OFDM than in SC case, the optimum

memory length L is found to be 1. The DA phasor for OFDM system is defined

as:

V DA
i =

1

N

N−1∑
k=0

Ŷk,i−1D
∗
k,i−1 (4.9)

Similar to the DA method, we define a new phasor V PA based on the PSCs

for the PA method:

V PA
i =

1

Np

Np−1∑
k=0

Ŷk,iX
∗
k,i (4.10)

To combine the DA and PA method, we define V DA+PA as the weighted sum

of V DA and V PA:

V DA+PA
i = γV DA

i + (1− γ)V PA
i (4.11)

where γ is the weight factor defined over (0, 1). Thus CPE is estimated from the
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complex phasor as

Φ̂i =


∠V DA, DA method

∠V PA, PA method

∠V DA+PA, DA+PA method

(4.12)
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Figure 4.1: Phase estimation algorithm of DA+PA (D(1)
k,i ), DA+DF (D(2)

k,i , γ = 1),

PA+DF (D(2)
k,i , γ = 0) and DA+PA+DF (D(2)

k,i , 0 < γ < 1) (Comp: compensation;
Demod: demodulation)

A decision-feedback stage is added after DA, PA or DA+PA method with one

extra step of residual phase noise estimation, compensation and demodulation.

Fig. 4.1 shows the combined phase estimation scheme of DA, PA and DF.

Different from M-ary PSK system, the phasor is normalized by the energy

of the decision for M-QAM system:

V DA
k,i =

i−1∑
j=i−L

U−1
k,i Ŷk,jD

∗
k,j (4.13)

Uk,i =
i−1∑

j=i−L

|Dk,j|2 (4.14)
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By setting the memory length to 1 as well as averaging over all the subcar-

riers, we obtain the DA phasor for M-QAM system:

V DA
i =

1

N

N−1∑
k=0

|Dk,i−1|−2Ŷk,i−1D
∗
k,i−1 (4.15)

Similarly, PA phasor for M-QAM is formulated as:

V PA
i =

1

Np

Np−1∑
k=0

|Xk,i|−2Ŷk,iX
∗
k,i (4.16)

For the complexity analysis, we only focus on complex multiplications and

demodulations and ignore complex additions. The calculation of the DA phasor

(Eq. 4.9) requires N complex multiplications per OFDM symbol whereas the

calculation of the PA phasor requires Np complex multiplications per OFDM

symbol. The phase compensation stage requires N complex multiplications per

OFDM symbol. Thus, the DA, PA and DA+PA methods require 2N , Np + N

and Np + 2N complex multiplications per OFDM symbol for phase estimation

and compensation. Meanwhile, DA, PA and DA+PA methods require one-time

demodulation only. The DF (DDPE) method in [76, 77] takes up 5N complex

multiplications per symbol and two times of demodulation. The DA+DF method

requires 4N complex multiplications and two times of demodulation, which is

the second most computationally complex among all the methods. We sort the

methods from most computationally intensive to least intensive as: DDPE >

DA+DF > DA+PA > DA > PA.
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4.1 Decision-aided CPE Estimation

Figure 4.2: The schematic of CO-OFDM transmitter (a) and receiver (b) (Mod:
modulation, Demod: demodulation, S/P: serial to parallel, P/S: parallel to serial,
DAC: digital to analog converter, ADC: analog to digital converter)

4.1.2 Simulation Results

To investigate and compare the performance of DA, PA, DF and their combina-

tions, we built a CO-OFDM system using VPI TransmissionMaker and MAT-

LAB. The transmitter and receiver block diagram of our CO-OFDM is shown in

Fig. 4.2. We only consider the linear phase noise case and back-to-back trans-

mission. The original 40-Gb/s data are modulated onto 576 subcarriers with

QPSK modulation and transferred to the time domain with a FFT/IFFT size of

1024. The other 448 subcarriers are zero padded for oversampling purpose and

the filling ratio is 56%. A cyclic prefix of 128 samples is added to each symbol,

resulting in an OFDM symbol size of 1152 samples. Decision-directed phase

estimation (DDPE) [77] is included for comparison, which is a purely decision

directed scheme. γ (for both DA+PA and DDPE) is optimized for each data
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point by sweeping over all possible values from 0 to 1 with a step-size of 0.1.
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Figure 4.3: The BER curve of without phase noise compensation (w/o PNC),
PA2/4, DDPE, DA, DA+PA2/4, DA+DF and coherent (no phase noise) for 80-kHz
laser linewidth.

Fig. 4.3 shows the bit error rate (BER) performance versus the energy per

bit to noise power spectral density ratio (Eb/N0) for 80-kHz laser linewidth in

the case of no compensation, PA2/4, DDPE, DA, DA+PA2/4 and DA+DF. PAn

means PA with n PSCs. In the figure, the coherent case (with no linear phase

noise) is plotted as baseline for comparison, which always performs the best.

DA+PA with 2 PSCs requires almost the same Eb/N0 as PA with 4 PSCs to

achieve a BER value of 10−3, while the overhead is reduced by 50%. Moreover,

the performance of PA/DA/DA+PA in combination with DF converges to the

same BER curve, which is the best among all. Thus, we only consider DA+DF

because it has zero overhead.
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Figure 4.4: The Eb/N0 penalty value versus Np of PA and DA+PA method for
60-kHz laser linewidth.

To investigate the required number of pilot subcarriers Np for both PA and

DA+PA method, we plot the Eb/N0 penalty (BER=10−3) against Np in Fig. 4.4

for 60-kHz laser linewidth. TheEb/N0 penalty is calculated against the coherent

case. DA+PA reduces the required Eb/N0 significantly when the number of

pilot subcarriers is small (Np < 4). For example, DA+PA2/4 requires the same

Eb/N0 as PA5/7. Fig. 4.5 and Fig. 4.6 show the required Eb/N0 (BER=10−3)

of PA2/4, DDPE, DA, DA+PA2/4 and DA+DF against laser linewidth (fixed

FFT size=1024) or FFT size (fixed 80-kHz laser linewith), respectively. DDPE

fails to achieve BER of 10−3 within 10-dB Eb/N0 when the laser linewidth is

beyond 120 kHz or the DFT size is beyond 1024 due to error propagation. Our

proposed DA+DF performs best and is more tolerant to phase noise than DDPE

with the same overhead and complexity. This is because the filtering window

for phase noise in DA+DF is smaller than DDPE. DA+PA2 requires about 1-dB
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less Eb/N0 than PA2 and requires almost the same Eb/N0 as PA4. The required

Eb/N0 of DA increases quickly as the laser linewidth or FFT size increases. This

is because the phase variance between consecutive OFDM symbols (σ2 = 2πvt)

will increase with the increase of laser linewidth or FFT size. And the reliability

of V DA, which is calculated from the previous OFDM symbol, will decrease.

Thus DA is performing better than PA2/4 and DDPE only with smaller laser

linewith and FFT size.

Methods including PA, DA and DA+PA involve only one step of estima-

tion, compensation and demodulation, while methods with DF stage involve two

steps of those operations. In conclusion, we can either use DA+DF to reduce

the overhead to zero with best performance, or use DA+PA to eliminate the ad-

ditional demodulation step introduced by DF, with slightly worse performance.
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Figure 4.7: The BER curve of coherent(no phase noise), PA2/4, DDPE, DA,
DA+PA2/4, DA+DF for 25-kHz laser linewidth, 100-Gb/s 16QAM system.
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To demonstrate our methods in M-QAM system, we built a 16QAM CO-

OFDM system at 100-Gb/s data rate. The rest parameters are the same with

the QPSK system. In Fig. 4.7, we plot the BER performance for 25-kHz laser

linewidth in case of PA2/4, DDPE, DA, DA+PA2/4 DA+DF. Similar conclusions

could be reached for the 16-QAM case as for QPSK (Fig. 4.3).

4.1.3 BER Performance Evaluation

In this section, we will analytically derive the BER curves for the case in which

only CPE is compensated for. Omitting the time subscript i and assuming the

channel distortion is removed first, we rewrite the received signal model as fol-

lows:

Yk = I0Xk +
N−1∑
l=0
l 6=k

Ik−lXl +Wk (4.17)

Im =
1

N

N−1∑
n=0

ejφne−j2πmn/N (4.18)

The receiver compensates for CPE by rotating the signal over an angle Φ =

∠I0. This yields:

Y ′k = Yke
−jΦ = |I0|Xk + (

N−1∑
l=0
l 6=k

Ik−lXl +Wk)e
−jΦ (4.19)
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Since random variable Im, Xk, Xj (k 6= j)are independent, we have that

E[|
N−1∑
l=0
l 6=k

Ik−lXl|2] = E[(
N−1∑
l=0
l 6=k

Ik−lXl)(
N−1∑
m=0
m 6=k

I∗k−mX
∗
m)]

=
N−1∑
l=0
l 6=k

E[|Ik−l|2|Xl|2] +
N−1∑
l=0

l 6=k,l6=m

N−1∑
m=0
m 6=k

E[Ik−lI
∗
k−m]E[XlX

∗
m]

=
N−1∑
l=0
l 6=k

E[|Ik−l|2|Xl|2] (4.20)

The effective SNR is given by:

SNR =
E0Es
N0 + V0

(4.21)

E0 = E[|I0|2] (4.22)

V0 =
N−1∑
l=0
l6=k

E[|Ik−l|2|Xl|2] (4.23)

According to [82], the cross correlation between In and Ip can be calculated

as follows:

RI(n, p) = E{InI∗p}

=
1

N2
E
{N−1∑

k=0

N−1∑
l=0

ej(φk−φl)e−j
2π
N

(nk−pl)
}

=
1

N2

N−1∑
k=0

N−1∑
l=0

E{ej∆φkl}e−j
2π
N

(nk−pl) (4.24)

where ∆φkl denotes the cumulative linear phase noise increment between the

lth and kth samples. With the linear phase noise being a Wiener process, ∆φkl

is a Gaussian random variable ∆φkl ∼ N(0, |k − l|σ2), where σ2 = 2πvTs. v
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is the combined laser linewidth and Ts is the sample interval. The characteristic

function of the random variable ∆φkl is defined as Φkl(ω) = E{ejω∆φkl}. It

follows that E{ej∆φkl} = Φkl(1) = e−
|k−l|σ2

2 . Finally we obtain:

RI(n, p) =
1

N2

N−1∑
k=0

N−1∑
l=0

e−
|k−l|σ2

2 e−j
2π
N

(nk−pl)

=
1

N2
F(n,−p) (4.25)

where F(n, p) is the two-dimensional discrete Fourier transform of function

e−
|k−l|σ2

2 . The ICI power can be easily calculated as

V0 =
N−1∑
l=0
l 6=k

E[|Ik−l|2|Xl|2]

=
N−1∑
l=0
l 6=k

E[|Ik−l|2]E[|Xl|2]

= Es

N−1∑
v=1

E{|Iv|2} (4.26)

which equals Es multiplied by the sum of the diagonal elements (except the

first element) of the correlation matrix RI . Under the central limit theorem, the

ICI term will approximately follow Gaussian distribution with a large number

of subcarriers. If we approximate the ICI noise distribution as Gaussian distri-

bution, the approximate theoretical bit error rate of QPSK CO-OFDM system
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under ideal CPE compensation will be:

BER =
1

2
erfc(

√
Es

2N0

) (4.27)

Es
N0

=
EsRI(0, 0)

N0 + Es
∑v=N−1

v=1 RI(v, v)
(4.28)

In the following context, we will omit the word ”approximate” before the-

oretical or analytical BER. Compared to the original SNR = Es/N0 in the

absence of linear phase noise, we define the degradation in dB as:

D = −10 log(
RI(0, 0)

1 + Es
N0

∑v=N−1
v=1 RI(v, v)

)

= −10 log(RI(0, 0)) + 10 log(1 +
Es
N0

v=N−1∑
v=1

RI(v, v)) (4.29)
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Figure 4.8: The analytical and simulation BER curve of a 40-Gsample/s QPSK
CO-OFDM system (FFT size: 1024) under ideal CPE compensation with different
laser linewidth.
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Figure 4.9: The analytical and simulation BER curve of a 40-Gsample/s QPSK
CO-OFDM system (FFT size: 256) under ideal CPE compensation with different
laser linewidth.

To verify our analytical BER and SNR penalty expression, we built a CO-

OFDM simulation system with QPSK modulation format. The sample rate is

40 Gsample/s and the respective sample interval Ts is 0.025 ns. In all the simu-

lations, the given laser linewidth value is single laser linewidth for both Tx and

Rx laser and the combined laser linewidth would be double of the value given.

The FFT size is set to 1024 for all the figures except Fig. 4.9, which employs an

FFT size of 256.

In the first case, we investigate the analytical BER expression. In Fig. 4.8

and Fig. 4.9, we plot both analytical and simulation BER curves with different

laser linewidth. At smaller laser linewidth (100 kHz, 200 kHz for Fig. 4.8 and

500 kHz for Fig. 4.9), the required SNR at BER equal to 10−3 is almost the

same between simulation and theory using Gaussian approximation. An SNR

difference of 0.8-dB (or 0.7-dB) between simulation and theoretical curves is
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observed for 500-kHz (or 2-MHz) laser linewidth at 10−3 BER value in Fig. 4.8

(or Fig. 4.9). For both FFT size (1024 or 256), we can get accurate enough

theoretical BER estimate using Eq. 4.27 for low enough laser linewidth (100

kHz or 500 kHz).

From Eq. 4.25 and Eq. 4.26, we know that the ICI power depends on both

the FFT size (N ) and phase noise variance (σ2 = 2πvTs). A comparison be-

tween Fig. 4.8 and Fig. 4.9 further reveals that the BER performance depends on

the product of vNTs. Thus, we could expect similar BER performance for dif-

ferent values of laser linewidth (v), FFT size (N ) and sample rate (Rs = 1/Ts)

as long as we keep the product of the three constant.
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Figure 4.10: The CCDF of the ICI term amplitude.

Fig. 4.10 plots the complementary cumulative density function (CCDF) of

the ICI term amplitude (|Z|) obtained by simulation in the presence of phase

noise, where Z =
∑N−1

l=0,l 6=k Ik−lXl. The CCDF of the Gaussian variable ampli-

tude (|Y |) is also plotted, with the variance equal to the ICI power calculated
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Figure 4.11: The simulation BER curve with ideal CPE compensation or PA CPE
compensation with different number of pilot subcarriers

from Eq. 4.26. The actual ICI distribution has thinner head and broader tails

compared to Gaussian distribution. The larger the linear phase noise values,

the slower the CCDF curve approaches zero and the bigger difference exists be-

tween two CCDF curves. Moreover, the CCDF of |Y | approaches zero slightly

faster compared to the CCDF of |Z|. It is thus expected that the theoretical BER

using Gaussian approximation would be slightly lower than the real BER, es-

pecially at larger phase noise variance. The more the ICI distribution deviates

from the Gaussian distribution, the less accurate are the BER results obtained

from Gaussian approximation. The conclusion is consistent with the result that

the theoretical BER curves are an underestimate of the simulation ones and they

deviate more from simulation curves at higher laser linewidth.

Fig. 4.11 plots the BER curves of PA method with different pilot subcarri-

ers. With a large number of pilot subcarriers (e.g., 8, 16), the angular informa-

tion of I0 can be accurately estimated. Thus, the resulting BER curve is quite
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close to the ideal CPE compensation case.
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Figure 4.12: The analytical and simulation SNR penalty versus laser linewidth at
different BER levels starting from the zero phase noise case.

In the second case, we investigate the analytical SNR degradation expres-

sion. Fig. 4.12 compares the SNR penalty at various BER levels due to ICI

caused by LPN. For higher BER levels (10−2 and 10−3) and smaller laser linewidth,

the simulation result is perfectly consistent with the analysis given by Eq. 4.29.

For lower BER or larger laser linewidth, the analytical curves become an under-

estimate for simulation results. This is because the marginal degradation given

by Eq. 4.29 would be smaller than the exact SNR penalty as penalty becomes

too large.

This analytical result provides us a lower limit of the BER (or SNR penalty)

curve when only CPE is compensated for and ICI is ignored. Given the conven-

tional parameters of a QPSK CO-OFDM system (FFT size, sample rate), we can

easily estimate BER based on Eq. 4.27. With the help of Eq. 4.27, we can eas-

ily tell whether ICI compensation is necessary under certain BER requirement
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of the system. The analytical result in Eq. 4.29 shows the approximate SNR

penalty for achieving a certain BER value with a certain laser linewidth without

the need of simulation.

4.2 Time-domain Blind ICI Compensation

The linear phase noise will generate two effects: rotation of all subcarriers of

an OFDM symbol by a common angle defined as common phase error (CPE)

and an additive term called inter-carrier interference (ICI). Lots of research on

phase noise suppression assumes the ICI to be additive white Gaussian noise

and takes care of CPE only [1, 74, 76]. However, the correction of the CPE

does not always suffice, especially for larger laser linewidth and higher-order

modulation format. Methods have been proposed to estimate the higher spec-

tral components of phase noise thus reducing ICI in either wireless [80–82] or

optical [83–86] domain. Works including [81–83] compensate for CPE using

pilots and make hard decisions first. In [84], the authors proposed to replace

the pilots in [83] with pseudo-pilots to achieve higher spectral efficiency. ICI is

then estimated based on the initial decisions, which will suffer from falsely de-

tected symbols. Paper [85] discards pilots and estimates both CPE and ICI in a

decision-aided manner by running multiple iterations. Those decision-aided ICI

(DA-ICI) compensation methods will suffer from decision errors, resulting in

performance degradation. The matched filtering approach in [86] uses adaptive

equalization based on an FIR filter which cancels the phase noise. However,

it requires as many as 2N (N is the DFT size) iterations to converge and the

calculation also involves decision statistics. A blind ICI (BL-ICI) compensation
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scheme over constant amplitude modulation was proposed in [80] for wireless

communication. The author partitioned one received OFDM symbol into sub

blocks and used the approximate average phase noise over each sub block to

cancel ICI.

In this section, we propose a new algorithm derived from [80] for CO-

OFDM system over higher order non-constant amplitude modulation format,

e.g., 16-QAM. To calculate the actual signal power in BL-ICI algorithm, we

propose three schemes: (i) use the average power; (ii) use the approximate

power; (iii) use the average power for 1st iteration and approximate power

for 2nd iteration. We test our algorithm and compare it with the DA-ICI algo-

rithm [81,82] through simulation over different formats: 8-QAM, 16-QAM, 32-

QAM and 64-QAM. The 2-iterations-BL-ICI (2Iter-BL-ICI) mitigation method

is demonstrated to be most effective amongst the three methods, followed by

average-power-BL-ICI (Avg-BL-ICI) scheme. We have demonstrated that our

Avg-BL-ICI algorithm is performing better than the DA-ICI method at large

laser linewidth ( e.g., 200 or 300-kHz for 16-QAM, 50 or 100 kHz for 64-QAM)

in a simulated 56-Gb/s CO-OFDM system for both 16-QAM and 64-QAM af-

ter spans of fiber transmission. Moreover, Avg-BL-ICI shares the same order

of complexity compared with DA-ICI [81, 82], yet does not suffer from sym-

bol decision errors. As higher-order modulation formats like 16-QAM are quite

sensitive to linear phase noise and decision errors, we employ pilot-aided CPE

(PA-CPE) compensation instead of decision-aided methods after ICI mitigation.
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Figure 4.14: Blind ICI mitigation algorithm for non-constant amplitude modula-
tion format using average signal power or approximate signal power

4.2.1 Principle

Fig. 4.13 shows the simulation model of our CO-OFDM system. We denote

by Xk,i, the frequency-domain complex modulation symbol associated to the

k-th subcarrier and i-th OFDM symbol, with k = 0, · · · , N − 1. The discrete

time-domain samples are obtained by DFT transform:

xN∗i+n =
1√
N

N−1∑
k=0

Xk,ie
j2πkn/N (4.30)

The received signal yn is distorted by linear phase noise φn, channel chro-

matic dispersion (CD) as well as additive white Gaussian noise (AWGN) wn
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4.2 Time-domain Blind ICI Compensation

from optical amplifiers:

yn = ejφn
L−1∑
l=0

hlxn−l + wn (4.31)

where hl is the channel impulse response accounting for CD and symbol index i

is omitted for simplicity. We assume a finite impulse response of length L sam-

ples. Taking an N-point DFT on the received samples y = [y0, y1, · · · , yN−1]T ,

we get the frequency-domain signal:

Yk = Ψ0HkXk +
N−1∑

l=0,l 6=k

Ψk−lHlXl +Wk (4.32)

Ψm =
1

N

N−1∑
n=0

ejφne−j2πmn/N (4.33)

where Xk, Yk, Hk and Wk are the frequency domain transmitted symbol, re-

ceived symbol, channel transfer function and AWGN, respectively. Ψ0 is the

CPE and the 2nd additive term in Eq. 4.32 is the ICI. Similar to [80], one

received OFDM symbol is partitioned into NB subblocks with equal length

S = N/NB in the time-domain, and the time-average of the phase noise at

each subblock is defined as φ̄q(0 ≤ q ≤ NB − 1). In the high signal-to-noise

ratio (SNR) region, a relation between the squared magnitude of the channel

gain multiplied by the data symbol and the time averages φ̄q can be established

as follows:

|Hk|2|Xk|2 =
∣∣∣NB−1∑
q=0

exp(−jφ̄q) exp(−j 2πqSk

N
Ck,q)

∣∣∣2 (4.34)

where Ck,q is the N -point DFT of the received samples at the qth subblock with
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zero padding. The method in [80] assigns a constant Ex to |Xk|2. To extend

the blind estimation method to non-constant amplitude modulation format, e.g.,

16-QAM, we assign Ek with either the average signal power equal to Es or

approximate signal power equal to R2
i where i = argminj

∣∣|Yk|2 − R2
j

∣∣ . As

depicted in Fig. 4.14, each received symbol Yk can be approximately located on

one of the three rings from 16-QAM constellation, and its approximate power

equals the squared ring radius. Exploiting the relationship in Eq. 4.34, the blind

ICI mitigator then calculates the differences dq = φ̄q − φ̄0 [80]:

d̂ = [d̂1, · · · , d̂NB−1]T = (ATA)−1AT r (4.35)

rk = |Hk|2Ek −
NB−1∑
q=0

|Ck,q|2

− 2

NB−1∑
q1=0

NB−1∑
q2=q1+1

|Ck,q1||Ck,q2 | cos(θk,q1,q2) (4.36)

Am,n = 2

NB−1∑
q=n+2

|Cm,n+1||Cm,q| sin(θm,n+1,q)

− 2
n∑
q=0

|Cm,n+1||Cm,q| sin(θm,q,n+1) (4.37)

where Am,n is the (m,n)th entry of matrix A and θk,q1,q2 = ∠Ck,q1 − ∠Ck,q2 +

2π(q2 − q1)Sk/N . To further improve the performance, we could run two iter-

ations of the algorithm (Eq. 4.35) using average power for the 1st iteration and

approximate power for the 2nd iteration. After ICI compensation in the time

domain, the pilot-aided (PA) method [1] is applied to remove the CPE in the

frequency domain.
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4.2 Time-domain Blind ICI Compensation

4.2.2 Simulation Results
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Figure 4.15: A phase noise realization and its time-averages over the subblocks
before (phase noise: green solid, average: red solid) and after (phase noise: blue
solid, average: black dashed) ICI compensation when v = 100 kHz for different
knowledge of Es: (a) perfect, (b) average, (c) approximate and (d) two iterations

To investigate the performance of our blind ICI mitigation algorithm, we

built a 14 Gbaud 16-QAM CO-OFDM system using MATLAB. The original

56-Gb/s data is modulated onto 576 subcarriers with 16-QAM modulation and

transferred to the time domain with a FFT/IFFT size of 1024. The other 448

subcarriers are zero padded for oversampling purpose and the filling ratio is

56%. A cyclic prefix of 128 samples is added to each symbol, resulting in

an OFDM symbol size of 1152 samples. 5 pilot subcarriers are inserted for

CPE compensation. A frequency-domain decision-aided ICI (DA-ICI) miti-
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gation method [81, 82] is included for comparison. Compared to the method

employed in [81, 82], the optical methods in [83–85] are based on the same

frequency-domain model and follow quite similar procedure by calculating the

ICI components up to a degree L using hard decisions. The principle and perfor-

mance of [81–85] are almost the same. Thus, we only compare our time-domain

BL-ICI mitigation algorithm with one implementation of the frequency-domain

method for simplicity.
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Figure 4.16: BER performance with different laser linewidths (40, 100, 300 kHz)
and different knowledge of Ek for b2b transmission of 16-QAM-CO-OFDM

Fig. 4.15 shows the approximation on a realization of the phase noise for

different knowledge of Es: (a) perfect, (b) average, (c) approximate and (d) two

iterations. The perfect knowledge case treated the transmitted symbol as known

and is shown as an upper limit of performance. As depicted by the figure, both

average and approximate cases can greatly remove ICI while the two iterations

case is almost as good as the perfect case. This is further demonstrated in Fig.
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Figure 4.17: Constellation used in simulation for different M-QAM format.
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Figure 4.18: BER versus SNRb with different knowledge of Es at 100-kHz laser
linewidth for different modulation formats: M-QAM (M = 8, 16, 32, 64).
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4.16, where the bit error rate (BER) versus signal-to-noise ratio per bit (SNRb)

curves are plotted in a back-to-back transmission with different laser linewidths

v. For v=100/300 kHz, approximate result is worse than average result because

lager linear phase noise will introduce larger ICI, which makes the approximate

result less accurate. However, running two iterations will greatly improve the

performance as approximate results are much closer to the actual power wave-

form at 2nd iteration. To demonstrate the applicability of our method to other

modulation formats, we simulate the system for different M-QAM constella-

tions (Fig. 4.17) with the same bit rate. We plot the BER versus SNRb at

100-kHz laser linewidth using different knowledge of Es for different M-QAM

format in Fig. 4.18. It is observed that 2Iter-BL-ICI and Avg-BL-ICI achieve

the best and second best performance among the three methods for higher-order

modulation formats (16-QAM to 64-QAM). The performance degradation com-

pared to the perfect case becomes larger for higher-order modulation formats.

In Fig. 4.16 and Fig. 4.18, Avg-BL-ICI method achieves slightly worse yet still

satisfactory performance compared to 2Iter-BL-ICI. Satisfactory performance

has been achieved using average power while running only one iteration, thus

we will use this setup for the following simulation.

Fig. 4.19(a) and (b) compare the performance of our Avg-BL-ICI mitiga-

tion algorithm against the DA-ICI algorithm for 16-QAM and 64-QAM, respec-

tively. The transmission link was consisted of 5 or 2 spans of 80-km SSMF

(attenuation: 0.2 dB/km, dispersion: 17 ps/nm/km, nonlinear coefficient: 1.3

W−1km−1) and EDFA (noise figure=6 dB) without optical dispersion compen-

sation for 16-QAM or 64-QAM respectively. Linear phase noise is added at

both transmitter and receiver. The channel compensation is done in the fre-
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Figure 4.19: BER performance with different laser linewidths over 5 (or 2)
spans transmission using PA5 (5 pilot subcarriers) only, Avg-BL-ICI+PA5 or DA-
ICI+PA5 for: (a)16-QAM and (b) 64-QAM.
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quency domain similar to [1] after ICI mitigation. The parameters for both

algorithms (NB, u) are set such that DA-ICI and Avg-BL-ICI share the same

order of complexity and further increasing NB or u will not noticeably improve

the performance under current circumstances. At 100-kHz laser linewidth, DA-

ICI is performing slightly better than our time-domain Avg-BL-ICI algorithm

for 16-QAM case. However, at larger (200-kHz or 300-kHz) laser linewidth,

Avg-BL-ICI achieves better performance than DA-ICI for 16-QAM case. In the

case of 64-QAM, our Avg-BL-ICI is consistently performing better than DA-ICI

at 50-kHz or 100-kHz. From Fig. 4.19 we conclude that the time-domain Avg-

BL-ICI method is performing better compared with frequency-domain DA-ICI

at larger laser linewidth, especially for higher-order modulation format. This

is because in DA-ICI, the estimation of higher spectral components will suffer

from falsely detected symbols, especially for larger laser linewidth or higher-

order modulation format.

Table 4.1: Computational complexity comparison between Avg-BL-ICI and DA-
ICI

Avg-BL-ICI DA-ICI
N-point DFT NB + 1 1
Demodulation 1 2
Matrix Inversion (NB − 1) · (NB − 1) (2u+ 1) · (2u+ 1)

Table 4.1 lists the computational complexity comparison between Avg-BL-

ICI and DA-ICI. As matrix inversion is the most complex operation (O(L3)),

we conclude that Avg-BL-ICI and DA-ICI share the same order of complexity

with NB − 1 = 2u+ 1. Note that 2Iter-BL-ICI needs two times of operation for

N-point DFT and matrix inversion as compared to Avg-BL-ICI.
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4.3 Conclusion

In this chapter, we have proposed a novel decision-aided phase noise estimation

algorithm. Based on that, we further propose to combine decision-aided algo-

rithm with pilot-aided as well as decision-feedback methods. DA+PA is able

to reduce the overhead of PA while improve the phase noise tolerance of DA.

DA+DF is demonstrated to be performing the best among all the phase estima-

tion schemes with zero overhead in a simulated 40-Gb/s CO-OFDM system.

A time-domain blind ICI mitigation algorithm was first proposed for con-

stant amplitude modulation formats in wireless networks. Here, we propose new

power estimation methods for this algorithm to adapt to non-constant amplitude

modulation format in CO-OFDM system. The modified algorithm is demon-

strated to be effective in mitigating ICI for a simulated 56-Gb/s CO-OFDM

system over various non-constant amplitude modulation formats: 8-QAM, 16-

QAM, 32-QAM and 64-QAM. Furthermore, it shows superior performance with

the same complexity compared to the decision-aided ICI compensation algo-

rithm at larger laser linewidths, especially for higher-order modulation format.
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Chapter 5

Decision-aided IQ mismatch

Compensation

OFDM is sensitive to non-idealities in the transmitter and receiver front-ends.

IQ imbalance is one of the key front-end effects caused by the mismatch in

amplitude and phase between I and Q branches. IQ imbalance will cause inter-

carrier interference and thus degrade the performance of CO-OFDM system.

Fig. 5.1 shows a generic block diagram with both transmitter and receiver IQ

mismatch of a CO-OFDM transceiver. The IQ phase and amplitude imbalance

can be modeled by parameters θt, ηt for Tx and θr, ηr for Rx, respectively.

Without loss of generality, we can assume 0 ≤ θt/r < π/2 and 0 < ηt/r ≤ 1 due

to the symmetry of I and Q. In the ideal case, θt/r is equal to 0◦ and ηt/r is equal

to 1.

In the case of Tx IQ mismatch, the optically up-converted signal by non-
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Figure 5.1: Block diagram of CO-OFDM transceiver with Tx and Rx IQ mis-
match. S/P: serial to parallel, P/S: parallel to serial, Mod: modulation, Demod:
demodulation, DAC: digital to analog converter, ADC: analog to digital converter,
MZM: Mach-Zehnder modulator.

ideal optical IQ modulator can be modeled as [91]:

x̂Tx,iq(t) =
[
G1x(t) +G∗2x

∗(t)
]
ej(ωst+φs(t))

+
[
G∗1x

∗(t) +G2x(t)
]
e−j(ωst+φs(t)) (5.1)

G1 = (1 + ηte
jθt)/2, G2 = (1− ηte−jθt)/2 (5.2)

where x(t), φs(t) and ωs represent electrical OFDM signal, linear phase noise

and laser frequency of Tx and (·)∗ denotes the conjugation operation. After

mixing the incoming signal with the 90◦ optical hybrid, the down-converted

signal at the Rx can be expressed as [3]:

ŷTx,iq(t) =
[
G1x(t) +G∗2x

∗(t)
]
ej(ωot+φ(t)) (5.3)
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where ωo is the frequency offset between Tx and local oscillator laser (ωo =

ωs−ωl) while φ(t) is the combined linear phase noise of Tx and LO laser (φ(t) =

φs(t) − φl(t)). φ(t) can be modeled as a Wiener process with variance 2πv∆t,

with v being the combined laser linewidth and ∆t being the time difference

between two phase realizations.

In the case of Rx IQ mismatch,the signal after the ideal IQ modulator (i.e.,

G1 = 1, G2 = 0) can be written as:

x̂(t) = x(t)ej(ωst+φs(t)) + x∗(t)e−j(ωst+φs(t)) (5.4)

After down-conversion with the non-ideal 90◦ optical hybrid, the received

signal can be expressed as [3]:

ŷRx,iq(t) = K1x(t)ej(ωot+φ(t)) +K∗2x
∗(t)e−j(ωot+φ(t)) (5.5)

K1 = (1 + ηre
jθr)/2, K2 = (1− ηre−jθr)/2 (5.6)

As indicated by Eq. 5.3, frequency offset induces circularly rotating phase

shift (ejωot) to each sample, which has to be removed before Tx IQ mismatch

compensation. However, if the frequency offset is removed prior to Rx IQ mis-

match compensation, the signal will be corrupted by a term K∗2x
∗(t)e−j(2ωot)

as in Eq 5.5. Thus, the correct order of compensation is: (1)Rx IQ mismatch

compensation, (2)frequency offset compensation, and (3)joint Tx IQ mismatch

and channel distortion compensation.

As IQ imbalance destroys the orthogonality between the two received branches,

Gram-Schmidt orthogonalization procedure (GSOP) was first proposed to com-
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pensate for the IQ imbalance in CO-OFDM system [2, 3]. GSOP is a time-

domain method which transforms a set of nonorthogonal samples into a set of

orthogonal samples. GSOP operating before FFT could effectively remove the

Rx IQ mismatch at the Rx side. In [3], GSOP is applied again after FFT to

remove Tx IQ mismatch. However, it was not effective in compensating for

Tx IQ imbalance in the presence of channel distortion. This is because the

correlation between I and Q of the received signal is not only induced by Tx

IQ imbalance, but also caused by channel distortion (CD/PMD). Thus a joint

compensation of channel distortion and Tx IQ mismatch is necessary for this

case. Recently, a pilot-assisted (PA) compensation method was proposed with

a specially-structured pilot [36], which effectively compensates for Tx IQ mis-

match in the presence of channel distortion.

Since Rx IQ mismatch can be first removed by GSOP before FFT, we only

focus on the compensation of Tx IQ mismatch method in this chapter. The

reminder of the chapter is organized as follows. In section 5.1, we propose a

decision-aided joint compensation (DAJC) scheme for both Tx IQ mismatch

and channel distortion, which shows superior performance compared to other

methods. In section 5.2, we test our DAJC method in the presence of linear

phase noise. We propose to employ another stage for phase noise compensation

after DAJC. The scheme is demonstrated to be effective through simulation. In

5.3, we compare pre-distortion and post-equalization schemes for compensating

IQ mismatch in coherent Optical OFDM system. It is shown that pre-distortion

scheme has much larger tolerance to both phase and amplitude mismatch com-

pared to post-equalization.
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5.1 Decision-aided Joint Compensation of Chan-

nel Distortion and Tx IQ Mismatch

In this section, we propose a decision-aided joint compensation method for both

channel distortion and Tx IQ imbalance. The channel transfer function and IQ

imbalance factor are estimated jointly based on two pilot symbols, and updated

after each decision-making stage. Our method is superior to the previous meth-

ods in several aspects. Firstly, DAJC makes use of standard pilot symbols, which

simplifies the design compared to the special pilot structure proposed in [36].

Secondly, the adaptive characteristic of DAJC makes it more robust to time-

variant channel and imbalance parameters, and also reduces the requirement on

overhead. Last but not least, DAJC performs better than both GSOP and PA,

with tolerable and adjustable increase in complexity. As shown in the simula-

tion later, we can adjust the complexity of DAJC by applying the decision-aided

stage every D symbols.

5.1.1 Principle

In the presence of Tx IQ mismatch, the distorted signal in the time domain

would be:

x̂(t) = G1x(t) +G∗2x
∗(t) (5.7)

G1 = (1 + ηte
jθt)/2, G2 = (1− ηte−jθt)/2 (5.8)

where x(t) represents the electrical OFDM signal and (·)∗ denotes the conju-

gation operation. Under Tx IQ mismatch and channel distortion, the received
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frequency domain signal can be modeled as follows [36]:

Yk,i = Hk(Xk,i +GX̄∗k,i) +Wk,i (5.9)

G =
G∗2
G1

=
1− ηejθ

1 + ηejθ
(5.10)

X̄∗k,i = X∗k′,i, k
′ = mod((N − k), N) (5.11)

where the transmitted signal Xk,i is distorted by channel distortion Hk and op-

tical noise from optical amplifiers Wk,i. Subscripts i and k stand for the ith

symbol and kth subcarrier, mod(x, y) gives the remainder of division of x by y

and N is the total number of subcarriers. Each subcarrier experiences interfer-

ence from its mirror-image position subcarrier proportional to G. This model

incorporates both the channel distortion and the Tx IQ imbalance effects. There

are N + 1 unknowns in Eq. 5.9, so at least 2 pilot symbols are required for

calculation of all parameters. Two pilot symbols (Xk,1,Yk,1) and (Xk,2,Yk,2) are

inserted at the beginning of the OFDM frame to provide the initial estimation.

Ignoring the noise term Wk,i, we can calculate G and H as follows:

G =
1

N

N−1∑
k=0

Yk,2Xk,1 − Yk,1Xk,2

Yk,1X̄∗k,2 − Yk,2X̄∗k,1
(5.12)

Hk =
Yk,1/2

Xk,1/2 +GX̄∗k,1/2
(5.13)

To deal with frequency-dependent mismatch, we can modify Eq. 5.12 by

adding frequency subscript k to G and removing or restricting the averaging

window for G. To further improve the estimation accuracy as well as track the

time-variant changes in the parameters, we employ a decision-aided method.

Using the decision statistics (Dk,i and Dk,i−1) obtained from the two previous
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symbols, we can predict a new estimate for G and Hk:

Ĝ =
1

N

N−1∑
k=0

Yk,2Dk,1 − Yk,1Dk,2

Yk,1D̄∗k,2 − Yk,2D̄∗k,1
(5.14)

Ĥk =
Yk,1/2

Dk,1/2 +GD̄∗k,1/2
(5.15)

The IQ mismatch and channel distortion parameters used to compensate for

the next received symbol Yk,i+1 becomes a weighted sum of the previous param-

eters and the current estimation:

Gnew = γgĜ+ (1− γg)Gold (5.16)

Hnew
k = γhĤk + (1− γh)Hold

k (5.17)

Zero-forcing (ZF) [36] compensation is then imposed to compensate for IQ

mismatch and channel distortion:

X̃k = fZF(k)Yk + gZF(k)Ȳ ∗k (5.18)

fZF(k) =
1

Hk(1− |G|2)
(5.19)

gZF(k) =
−G

H̄∗k(1− |G|2)
(5.20)

5.1.2 Simulation Results

To investigate the performance of our DAJC method, we built a CO-OFDM sys-

tem at 20 Gb/s. The OFDM data was generated and processed by MATLAB,

and the IQ modulation and demodulation as well as the channel transmission

were done by VPI TransmissionMaker. The OFDM signal was modulated using
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Figure 5.2: Received constellation after 800-km transmission with 50◦ phase and
2-dB amplitude imbalance for: (a) w/o compensation; (b) GSOP; (c) PA; (d) DAJC.

4QAM and consisted of 128 data carriers. The DFT/IDFT window size is 256

with a cyclic prefix of 32 samples. Every OFDM frame contains 2 pilot sym-

bols, followed by 100 data symbols. To exclude the effect of phase noise, we set

the linewidths of Tx laser and the local oscillator to zero. The performance was

evaluated in transmission over 10 spans of 80-km standard single-mode fiber

(SSMF) and erbium-doped fiber amplifier (EDFA, noise figure=6 dB) without

optical dispersion compensation. GSOP [2] and PA [36] were implemented

for performance comparison. For equality, the number of training symbols per

frame was set to 2 in all cases. Amplitude imbalance was measured in terms of

dB, where η = 0.5 corresponds to 3 dB. Fig. 5.2 shows the received constella-
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Figure 5.3: OSNR penalty versus IQ phase imbalance after 800-km transmission
with three different methods: GSOP, PA and DAJC.

tion maps with 50◦ phase and 2-dB amplitude mismatch for four cases: without

any compensation, with GSOP, with PA and with DAJC methods. In the pres-

ence of channel distortion and Tx IQ imbalance, GSOP almost fails and DAJC

achieves the best performance among all.

Fig. 5.3 shows the optical signal-to-noise ratio (OSNR) penalty for a target

BER of 10−3 versus Tx IQ phase imbalance over 800-km transmission in the

case of equalization with GSOP, PA and DAJC. Fig. 5.4 compares the OSNR

penalty versus Tx IQ amplitude imbalance under the same case for the three

methods. The OSNR penalty was calculated against the best performance case

using GSOP method with no IQ mismatch. As can be seen from Fig. 5.3 and

Fig. 5.4, our DAJC method has about 0.5-dB improvement over the PA method

in the presence of either phase or amplitude imbalance. This is because our

DAJC adaptively updates the channel transfer function and IQ imbalance factor,
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Figure 5.4: OSNR penalty versus IQ amplitude imbalance after 800-km transmis-
sion with three different methods: GSOP, PA and DAJC.

which provides a more accurate estimation.

To further investigate the performance of the proposed DAJC method, we

reduce the overhead from 2% to 0.25% by increasing the data per frame from

100 symbols to 800 symbols. Fig. 5.5 shows the BER curve for PA method and

DAJC method when the number of OFDM data symbols per frame is 100 and

800, respectively. The phase imbalance is 50◦ while the amplitude imbalance

is 2 dB. Our DAJC method has considerably better BER performance than the

PA method. Besides, PA method achieves almost the same performance for 100

and 800 symbols per frame while our DAJC method has even lower BER with

longer frame size. The BER performance depends on the estimation accuracy

of the IQ mismatch and channel distortion parameters if the parameters stay un-

changed within the OFDM frame, which is the case in our simulation. For PA

method, the estimation is only conducted once at the beginning, whose accuracy

is independent of frame size. For decision-aided method, it becomes more sta-
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Figure 5.5: OSNR sensitivities for different frame sizes (100 or 800) after 800km
transmission with 50◦ phase and 2-dB amplitude imbalance.
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Figure 5.6: OSNR sensitivities for different values of D after 800-km transmission
with 50◦ phase and 2-dB amplitude imbalance.
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Figure 5.7: OSNR sensitivities for different number of PSC after 800-km trans-
mission with 50◦ phase and 2-dB amplitude imbalance.

ble and thus more accurate after a longer data sequence.Thus, we can expect a

lower pilot symbol overhead for DAJC by increasing the frame size, especially

at higher OSNR values.

With the decision-aided stage incorporated into DAJC, the computational

complexity is increased with respect to the PA method. However, we can apply

the DA stage only once every D symbols. D is a parameter to weigh the trade-

off between complexity and performance. Fig. 5.6 illustrates the influence of D

on the performance of DAJC with 800 symbols per frame over 800-km trans-

mission with 50◦ phase and 2-dB amplitude mismatch. When D is increased

from 1 to 20, the OSNR penalty at a BER of 10−3 is increased by 1 dB, while

the computational complexity is reduced significantly by about 95%. The case

of D = 800 totally removes the decision-aided stage from our method, and its

performance becomes similar to that of the PA method.
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Different from the PA method, our method utilizes all the subcarriers as

pilots in the preamble in previous simulations. As a matter of fact, we can

reduce the number of PSCs and estimate the channel matrix by interpolation.

In Fig. 5.7, we compare the BER curves with different number of PSCs under

the same case as in Fig. 5.6. The location of PSCs is randomly set, and the

optimal value is chosen out of 10 settings for the 8-dB OSNR case. When the

percentage of PSCs out of total subcarriers is larger than a certain threshold, say,

25%, the performance is not affected much by reducing the number of PSCs.

The overhead can thus be further reduced (e.g., by 75%) without affecting the

performance. It is expected that our DAJC method will perform even better

in the real situations where the channel transfer function and the IQ mismatch

factors are likely to change with time.

For the PA method [36], the required number of estimation per OFDM frame

is once only. As discussed, if our proposed DA method is employed every D

symbols and the OFDM frame size is L, the required number of estimation per

OFDM frame is L/D. Our DA method is more computationally complex than

the PA method. The parameter D could be carefully chosen to achieve tradeoff

between performance and complexity.

5.1.3 Conclusion

This section describes a decision-aided joint compensation method for channel

distortion and Tx IQ imbalance. We inserted 2 pilot symbols into each OFDM

frame to jointly estimate the channel transfer function and IQ imbalance fac-

tor, and updated the estimation after every decision making stage. Simulations
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Figure 5.8: Block diagram for decision-aided phase estimation.

showed that our proposed DAJC method can achieve better performance with

simpler pilot structure and lower overhead than existing methods.

5.2 DAJC and LPN

In this section, we investigate our DAJC method in the presence of linear phase

noise. To combat linear phase noise, we propose a second step in addition to

our DAJC method. After the Tx IQ mismatch and channel distortion have been

removed using the DAJC method described in section 5.1, we compensate for

the linear phase noise in a decision-aided manner, as described in Fig. 5.8. X̃k,i,

X ′k,i andX ′′k,i are the received signals after ZF, ZF & scheme1, and ZF & scheme

2, while D′k,i and D′′k,i (±1± j) are the demodulated signals from X ′k,i and X ′′k,i.
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In scheme 1, we first compensate for linear phase noise by removing the CPE

estimated from the previous symbol, i.e., φi−1. The compensated signal (X ′k,i)

is then demodulated (D′k,i) and its common phase error (φi) is estimated using

the received signal (X̃k,i) as well as the decision (D′k,i). The common phase

error of the current symbol (φi) is then passed to the next OFDM symbol for its

compensation. In Scheme 2, after 1st step of compensation and demodulation,

the residual phase error (φres) is calculated from the compensated signal (X ′k,i)

and the demodulated signal (D′k,i). We then apply 2nd step compensation by

removing the residual phase error from X ′k,i. The newly compensated signal

(X ′′k,i) is demodulated (D′′k,i). In scheme 2, the CPE of the current symbol (φi)

is calculated from the received signal (X̃k,i) and final decisions (D′′k,i). The

CPE of the current symbol (φi) is also passed to the next OFDM symbol for its

compensation.

In a word, scheme 1 directly derotates the current symbol by the CPE esti-

mation φi−1 obtained from the previous symbol. Scheme 2 employs one more

iteration to compensate for the residual phase error, which is the mean phase dif-

ference between D′k,i and X ′k,i. This iteration greatly improves the performance,

especially for larger laser linewidth. Finally, a new CPE estimation φi for next

symbol is calculated as the mean phase difference between D′k,i (or D′′k,i) and

X̃k,i for scheme 1 or 2, respectively.

To investigate the performance of the decision-aided joint compensation

technique, we built a CO-OFDM system at 20 Gb/s using VPI Transmission-

Maker. The OFDM signal was modulated using 4QAM and contained 256 sub-

carriers with a cyclic prefix length of 32 samples. 128 out of a total of 256

subcarriers carried data, and the other half were zero-padded for oversampling
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Figure 5.9: BER performance for DA(or PA) + scheme 1 (or 2) with L = 100 (or
800) for case (θ = 10◦, η = 1 dB, 60 kHz, 200 km) and ideal case (θ = 0◦, η = 0
dB, 0 kHz, 200 km).

purpose. 2 pilot symbols are added at the beginning of the OFDM frame. The

training symbol is inserted only once to start the decision-aided process. In

all simulations, the signals are transmitted over 2 spans of 100-km SMF and

optical amplifier with 6-dB noise figure, without inline dispersion compensa-

tion. At the receiver side, digital coherent detection with polarization diversity

is employed. PA [36] was implemented for performance comparison. Only

frequency-independent mismatch is considered. Amplitude mismatch is mea-

sured in dB, where η = 0.5 corresponds to 3 dB.

Fig. 5.9 compares the four compensation schemes: DA & scheme1, DA &

scheme 2, PA & scheme 1 and PA & scheme 2 in the setting of 10◦ phase and

1-dB amplitude mismatch. In the simulation, Tx and Rx lasers have a linewidth

both equal to 60 kHz. The ideal case with zero linewidth and no IQ mismatch

is plotted. For simplicity, we keep γg = γh = γ and the optimal γ is found
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Figure 5.10: OSNR penalty versus IQ phase mismatch after 200-km transmission
with Tx and Rx laser linewidths = 0 kHz, 60 kHz, 100 kHz and 120 kHz.

to be 0.9, which is used in simulations for Fig. 5.9, 5.10, 5.11. DA & scheme

2 performs best out of the four schemes, with only 0.5-dB or 0.8-dB OSNR

penalty at the BER value of 10−3 or 10−4. In later simulations, we only focus on

DA & scheme 2. An OFDM frame in VPI contains a certain number of training

symbols and data symbols. L is the number of data symbols after the preamble.

As shown in the figure, an increase in L (from 100 to 800) even improves the

performance. This is because the longer sequence averages out the noise, which

helps improve the performance. So the preamble only needs to be inserted once

in this decision-aided scheme.

Fig. 5.10 and Fig. 5.11 show the OSNR penalty for BER of 10−3 versus

transmitter IQ phase and amplitude mismatch, respectively. The received OSNR

is 7 dB for no IQ mismatch case. From the figure, it is observed that under 2-dB

OSNR penalty, the tolerable phase mismatches are 36◦, 26◦, 24◦ and 22◦, while
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Figure 5.11: OSNR penalty versus IQ amplitude mismatch after 200-km transmis-
sion with Tx and Rx laser linewidths = 0 kHz, 60 kHz, 80 kHz and 100 kHz.
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Figure 5.12: OSNR penalty for non-optimal γ for different parameters (laser
linewidth, IQ phase mismatch, amplitude mismatch, frame size).
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the tolerable amplitude mismatches are 5.6 dB, 3.9 dB, 3.7 dB and 3.4 dB, for 0-

kHz, 120-kHz, 160-kHz and 200-kHz combined laser linewidths, respectively.

It shows that our method is effective in mitigating both IQ mismatch and phase

noise at the same time.

The optimal γ for different parameters (OSNR, θ, η and L) is slightly differ-

ent, but a value of 0.9 was found to be performing well in all cases, as illustrated

in Fig. 5.12 with a few different settings. The OSNR penalty between the opti-

mal gamma and 0.9 was less than 0.2 dB. In real experiment, γ may be tuned

according to the changing speed of channel and IQ mismatch parameters.

5.3 Pre-distortion versus Post-equalization

All of the previous schemes are based on post-equalization (PE) only. Pre-

distortion (PD) schemes have also been widely used in OFDM systems to com-

pensate for channel distortion and nonlinearity. In this section, we propose a

new pre-distortion scheme for compensating IQ mismatch in the presence of

channel distortion. PD and PE schemes are compared in a simulated system at

56 Gb/s per polarization. PE requires lower OSNR than PD under small values

of IQ phase and amplitude mismatch. For larger values of IQ mismatch, PD is

performing better than PE and has much larger tolerance.

As shown by Eq. 5.9, each subcarrier experiences interference proportional

to G from its mirror-image position subcarrier under IQ mismatch. And an even

number 2L of training symbols is transmitted to provide an estimation of G and
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Hk as follows:


Yk,2i−1 = Hk(Xk,2i−1 +GX̄∗k,2i−1)

Yk,2i = Hk(Xk,2i +GX̄∗k,2i)

(5.21)


G = 1

LN

∑L
i=1

∑N−1
k=0

Yk,2iXk,2i−1−Yk,2i−1Xk,2i
Yk,2i−1X̄

∗
k,2i−Yk,2iX̄

∗
k,2i−1

Hk = 1
2L

∑2L
i=1

Yk,i
Xk,i+GX̄

∗
k,i

(5.22)

After the estimation is obtained, zero-forcing is imposed either at Tx side or

Rx side for PD or PE as in Eq. 5.18.
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Figure 5.13: Required OSNR versus IQ phase mismatch after 400-km transmis-
sion for PE and PD.

To investigate the performance of the PD and PE compensation schemes,

we built a CO-OFDM system using VPI Transmission Maker and MATLAB.

The system setup is identical to the 112-Gb/s standard system [92], but only one

polarization is considered here. To exclude the effect of linear phase noise, we
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Figure 5.14: Required OSNR versus IQ amplitude mismatch after 400-km trans-
mission for PE and PD.
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Figure 5.15: Required OSNR versus transmission distance with θ = 15◦ and
η = 1.5 for PE and PD
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set the linewidths of Tx laser and the local oscillator to zero. The performance

was evaluated in transmission over 5 spans of 80-km SSMF and EDFA (noise

figure = 6 dB) without optical dispersion compensation. Two training symbols

are used for estimation, followed by a frame of 50 data symbols. A total number

of 15 frames are used to obtain the curve.

Fig. 5.13 shows the required OSNR for a target BER of 10−3 versus Tx IQ

phase mismatch over 400-km transmission for PE and PD. Fig. 5.13 compares

the required OSNR versus Tx IQ amplitude mismatch under the same case.

For an IQ phase mismatch value smaller than 20◦, PE requires lower OSNR

value compared to PD. Under 1-dB or 2-dB OSNR penalty, the tolerable phase

mismatch is 32◦ or 43◦ for PD and 21◦ or 28◦ for PE. For an IQ amplitude

mismatch value smaller than 1.4, PE is performing better than PD. Under 1-dB

or 2-dB OSNR penalty, the tolerable amplitude mismatch is 1.9 or 2.4 for PD

and 1.4 or 1.65 for PE. For both phase and amplitude mismatch, PE outperforms

PD when the mismatch value is small (θ < 20◦ or η < 1.4), and PD performs

better when the mismatch value exceeds the threshold. PD has larger phase or

amplitude mismatch tolerance than PE.

Fig. 5.15 shows the required OSNR value for different spans of transmission

(1 to 9) when η is equal to 1.5 and θ is equal to 15◦. PD requires about 0.5-

dB less OSNR when the transmission distance is smaller than 500 km. And

the OSNR penalty differences are as big as 1 dB and 1.6 dB respectively for

transmission distance of 560 km (or 640 km) and 720 km.
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5.4 Conclusion

In this chapter, we investigated the system model with carrier frequency offset,

linear phase noise, Tx and Rx IQ mismatch and channel distortion. Based on

the model, the correct order of compensation should be: (1) Rx IQ mismatch

compensation (GSOP), (2) frequency offset compensation, (3) Tx IQ mismatch

and channel distortion compensation. We have proposed a decision-aided joint

compensation method for Tx IQ mismatch and channel distortion. In addition

to DAJC, we further propose a second phase compensation stage to deal with

the linear phase noise. Simulation results show that our proposed algorithm can

effectively mitigate Tx IQ mismatch, channel distortion and linear phase noise

at the same time. Lastly, we propose a pre-distortion scheme for compensating

Tx IQ mismatch in the presence of channel distortion for CO-OFDM system,

which is compared with post-equalization through simulation. PE is performing

better than PD for smaller phase or amplitude mismatch values while PD has

larger tolerance towards the mismatch.
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Chapter 6

Log-likelihood Ratio for LDPC

Coded OFDM System with Linear

Phase Noise

Graph-based low-density parity-check (LDPC) codes have become standard in

many communication applications, including digital video broadcasting (DVB-

S2) [26, 27], 10 Gigabit Ethernet (10GBASE-T) [28], broadband wireless

access (WiMax) [29], wireless local area network (WiFi) [30], deep-space

communications [31], and magnetic storage in hard disk drives [32]. LDPC

codes, invented by Gallager [52] in 1960s, have been proved to achieve close to

Shannon limit performance [49]. LDPC codes are linear block codes for which

the parity check matrix has low density of ones. LDPC coded orthogonal fre-

quency division multiplexing (OFDM) is a suitable coded modulation technique

for long-haul optical communication [33]. Compared to single carrier, OFDM

is more robust to chromatic dispersion and polarization mode dispersion. Re-
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cently, there have been quite a few experimental demonstrations using LDPC

coded coherent optical OFDM (CO-OFDM) for high speed long-haul transmis-

sion [34, 35]. However, CO-OFDM is prone to linear phase noise. In this chap-

ter, we will study the performance of LDPC coded OFDM system in the pres-

ence of linear phase noise. The performance of decoding algorithms depends

on the calculation of the decoding metric, i.e., the log-likelihood ratio (LLR).

Previously, all the conventional LLR metrics (Gaussian metric for differential

BPSK or conventional metrics for MPSK, M-QAM) are only calculated from

the received signal, without the consideration of linear phase noise statistics.

Here, we propose to analytically derive new log-likelihood ratios for both dif-

ferential M-ary phase shift keying (DMPSK) system (6.1) and pilot-aided M-ary

phase shift keying (PA-MPSK) system (6.2) with linear phase noise. Lastly, we

derive the LLR for non-constant amplitude modulation format, M-QAM OFDM

with linear phase noise in section 6.3. All the LLR metrics have been verified

through simulation. The plotted BER curves in the chapter are all corrected

BER values after LDPC decoding.

6.1 LLR for LDPC Coded DMPSK-OFDM

Differential encoding has been used in single carrier systems to offer a simple

solution to linear phase noise by using the leading signal as a phase reference.

The detection of a transmitted symbol is based on two consecutive received sig-

nals. In CO-OFDM systems, the carrier phase does not vary much across differ-

ent subcarriers. Ignoring the intercarrier interference, the unknown phase noise

within the same OFDM symbol are assumed to be constant over different sub-

130



6.1 LLR for LDPC Coded DMPSK-OFDM

carriers, defined as the common phase error (CPE). Thus, differential encoding

might be helpful in combatting CPE if it is applied across the frequency domain

of each OFDM symbol. In 6.1.1, we study the performance of LDPC coded

differential BPSK (DBPSK) OFDM system transmitting over AWGN channel

with unknown linear phase noise. We extend this work to differential MPSK

(DMPSK) OFDM system in 6.1.2.

6.1.1 Differential Binary PSK

In this section, we investigate the performance of an LDPC coded DBPSK-

OFDM system in AWGN channel with unknown carrier phase. Firstly, the sys-

tem model is introduced. Secondly, we derive the LLR and approximate-LLR

(A-LLR) metrics based on the joint pdf of the two consecutive received signals,

conditioned on each possible value of the code bit concerned, similar to [93]

for the single carrier case. We model the CPE as a random variable uniformly

distributed over the interval [−π, π). Finally, simulation results are presented.

The performance of the LLR and A-LLR metrics derived in this section are

compared with the Gaussian metric (GM) in [94].

The system model of LDPC coded DBPSK-OFDM is shown in Fig. 6.1. A

binary message sequence m = [m1,m2, · · · ,mK ] is first encoded by an LDPC

encoder to a code word c = [c1, c2, · · · , cN ], with a code rate equal toK/N . The

code word is modulated with DBPSK format to become s = [s1, s2, · · · , sN ],

where sk =
√
Es exp(jαk), with Es as the energy of the signal and αk ∈ {0, π}.

The information of the code bit is carried in the phase difference of two consec-

utive signals sk and sk−1: αk = αk−1 + ∆αk, where ∆αk is equal to 0 if ck = 0
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Figure 6.1: LDPC coded BDPSK-OFDM system model (Nf : number of frames,
w: AWGN noise, φ: unknown carrier phase).

and π otherwise. Differential encoding is realized across subcarriers within one

OFDM symbol. s is then zero-padded to a length of NFFT , which constitutes

the subcarriers of one OFDM symbol. After taking IFFT and P/S, we transmit

the signal over an AWGN channel with unknown carrier phase. The received

signal after FFT is modeled as:

rik = sike
jφi + wik, i = 1, · · · , Nf , k = 1, · · · , NFFT (6.1)

where rik, sik, wik and φi are the frequency domain received signal, transmitted

signal, AWGN, and unknown carrier phase at time instant i, respectively. i and

k stand for the time and frequency subscripts. In the model, it is assumed that

intercarrier interference is ignored and only common phase error is considered.

Although Eq. 6.1 is derived in AWGN channel, it is also applicable to optical

channel assuming the channel distortion is removed first.

At the receiver, the LLR metric is calculated based on the received signal
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and passed to the iterative LDPC decoder, where the estimated message m is

obtained. Because individual LDPC encoder/decoder is used for different sub-

script i, we can drop this subscript when deriving the LLR metrics for decoder.

The information of code bit ck is contained in the two received signals rk and

rk−1 with consecutive frequency domain subscripts. According to [93], the LLR

metric L(k) is defined as:

L(k) = ln
p(ck = 0|rk, rk−1)

p(ck = 1|rk, rk−1)
(6.2)

The event of {ck = l} is equivalent to the event of {∆αk = lπ}, for l = 0, 1.

Because the priori probabilities of ck are equal, we can rewrite Eq. 6.2 as:

L(k) = ln
p(rk, rk−1|∆αk = 0)

p(rk, rk−1|∆αk = π)
(6.3)

Following a similar procedure as in [93], we first evaluate the joint pdf

(p(rk, rk−1|∆αk)) conditioned on φ. For a memoryless channel, the likelihood

function can be expressed as:

p(rk, rk−1|∆αk = lπ, φ)

=
1

2
p(rk|αk = 0, φ) · p(rk−1|αk−1 = lπ, φ)

+
1

2
p(rk|αk = π, φ) · p(rk−1|αk−1 = (1− l)π, φ) (6.4)

where:

p(rk|αk = lπ, φ) =
1

πN0

exp
[
− |rk − (−1)lE

1
2
s ejφ|2

N0

]
(6.5)
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Substituting Eq. 6.5 in Eq. 6.4, we have [93]:

p(rk, rk−1|∆αk = lπ, φ)

=
1

2
C
{

exp
[2E

1
2
s

N0

|rk + (−1)lrk−1| · cos(∠(rk + (−1)lrk−1)− φ)
]

+ exp
[
− 2E

1
2
s

N0

|rk + (−1)lrk−1| · cos(∠(rk + (−1)lrk−1)− φ)
]}

(6.6)

where

C =
exp[− 1

N0
(|rk|2 + |rk−1|2 + 2Es)]

(πN0)2
(6.7)

The above equation could be simplified as:

p(rk, rk−1|∆αk = lπ, φ)

= C cosh
[2E

1
2
2

N0

|rk + (−1)lrk−1| · cos(∠(rk + (−1)lrk−1)− φ)
]

(6.8)

We assume that φ is a random variable uniformly distributed in the interval

[−π, π). To remove the dependence on φ, we integrate the conditional pdf over

all possible values of φ.

p(rk, rk−1|∆αk = lπ) =

∫
φ

p(rk, rk−1|∆αk = lπ, φ)p(φ)dφ (6.9)

After substituting Eq. 6.8 into Eq. 6.9, we obtain:

p(rk, rk−1|∆αk = lπ) = CI0

[2E
1
2
s

N0

|rk + (−1)lrk−1|
]

(6.10)

where I0[|x|] = 1
2π

∫ π
−π exp[|x| cosφ]dφ is the zeroth-order modified Bessel
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function. Our resulting LLR is calculated as:

L(k) = ln
I0

[
2E

1
2
s

N0
|rk + rk−1|

]
I0

[
2E

1
2
s

N0
|rk − rk−1|

] (6.11)

For high SNR such that Es
N0

>> 1, the metric can be approximated as

approximate-LLR (A-LLR):

L(k) ≈ 2E
1
2
s

N0

[|rk + rk−1| − |rk − rk−1|] (6.12)

The calculation of A-LLR is much computationally simpler than the calcu-

lation of LLR, with the modified Bessel function, which requires integration,

and the ln() operation being removed. For comparison with our LLR, GM [94]

is employed here:

L(k) =
2Es Re[rkr

∗
k−1]

σ2
(6.13)

where σ2 = EsN0 + (N0/2)2. From Eq. 6.12 and Eq. 6.13, we can con-

clude that the A-LLR metric and the GM involve only a few complex multi-

plication/addition and they have the same order of computational complexity.

In the simulation, half-rated, regular (204,102) binary LDPC codes [95] is

used with IDFT/DFT size of 256. The noise variance is assumed to be known

at the receiver side. In the first case, φ is assumed to be constant over different

subcarriers in one symbol. Fig. 6.2 shows the BER performance of GM and our

LLR metrics against SNR per information bit, Eb/N0, where Eb is the energy

per information bit. The performance gain of our LLR over GM is about 0.12

135



LOG-LIKELIHOOD RATIO FOR LDPC CODED OFDM SYSTEM
WITH LINEAR PHASE NOISE

5 5.5 6 6.5 7 7.5
−5.5

−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

E
b
/N

0
 (dB)

lo
g 

(B
E

R
)

 

 

GM
our LLR

Figure 6.2: BER performance of (204,102) LDPC coded DBPSK OFDM signal
over noncoherent AWGN channel.
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Figure 6.3: BER performance of (204,102) LDPC coded DBPSK OFDM signal
over noncoherent AWGN channel with phase noise σ2 = 5 · 10−4.
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Figure 6.4: BER performance of (204,102) LDPC coded DBPSK OFDM sig-
nal over noncoherent AWGN channel with different phase noise statistics σ2 =
0, σ2 = 5 · 10−4, σ2 = 10−3.
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Figure 6.5: BER performance of (204,102) LDPC coded DBPSK OFDM signal
over noncoherent AWGN channel at Eb/N0 = 6 dB, subjected to SNR estimation
error.
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dB at BER of 10−4.

In the second case, the unknown carrier phase is modeled as a random-walk

process: φk = φk−1 + nφk , where {nφk} is independent, identically distributed

Gaussian random variables with zero mean and variance σ2. In Fig. 6.3, we

plot the BER curve using GM or our LLR metrics in the presence of phase noise

where σ2 = 5·10−4. This σ2 value corresponds to a 800-kHz (v) combined laser

linewidth (σ2 = 2πvTs) in 10-Gsample/s OFDM system. Our LLR requires

0.09-dB less SNR compared to GM at BER of 10−3.

In Fig. 6.4, we plot the BER curve using our LLR and A-LLR metrics in the

presence of different phase noise statistics: σ2 = 0, σ2 = 5 · 10−4, σ2 = 10−3. It

is observed that LLR and A-LLR metric achieve almost the same performance

in different cases.

Fig. 6.5 shows the effect of estimation error in SNR on the performance with

time-invariant unknown carrier phase at 6-dB SNR. Both metrics are more tol-

erant to SNR over-estimation than under-estimation. The tolerable SNR under-

estimation value is -2.7 dB for our LLR and -1.7 dB for GM at two-times BER

degradation (a difference of 0.3 in y axis).

In conclusion, our LLR metric (Eq. 6.11) is performing slightly better than

the GM metric (Eq. 6.13), with larger tolerance to SNR under-estimation error.

A-LLR metric (Eq. 6.12) has almost identical performance compared to the LLR

metric (Eq. 6.11) but with much lower computational complexity.
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Figure 6.6: BER performance of (204,102) LDPC coded DQPSK OFDM sig-
nal over noncoherent AWGN channel with different phase noise statistics σ2 =
0, σ2 = 5 · 10−4, σ2 = 10−3.

6.1.2 Differential M-ary PSK

In the previous section, we derived the LLR metric for DBPSK OFDM system

in the presence of linear phase noise. In this section, we expand our derivation

to more general case: differential M-ary PSK OFDM system.

For DMPSK modulation, the LLR metric for bitm of signal k (m = 0, · · · , log2(M),

k = 0, 1, · · · , N − 1) is defined as:

L(ck,m) = ln
p(ck,m = 0|rk, rk−1)

p(ck,m = 1|rk, rk−1)
(6.14)

For DMPSK, the code bits are gray-coded in the phase difference of two
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consecutive signals sk and sk−1:

αk = αk−1 + ∆αk (6.15)

∆αk =
2πm

M
(m = 0, · · · ,M − 1) (6.16)

Assuming the priori probabilities of ck are equal, we can rewrite Eq. 6.14 by

replacing the code bits with the phase differences:

L(ck,m) = ln

∑
∆αk∈P+

p(rk, rk−1|∆αk)∑
∆αk∈P− p(rk, rk−1|∆αk)

(6.17)

where P+ denotes the set of phase differences for which the m-th code bit is 0

and similarly P− denotes the set of phase differences for which the m-th code

bit is 1. We can calculate the probability term in the likelihood function by

integrating p(rk, rk−1|∆αk, φ) over the unknown carrier phase φ:

p(rk, rk−1|∆αk) =

∫ π

−π
p(rk, rk−1|∆αk, φ)p(φ)dφ

=
1

2π

∫ π

−π
p(rk, rk−1|∆αk, φ)dφ (6.18)

Based on the Gaussian distribution of noise, we firstly derive the general

probability of p(rk, rk−1|αk = a, αk−1 = b, φ) as follows:

p(rk, rk−1|αk = a, αk−1 = b, φ)

= p(rk|αk = a, φ)p(rk−1|αk−1 = b, φ)

=
1

(πN0)2
exp

{
− |rk − E

1/2
s ej(φ+a)|2 + |rk−1 − E1/2

s ej(φ+b)|2

N0

}
= C exp

{2E
1/2
s

N0

[|z| cos(∠z − φ)]
}

(6.19)
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where z = rke
−ja + rk−1e

−jb and C =
exp[− 1

N0
(|rk|2+|rk−1|2+2Es)]

(πN0)2
. Incorpo-

rating this result into the integration, we get:

p(rk, rk−1|αk = a, αk−1 = b)

= C
{ 1

2π

∫ π

−π
exp

{2E
1/2
s

N0

[|z| cos(∠z − φ)]
}
dφ
}

= CI0

[2E
1/2
s

N0

|rke−ja + rk−1e
−jb|
]

= CI0

[2E
1/2
s

N0

|rk + rk−1e
j∆αk |

]
(6.20)

where I0[|x|] = 1
2π

∫ π
−π exp[|x| cosφ]dφ is the zeroth-order modified Bessel

function. The final LLR metric for M-ary PSK system is:

L(ck,m) = ln

∑
∆α∈P+

I0

[
2E

1/2
s

N0
|rk + rk−1e

j∆α|
]

∑
∆α∈P− I0

[
2E

1/2
s

N0
|rk + rk−1ej∆α|

] (6.21)

For high SNR such thatEs/N0 >> 1, I0(x) may be approximated as ex/
√

2πx.

After the approximation and removal of the ln(∗) term, we obtain the approxi-

mate LLR (A-LLR) metric:

L(ck,m) ≈ 2E
1/2
s

N0

[
max
l∈P+

|rk + rk−1e
j∆α| −max

l∈P−
|rk + rk−1e

j∆α|
]

(6.22)

The calculation of A-LLR is much computationally simpler than the calcu-

lation of LLR, with the modified Bessel function, which requires integration,

and the ln() operation being removed.

In the simulation, a half-rated regular (204,102) binary LDPC code [95] is

used with IDFT/DFT size of 256. The noise variance is assumed to be known at
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Figure 6.7: BER performance of DBPSK and DQPSK OFDM system using the
LLR metric with different LDPC codes (204,102) and (1008, 504) using A-LLR
(σ2 = 0).

the receiver side.

In Fig. 6.6, we plot the BER curves of LDPC coded DQPSK OFDM sys-

tem using our LLR and A-LLR metrics in the presence of different phase noise

statistics: σ2 = 0, σ2 = 5 ·10−4, σ2 = 10−3. It is observed that LLR and A-LLR

metrics achieve almost the same performance for DQPSK OFDM system with

different phase noise statistics.

In Fig. 6.7, we compare the BER performance of DBPSK and DQPSK

OFDM system using the A-LLR metric with different LDPC codes (204,102)

and (1008, 504) for σ2 = 0. In Fig. 6.8, BER curves with σ2 = 5 · 10−4 are

shown for the same parameters.
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Figure 6.8: BER performance of DBPSK and DQPSK OFDM system using the
LLR metric with different LDPC codes (204,102) and (1008, 504) using A-LLR
(σ2 = 5 · 10−4).

6.2 PA-LLR for LDPC Coded MPSK-OFDM

In this section, we will derive a pilot-aided LLR (PA-LLR) metric for LDPC

coded M-ary PSK (MPSK) CO-OFDM with consideration of linear phase noise.

The bit LLR metric is evaluated from the likelihood function, given the received

signal which carries that bit, and a set of pilot subcarriers which carries the in-

formation of linear phase noise. A similar derivation of PA-LLR metric with

respect to phase noise has been proposed for LDPC coded pilot-symbol assisted

single carrier system [96]. In Pol-Mux LDPC coded coherent OFDM transmis-

sion [87], the authors also describe how to determine the symbols log-likelihood

ratios in the presence of linear phase noise. The average likelihood function was

obtained over all possible values of phase noise but no analytical expression was
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Figure 6.9: LDPC coded PA-MPSK-OFDM system model (DEMUX: demulti-
plexer, w: AWGN noise, φ: unknown phase noise).

Figure 6.10: OFDM symbol structure in frequency domain.

given for the final metric. The metric is only obtained numerically [87].

6.2.1 System Model

The system model of LDPC coded pilot-aided BPSK-OFDM is shown in Fig. 6.9.

On the transmitter side, the data streams {m1, · · · ,mn} are encoded using

identical LDPC codes to code words {c1, · · · , cn}, with a code rate equal to

K/N , where K and N are the vector length of mi and ci, respectively. The

outputs of these LDPC encoders are demultiplexed and parsed into groups of
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D ∗ b bits, where D is the number of modulated subcarriers per symbol and b

is the number of bits per constellation point. The b bits of each subcarrier are

mapped into a complex-valued signal from the constellation of M-ary PSK. The

modulated subcarriers together with the pilot subcarriers are zero-padded and

further processed with length-NFFT IFFT and parallel to serial transformation

to construct one OFDM symbol.

The frequency-domain structure of one OFDM symbol is shown in Fig. 6.10.

Suppose there are L pilots uniformly distributed at location lB (l = 0, · · · , L−

1) in one OFDM symbol, with B − 1 data symbols between every two consec-

utive pilots. At time instant k = lB + i(i = 1, · · · , B − 1, l = 0, 1, · · · , L− 1),

the transmitted signal is s(k) = E
1
2
s ejα(k) . Es and α(k) ∈ {0, π} denote the

energy and information of s(k), respectively. The first subcarrier in each block

is the pilot with transmitted phase fixed at 0. The remaining B − 1 subcarriers

of each block correspond to LDPC-coded bits. The linear phase noise, which

is a Wiener process, will introduce both common phase error (CPE) and inter-

carrier interference (ICI). For deriving the PA-LLR, only CPE is considered and

the received signal at the ith OFDM symbol and kth subcarrier can be modeled

as [73]:

rik = Hksike
jφi + wik (6.23)

where sik, rik, Hk and wik are the transmitted signal, received signal, chan-

nel distortion and AWGN, respectively. φi is the same for different subcarri-

ers, defined as CPE. Assuming the channel distortion is removed first, we can

simplify the model as an AWGN channel with unknown carrier phase noise:

r(k) = s(k)ejφ + w(k). The time subscript i for the investigated OFDM signal
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is assumed to be fixed and thus omitted. w(k) is a complex AWGN sequence

with E[|w(k)|2] = N0. At the receiver, the LLR metric is calculated based on

the received signal and passed to the iterative LDPC decoder, where the esti-

mated message m is obtained.

6.2.2 Derivation of LLR Metric

The information of the code bit ck at subcarrier k is contained in the received

signal r(k). In our system, pilot subcarriers are employed for CPE estimation [1,

73]. Thus, the knowledge of CPE φ is contained in the received pilot subcarriers

within the same symbol, i.e., {r(gB)}L−1
g=0 , g as the index number for pilots. To

incorporate the pilot information into the LLR, we define it for c(k) as:

λ(k) = ln
p
(
ck = 0

∣∣∣r(k), {r(gB)}L−1
g=0

)
p
(
ck = 1

∣∣∣r(k), {r(gB)}L−1
g=0

)
= ln

∑
l∈P+

p
(
α(k) = 2πl

M

∣∣∣r(k), {r(gB)}L−1
g=0

)
∑

l∈P− p
(
α(k) = 2πl

M

∣∣∣r(k), {r(gB)}L−1
g=0

) (6.24)

where α(k) = 2πl
M

(l = 0, · · · ,M − 1) is the modulated phase of k-th subcarrier,

and P+ or P− is the set of all possible l-values corresponding to ck = 0 or 1, re-

spectively. Because α(k) is independent of the pilots, i.e., p(α(k)|{r(gB)}L−1
g=0 ) =

p(α(k)) and p(α(k) = 2πl
M

) = 1
M

,we can rewrite Eq. 6.24 as:

λ(k) = ln

∑
l∈P+

p
(
r(k)

∣∣∣{r(gB)}L−1
g=0 , α(k) = 2πl

M

)
∑

l∈P− p
(
r(k)

∣∣∣{r(gB)}L−1
g=0 , α(k) = 2πl

M

) (6.25)

Each likelihood function is evaluated by averaging over all possible values
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of phase noise φ:

p
(
r(k)

∣∣∣α(k) = 2πl
M
, {r(gB)}L−1

g=0

)
=

∫ π

−π
p
(
r(k)

∣∣∣α(k) = 2πl
M
, φ, {r(gB)}L−1

g=0

)
·p
(
φ
∣∣∣α(k) = 2πl

M
, {r(gB)}L−1

g=0

)
dφ (6.26)

Conditioned on α(k) = 2πl
M

and φ, the only randomness in r(k) is due to

w(k), which is a Gaussian variable. Hence, we have:

p
(
r(k)

∣∣∣α(k) = 2πl
M
, φ, {r(gB)}L−1

g=0

)
= p
(
r(k)

∣∣∣α(k) = 2πl
M
, φ
)

= C(k) exp
[2E

1
2
s

N0

|r(k)| cos(∠r(k)− φ− 2πl
M

)
]

(6.27)

where C(k) = 1
πN0

exp(− |r(k)|2+Es
N0

). Since CPE φ is independent of informa-

tion phase α(k), we have:

p
(
φ
∣∣∣α(k) = 2πl

M
, {r(gB)}L−1

g=0

)
= p
(
φ
∣∣∣{r(gB)}L−1

g=0

)
(6.28)

From [96], Eq. 6.28 can be derived as:

p
(
φ
∣∣∣{r(gB)}L−1

g=0

)
=

exp
(

2E
1
2
s

N0
|v| cos(φ− ∠v)

)
2πI0

(
2E

1
2
s

N0
|v|
) (6.29)

where I0[|x|] = 1
2π

∫ π
−π exp[|x| cosφ]dφ is the zeroth-order modified Bessel

function and v =
∑L−1

g=0 r(gB), which is the reference phasor based on the re-
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ceived pilot subcarriers. Now, substituting Eq. 6.27 and Eq. 6.29 into Eq. 6.26,

we have:

p
(
r(k)

∣∣∣α(k) = 2πl
M
, {r(gB)}L−1

g=0

)
=

C(k)

I0

[
2E

1
2
s

N0
|v|
]I0

[2E
1
2
s

N0

|v + e−j2πl/Mr(k)|
]

(6.30)

Substituting Eq. 6.30 into Eq. 6.25, we obtain the pilot-aided LLR (PA-LLR)

metric:

λ(k) = ln

∑
l∈P+

I0

[
2E

1
2
s

N0
|v + e−j2πl/Mr(k)|

]
∑

l∈P− I0

[
2E

1
2
s

N0
|v + e−j2πl/Mr(k)|

] (6.31)

For high SNR such thatEs/N0 >> 1, I0(x) may be approximated as ex/
√

2πx.

After the approximation and removal of the ln(∗) term, the metric becomes

simplified-approximate LLR (PA-SA-LLR):

λ(k) ≈ 2E
1
2
s

N0

[
max
l∈P+

|v + e−j2πl/Mr(k)| −max
l∈P−
|v + e−j2πl/Mr(k)|

]
(6.32)

The calculation of PA-SA-LLR is much computationally simpler than the

calculation of PA-LLR, with the modified Bessel function, which requires inte-

gration, and the ln() operation being removed.

6.2.3 Simulation Study

In the simulation, a half-rated, regular (204, 102) binary LDPC code [95] is

used with IDFT/DFT size of 256 and data subcarriers of 204, resulting in an

oversampling ratio of about 1.25. Both BPSK and QPSK modulations are em-
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Figure 6.11: BER performance of (204,102) LDPC codes with phase noise (Np=4
or 6, PA-LLR or PA-SA-LLR) and without phase noise for BPSK/QPSK.

ployed. The noise variance is assumed to be known at the receiver side.

In the first case, only CPE is considered, i.e., the phase noise φ is constant

over different subcarriers, modeled as a random variable with uniform distribu-

tion in the interval [−π, π). Fig. 6.11 shows the BER performance for PA-LLR

and PA-SA-LLR with 4 or 6 pilot subcarriers against SNR per information bit,

Eb/N0, where Eb is the energy per information bit. The BER performance with-

out phase noise is plotted for comparison. As the number of pilot subcarriers

(Np) increases, the performance with linear phase noise approaches the per-

formance without linear phase noise. This is because the estimation of phase

noise becomes more accurate given more pilot subcarriers. It is observed that

both PA-LLR and PA-SA-LLR achieve almost same performance. In terms of

computational complexity, PA-LLR (Eq. 6.31) involves an extra integration and
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Figure 6.12: BER performance of (204,102) LDPC codes for different distribution
of phase noise (Np = 4, PA-SA-LLR) for BPSK/QPSK.

ln(∗) term compared to PA-SA-LLR (Eq. 6.32) but they have the same perfor-

mance. Thus the approximated version (PA-SA-LLR) would be a better alterna-

tive of PA-LLR. As expected, QPSK performs slightly worse than BPSK in the

presence of linear phase noise.

In the second case, we model the linear phase noise as a zero-mean Gaus-

sian process (the Wiener-Levy process) with a variance of σ2 = 2πvt, where v

is the combined laser linewidth and t is the time difference between two sam-

ples. In Fig. 6.12, we plot the BER curve with 4 pilots, σ2 equal to 0, 10−4,

5 · 10−4 and 10−3 for PA-SA-LLR. PA-LLR is found to be performing almost

the same as PA-SA-LLR and thus omitted. Now linear phase noise will intro-

duce both CPE and ICI. When the variance (or laser linewidth) is small enough,

the ICI part is negligible. Within a range of linear phase noise variance, e.g.,

σ2 < 5 ·10−4(10−4), which corresponds to < 800(160) kHz for a 10-Gsample/s
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Figure 6.13: BER performance of (204,102) LDPC codes at Eb/N0 = 6 dB,
σ2 = 0 or 5 · 10−4, Np = 4, subjected to SNR estimation error, for BPSK/QPSK.

BPSK/QPSK OFDM system, the BER performance only suffers small degrada-

tion from the ideal case. As the variance increases beyond 5 · 10−4 for BPSK

or 10−4 for QPSK, there is more severe degradation due to ICI. This is because

BPSK is more tolerant to phase noise compared to QPSK, which is apparent

from their constellation.

Fig. 6.13 shows the effect of an estimation error in SNR on the perfor-

mance with σ2 equal to 0 or 5 · 10−4, at 6-dB SNR with 4 pilot subcarriers

for BPSK and QPSK. Both metrics perform slightly better with 1-dB SNR un-

derestimation. Both metrics are quite tolerant to SNR mis-estimation with up

to 4-dB underestimation or overestimation. The calculation of LLR metric re-

quires the knowledge of SNR. As shown in [97], with CO-OFDM, OSNR (SNR)

can be estimated through receiver signal processing before decoding using the

derived LLR metrics. Moreover, any estimation method with accuracy within
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Figure 6.14: BER performance of (204,102) LDPC codes for different LLR met-
rics: PA-LLR (Np = 6) for BPSK/QPSK and LLR for differential BPSK/QPSK.

±4 dB would be sufficient. Fig. 6.14 compares the pilot-aided LLR metric (PA-

LLR) with the differential metric derived in previous section. Coherent PA-LLR

(Np = 6) is performing better than differential LLR metric.

6.3 PA LLR for LDPC Coded M-QAM OFDM

In the presence of linear phase noise, pilot-assisted (PA) phase compensation

is usually conducted first, followed by LDPC decoding using the conventional

LLR [33–35]. In this section, we propose to incorporate the knowledge of phase

noise into the calculation of bit LLR and derive it for M-QAM CO-OFDM sys-

tem. The derived bit LLR, defined as pilot-aided LLR (PA-LLR), is evaluated

from the likelihood function given the received signal that carries that bit and a

set of pilot subcarriers as well as unknown linear phase noise.
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Figure 6.15: LDPC coded PA M-QAM CO-OFDM system model

6.3.1 Derivation of LLR Metric

The system model of LDPC coded PA M-QAM CO-OFDM system is shown

in Fig. 6.15. The linear phase noise, which is a Wiener process, will intro-

duce both common phase error (CPE) and inter-carrier interference (ICI). For

deriving the PA-LLR, we assume that only CPE is considered and the chan-

nel distortion is already removed. The assumptions lead to a simplified model

as: r(k) = s(k)ejφ + w(k), where k is the frequency subscript while the time

subscript is omitted. φ is the CPE and w(k) is a complex AWGN sequence

with E[|w(k)|2] = N0. Assume the symbols may equally take values from

the set of {Al}M−1
l=0 , which constitutes the M-QAM constellation. L equally

spaced pilot subcarriers are employed for CPE estimation, with {s(gB)}L−1
g=0

and {r(gB)}L−1
g=0 representing transmitted and received pilot subcarriers, respec-

tively. For simplicity, we set s(gB) = Es with Es being the average signal

power. The knowlege of CPE φ is contained in the received pilot subcarriers.

Thus, the LLR metric is calculated from the information contained both in the

received signal and the pilot subcarriers:

λ(k) = ln
p
(
ck = 0

∣∣∣r(k), {r(gB)}L−1
g=0

)
p
(
ck = 1

∣∣∣r(k), {r(gB)}L−1
g=0

)
= ln

∑
l∈P+

p
(
s(k) = Al

∣∣∣r(k), {r(gB)}L−1
g=0

)
∑

l∈P− p
(
s(k) = Al

∣∣∣r(k), {r(gB)}L−1
g=0

) (6.33)
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where P+ and P− is the set of all possible Al-values corresponding to ck = 0 or

1, respectively. Because the transmitted signal s(k) is independent of the pilots,

i.e., p(s(k)|{r(gB)}L−1
g=0 ) = p(s(k)) and p(s(k) = Al) = 1

M
, we can rewrite

Eq. 6.33 as:

λ(k) = ln

∑
l∈P+

p
(
r(k)

∣∣∣s(k) = Al, {r(gB)}L−1
g=0

)
∑

l∈P− p
(
r(k)

∣∣∣s(k) = Al, {r(gB)}L−1
g=0

) (6.34)

Each probability density function is evaluated by integrating over all possi-

ble values of phase noise φ:

p
(
r(k)

∣∣∣sk = Al, {r(gB)}L−1
g=0

)
=

∫ π

−π
p
(
r(k)

∣∣∣s(k) = Al, φ, {r(gB)}L−1
g=0

)
·p
(
φ
∣∣∣s(k) = Al, {r(gB)}L−1

g=0

)
dφ (6.35)

Conditioned on s(k) = Al and φ, the only randomness in r(k) is due to

w(k), which is a Gaussian random variable. Hence, we have:

p
(
r(k)

∣∣∣s(k) = Al, φ, {r(gB)}L−1
g=0

)
= p

(
r(k)

∣∣∣s(k) = Al, φ
)

=
1

πN0

exp
[
− 1

N0

|r(k)− Alejφ|2
]

= Cl exp
[ 1

N0

(r∗(k)Ale
jφ + r(k)A∗l e

−jφ)
]

(6.36)

where

Cl =
1

πN0

exp
[
− 1

N0

(|r(k)|2 + |Al|2)
]

(6.37)
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The second probability term under the integration is calculated as follows:

p
(
φ
∣∣∣s(k) = Al, {r(gB)}L−1

g=0

)
= p

(
φ
∣∣∣{r(gB)}L−1

g=0

)
=

p
(
{r(gB)}L−1

g=0

∣∣∣φ)p(φ)∫ π
−π p

(
{r(gB)}L−1

g=0

∣∣∣φ)p(φ)dφ
(6.38)

where

p
(
{r(gB)}L−1

g=0

∣∣∣φ)
= C ′l exp

[ 1

N0

(
L−1∑
g=0

r∗(gB)s(gB)ejφ + r(gB)s∗(gB)e−jφ)
]

(6.39)

Incorporating Eq. 6.39 into Eq. 6.38, we obtain:

p
(
φ
∣∣∣{r(gB)}L−1

g=0

)
=

exp
[

2
N0
|v| cos(φ− ∠v)

]
2πI0

[
2
N0
|v|
] (6.40)

where I0[|x|] = 1
2π

∫ π
−π exp[|x| cosφ]dφ is the zeroth-order modified Bessel

function and v =
∑L−1

g=0 r(gB)s∗(gB), which is the reference phasor based

on the received pilot subcarriers. Now substituting Eq. 6.36 and Eq. 6.40 into
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Eq. 6.35, we have

p
(
r(k)

∣∣∣sk = Al, {r(gB)}L−1
g=0

)
=

ClI0

[
2
N0
|v + r(k)A∗l |

]
I0

[
2
N0
|v|
] (6.41)

Finally, we obtain the PA-LLR for M-QAM system:

λ(k) = ln

∑
l∈P+

ClI0

[
2
N0
|v + r(k)A∗l |

]
∑

l∈P− ClI0

[
2
N0
|v + r(k)A∗l |

]
= ln

∑
l∈P+

exp(− 1
N0
|Al|2)I0

[
2
N0
|v + r(k)A∗l |

]
∑

l∈P− exp(− 1
N0
|Al|2)I0

[
2
N0
|v + r(k)A∗l |

] (6.42)

For high SNR such thatEs/N0 >> 1, I0(x) may be approximated as ex/
√

2πx.

After the approximation and removal of the ln(∗) term, the metric becomes

simplified-approximate LLR (PA-SA-LLR):

λ(k) ≈ 1

N0

[
max
l∈P+

(2|v+r(k)A∗l |−|Al|2)−max
l∈P−

(2|v+r(k)A∗l |−|Al|2)
]

(6.43)

The calculation of PA-SA-LLR is much computationally simpler than the

calculation of PA-LLR, with the modified Bessel function, which requires inte-

gration, and the ln() operation being removed. In the literature [33–35], pilot-

assisted (PA) CPE compensation is usually employed first (r′(k) = r(k) exp(−jφ̂),

φ̂ = ∠
∑L−1

g=0 r(gB)s∗(gB)), followed by LDPC decoding. The conventional

LLR (C-LLR) metric without the consideration of phase noise is usually em-
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ployed for LDPC decoder:

λ(k) = ln

∑
l∈P+

exp
[
− 1

N0
|r′(k)− Al|2

]
∑

l∈P− exp
[
− 1

N0
|r′(k)− Al|2

] (6.44)

Similarly, we could derive a simplified-approximate version of C-LLR (C-

SA-LLR):

λ(k) ≈ 1

N0

[
max
l∈P+

(−|r′(k)− Al|2)−max
l∈P−

(−|r′(k)− Al|2)
]

(6.45)

Thus, the calculation of the new PA-SA-LLR (Eq. 6.43) has no higher com-

putational complexity than compensation of phase noise followed by calculation

of C-LLR (Eq. 6.45).

6.3.2 Simulation Study

In the simulation, a half-rated, regular (204,102) binary LDPC code [95] is used

with IDFT/DFT size of 256 and data subcarriers of 204, resulting in an over-

sampling ratio of about 1.25. Different M-QAM modulation formats (M=4,16,64)

with Gray coding are employed. The noise variance is assumed to be known at

the receiver.

In the first case, only CPE is considered, i.e., the phase noise φ is assumed

constant over different subcarriers, modeled as a random variable with uniform

distribution in the interval [−π, π). In Fig. 6.16, we plot the BER curves for

PA-LLR and PA-SA-LLR with 4 or 6 pilot subcarriers. The coherent case with-

out phase noise is shown as a reference. Additionally, we plot the baseline BER

curve with PA CPE compensation followed by LDPC decoding using conven-
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Figure 6.16: BER performance of (204,102) LDPC codes with phase noise (Np=4
or 6, PA-LLR or PA-SA-LLR or C-LLR) and without phase noise for 16QAM.
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formats: 4QAM, 16QAM and 64QAM.

158



6.3 PA LLR for LDPC Coded M-QAM OFDM

6 7 8 9 10
−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

−1

 

 

E
b
/N

0
 (dB)

lo
g(

B
E

R
)

PA−CPE+C−LLR, σ2=0

PA−SA−LLR, σ2=0

PA−CPE+C−LLR, σ2=10−4

PA−SA−LLR, σ2=10−4  

PA−CPE+C−LLR, σ2=2x10−4  

PA−SA−LLR, σ2=2x10−4  

PA−CPE+C−LLR, σ2=5x10−4

PA−SA−LLR, σ2=5x10−4

N
p
=4

Figure 6.18: BER performance of (204,102) LDPC codes for different distribution
of phase noise (Np = 4, PA-LLR, PA-SA-LLR) for 16QAM

tional LLR metric. Our one-step LDPC decoding using PA-LLR (or PA-SA-

LLR) is superior to the baseline method, especially for fewer pilot subcarriers.

With more pilot subcarriers, the performance in the presence linear phase noise

is closer to the coherent case. This is because more accurate knowledge of CPE

is acquired given more pilot subcarriers. It is observed from the figure that

PA-LLR and PA-SA-LLR achieve almost identical performance. In terms of

computational complexity, PA-LLR involves an extra integration and ln(∗) term

compared to PA-SA-LLR. Thus the approximated version (PA-SA-LLR) would

be a better alternative of PA-LLR. In the following simulation, the curve with

PA-LLR is omitted for clarity. However, we have verified that PA-LLR and

PA-SA-LLR perform almost the same in all the investigated cases. Fig. 6.17

compares LDPC coded CO-OFDM system with different M-QAM modulation
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Figure 6.19: BER performance of (204,102) LDPC codes for different distribution
of phase noise (Np = 6, PA-LLR, PA-SA-LLR) for 16QAM
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Figure 6.20: BER performance of (204,102) LDPC codes at Eb/N0 = 9 dB,
σ2 = 0 or 2 · 10−4, Np = 4, subjected to SNR estimation error, for 16QAM.
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Figure 6.21: BER performance of (204,102) LDPC codes at Eb/N0 = 8 dB,
σ2 = 0 or 2 · 10−4, Np = 6, subjected to SNR estimation error, for 16QAM.

formats (M=4,16,64). There is noticeable improvement of our LLR over the

C-LLR for 16QAM and 64QAM format with the Np = 4 case.

In the second case, we model the linear phase noise as a Wiener process, i.e.,

the difference between two phase noise time samples {∆φn|∆φn = φn+1−φn}

is a set of independent and identically distributed, zero-mean Gaussian random

variables, each with variance of σ2 = 2πv∆t. v is the combined laser linewidth

and ∆t is the time difference between two samples. In Fig. 6.18 and Fig. 6.19,

we plot the BER curves with 4 or 6 pilot subcarriers and different σ2 values (0,

10−4, 2 · 10−4 and 5 · 10−4). When the variance is small enough, e.g., σ2 <

10−4, which corresponds to 160 kHz for a 10-Gsample/s system, the ICI part

is negligible and the BER performance only suffers small degradation from the

first case. The performance improvement of our LLR metric over the C-LLR

vanishes for large variance (5 · 10−4).
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Fig. 6.20 and Fig. 6.21 show the effect of SNR estimation error on the sys-

tem performance with σ2 equal to 0 or 2 · 10−4, at 9-dB Eb/N0 with 4 or 6 pilot

subcarriers for 16QAM. Both metrics are quite tolerant to SNR mis-estimation

with up to 4-dB underestimation or overestimation. The calculation of LLR met-

ric requires the knowledge of SNR. As shown in [97], with CO-OFDM, OSNR

(SNR) can be estimated through receiver signal processing before decoding us-

ing the derived LLR metrics. Moreover, any estimation method with accuracy

within ±4 dB would be sufficient.

In conclusion, we derive the PA-LLR metric with the consideration of linear

phase noise for LDPC coded M-QAM CO-OFDM. The phase noise term is in-

cluded into the decoding metric and thus the need for prior phase compensation

is eliminated. Moreover, our PA-LLR performs better than the conventional

LLR in 16QAM and 64QAM simulation. PA-SA-LLR is proposed as a sim-

plification of PA-LLR, which achieves similar performance with much lower

complexity.

6.4 Conclusion

In this chapter, we have derived the theoretical LLRs and their approximate ver-

sions with consideration of linear phase noise for LDPC coded OFDM systems

for the first time. In section 6.1, we proposed an LLR metric based on two-

symbol-interval observations with consideration of linear phase noise for LDPC

coded BDPSK-OFDM. The LLR metric outperforms the GM metric, with larger

tolerance to SNR under-estimation error. Yet, the new metric (A-LLR) has the

same order of complexity as GM. The work is then extended to cover other
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differential formats, the differential M-ary PSK formats such as DQPSK. In

section 6.2 and section 6.3, we derived a PA-LLR metric and its approximation

(PA-SA-LLR) based on the received signal as well as the pilot subcarriers with

consideration of linear phase noise for LDPC coded M-ary PSK and M-QAM

OFDM systems, respectively. The PA-SA-LLR achieves the same performance

as PA-LLR with much lower complexity. With the help of the PA-LLR (or PA-

SA-LLR), the phase noise term is included into the decoding metric and thus

the need for prior phase compensation is eliminated. Notably, our proposed

one-step decoding using PA-SA-LLR has no higher computational complexity

than the two-step phase estimation plus LDPC decoding using C-LLR. More-

over, our PA-LLR (or PA-SA-LLR) performs better than the conventional LLR

in 16QAM and 64QAM simulation.
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Chapter 7

Conclusion and Future Work

This chapter concludes the thesis and suggests several directions for future work.

Section 7.1 summarizes the technical contributions achieved in this thesis. Sec-

tion 7.2 suggests some directions for future research.

7.1 Conclusion

7.1.1 Carrier Frequency Offset Compensation

The key challenge in FOC for CO-OFDM system is to estimate the CFO both

accurately and efficiently with a full acquisition range. In Chapter 3, a novel

frequency offset compensation method is introduced for CO-OFDM system.

The method is composed of a correlation-based method for the fraction part

estimation and a pilot-tone-assisted method for the integer part estimation. Our

algorithm can achieve the widest estimation range which is determined by the

signal spectrum allocation and receiver bandwidth, by inserting only one pilot

tone at the center of the spectrum. The fraction part of the CFO is calculated
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simultaneously with time synchronization, whereas the integer part of the CFO

is estimated by counting the shifted positions of the pilot tone in the received

spectrum. Only one training symbol is needed for CFO acquisition, without

the need of exhaustive search or tuning of any parameters. The performance of

our FOC method is experimentally demonstrated in a 22.24-Gb/s CO-OFDM

system.

Furthermore, a comprehensive analysis is carried out to examine the perfor-

mance of our FOC method in the presence of chromatic dispersion and linear

phase noise. We have analytically derived the fraction part estimation accu-

racy in the presence of linear phase noise for various correlation-based meth-

ods, Schmidl, Moose and CP, among which CP estimator is the most robust to

linear phase noise. Schmidl and Moose estimators are shown to be robust to

CD while CP estimator is quite sensitive to CD. The estimation accuracy of our

pilot-tone-assisted integer part estimation method is proved to be independent

of carrier spacing, carrier frequency offset value and dispersion, dependent of

DFT size, pilot to average signal power ratio, SNR and linear phase noise.

7.1.2 Linear Phase Noise Compensation

Uncompensated linear phase noise will cause common phase error (CPE) and

intercarrier interference (ICI). In Chapter 4, a novel decision-aided algorithm is

introduced to compensate for the common phase error caused by linear phase

noise, and we further propose to combine decision-aided algorithm with pilot-

aided as well as decision-feedback methods. DA estimates the phase noise of

the current symbol based on the decisions from the previous symbol. DA+PA
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is able to reduce the overhead of PA and it improves the phase noise tolerance

of DA. DA+DF is demonstrated to be performing the best among all the phase

estimation schemes with zero overhead in a simulated 40-Gb/s CO-OFDM sys-

tem. We also analytically evaluate the BER performance when only CPE is

compensated for. BER expression is derived under Gaussian approximation of

ICI, which is quite close to the simulation result, especially for smaller laser

linewidth.

A time-domain blind ICI mitigation algorithm was first proposed for con-

stant amplitude modulation formats in wireless networks. Here, we propose new

power estimation methods for this algorithm to adapt to non-constant amplitude

modulation format in CO-OFDM system. The modified algorithm is demon-

strated to be effective in mitigating ICI for a simulated 56-Gb/s CO-OFDM

system over various non-constant amplitude modulation formats: 8-QAM, 16-

QAM, 32-QAM and 64-QAM. Furthermore, it shows superior performance with

the same complexity compared to the decision-aided ICI compensation algo-

rithm at larger laser linewidths, especially for higher-order modulation format.

7.1.3 IQ mismatch Compensation

In Chapter 5, we investigate the system model with carrier frequency offset,

linear phase noise, Tx and Rx IQ mismatch and channel distortion. Based on

the model, the correct order of compensation should be: (1) Rx IQ mismatch

compensation (GSOP), (2) frequency offset compensation, (3) Tx IQ mismatch

and channel distortion compensation.

A decision-aided joint compensation method for Tx IQ mismatch and chan-
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nel distortion is successfully introduced. Our method is superior to the previous

methods in several aspects. Firstly, DAJC makes use of standard pilot symbols,

which simplifies the design compared to the special pilot structure proposed

in [36]. Secondly, the adaptive characteristic of DAJC makes it more robust to

time-variant channel and imbalance parameters, and also reduces the require-

ment on overhead. Last but not least, DAJC performs better than both GSOP

and PA, with tolerable and adjustable increase in complexity.

In addition to DAJC, we propose to employ a second stage to compensate

the linear phase noise. Simulation results show that our proposed algorithm can

effectively mitigate Tx IQ mismatch, channel distortion and linear phase noise

at the same time.

Lastly, we propose to use pre-distortion scheme for compensating IQ mis-

match and compare it with the post-equalization scheme through simulation. PE

is performing better than PD for smaller phase or amplitude mismatch values

while PD has larger tolerance towards the mismatch.

7.1.4 Log-likelihood Ratio for LDPC Coded OFDM System

with Linear Phase Noise

The performance of decoding algorithms depends on the calculation of the de-

coding metric, i.e., the log-likelihood ratio. In Chapter 6, a new log-likelihood

ratio with the linear phase noise term is analytically derived for CO-OFDM sys-

tem with different modulation formats: differential MPSK, pilot-aided MPSK

and pilot-aided M-QAM. As far as we know, this is the first work which gives

analytical LLR expressions for LDPC coded CO-OFDM system with the con-
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sideration of linear phase noise.

We first proposed a new LLR metric and its simplied version (A-LLR) based

on two-symbol-interval observations with consideration of linear phase noise

for LDPC coded BDPSK-OFDM. Our LLR metric is performing slightly better

compared to GM metric, with larger tolerance to SNR under-estimation error.

A-LLR metric has almost identical performance compared to the LLR metric

but with much lower computational complexity. The work is then extended

to cover other differential formats, the differential M-ary PSK formats such as

DQPSK.

Furthermore, we derived a PA-LLR metric based on the received signal as

well as the pilot subcarriers with consideration of linear phase noise for LDPC

coded M-ary PSK and M-QAM OFDM systems. With the help of the PA-LLR,

the phase noise term is included into the decoding metric and thus the need for

prior phase compensation is eliminated. Moreover, our PA-LLR performs better

than the conventional LLR in 16QAM and 64QAM simulation. The PA-SA-

LLR is proposed as a simplification of PA-LLR, which achieves similar perfor-

mance with much lower complexity.

7.1.5 Discussion

Fig. 7.1 shows the complete diagram of all the proposed DSP algorithms for

combatting front-end non-idealities in CO-OFDM system. At the receiver side,

window synchronization and carrier frequency offset compensation (no.1) is

done first, followed by an optional time domain ICI mitigation (no.2.2), then

channel equalization is performed, including channel distortion (CD/PMD) and
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Tx IQ mismatch compensation (no.3.2), and finally CPE compensation (no.2.1)

is carried out. For an LDPC coded OFDM system, we need to perform LDPC

decoding as our last step. When we employ our newly derived LLR for LDPC

decoders, the final stage of CPE compensation is eliminated. The CPE compen-

sation stage is combined into the calculation of the new LLR metric. We derived

our new LLR metric based on the assumption of no ICI. Thus, its performance

will be degraded if ICI is too large, usually in the case of large laser linewidth,

long OFDM symbol duration and high-order modulation formats. To solve this

problem, we can employ our time-domain ICI mitigation method prior to LDPC

decoding. Fig. 7.2 shows one of the examples of combining the time-doamin

ICI mitigation method and LDPC decoding using PA-SA-LLR metric. We can

observe large performance gain when the two methods are combined as com-

pared to LDPC decoding only.

7.2 Future Work

7.2.1 Nonlinear Phase Noise

Besides linear phase noise, nonlinear phase noise is another key performance-

limiting factor in CO-OFDM system. The large peak-to-average power ratio

of OFDM signals leads to large system nonlinearity. Nonlinear phase noise is

caused by the interaction of amplified spontaneous emission (ASE) noise with

fiber nonlinearity such as self-phase modulation, cross-phase modulation and

four-wave mixing. We have conducted some preliminary research on nonlin-

ear phase noise compensation in our paper [98]. In this work, we show that
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the one-step nonlinearity compensation method, i.e., nonlinear phase rotation,

is affected by the amount of pre-compensated dispersion for CO-OFDM system

with a dispersion unmanaged link. It is observed that NPR plus optimal per-

centage, around 50%, of dispersion pre-compensation is performing better than

1-step digital back-propagation (BP), with the same computational complexity.

The optimized scheme results in a 2-dB improvement in optimal launch power

as well as 1.75-dB improvement in optimal signal quality compared to 1-step

BP after 800-km transmission at the bit rate of 20 Gb/s. However, the perfor-

mance gain becomes more limited as the data rate increases to 40 Gb/s. In our

work, we only consider chromatic dispersion and assumes no polarization mode

dispersion. In the future, we would like to do more research on nonlinear phase

noise compensation in CO-OFDM system.

7.2.2 LDPC Coded OFDM

In our thesis, the bit LLR for MPSK and M-QAM format is calculated directly

and passed to the LDPC decoder. However, in the literature [99], iterative

demapping and decoding is conducted. The symbol LLRs are calculated in the a

posteriori probability (APP) demapper. Then the bit LLRs are determined from

the symbol LLRs and passed to the LDPC decoder. The iteration between the

APP demapper and the LDPC decoder is performed until the maximum number

of iterations is reached or the valid code words are obtained. We would like to

apply our LLR metric with linear phase noise term to this iterative demapping

and decoding scheme. Moreover, we would like to investigate on non-binary

LDPC codes for CO-OFDM system.
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