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#### Abstract

We present a primal-dual interior-point algorithm for solving optimization problems with nonlinear inequality constraints. The algorithm has some of the theoretical properties of trust region methods, but works entirely by line search. Global convergence properties are derived without assuming regularity conditions. The penalty parameter $\rho$ in the merit function is updated adaptively and plays two roles in the algorithm. First, it guarantees that the search directions are descent directions of the updated merit function. Second, it helps to determine a suitable search direction in a decomposed SQP step. It is shown that if $\rho$ is bounded for each barrier parameter $\mu$, then every limit point of the sequence generated by the algorithm is a Karush-Kuhn-Tucker point, whereas if $\rho$ is unbounded for some $\mu$, then the sequence has a limit point which is either a Fritz-John point or a stationary point of a function measuring the violation of the constraints. Numerical results confirm that the algorithm produces the correct results for some hard problems, including the example provided by Wächter and Biegler, for which many of the existing line search-based interior-point methods have failed to find the right answers.
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1. Introduction. Applying an interior-point approach to nonlinear programming has been the subject of intensive studies in recent years; see $[1,4,5,11,12,15$, $16,18,23,24,25,27,28,29]$. For simplicity of presentation, we concentrate in this paper on inequality constrained nonlinear programs

$$
\begin{equation*}
\text { minimize } f(x) \quad \text { subject to } c(x) \leq 0 \tag{1.1}
\end{equation*}
$$

where $c(x)=\left(c_{1}(x), \ldots, c_{m}(x)\right)^{\top}, f: \Re^{n} \rightarrow \Re$, and $c: \Re^{n} \rightarrow \Re^{m}$. We do not assume any convexity on $f$ and $c$. However, we suppose that $f$ and $c$ are twice continuously differentiable throughout this paper.

The interior-point approach solves, as $\mu \downarrow 0$, the barrier problems

$$
\begin{equation*}
\text { minimize } f(x)-\mu \sum_{i=1}^{m} \ln y_{i} \quad \text { subject to } c(x)+y=0 \tag{1.2}
\end{equation*}
$$

The direction-finding Newton equations then include

$$
\begin{equation*}
c(x)+y+\nabla c(x)^{\top} d_{x}+d_{y}=0 \tag{1.3}
\end{equation*}
$$

Note that (1.3) is always feasible even if the linearized inequality

$$
\begin{equation*}
c(x)+\nabla c(x)^{\top} d_{x} \leq 0 \tag{1.4}
\end{equation*}
$$

[^0]may be inconsistent, which presents difficulties in convergence of interior-point-based methods. The examples discussed by Byrd, Marazzi, and Nocedal [7] and Wächter and Biegler [26] show that the interior-point methods using (1.3) may not find a feasible point of the original problem or a point with stationary properties. We also notice that the global convergence analysis of most existing interior-point methods requires rather strong assumptions on regularity at all iterates. Wächter and Biegler [26] indicate that these assumptions may not hold even though the local minima have very good regularity properties.

A remedy to these problems is to apply sequential quadratic programming (SQP) techniques to the barrier problems and to use a trust region strategy to ensure the robustness of the algorithm. Such algorithms have recently been proposed by Byrd, Gilbert, and Nocedal [4] and Tseng [24], for example. The numerical experiments in [5] show that the trust region-type algorithm is very promising.

We provide a different approach in this paper. Instead of introducing additional trust region constraints, we use refined line search rules to generate a new iterate in a decomposed SQP framework. The search direction is determined by either a Newton-type step or a Cauchy-type step with the choice being made with reference to a penalty parameter in the merit function. In addition, we adjust the penalty parameter of the merit function adaptively. As a result, we have been able to analyze convergence without regularity conditions and to avoid the convergence problems mentioned above. However, unlike the trust region methods, the algorithm does not have the flexibility to allow the direct use of indefinite second order derivatives.

The convergence properties of the algorithm can be summarized as follows. Let $\rho_{k}$ be the value of the penalty parameter of the merit function at iterate $k$. If $\left\{\rho_{k}\right\}_{k=0}^{\infty}$ is bounded independent of the barrier parameter $\mu$, then every convergent subsequence produced by the algorithm converges to a Karush-Kuhn-Tucker (KKT) point of the problem. If $\rho_{k} \rightarrow \infty$ for some $\mu$, then the sequence has a limit point that is either feasible with linearly dependent gradients of the active constraints (i.e., a Fritz-John point) or infeasible but stationary with respect to the function $\|\max [0, c(x)]\|$, which is obviously a measure of the violation of the constraints ( $\ell_{2}$-infeasibility for short).

Besides, we show that, if the penalty parameters are bounded, then the algorithm generates the identical search directions with the original primal-dual methods such as LOQO (see Shanno and Vanderbei [23, 25]) after a finite number of iterations. Thus, superlinear convergence may be derived by existing works, such as [6, 29], under suitable conditions; while in the unbounded case, the algorithm may have linear convergence. For brevity, we mainly consider global convergence in this paper. By the same token, practical implementation techniques are not discussed. The interested reader is referred to the related literature, such as $[6,8,11,15,16,23,25,28,29]$, for details.

Our numerical results show that the proposed algorithm can find solutions of the examples in $[7,26]$ and the least $\ell_{2}$-infeasibility solution for an infeasible example in [3], among others.

The paper is organized as follows. In section 2, we present a two-step decomposition scheme of SQP and specify the requirement for an approximate solution to the resulting unconstrained penalty subproblems. In section 3, this scheme is applied to the barrier problem 1.2 and we present a modified primal-dual system of equations that is used in the algorithm for the barrier problem. The global convergence of the algorithm is analyzed in section 4 . In section 5 we present the overall algorithm for problem (1.1) and its global convergence results. We provide some computational for-
mulae for the approximate solutions of the unconstrained penalty subproblems and report our preliminary numerical results in section 6 .

We use standard notation from the literature of interior-point methods and nonlinear programming. For example, a letter with superscript $k$ is related to the $k$ th iteration; the subscript $i$ is the $i$ th component for a vector or the $i$ th column for a matrix. The norm $\|\cdot\|$ is the Euclidean norm. We also use simplified notation, such as $f_{k}=f\left(x^{k}\right), g^{k}=\nabla f\left(x^{k}\right), c^{k}=c\left(x^{k}\right)$, and $A_{k}=\nabla c\left(x^{k}\right)$. For vector $y, Y=\operatorname{diag}(y)$ is the diagonal matrix whose $i$ th diagonal element is $y_{i}$. All vector inequalities are understood componentwise. For two symmetric matrices $A$ and $B, A \succ(\succeq) B$ means that $A-B$ is positive definite (semidefinite).

## 2. A decomposition scheme of SQP.

2.1. The basic idea. The barrier problem

$$
\text { minimize } f(x)-\mu \sum_{i=1}^{m} \ln y_{i} \quad \text { subject to } c(x)+y=0
$$

is simply expressed as

$$
\begin{align*}
& \operatorname{minimize} \psi_{\mu}(z)  \tag{2.1}\\
& \text { subject to } h(z)=0 \tag{2.2}
\end{align*}
$$

where $z=(x, y), h(z)=c(x)+y$, and $\psi_{\mu}(z)=f(x)-\mu \sum_{i=1}^{m} \ln y_{i}$. It is obvious that $\psi_{\mu}(z)$ is a continuously differentiable function for $y>0$. At the current iteration point $z$, the SQP approach for (2.1)-(2.2) generates the search direction $d_{z}$ by solving the quadratic programming problems

$$
\begin{gather*}
\text { minimize } \nabla \psi(z)^{\top} d+\frac{1}{2} d^{\top} Q d  \tag{2.3}\\
\text { subject to } h(z)+\nabla h(z)^{\top} d=0 \tag{2.4}
\end{gather*}
$$

where $Q$ is a positive definite approximation to the Lagrangian Hessian at $z$. Then the new iteration point $z^{+}$is derived by a line search procedure,

$$
\begin{equation*}
z^{+}=z+\alpha d_{z} \tag{2.5}
\end{equation*}
$$

where $\alpha \in(0,1]$ is the steplength along $d_{z}$. This general framework requires regularity assumptions on $h(z)$ at all iterates. Otherwise, some of the slack variables may tend to zero too quickly and the algorithm may fail to find the right solution [26].

Our idea is rooted in the work of Fletcher [13, 14], Liu [19], and Yuan and Liu [20], although in the original works $[19,20]$ the authors need to exactly solve all the subproblems, including a nonsmooth unconstrained optimization problem. For the barrier problem, we first approximately solve the penalty optimization problem

$$
\begin{equation*}
\operatorname{minimize}_{d \in \Re^{n}} \frac{1}{2} d^{\top} Q d+\rho\left\|h(z)+\nabla h(z)^{\top} d\right\| \tag{2.6}
\end{equation*}
$$

where $\rho>0$ is the penalty parameter in the merit function

$$
\begin{equation*}
\phi(z ; \rho)=\psi_{\mu}(z)+\rho\|h(z)\| . \tag{2.7}
\end{equation*}
$$

Let $\tilde{d}_{z}$ be an approximate solution to (2.6). Then we generate the search direction $d_{z}$ by solving the subproblem

$$
\begin{gather*}
\text { minimize } \nabla \psi(z)^{\top} d+\frac{1}{2} d^{\top} Q d  \tag{2.8}\\
\text { subject to } \nabla h(z)^{\top} d=\nabla h(z)^{\top} \tilde{d}_{z} \tag{2.9}
\end{gather*}
$$

We consider subproblem (2.8)-(2.9) since it can provide us with the estimates of the multipliers, which are needed in the primal-dual interior-point approach. It can be proved (see Proposition 3.1) that, for sufficiently large $\rho$, the solution $d_{z}$ to (2.8)-(2.9) is a descent direction of the merit function.

The idea is similar to the trust region interior-point method, in which the auxiliary step $\tilde{d}_{z}$ is generated by minimizing $\left\|h(z)+\nabla h(z)^{\top} d\right\|$ on a trust region; see $[4,9,10$, 21, 22]. Here, by adding a quadratic term, we remove the trust region constraint in deriving the auxiliary step for the modified system of primal-dual equations.
2.2. The approximate solution to subproblem (2.6). In this subsection we describe how to generate the approximate solution to subproblem (2.6). Subproblem (2.6) can be simply written as

$$
\begin{equation*}
\operatorname{minimize} q(d)=\frac{1}{2} d^{\top} Q d+\rho\left\|r+R^{\top} d\right\| \tag{2.10}
\end{equation*}
$$

where $\rho>0, Q$ is any positive definite matrix, $r$ is a vector, and $R$ is a matrix with full column rank. It is easy to note that the exact solution is $d=0$ if $r=0$. Thus, in the following discussion, we assume that $r \neq 0$.

We generate the approximate solution $\tilde{d}_{z}$ to problem (2.10) by the following procedure.

Procedure 2.1.
(1) Compute the $Q$-weighted Newton step for minimizing $\left\|r+R^{\top} d\right\|$ :

$$
\begin{equation*}
\tilde{d}_{z}^{N}=-Q^{-1} R\left(R^{\top} Q^{-1} R\right)^{-1} r \tag{2.11}
\end{equation*}
$$

If $q\left(\tilde{d}_{z}^{N}\right) \leq \nu q(0) \quad(\nu \in(0,1)$ is a fixed constant $)$, then $\tilde{d}_{z}=\tilde{d}_{z}^{N}$; else go to (2).
(2) Calculate the $Q$-weighted steepest descent step (Cauchy step)

$$
\begin{equation*}
\tilde{d}_{z}^{C}=-Q^{-1} R r \tag{2.12}
\end{equation*}
$$

Find $\tilde{d}_{z}$ in the subspace spanned by $\tilde{d}_{z}^{N}$ and $\tilde{d}_{z}^{C}$ (see details in section 6.1) such that

$$
\begin{equation*}
q\left(\tilde{d}_{z}\right) \leq \max \left\{\nu q(0), q\left(\alpha^{C} \tilde{d}_{z}^{C}\right)\right\} \tag{2.13}
\end{equation*}
$$

where $\alpha^{C}=\operatorname{argmin}_{\alpha \in[0,1]} q\left(\alpha \tilde{d}_{z}^{C}\right)$.
Let us point out that, when our algorithm produces a sequence converging to a KKT point of the barrier problem, the $Q$-weighted Newton step will eventually be accepted under suitable conditions, so the direction-finding process (2.6)-(2.9) will generate an identical direction with the original primal-dual interior-point methods (see section 3). Intuitively, the Newton step can be rejected only if $q\left(\tilde{d}_{z}^{N}\right)>\nu q(0)$, namely,

$$
\begin{equation*}
\frac{1}{2} r^{\top}\left(R^{\top} Q^{-1} R\right)^{-1} r>\rho \nu\|r\| \tag{2.14}
\end{equation*}
$$

With a moderate value of $\rho$, if $R^{\top} Q^{-1} R$ is nonsingular, the above relationship indicates that $\|r\|$ is large, or at least is of the order of $\rho$. This cannot happen for an iterate close to a KKT point $x^{*}$ since this iterate must be nearly feasible, i.e., $\|r\|$ must be small. Later, we will present more detailed analysis on this point (see Propositions 3.2 and 3.3).

We next provide a technical result on the decrement of the Cauchy step for later reference.

Proposition 2.2. There holds

$$
\begin{equation*}
q\left(\alpha^{C} \tilde{d}_{z}^{C}\right)-q(0) \leq \frac{1}{2}\left\{1-\rho \min \left[\frac{1}{\|r\|}, \frac{\eta}{\|r\|}\right]\right\} r^{\top}\left(R^{\top} Q^{-1} R\right) r \tag{2.15}
\end{equation*}
$$

where $\eta=\left[r^{\top}\left(R^{\top} Q^{-1} R\right) r\right] /\left[r^{\top}\left(R^{\top} Q^{-1} R\right)^{2} r\right]$.
Proof. Let $\chi(d)=\left\|r+R^{\top} d\right\|$. We have

$$
\begin{align*}
\chi(0)^{2}-\chi\left(\alpha \tilde{d}_{z}^{C}\right)^{2} & =\|r\|^{2}-\left\|\left(I-\alpha R^{\top} Q^{-1} R\right) r\right\|^{2} \\
& =2 \alpha r^{\top}\left(R^{\top} Q^{-1} R\right) r-\alpha^{2} r^{\top}\left(R^{\top} Q^{-1} R\right)^{2} r \tag{2.16}
\end{align*}
$$

Suppose that $\tilde{\alpha} \in[0,1]$ minimizes $\chi\left(\alpha \tilde{d}_{z}^{C}\right)$. Then we have the following two cases:
(i) If $\eta \leq 1$, then

$$
\begin{equation*}
\chi(0)^{2}-\chi\left(\tilde{\alpha} \tilde{d}_{z}^{C}\right)^{2}=\eta r^{\top}\left(R^{\top} Q^{-1} R\right) r \tag{2.17}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\chi(0)-\chi\left(\tilde{\alpha} \tilde{d}_{z}^{C}\right) \geq \frac{\eta}{2\|r\|} r^{\top}\left(R^{\top} Q^{-1} R\right) r \tag{2.18}
\end{equation*}
$$

(ii) If $\eta>1$, then $\tilde{\alpha}=1$ and $r^{\top}\left(R^{\top} Q^{-1} R\right) r>r^{\top}\left(R^{\top} Q^{-1} R\right)^{2} r$; thus

$$
\begin{equation*}
\chi(0)-\chi\left(\tilde{\alpha} \tilde{d}_{z}^{C}\right) \geq \frac{1}{2\|r\|} r^{\top}\left(R^{\top} Q^{-1} R\right) r \tag{2.19}
\end{equation*}
$$

Then it follows from (2.18), (2.19), and $\tilde{\alpha} \leq 1$ that

$$
\begin{equation*}
q\left(\tilde{\alpha} \tilde{d}_{z}^{C}\right)-q(0) \leq \frac{1}{2}\left\{1-\rho \min \left[\frac{1}{\|r\|}, \frac{\eta}{\|r\|}\right]\right\} r^{\top}\left(R^{\top} Q^{-1} R\right) r \tag{2.20}
\end{equation*}
$$

Since $q\left(\alpha^{C} \tilde{d}_{z}^{C}\right) \leq q\left(\tilde{\alpha} \tilde{d}_{z}^{C}\right)$, we obtain (2.15).
3. The algorithm for the barrier problem. We now specialize the formulae in the last section to the barrier problem (1.2) and present a modified primal-dual system of equations for generating the search directions. Later, based on this modification, we will propose our algorithm for the barrier problem.

By writing $z$ as $(x, y), \psi_{\mu}(z)$ as $\psi_{\mu}(x, y)$, and $h(z)$ as $h(x, y)$, the barrier problem is

$$
\begin{align*}
& \operatorname{minimize} \psi_{\mu}(x, y)=f(x)-\mu \sum_{i=1}^{m} \ln y_{i}  \tag{3.1}\\
& \text { subject to } h(x, y)=c(x)+y=0 \tag{3.2}
\end{align*}
$$

where $y=\left(y_{1}, \ldots, y_{m}\right)^{\top}>0$, and $\mu$ is a fixed positive scalar. The Lagrangian of problem (3.1)-(3.2) is

$$
\begin{equation*}
L(x, y, \lambda)=\psi_{\mu}(x, y)+\lambda^{\top} h(x, y) \tag{3.3}
\end{equation*}
$$

and its Hessian is

$$
\nabla^{2} L(x, y, \lambda)=\left(\begin{array}{cc}
\nabla^{2} \ell(x, \lambda) &  \tag{3.4}\\
& \mu Y^{-2}
\end{array}\right)
$$

where $\lambda \in \Re^{m}$ is a multiplier vector associated with (3.2) and $\ell(x, \lambda)=f(x)+\lambda^{\top} c(x)$. The KKT conditions of program (3.1)-(3.2) can be written as

$$
F_{\mu}(x, y, \lambda)=\left(\begin{array}{c}
g(x)+A(x) \lambda  \tag{3.5}\\
Y \Lambda e-\mu e \\
c(x)+y
\end{array}\right)=0
$$

where $g(x)=\nabla f(x), A(x)=\nabla c(x), Y=\operatorname{diag}(y), \Lambda=\operatorname{diag}(\lambda)$, and $e=(1, \ldots, 1)^{\top}$.
Byrd, Marazzi, and Nocedal [7] showed that the algorithm using the norm of the residual function $\left\|F_{\mu}(x, y, \lambda)\right\|$ as the merit function may fail in converging to a stationary point of the problem. In this paper, as mentioned in (2.7), our merit function is

$$
\begin{equation*}
\phi_{\mu}(x, y ; \rho)=\psi_{\mu}(x, y)+\rho\|h(x, y)\|, \tag{3.6}
\end{equation*}
$$

where $\rho>0$ is the penalty parameter and is updated automatically during the iterations. Then we have the following result.

Proposition 3.1. For any $\rho \geq 0, y>0$, and $\left(d_{x}, d_{y}\right) \in \Re^{n+m}$, the directional derivative $\phi_{\rho}^{\prime}\left((x, y) ;\left(d_{x}, d_{y}\right)\right)$ of $\phi_{\mu}(x, y ; \rho)$ along $\left(d_{x}, d_{y}\right)$ exists, and

$$
\begin{equation*}
\phi_{\rho}^{\prime}\left((x, y) ;\left(d_{x}, d_{y}\right)\right) \leq \pi_{\rho}\left((x, y) ;\left(d_{x}, d_{y}\right)\right), \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \pi_{\rho}\left((x, y) ;\left(d_{x}, d_{y}\right)\right) \\
& \quad=g(x)^{\top} d_{x}-\mu e^{\top} Y^{-1} d_{y}+\rho\left(\left\|c(x)+y+A(x)^{\top} d_{x}+d_{y}\right\|-\|c(x)+y\|\right) \tag{3.8}
\end{align*}
$$

Proof. The first term on the right-hand side of $(3.6), \psi_{\mu}$, is continuously differentiable. Its directional derivative is

$$
\begin{equation*}
\psi_{\mu}^{\prime}\left((x, y) ;\left(d_{x}, d_{y}\right)\right)=g(x)^{\top} d_{x}-\mu e^{\top} Y^{-1} d_{y} \tag{3.9}
\end{equation*}
$$

Let $\theta(x, y)=\|h(x, y)\|$. Its directional differentiability follows from its convexity. Since

$$
\begin{aligned}
\theta^{\prime} & \left((x, y) ;\left(d_{x}, d_{y}\right)\right) \\
& =\lim _{\alpha \downarrow 0} \frac{\left[\theta\left(x+\alpha d_{x}, y+\alpha d_{y}\right)-\theta(x, y)\right]}{\alpha} \\
& =\lim _{\alpha \downarrow 0} \frac{\left[\left\|c(x)+\alpha A(x)^{\top} d_{x}+y+\alpha d_{y}+o(\alpha)\right\|-\|c(x)+y\|\right]}{\alpha} \\
& \leq \lim _{\alpha \downarrow 0}\left[\frac{\left\|c(x)+y+\alpha\left(A(x)^{\top} d_{x}+d_{y}\right)\right\|-\|c(x)+y\|}{\alpha}+\frac{\|o(\alpha)\|}{\alpha}\right] \\
& \leq\left\|c(x)+y+A(x)^{\top} d_{x}+d_{y}\right\|-\|c(x)+y\|+\lim _{\alpha \downarrow 0} \frac{o(\alpha)}{\alpha},
\end{aligned}
$$

where the last two inequalities follow from the triangle inequality and the convexity of the norm, the result follows immediately.

Suppose that $\left(x^{k}, y^{k}\right)$ is the current iteration point and $\lambda^{k}$ is the corresponding approximation of the multiplier vector. For problem (3.1)-(3.2), by substituting

$$
Q=\left(\begin{array}{cc}
B_{k} &  \tag{3.10}\\
& Y_{k}^{-1} \Lambda_{k}
\end{array}\right), R=\binom{A_{k}}{I}, d=\binom{d_{x}}{d_{y}} \text { and } r=\left(c^{k}+y^{k}\right)
$$

into (2.10), our approach first approximately solves the problem
(3.11) minimize $q_{k}\left(d_{x}, d_{y}\right)=\frac{1}{2} d_{x}^{\top} B_{k} d_{x}+\frac{1}{2} d_{y}^{\top} S_{k} d_{y}+\rho_{k}\left\|c^{k}+y^{k}+A_{k}^{\top} d_{x}+d_{y}\right\|$,
where $B_{k} \succ 0$ is an approximation to matrix $\nabla^{2} \ell\left(x^{k}, \lambda^{k}\right), S_{k}=Y_{k}^{-1} \Lambda_{k}, Y_{k}=\operatorname{diag}\left(y^{k}\right)$, $\Lambda_{k}=\operatorname{diag}\left(\lambda^{k}\right), c^{k}=c\left(x^{k}\right)$, and $A_{k}=A\left(x^{k}\right)$, and $\rho_{k}$ is the current value of the penalty parameter. The $Q$-weighted Newton step and the $Q$-weighted steepest descent step defined in Procedure 2.1 are, respectively,

$$
\begin{align*}
\left(\tilde{d}_{x}^{k}\right)^{N} & =-B_{k}^{-1} A_{k}\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\left(c^{k}+y^{k}\right)  \tag{3.12}\\
\left(\tilde{d}_{y}^{k}\right)^{N} & =-S_{k}^{-1}\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\left(c^{k}+y^{k}\right) \tag{3.13}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\tilde{d}_{x}^{k}\right)^{C}=-B_{k}^{-1} A_{k}\left(c^{k}+y^{k}\right), \quad\left(\tilde{d}_{y}^{k}\right)^{C}=-S_{k}^{-1}\left(c^{k}+y^{k}\right) \tag{3.14}
\end{equation*}
$$

Let $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ be the approximate solution obtained through Procedure 2.1. We generate the search direction $\left(d_{x}^{k}, d_{y}^{k}\right)$ for the new iterate by solving

$$
\begin{align*}
& \operatorname{minimize}\left(g^{k}\right)^{\top} d_{x}-\mu e^{\top} Y_{k}^{-1} d_{y}+\frac{1}{2} d_{x}^{\top} B_{k} d_{x}+\frac{1}{2} d_{y}^{\top} S_{k} d_{y}  \tag{3.15}\\
& \text { subject to } A_{k}^{\top} d_{x}+d_{y}=A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k} \tag{3.16}
\end{align*}
$$

where $g^{k}=\nabla f\left(x^{k}\right)$. Since $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ is a feasible solution to problem (3.15)-(3.16), by (3.8), we have the formula

$$
\begin{align*}
& \pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)+\frac{1}{2}\left(d_{x}^{k}\right)^{\top} B_{k} d_{x}^{k}+\frac{1}{2}\left(d_{y}^{k}\right)^{\top} S_{k} d_{y}^{k} \\
& \quad \leq \pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)\right)+\frac{1}{2}\left(\tilde{d}_{x}^{k}\right)^{\top} B_{k} \tilde{d}_{x}^{k}+\frac{1}{2}\left(\tilde{d}_{y}^{k}\right)^{\top} S_{k} \tilde{d}_{y}^{k} \tag{3.17}
\end{align*}
$$

which plays an important role in our later global convergence analysis for the case $\rho_{k} \rightarrow \infty$.

The KKT conditions of problem (3.15)-(3.16) are

$$
\begin{align*}
B_{k} d_{x}+A_{k} \tilde{\lambda} & =-g^{k}  \tag{3.18}\\
S_{k} d_{y}+\tilde{\lambda} & =\mu Y_{k}^{-1} e  \tag{3.19}\\
A_{k}^{\top} d_{x}+d_{y} & =A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k} \tag{3.20}
\end{align*}
$$

which, by letting $d_{\lambda}=\tilde{\lambda}-\lambda^{k}$, can be equivalently written as the modified primal-dual system of equations

$$
\begin{align*}
& B_{k} d_{x}+A_{k} d_{\lambda}=-\left(g^{k}+A_{k} \lambda^{k}\right)  \tag{3.21}\\
& \Lambda_{k} d_{y}+Y_{k} d_{\lambda}=-\left(Y_{k} \Lambda_{k} e-\mu e\right)  \tag{3.22}\\
& A_{k}^{\top} d_{x}+d_{y}=A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k} \tag{3.23}
\end{align*}
$$

It is well known that the original primal-dual interior-point approach generates the search direction by solving the system of equations

$$
\begin{align*}
& B_{k} d_{x}+A_{k} d_{\lambda}=-\left(g^{k}+A_{k} \lambda^{k}\right)  \tag{3.24}\\
& \Lambda_{k} d_{y}+Y_{k} d_{\lambda}=-\left(Y_{k} \Lambda_{k} e-\mu e\right)  \tag{3.25}\\
& A_{k}^{\top} d_{x}+d_{y}=-\left(c^{k}+y^{k}\right) \tag{3.26}
\end{align*}
$$

which follows from the Newton method applied to (3.5); for example, see [11, 16, 23, $25,28]$. Then we have the following results.

Proposition 3.2. The modified approach using (3.21)-(3.23) generates the same search directions as the original primal-dual interior-point methods using (3.24)-(3.26) if the weighted Newton step (3.12)-(3.13) is used.

Proof. If $\tilde{d}_{x}^{k}=\left(\tilde{d}_{x}^{k}\right)^{N}$ and $\tilde{d}_{y}^{k}=\left(\tilde{d}_{y}^{k}\right)^{N}$, then $A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k}=-\left(c^{k}+y^{k}\right)$. Thus the system (3.21)-(3.23) is the same as the system (3.24)-(3.26).

Proposition 3.3. Suppose that the two sets $\left\{\left(x^{k}, y^{k}\right)\right\}_{k=0}^{\infty}$ and $\left\{\left(A_{k}^{\top} B_{k}^{-1} A_{k}+\right.\right.$ $\left.\left.S_{k}^{-1}\right)^{-1}\right\}_{k=0}^{\infty}$ are bounded. Then there exists a positive constant $\hat{\rho}$ (which is not dependent on $k$ ) such that for $\rho_{k} \geq \hat{\rho}$, the Newton step $\left(\left(\tilde{d}_{x}^{k}\right)^{N},\left(\tilde{d}_{y}^{k}\right)^{N}\right)$ defined in (3.12)(3.13) will be accepted by Procedure 2.1.

Proof. We have

$$
\begin{align*}
& q_{k}\left(\left(\tilde{d}_{x}^{k}\right)^{N},\left(\tilde{d}_{y}^{k}\right)^{N}\right)-\nu q_{k}(0,0) \\
& \quad=\frac{1}{2}\left(c^{k}+y^{k}\right)^{\top}\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\left(c^{k}+y^{k}\right)-\nu \rho_{k}\left\|c^{k}+y^{k}\right\|  \tag{3.27}\\
& \quad \leq\left[\frac{1}{2}\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\left(c^{k}+y^{k}\right)\right\|-\nu \rho_{k}\right]\left\|c^{k}+y^{k}\right\|
\end{align*}
$$

By the assumptions of the proposition, there exists a constant $\hat{\rho}>0$ such that for all $k$ we have

$$
\begin{equation*}
\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\left(c^{k}+y^{k}\right)\right\| \leq 2 \nu \hat{\rho} \tag{3.28}
\end{equation*}
$$

Thus, for every $\rho_{k} \geq \hat{\rho}, q_{k}\left(\left(\tilde{d}_{x}^{k}\right)^{N},\left(\tilde{d}_{y}^{k}\right)^{N}\right) \leq \nu q_{k}(0,0)$.
In the following, we describe our algorithm for the barrier problem (3.1)-(3.2), which solves the problem (3.11) and the system of equations (3.21)-(3.23) at each iteration.

Algorithm 3.4 (the algorithm for problem (3.1)-(3.2)).
Step 1. Given $\left(x^{0}, y^{0}, \lambda^{0}\right) \in \Re^{n} \times \Re_{++}^{m} \times \Re_{++}^{m}, 0 \prec B_{0} \in \Re^{n \times n}, 0<\beta_{1}<1<\beta_{2}$, $\rho_{0}>0,0<\delta<1,0<\sigma_{0}<\frac{1}{2}, \epsilon_{1}>0, \epsilon_{2}>\epsilon_{3}>0$. Let $k:=0$.
Step 2. Compute an approximate solution $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ of problem (3.11) by Procedure 2.1 (see section 6.1 on its implementation).
Step 3. Calculate the search direction $\left(d_{x}^{k}, d_{y}^{k}, d_{\lambda}^{k}\right)$ by solving the system of equations (3.21)-(3.23).

Step 4 (update $\rho_{k}$ ). If

$$
\begin{equation*}
\pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) \leq-\frac{1}{2}\left(d_{x}^{k}\right)^{\top} B_{k} d_{x}^{k}-\frac{1}{2}\left(d_{y}^{k}\right)^{\top} S_{k} d_{y}^{k} \tag{3.29}
\end{equation*}
$$

then set $\rho_{k+1}=\rho_{k}$; otherwise, we update $\rho_{k}$ by

$$
\begin{equation*}
\rho_{k+1}=\max \left\{\frac{\psi_{\mu}^{\prime}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)+\frac{1}{2}\left(d_{x}^{k}\right)^{\top} B_{k} d_{x}^{k}+\frac{1}{2}\left(d_{y}^{k}\right)^{\top} S_{k} d_{y}^{k}}{\Delta_{k}}, 2 \rho_{k}\right\}, \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)=\left(g^{k}\right)^{\top} d_{x}^{k}-\mu e^{\top} Y_{k}^{-1} d_{y}^{k}-\rho_{k} \Delta_{k} \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{k}=\left\|c^{k}+y^{k}\right\|-\left\|c^{k}+y^{k}+A_{k}^{\top} d_{x}^{k}+d_{y}^{k}\right\| . \tag{3.32}
\end{equation*}
$$

Step 5 (line search). Compute

$$
\begin{equation*}
\hat{\alpha}_{k}=\frac{-0.995}{\min \left\{\left(y_{i}^{k}\right)^{-1}\left(d_{y_{i}}\right)_{i}, i=1, \ldots, m ;-0.995\right\}} . \tag{3.33}
\end{equation*}
$$

Select the least nonnegative integer $l$ such that

$$
\begin{align*}
& \phi_{\mu}\left(x^{k}+\delta^{l} \hat{\alpha}_{k} d_{x}^{k}, y^{k}+\delta^{l} \hat{\alpha}_{k} d_{y}^{k} ; \rho_{k+1}\right)-\phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right) \\
& \quad \leq \sigma_{0} \delta^{l} \hat{\alpha}_{k} \pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) . \tag{3.34}
\end{align*}
$$

Let $\alpha_{k}=\delta^{l} \hat{\alpha}_{k}$. The new primal iterate is generated as

$$
\begin{align*}
x^{k+1} & =x^{k}+\alpha_{k} d_{x}^{k},  \tag{3.35}\\
y^{k+1} & =\max \left\{y^{k}+\alpha_{k} d_{y}^{k},-c^{k+1}\right\} . \tag{3.36}
\end{align*}
$$

Step 6 (update dual iterate). If there exists $\gamma \in[0,1]$ such that

$$
\begin{equation*}
\beta_{1} \mu e \leq Y_{k+1}\left(\Lambda_{k}+\gamma D_{\lambda}^{k}\right) e \leq \beta_{2} \mu e, \tag{3.37}
\end{equation*}
$$

where $D_{\lambda}^{k}=\operatorname{diag}\left(d_{\lambda}^{k}\right)$, then we select the maximum $\gamma_{k} \in[0,1]$ satisfying (3.37) and then update $\lambda^{k}$ by

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}+\gamma_{k} d_{\lambda}^{k} ; \tag{3.38}
\end{equation*}
$$

otherwise, we increase $l$ by 1 successively such that (3.37) holds, and then update the primal and dual iterates in the same way as in (3.35), (3.36), and (3.38).

Step 7 (check the stopping criteria). We terminate the algorithm if one of the fol-
lowing conditions is satisfied:
(i) $\left\|F_{\mu}\left(x^{k+1}, y^{k+1}, \lambda^{k+1}\right)\right\|<\epsilon_{1}$;
(ii) $\left\|c^{k+1}+y^{k+1}\right\| \geq \epsilon_{2}$ and $\left\|\binom{A_{k+1}}{Y_{k+1}}\left(c^{k+1}+y^{k+1}\right)\right\|<\epsilon_{3}$;
(iii) $\left\|c^{k+1}+y^{k+1}\right\|<\epsilon_{3}$ and $\operatorname{det}\left(A_{\mathcal{I}_{k+1}}^{\top} A_{\mathcal{I}_{k+1}}\right)<\epsilon_{3}$,
where $\mathcal{I}_{k+1}=\left\{i \mid c_{i}^{k+1} \geq-\epsilon_{3}\right\}$, and $A_{\mathcal{I}_{k+1}}$ is a submatrix of $A_{k+1}$ consisting of all columns indexed by $\mathcal{I}_{k+1}$. Else update the approximate Hessian $B_{k}$ by $B_{k+1}$, let $k:=k+1$, and go to Step 2 .

We make the following remarks on the algorithm:

- The new primal and dual iterates are generated, respectively, by using different steplengths. Such a strategy has been used in $[8,28,29]$. We hope that $\gamma_{k}=1$ can be accepted even if $\alpha_{k}<1$.
- By (3.33), we have $y^{k}+\hat{\alpha}_{k} d_{y}^{k} \geq 0.005 y^{k}$. If $d_{y i}^{k} \geq 0$, we have $y_{i}^{k}+\alpha_{k} d_{y i}^{k} \geq y_{i}^{k}$; else $\alpha_{k} d_{y i}^{k} \geq \hat{\alpha}_{k} d_{y i}^{k}$ since $\alpha_{k} \leq \hat{\alpha}_{k}$. Thus we always have $y^{k+1} \geq 0.005 y^{k}$ by (3.36).
- Formula (3.36) was first introduced in [4]; a similar, but more sophisticated, technique is also used in [24]. Since $y^{k+1} \geq y^{k}+\alpha_{k} d_{y}^{k}$ and $\left\|c^{k+1}+y^{k+1}\right\| \leq$ $\left\|c^{k+1}+y^{k}+\alpha_{k} d_{y}^{k}\right\|$, we have

$$
\begin{align*}
& \phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right)-\phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right) \\
& \quad \leq \phi_{\mu}\left(x^{k}+\alpha_{k} d_{x}^{k}, y^{k}+\alpha_{k} d_{y}^{k} ; \rho_{k+1}\right)-\phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right) ; \tag{3.39}
\end{align*}
$$

thus $\phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right) \leq \phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right)$ for all $k \geq 0$.

- A way to implement (3.37) will be introduced in section 6.2. The welldefinedness of this step is shown in Lemma 4.4.
- Since we do not assume any regularity on the constraints, the stopping condition (i) may never hold, in which case the algorithm will terminate at condition (ii) or (iii) of Step 7 by the convergence results in the next section.

4. The analysis of global convergence. The global convergence of Algorithm 3.4 is analyzed in this section. Suppose that in the algorithm the tolerance $\epsilon_{2}$ is small, tolerances $\epsilon_{1}$ and $\epsilon_{3}$ are very small, and an infinite sequence $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ is generated.

We need the following blanket assumption for all analysis in what follows.
Assumption 4.1.
(1) Functions $f$ and c are twice continuously differentiable functions on $\Re^{n}$.
(2) The set $\left\{x^{k}\right\}_{k=0}^{\infty}$ is bounded.
(3) There exist positive constants $\nu_{1}$ and $\nu_{2}$ such that $\nu_{1} I \preceq B_{k} \preceq \nu_{2} I$ for all $k$, where I stands for the identity matrix.

Assumptions (1) and (2) are used in the convergence analysis of most algorithms for nonlinear programming. Assumption (3) guarantees the existence of the solution of system (3.21)-(3.23). Similar assumptions are also used by most line search-based interior-point methods for nonlinear programming. An exception is [8], in which the global convergence results are derived by assuming $B_{k}$ to be uniformly positive definite and bounded on the null space of the linear equality constraints.

By Algorithm 3.4, for each integer $k \geq 0$, we have either $\rho_{k+1}=\rho_{k}$ or $\rho_{k+1} \geq 2 \rho_{k}$. Thus, the sequence $\left\{\rho_{k}\right\}$ is a monotonically nondecreasing sequence.

Lemma 4.2. If there exist a positive integer $\hat{k}$ and a positive constant $\hat{\rho}$ such that $\rho_{k}=\hat{\rho}$ for all $k \geq \hat{k}$, then we have that
(i) both $\left\{y^{k}\right\}$ and $\left\{\lambda^{k}\right\}$ are bounded above and componentwise bounded away from zero. The same is true for the diagonal of $S_{k}$.
(ii) $\left\{\left(d_{x}^{k}, d_{y}^{k}, d_{\lambda}^{k}\right)\right\}$ is bounded.

Proof. Without loss of generality, we suppose that $\rho_{k}=\hat{\rho}$ for all $k \geq 0$. By (3.34) and (3.39), $\phi_{\mu}\left(x^{k}, y^{k} ; \hat{\rho}\right)$ is monotonically decreasing; thus $\phi_{\mu}\left(x^{k}, y^{k} ; \hat{\rho}\right) \leq \phi_{\mu}\left(x^{0}, y^{0} ; \hat{\rho}\right)$ for all $k$. Now we prove that $y^{k}$ is bounded above by contradiction. Suppose that $\max _{i}\left\{y_{i}^{k}\right\} \rightarrow \infty$. We have also that

$$
\begin{equation*}
f_{k}-\mu \sum_{i=1}^{m} \ln y_{i}^{k}+\hat{\rho}\left\|c^{k}+y^{k}\right\| \leq \phi_{\mu}\left(x^{0}, y^{0} ; \hat{\rho}\right) . \tag{4.1}
\end{equation*}
$$

Dividing both sides of (4.1) by $\max _{i}\left\{y_{i}^{k}\right\}$ and taking the limit when $k \rightarrow \infty$, we have that $\hat{\rho} \leq 0$ since each term approaches zero except $\lim _{k \rightarrow \infty}\left\|c^{k}+y^{k}\right\| / \max _{i}\left\{y_{i}^{k}\right\} \geq 1$. This is a contradiction.

By the fact that $x^{k}$ and $y^{k}$ are bounded and that

$$
\begin{equation*}
-\mu \sum_{i=1}^{m} \ln y_{i}^{k} \leq-f_{k}-\hat{\rho}\left\|c^{k}+y^{k}\right\|+\phi_{\mu}\left(x^{0}, y^{0} ; \hat{\rho}\right), \tag{4.2}
\end{equation*}
$$

$y^{k}$ is componentwise bounded away from zero. It follows from (3.37) that $\lambda^{k}$ is bounded above and componentwise bounded away from zero; so is the diagonal of $S_{k}$ since $S_{k}=Y_{k}^{-1} \Lambda_{k}$.
(ii) By Assumption 4.1(3), matrix $\hat{B}_{k}=B_{k}+A_{k} Y_{k}^{-1} \Lambda_{k} A_{k}^{\top}$ is invertible. By simple computation, the system (3.21)-(3.23) can be written as

$$
\left(\begin{array}{cc}
B_{k} & A_{k}  \tag{4.3}\\
A_{k}^{\top} & -\Lambda_{k}^{-1} Y_{k}
\end{array}\right)\binom{d_{x}^{k}}{d_{\lambda}^{k}}=\binom{-\left(g^{k}+A_{k} \lambda^{k}\right)}{\left(Y_{k}-\mu \Lambda_{k}^{-1}\right) e+\left(A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k}\right)}
$$

and

$$
\begin{equation*}
d_{y}^{k}=\left(\mu \Lambda_{k}^{-1}-Y_{k}\right) e-\Lambda_{k}^{-1} Y_{k} d_{\lambda}^{k} . \tag{4.4}
\end{equation*}
$$

Since

$$
\left(\begin{array}{cc}
B_{k} & A_{k}  \tag{4.5}\\
A_{k}^{\top} & -\Lambda_{k}^{-1} Y_{k}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\hat{B}_{k}^{-1} & \hat{B}_{k}^{-1} A_{k} Y_{k}^{-1} \Lambda_{k} \\
\Lambda_{k} Y_{k}^{-1} A_{k}^{\top} \hat{B}_{k}^{-1} & P_{k}
\end{array}\right)
$$

where $P_{k}=-Y_{k}^{-1} \Lambda_{k}+Y_{k}^{-1} \Lambda_{k} A_{k}^{\top} \hat{B}_{k}^{-1} A_{k} Y_{k}^{-1} \Lambda_{k}$, the boundedness of $\left(d_{x}^{k}, d_{\lambda}^{k}\right)$ follows from (4.3). By (4.4), $d_{y}^{k}$ is bounded.

By Lemma 4.2, there exist constants $b_{1}>0$ and $b_{2}>0$ such that $y^{k} \geq b_{1} e$ and $\left\|d_{y}^{k}\right\| \leq b_{2}$ for all $k$. If $\hat{\alpha}_{1}=\min \left\{1,0.995 b_{1} / b_{2}\right\}$, then $y^{k}+\hat{\alpha}_{1} d_{y}^{k} \geq 0.005 y^{k}$. Thus, for all $\alpha \in\left[0, \hat{\alpha}_{1}\right]$,

$$
\begin{equation*}
y^{k}+\alpha d_{y}^{k} \geq 0.005 y^{k} \tag{4.6}
\end{equation*}
$$

Lemma 4.3. If $\left\{\rho_{k}\right\}$ is bounded, then there is a constant $\hat{\alpha}_{2} \in\left(0, \hat{\alpha}_{1}\right]$ such that, for every $\alpha \in\left(0, \hat{\alpha}_{2}\right]$ and for all $k \geq 0$, there holds that

$$
\begin{equation*}
\phi_{\mu}\left(x^{k}+\alpha d_{x}^{k}, y^{k}+\alpha d_{y}^{k} ; \rho_{k+1}\right)-\phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right) \leq \alpha \sigma_{0} \pi_{\rho_{k+1}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) \tag{4.7}
\end{equation*}
$$

Proof. Without loss of generality, we suppose that $\rho_{k}=\hat{\rho}$ for all $k \geq 0$. Then (3.29) holds at all iterates. For $\alpha \in\left(0, \hat{\alpha}_{1}\right]$, by (4.6), we have

$$
\begin{equation*}
\left(Y_{k}+\alpha D_{y}^{k}\right)^{-1} \preceq 200 Y_{k}^{-1} \tag{4.8}
\end{equation*}
$$

where $D_{y}^{k}=\operatorname{diag}\left(d_{y}^{k}\right)$. Thus, for $\alpha \in\left(0, \hat{\alpha}_{1}\right]$,

$$
\begin{align*}
-\sum_{i=1}^{m} & \ln \left[y_{i}^{k}+\alpha\left(d_{y}^{k}\right)_{i}\right]+\sum_{i=1}^{m} \ln y_{i}^{k}+\alpha e^{\top} Y_{k}^{-1} d_{y}^{k} \\
& =e^{\top} \int_{0}^{\alpha}\left[Y_{k}^{-1}-\left(Y_{k}+t D_{y}^{k}\right)^{-1}\right] d_{y}^{k} d t  \tag{4.9}\\
& =e^{\top} \int_{0}^{\alpha} Y_{k}^{-1}\left(Y_{k}+t D_{y}^{k}\right)^{-1}\left(t D_{y}^{k}\right) d_{y}^{k} d t \leq 100 \alpha^{2}\left\|Y_{k}^{-1} d_{y}^{k}\right\|^{2}
\end{align*}
$$

Since $f$ and $c$ are twice continuously differentiable, there are positive constants $b_{3}$ and $b_{4}$ such that

$$
\begin{equation*}
f\left(x^{k}+\alpha d_{x}^{k}\right)-f\left(x^{k}\right)-\alpha g\left(x^{k}\right)^{\top} d_{x}^{k} \leq \frac{1}{2} \alpha^{2} b_{3}\left\|d_{x}^{k}\right\|^{2} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{gather*}
\left\|c\left(x^{k}+\alpha d_{x}^{k}\right)+y^{k}+\alpha d_{y}^{k}\right\|-\left\|c\left(x^{k}\right)+y^{k}+\alpha A\left(x_{k}\right)^{\top} d_{x}^{k}+\alpha d_{y}^{k}\right\| \\
\leq\left\|c\left(x^{k}+\alpha d_{x}^{k}\right)-c\left(x^{k}\right)-\alpha A\left(x^{k}\right)^{\top} d_{x}^{k}\right\| \leq \frac{1}{2} \alpha^{2} b_{4}\left\|d_{x}^{k}\right\|^{2} \tag{4.11}
\end{gather*}
$$

The constants $b_{3}$ and $b_{4}$ are the first order Lipschitzian constants of $f$ and $c$, respectively.

Let $b_{5}=\max \left\{100 \mu, \frac{1}{2}\left(b_{3}+\hat{\rho} b_{4}\right)\right\}$. Since

$$
\begin{align*}
& \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(\alpha d_{x}^{k}, \alpha d_{y}^{k}\right)\right) \\
& \quad=\alpha \psi_{\mu}^{\prime}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)+\hat{\rho}\left(\left\|c^{k}+y^{k}+\alpha A_{k}^{\top} d_{x}^{k}+\alpha d_{y}^{k}\right\|-\left\|c^{k}+y^{k}\right\|\right) \tag{4.12}
\end{align*}
$$

by (3.8), it follows from (4.9), (4.10), and (4.11) that

$$
\begin{align*}
& \phi_{\mu}\left(x^{k}+\alpha d_{x}^{k}, y^{k}+\alpha d_{y}^{k} ; \hat{\rho}\right)-\phi_{\mu}\left(x^{k}, y^{k} ; \hat{\rho}\right)-\pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(\alpha d_{x}^{k}, \alpha d_{y}^{k}\right)\right) \\
& \quad \leq \alpha^{2} b_{5}\left(\left\|d_{x}^{k}\right\|^{2}+\left\|Y_{k}^{-1} d_{y}^{k}\right\|^{2}\right) \tag{4.13}
\end{align*}
$$

It is easy to note that $\pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(\alpha d_{x}^{k}, \alpha d_{y}^{k}\right)\right)$ is a convex function on $\alpha \in[0,1]$. Thus, we have

$$
\begin{equation*}
\pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(\alpha d_{x}^{k}, \alpha d_{y}^{k}\right)\right)-\alpha \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) \leq 0 \tag{4.14}
\end{equation*}
$$

and as a result,

$$
\begin{align*}
& \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(\alpha d_{x}^{k}, \alpha d_{y}^{k}\right)\right)-\alpha \sigma_{0} \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) \\
& \quad \leq \alpha\left(1-\sigma_{0}\right) \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)  \tag{4.15}\\
& \quad \leq-\frac{1}{2} \alpha\left(1-\sigma_{0}\right) \hat{\delta}\left(\left\|d_{x}^{k}\right\|^{2}+\left\|Y_{k}^{-1} d_{y}^{k}\right\|^{2}\right)
\end{align*}
$$

where $\hat{\delta}=\min \left\{\nu_{1}, \beta_{1} \mu\right\}$ and the last inequality follows from (3.29), Assumption 4.1(3), and (3.37).

Let $\hat{\alpha}_{2}=\min \left\{\hat{\alpha}_{1},\left(1-\sigma_{0}\right) \hat{\delta} /\left(2 b_{5}\right)\right\}$. Then, by (4.13) and (4.15), (4.7) holds for all $\alpha \in\left[0, \hat{\alpha}_{2}\right]$ and $k \geq 0$.

LEMMA 4.4. Under the assumption of Lemma 4.2, if $\beta_{1} \mu e \leq Y_{k} \Lambda_{k} e \leq \beta_{2} \mu e$, then there exists a constant $\hat{\alpha}_{3} \in(0,1]$ such that

$$
\begin{equation*}
\beta_{1} \mu e \leq\left(\Lambda_{k}+\alpha D_{\lambda}^{k}\right) \max \left\{y^{k}+\alpha d_{y}^{k},-c\left(x^{k}+\alpha d_{x}^{k}\right)\right\} \leq \beta_{2} \mu e \tag{4.16}
\end{equation*}
$$

for all $\alpha \in\left[0, \hat{\alpha}_{3}\right]$ and all $k$.
Proof. At first, we prove that

$$
\begin{equation*}
\beta_{1} \mu e \leq\left(Y_{k}+\alpha D_{y}^{k}\right)\left(\Lambda_{k}+\alpha D_{\lambda}^{k}\right) e \leq \beta_{2} \mu e \tag{4.17}
\end{equation*}
$$

for all $\alpha \in\left[0, \bar{\alpha}_{3}\right]$ and all $k$, where $\bar{\alpha}_{3} \in(0,1]$ is a constant.
By (3.22), we have $\left(Y_{k}+\alpha D_{y}^{k}\right)\left(\Lambda_{k}+\alpha D_{\lambda}^{k}\right) e=\alpha \mu e+(1-\alpha) Y_{k} \Lambda_{k} e+\alpha^{2} D_{y}^{k} D_{\lambda}^{k} e$.
Thus,

$$
\begin{align*}
& \left(Y_{k}+\alpha D_{y}^{k}\right)\left(\Lambda_{k}+\alpha D_{\lambda}^{k}\right) e \geq \beta_{1} \mu e+\alpha\left(1-\beta_{1}\right) \mu e+\alpha^{2} D_{y}^{k} D_{\lambda}^{k} e  \tag{4.18}\\
& \left(Y_{k}+\alpha D_{y}^{k}\right)\left(\Lambda_{k}+\alpha D_{\lambda}^{k}\right) e \leq \beta_{2} \mu e-\alpha\left(\beta_{2}-1\right) \mu e+\alpha^{2} D_{y}^{k} D_{\lambda}^{k} e \tag{4.19}
\end{align*}
$$

Since $\left(d_{y}^{k}, d_{\lambda}^{k}\right)$ is bounded and $0<\beta_{1}<1<\beta_{2}$, there exists a constant $\bar{\alpha}_{3} \in(0,1]$ such that (4.17) holds for all $\alpha \in\left[0, \bar{\alpha}_{3}\right]$ and all $k \geq 0$.

If $\max \left\{y^{k}+\alpha d_{y}^{k},-c\left(x^{k}+\alpha d_{x}^{k}\right)\right\}=y^{k}+\alpha d_{y}^{k}$ for all $k \geq 0$ and all $\alpha \in\left[0, \bar{\alpha}_{3}\right]$, then the lemma follows from (4.17) directly. Now we suppose that, for some $k$ and some constant $\bar{\alpha}_{3}^{\prime} \in\left(0, \bar{\alpha}_{3}\right]$, we have $y_{i}^{k}+\alpha d_{y i}^{k}<-c_{i}\left(x^{k}+\alpha d_{x}^{k}\right)$ for all $\alpha \in\left(0, \bar{\alpha}_{3}^{\prime}\right]$. We prove that there exists a constant $\tilde{\alpha}_{3} \in(0,1]$ not dependent on $k$ such that, for all $\alpha \in\left[0, \tilde{\alpha}_{3}\right]$,

$$
\begin{equation*}
-\left(\lambda_{i}^{k}+\alpha d_{\lambda i}^{k}\right) c_{i}\left(x^{k}+\alpha d_{x}^{k}\right) \leq \beta_{2} \mu \tag{4.20}
\end{equation*}
$$

For convenience of statement, we define $p_{i}(\alpha)=-\left(\lambda_{i}^{k}+\alpha d_{\lambda}^{k}\right) c_{i}\left(x^{k}+\alpha d_{x}^{k}\right)$. Then $p_{i}(0)=-c_{i}^{k} \lambda_{i}^{k}$. We show that there exists a positive constant $\bar{\epsilon}$ such that we have either $p_{i}(0) \leq \beta_{2} \mu-\bar{\epsilon}$ or $p_{i}^{\prime}(0) \leq-\bar{\epsilon}<0$. Then (4.20) follows from the continuity of function $p_{i}$ and the boundedness of $\left(d_{x}^{k}, d_{\lambda}^{k}\right)$.

By (3.36), we have $c^{k}+y^{k} \geq 0$ and $\lambda_{k}>0$ for $k \geq 1$. Thus, $p_{i}(0) \leq y_{i}^{k} \lambda_{i}^{k}$. For any given small constant $\epsilon>0$ satisfying $\beta_{2} \mu-c \epsilon>\mu\left(c>1\right.$ is a constant), if $c_{i}^{k}+y_{i}^{k} \geq \epsilon$, or $c_{i}^{k}+y_{i}^{k}<\epsilon$ and $y_{i}^{k} \lambda_{i}^{k} \leq \beta_{2} \mu-\epsilon$, then $p_{i}(0) \leq \beta_{2} \mu-\bar{\epsilon}$ for some constant $\bar{\epsilon}>0$. Now suppose $c_{i}^{k}+y_{i}^{k}<\epsilon$ and $y_{i}^{k} \lambda_{i}^{k}>\beta_{2} \mu-\epsilon$. Then, by Procedure 2.1 and Lemma 4.2, there exists a small positive constant $\epsilon^{\prime}$ dependent on $\epsilon$ such that $A_{k i}^{\top} d_{x}^{k}+d_{y i}^{k} \geq-\epsilon^{\prime}$. Thus, $p_{i}^{\prime}(0)=-\lambda_{i}^{k} A_{k i}^{\top} d_{x}^{k}-c_{i}^{k} d_{\lambda i}^{k} \leq \lambda_{i}^{k} d_{y i}^{k}+y_{i}^{k} d_{\lambda i}^{k}+\epsilon^{\prime \prime}$ for some small positive constant $\epsilon^{\prime \prime}$. By (3.22), we have $p_{i}^{\prime}(0) \leq \mu-y_{i}^{k} \lambda_{i}^{k}+\epsilon^{\prime \prime}<\epsilon+\epsilon^{\prime \prime}-\left(\beta_{2}-1\right) \mu<0$ since $\beta_{2}>1$.

Let $\hat{\alpha}_{4}=\min \left\{\hat{\alpha}_{2}, \hat{\alpha}_{3}\right\}$, where $\hat{\alpha}_{2}$ and $\hat{\alpha}_{3}$ are defined as in Lemmas 4.3 and 4.4, respectively. Then $0<\hat{\alpha}_{4} \leq 1$. By Step 5 of Algorithm 3.4, $\alpha_{k}>\delta \hat{\alpha}_{4}$ for all $k$, which implies that our line search procedure is well defined.

Lemma 4.5. If $\rho_{k}=\hat{\rho}$ for all $k \geq \hat{k}$ and if $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ is an infinite sequence generated by Algorithm 3.4, then we have

$$
\begin{align*}
& \lim _{k \rightarrow \infty} d_{x}^{k}=0, \lim _{k \rightarrow \infty} d_{y}^{k}=0  \tag{4.21}\\
& \lim _{k \rightarrow \infty}\left\|c^{k+1}+y^{k+1}\right\|=0  \tag{4.22}\\
& \lim _{k \rightarrow \infty} Y_{k+1} \Lambda_{k+1} e=\mu e  \tag{4.23}\\
& \lim _{k \rightarrow \infty}\left\|g^{k+1}+A_{k+1} \lambda^{k+1}\right\|=0 \tag{4.24}
\end{align*}
$$

Proof. It follows from Lemma 4.2 that the sequence $\left\{\phi_{\mu}\left(x^{k}, y^{k} ; \hat{\rho}\right)\right\}$ is bounded. Combined with its monotonicity, the limit of $\left\{\phi_{\mu}\left(x^{k}, y^{k} ; \hat{\rho}\right)\right\}$ exists as $k \rightarrow \infty$. Since $\alpha_{k}>\delta \hat{\alpha}_{4}>0$ and $\pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right) \leq 0$ for all $k$, by taking the limit on the two sides of (3.34), we have $\lim _{k \rightarrow \infty} \pi_{\hat{\rho}}\left(\left(x^{k}, y^{k}\right) ;\left(d_{x}^{k}, d_{y}^{k}\right)\right)=0$, which implies that $\lim _{k \rightarrow \infty}\left(d_{x}^{k}, d_{y}^{k}\right)=0$ by (3.29) and Lemma 4.2.

By (4.21) and (3.23), we have $A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k} \rightarrow 0$ as $k \rightarrow \infty$. If ( $\left.\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ satisfies $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq \nu q_{k}(0,0)$, then

$$
\begin{equation*}
\left\|c^{k}+y^{k}+A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k}\right\|-\nu\left\|c^{k}+y^{k}\right\| \leq 0 \tag{4.25}
\end{equation*}
$$

which implies that (4.22) holds. Otherwise, since $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq q_{k}(0,0)$, for $k \rightarrow \infty$ we have

$$
\begin{equation*}
0 \geq-\frac{1}{2 \rho_{k}}\left(\tilde{d}_{x}^{k \top} B_{k} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k \top} S_{k} \tilde{d}_{y}^{k}\right) \geq\left\|c^{k}+y^{k}+A_{k}^{\top} \tilde{d}_{x}^{k}+\tilde{d}_{y}^{k}\right\|-\left\|c^{k}+y^{k}\right\| \rightarrow 0 \tag{4.26}
\end{equation*}
$$

It follows that $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \rightarrow 0$ as $k \rightarrow \infty$. Thus, by Procedure 2.1, formulae (3.12)(3.14), Lemma 4.2, and Assumption 4.1, we have $\lim _{k \rightarrow \infty}\left\|c^{k}+y^{k}\right\|=0$. This proves (4.22) by (4.21).

It follows from (3.22) that $Y_{k}\left(\lambda^{k}+d_{\lambda}^{k}\right)=\mu e-\Lambda_{k} d_{y}^{k}$. Thus, by (4.21) and Lemma 4.2, $\lim _{k \rightarrow \infty} Y_{k+1}\left(\lambda^{k}+d_{\lambda}^{k}\right)=\lim _{k \rightarrow \infty} Y_{k}\left(\lambda^{k}+d_{\lambda}^{k}\right)=\mu e$. Then, by Step 6 of Algorithm 3.4, we have $\lambda^{k+1}=\lambda^{k}+d_{\lambda}^{k}$ for sufficiently large $k$; thus (4.23) holds. Moreover, for sufficiently large $k$, by (3.21), we have

$$
\begin{equation*}
g^{k}+A_{k} \lambda^{k+1}=-B_{k} d_{x}^{k} . \tag{4.27}
\end{equation*}
$$

Thus, (4.24) follows immediately from Assumption 4.1 and (4.21).
It follows from Lemmas 4.2 and 4.5 that the weighted Newton step will be accepted at last if $\left\{\rho_{k}\right\}_{k=0}^{\infty}$ is bounded, since (3.28) is satisfied after a finite number of iterations.

Now we consider the case of $\rho_{k} \rightarrow \infty$. For simplicity of statement, we give the following definitions.

Definition 4.6.
(1) $x^{*} \in \Re^{n}$ is called a singular stationary point of the problem (1.1) if $c\left(x^{*}\right) \leq 0$ and $A_{i}\left(x^{*}\right), i \in \mathcal{I}$, are linearly dependent, where $\mathcal{I}=\left\{i \mid c_{i}\left(x^{*}\right)=0, i=1, \ldots, m\right\}$;
(2) $x^{*} \in \Re^{n}$ is called an infeasible stationary point of the problem (1.1), if $x^{*}$ is an infeasible point of the problem (1.1) and $A\left(x^{*}\right) c\left(x^{*}\right)_{+}=0$, where $c\left(x^{*}\right)_{+}=$ $\max \left\{c\left(x^{*}\right), 0\right\}$.

It is easy to see that both the singular stationary point and the infeasible stationary point have some first order stationary properties. Similar definitions are also used in $[2,20,30]$. A singular stationary point is also a Fritz-John point, where the linearly independent constraint qualification does not hold. An infeasible stationary point is also a stationary point for minimizing $\left\|c(x)_{+}\right\|$because $A\left(x^{*}\right) c\left(x^{*}\right)_{+}=0$. Moreover, if all constraint functions are convex, then the infeasible stationary point is the "least infeasible solution" in $\ell_{2}$ sense.

Lemma 4.7. If $\rho_{k} \rightarrow \infty$, then
(i) the sequence $\left\{y^{k}\right\}$ is bounded;
(ii) $\left\{y^{k}\right\}$ is not componentwise bounded away from zero.

Proof. (i) By (3.34), we have $\phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right) \leq \phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k+1}\right)$ for all $k \geq 0$. The boundedness of $\left\{x^{k}\right\}$ implies that there exists a constant $b_{7}>0$ such that $\left|f_{k}\right|<b_{7}$. Thus,

$$
\begin{align*}
& \frac{1}{\rho_{k+1}} \phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right)-\frac{1}{\rho_{k}} \phi_{\mu}\left(x^{k}, y^{k} ; \rho_{k}\right) \\
& \quad \leq\left(\frac{1}{\rho_{k}}-\frac{1}{\rho_{k+1}}\right)\left(-\psi_{\mu}\left(x^{k}, y^{k}\right)\right)  \tag{4.28}\\
& \quad \leq\left(\frac{1}{\rho_{k}}-\frac{1}{\rho_{k+1}}\right)\left(b_{7}+\mu m \ln \left\|y^{k}\right\|\right) .
\end{align*}
$$

It follows from (4.28) that

$$
\begin{align*}
& \frac{1}{\rho_{k+1}} \phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right) \\
& \quad \leq \frac{1}{\rho_{0}} \phi_{\mu}\left(x^{0}, y^{0} ; \rho_{0}\right)+\left(\frac{1}{\rho_{0}}-\frac{1}{\rho_{k+1}}\right)\left(b_{7}+\mu m \max _{0 \leq j \leq k+1} \ln \left\|y^{j}\right\|\right) . \tag{4.29}
\end{align*}
$$

On the other hand, we have

$$
\frac{1}{\rho_{k+1}} \phi_{\mu}\left(x^{k+1}, y^{k+1} ; \rho_{k+1}\right)
$$

$$
\begin{equation*}
\geq-\frac{1}{\rho_{k+1}}\left(b_{7}+\mu m \max _{0 \leq j \leq k+1} \ln \left\|y^{j}\right\|\right)+\left\|y^{k+1}\right\|-\left\|c^{k+1}\right\| \tag{4.30}
\end{equation*}
$$

Thus, by (4.29) and (4.30), there is a constant $b_{8}>0$ such that

$$
\begin{equation*}
b_{8}+\frac{\mu m}{\rho_{0}} \max _{0 \leq j \leq k+1} \ln \left\|y^{j}\right\| \geq\left\|y^{k+1}\right\| \text { for all } k \geq 0 \tag{4.31}
\end{equation*}
$$

which implies that $\left\{y^{k}\right\}$ is bounded.
(ii) If $\left\{y^{k}\right\}$ is componentwise bounded away from zero, then, by (i) and (3.37), the sequence $\left\{\lambda^{k}\right\}$ is also bounded above and componentwise bounded away from zero. Thus, matrix $S_{k}$ is uniformly bounded. Let $\mathcal{K}=\left\{k \mid \rho_{k}<\rho_{k+1}\right\}$. Then $\mathcal{K}$ is an infinite index set. It follows from Assumption 4.1 and Proposition 3.3 that there exists a positive constant $\hat{\rho}$ such that the weighted Newton step defined by (3.12) and (3.13) is accepted at iterate $k \in \mathcal{K}$ if $\rho_{k}>\hat{\rho}$. Thus, $\Delta_{k}=\left\|c^{k}+y^{k}\right\|$ by Proposition 3.2 and (3.32). Moreover, there exists a constant $b_{9}>0$ such that, for sufficiently large $k \in \mathcal{K}$,

$$
\begin{equation*}
\left\|\tilde{d}_{x}^{k}\right\| \leq b_{9}\left\|c^{k}+y^{k}\right\|, \quad\left\|\tilde{d}_{y}^{k}\right\| \leq b_{9}\left\|c^{k}+y^{k}\right\|, \text { and }\left\|S_{k} \tilde{d}_{y}^{k}\right\| \leq b_{9}\left\|c^{k}+y^{k}\right\| \tag{4.32}
\end{equation*}
$$

Hence, by the boundedness of $\left\|c^{k}+y^{k}\right\|$ and Assumption 4.1(3), there exists a constant $b_{10}>0$ such that, for all sufficiently large $k \in \mathcal{K}$,

$$
\begin{align*}
& \pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)\right)+\frac{1}{2}\left(\tilde{d}_{x}^{k}\right)^{\top} B_{k} \tilde{d}_{x}^{k}+\frac{1}{2}\left(\tilde{d}_{y}^{k}\right)^{\top} S_{k} \tilde{d}_{y}^{k} \\
& \quad \leq b_{10}\left\|c^{k}+y^{k}\right\|-\rho_{k}\left\|c^{k}+y^{k}\right\| \tag{4.33}
\end{align*}
$$

which, by (3.17), implies that we have (3.29) for all iterates $k \in \mathcal{K}$ with $\rho_{k} \geq$ $\max \left\{\hat{\rho}, b_{10}\right\}$. This contradicts the fact that $\mathcal{K}$ is an infinite set.

By Lemma 4.7 and (3.37), $\lambda^{k}$ is componentwise bounded away from zero. Thus, both $\Lambda_{k}^{-1}$ and $S_{k}^{-1}$ are bounded above.

Lemma 4.8. Let $\mathcal{K}=\left\{k \mid \rho_{k}<\rho_{k+1}\right\}$. If $\rho_{k} \rightarrow \infty$ and if $\tilde{\mathcal{K}}$ is any subset of $\mathcal{K}$ such that $\left(x^{k}, y^{k}\right) \rightarrow\left(x^{*}, y^{*}\right)$ as $k \in \tilde{\mathcal{K}}$ and $k \rightarrow \infty$, then

$$
\begin{equation*}
\operatorname{det}\left[\left(A_{\mathcal{J}}^{*}\right)^{\top} A_{\mathcal{J}}^{*}\right]=0, \tag{4.34}
\end{equation*}
$$

where $\mathcal{J}=\left\{i \mid y_{i}^{*}=0, i=1, \ldots, m\right\}$.
Proof. We prove this lemma by contradiction. Suppose that there is a set $\tilde{\mathcal{K}} \subseteq \mathcal{K}$ such that, as $k \in \tilde{\mathcal{K}}$ and $k \rightarrow \infty,\left(x^{k}, y^{k}\right) \rightarrow\left(x^{*}, y^{*}\right)$ and $A_{i}\left(x^{*}\right), i \in \mathcal{J}$, are linearly independent. Then, by Assumption 4.1 and (3.37), there exists a constant $b_{11}>0$ such that $A\left(x^{*}\right)^{\top}\left(B^{*}\right)^{-1} A\left(x^{*}\right)+G^{*} \succeq b_{11} I$, where $I$ is the identity matrix, and for simplicity we assume that $B_{k} \rightarrow B^{*}$ and $S_{k}^{-1} \rightarrow G^{*}$ as $k \in \tilde{\mathcal{K}}$ and $k \rightarrow \infty$. Thus, by the continuity of $A(x)$, there exists a constant $b_{12}>0$ such that

$$
\begin{equation*}
\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{-1}\right\| \leq b_{12} \tag{4.35}
\end{equation*}
$$

for all sufficiently large $k \in \tilde{\mathcal{K}}$. It follows from (3.27) that the weighted Newton step defined by (3.12) and (3.13) is accepted. Hence, we have the same results as (4.32) and (4.33), which result in a contradiction to the definition of $\mathcal{K}$.

Lemma 4.9. If $\rho_{k} \rightarrow \infty$, then there must be a limit point which is either a singular stationary point or an infeasible stationary point.

In order to prove Lemma 4.9, we need to prove three other lemmas first.
LEMMA 4.10. If $\left\{\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)\right\}$ is a sequence such that $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq \omega q_{k}(0,0)$ for $0<\omega \leq 1$, then $\left\|\tilde{d}_{x}^{k}\right\| / \sqrt{\rho_{k}}$ and $\left\|Y_{k}^{-1} \tilde{d}_{y}^{k}\right\| / \sqrt{\rho_{k}}$ are uniformly bounded above.

Proof. Let $\left(\hat{d}_{x}^{k}, \hat{d}_{y}^{k}\right)=\left(\tilde{d}_{x}^{k} / \sqrt{\rho_{k}}, Y_{k}^{-1} \tilde{d}_{y}^{k} / \sqrt{\rho_{k}}\right)$. Then by $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq \omega q_{k}(0,0)$, we have
(4.36) $\frac{1}{2} \hat{d}_{x}^{k \top} B_{k} \hat{d}_{x}^{k}+\frac{1}{2} \hat{d}_{y}^{k \top} Y_{k} \Lambda_{k} \hat{d}_{y}^{k}+\left\|c^{k}+y^{k}+\sqrt{\rho_{k}} A_{k}^{\top} \hat{d}_{x}^{k}+\sqrt{\rho_{k}} Y_{k} \hat{d}_{y}^{k}\right\| \leq \omega\left\|c^{k}+y^{k}\right\|$.

The boundedness of $\left(\hat{d}_{x}^{k}, \hat{d}_{y}^{k}\right)$ follows from the uniform lower boundedness of the quadratic terms by Assumption 4.1 and (3.37).

LEMMA 4.11. Suppose that $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ is an approximate solution of program (3.11) such that $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq q_{k}\left(\alpha_{k}^{C}\left(\tilde{d}_{x}^{k}\right)^{C}, \alpha_{k}^{C}\left(\tilde{d}_{y}^{k}\right)^{C}\right)$, where $\left(\left(\tilde{d}_{x}^{k}\right)^{C},\left(\tilde{d}_{y}^{k}\right)^{C}\right)$ is the weighted steepest descent step (see Procedure 2.1 and (3.10)), $\alpha_{k}^{C} \in[0,1]$ minimizes the function $q_{k}\left(\alpha\left(\tilde{d}_{x}^{k}\right)^{C}, \alpha\left(\tilde{d}_{y}^{k}\right)^{C}\right)$. Then there exist positive constants $\tilde{\rho}$ and $\tilde{\omega}$ such that, for $\rho_{k} \geq \tilde{\rho}$, we have

$$
\begin{equation*}
q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)-q_{k}(0,0) \leq-\tilde{\omega} \rho_{k}\left\|\binom{A_{k}}{Y_{k}}\left(c^{k}+y^{k}\right)\right\|^{2} \tag{4.37}
\end{equation*}
$$

Proof. By (3.10), the value of $\eta$ in Proposition 2.2 is

$$
\begin{equation*}
\eta_{k}=\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{1 / 2}\left(c^{k}+y^{k}\right)\right\|^{2} /\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)\left(c^{k}+y^{k}\right)\right\|^{2} \tag{4.38}
\end{equation*}
$$

It follows from Assumption 4.1 and (3.37) that

$$
\begin{align*}
& \left(c^{k}+y^{k}\right)^{\top}\binom{A_{k}}{I}^{\top}\left(\begin{array}{cc}
B_{k}^{-1} & \\
& Y_{k} \Lambda_{k}^{-1}
\end{array}\right)\binom{A_{k}}{I}\left(c^{k}+y^{k}\right) \\
& \geq \omega_{1}\left\|\binom{A_{k}}{Y_{k}}\left(c^{k}+y^{k}\right)\right\|^{2} \tag{4.39}
\end{align*}
$$

where $\omega_{1}=\min \left\{\nu_{2}^{-1}, \beta_{2}^{-1} \mu^{-1}\right\}$. By Assumption 4.1 and Lemma 4.7(i), there is a constant $\omega_{2}>0$ such that $\left\|c^{k}+y^{k}\right\| \leq \omega_{2}$. Let $\tilde{\rho}_{1}=2 \omega_{2}$. Then, for $\rho_{k} \geq \tilde{\rho}_{1}$, we have $1-\left(\rho_{k} /\left\|c^{k}+y^{k}\right\|\right) \leq-\rho_{k} /\left(2 \omega_{2}\right)$. If $\eta_{k} \geq 1$, by Proposition 2.2, we have (4.37) if $\tilde{\omega} \leq \omega_{1} /\left(4 \omega_{2}\right)$.

Now we suppose that $\eta_{k}<1$. By Assumption 4.1, Lemma 4.7, and (3.37), there is a constant $\omega_{3}>0$ such that $\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{1 / 2}\right\|^{2}\left\|c^{k}+y^{k}\right\| \leq \omega_{3}$ for all $k$. Since $\eta_{k} \geq 1 /\left\|\left(A_{k}^{\top} B_{k}^{-1} A_{k}+S_{k}^{-1}\right)^{1 / 2}\right\|^{2}$ by (4.38), if we select $\tilde{\rho}_{2}=2 \omega_{3}$, then, for $\rho_{k} \geq \tilde{\rho}_{2}$, we have $1-\left(\rho_{k} \eta_{k} /\left\|c^{k}+y^{k}\right\|\right) \leq-\rho_{k} /\left(2 \omega_{3}\right)$. Thus, for $\rho_{k} \geq \tilde{\rho}_{2}$, it follows from Proposition 2.2 and (4.39) that (4.37) holds if $\tilde{\omega} \leq \omega_{1} /\left(4 \omega_{3}\right)$.

Let $\tilde{\omega}=\min \left\{\omega_{1} /\left(4 \omega_{2}\right), \omega_{1} /\left(4 \omega_{3}\right)\right\}$. Then the result follows by taking the constant $\tilde{\rho}=\max \left\{\tilde{\rho}_{1}, \tilde{\rho}_{2}\right\}$

Lemma 4.12. Let $\mathcal{K}=\left\{k \mid \rho_{k}<\rho_{k+1}\right\}$. If $\rho_{k} \rightarrow \infty$, then

$$
\begin{equation*}
\left\|\binom{A_{k}}{Y_{k}}\left(c^{k}+y^{k}\right)\right\| \rightarrow 0 \tag{4.40}
\end{equation*}
$$

as $k \in \mathcal{K}$ and $k \rightarrow \infty$.
Proof. Suppose that (4.40) does not hold. Then there exist an infinite subset $\tilde{\mathcal{K}} \subseteq \mathcal{K}$, positive constants $\tau_{1}$ and $\tau_{2}$ such that

$$
\begin{equation*}
\left\|\binom{A_{k}}{Y_{k}}\left(c^{k}+y^{k}\right)\right\| \geq \tau_{1} \tag{4.41}
\end{equation*}
$$

and $\left\|c^{k}+y^{k}\right\| \geq \tau_{2}$ for all $k \in \tilde{\mathcal{K}}$.

The approximate solution $\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)$ is generated such that either $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq$ $\nu q_{k}(0,0)$ or $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq q_{k}\left(\alpha_{k}^{C}\left(\tilde{d}_{x}^{k}\right)^{C}, \alpha_{k}^{C}\left(\tilde{d}_{y}^{k}\right)^{C}\right)$ (which implies that $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq$ $\left.q_{k}(0,0)\right)$. Then, by Lemma 4.10, there is a constant $\tau_{3}>0$ such that $\left\|\tilde{d}_{x}^{k}\right\| \leq \tau_{3} \sqrt{\rho_{k}}$, $\left\|Y_{k}^{-1} \tilde{d}_{y}^{k}\right\| \leq \tau_{3} \sqrt{\rho_{k}}$.

If $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq \nu q_{k}(0,0)$ for all $k \in \tilde{\mathcal{K}}$, then there exists a constant $\tau_{4}>0$ such that

$$
\begin{align*}
\pi_{\rho_{k}} & \left(\left(x^{k}, y^{k}\right) ;\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)\right)+\frac{1}{2}\left(\tilde{d}_{x}^{k}\right)^{\top} B_{k} \tilde{d}_{x}^{k}+\frac{1}{2}\left(\tilde{d}_{y}^{k}\right)^{\top} S_{k} \tilde{d}_{y}^{k} \\
& \leq\left(g^{k}\right)^{\top} \tilde{d}_{x}^{k}-\mu e^{\top} Y_{k}^{-1} \tilde{d}_{y}^{k}-(1-\nu) \rho_{k}\left\|c^{k}+y^{k}\right\|  \tag{4.42}\\
& \leq \tau_{4} \sqrt{\rho_{k}}-(1-\nu) \tau_{2} \rho_{k} .
\end{align*}
$$

Thus, by (3.17), we can select a positive constant $\hat{\rho}$ such that (3.29) holds for all $\rho_{k} \geq \hat{\rho}$. This contradicts the definition of $\mathcal{K}$. Hence, there must exist an infinite subset $\hat{\mathcal{K}}$ of $\tilde{\mathcal{K}}$ such that $q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right) \leq q_{k}\left(\alpha_{k}^{C}\left(\tilde{d}_{x}^{k}\right)^{C}, \alpha_{k}^{C}\left(\tilde{d}_{y}^{k}\right)^{C}\right)$ for all $k \in \hat{\mathcal{K}}$. It follows from Lemma 4.11 that (4.37) holds for all $k \in \hat{\mathcal{K}}$. Then, by (4.41), there is a positive constant $b_{13}$ such that, for all $k \in \hat{\mathcal{K}}$,

$$
\begin{equation*}
q_{k}\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)-q_{k}(0,0) \leq-b_{13} \tau_{1}^{2} \rho_{k} \tag{4.43}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& \pi_{\rho_{k}}\left(\left(x^{k}, y^{k}\right) ;\left(\tilde{d}_{x}^{k}, \tilde{d}_{y}^{k}\right)\right)+\frac{1}{2}\left(\tilde{d}_{x}^{k}\right)^{\top} B_{k} \tilde{d}_{x}^{k}+\frac{1}{2}\left(\tilde{d}_{y}^{k}\right)^{\top} S_{k} \tilde{d}_{y}^{k} \\
& \quad \leq\left(g^{k}\right)^{\top} \tilde{d}_{x}^{k}-\mu e^{\top} Y_{k}^{-1} \tilde{d}_{y}^{k}-b_{13} \tau_{1}^{2} \rho_{k}  \tag{4.44}\\
& \quad \leq \tau_{4} \sqrt{\rho_{k}}-b_{13} \tau_{1}^{2} \rho_{k}
\end{align*}
$$

for all sufficiently large $k \in \overline{\mathcal{K}}$, which implies a contradiction to the definition of $\mathcal{K}$.

Proof of Lemma 4.9. Since $\left(x^{k}, y^{k}\right)$ is bounded, without loss of generality, we suppose that $\left(A_{k}, c^{k}, x^{k}, y^{k}, Y_{k}\right) \rightarrow\left(A^{*}, c^{*}, x^{*}, y^{*}, Y^{*}\right)$ as $k \in \mathcal{K}$ and $k \rightarrow \infty$, where $\mathcal{K}$ is defined as in Lemma 4.12, $A^{*}=A\left(x^{*}\right)$, and $c^{*}=c\left(x^{*}\right)$. If the limit point $\left(x^{*}, y^{*}\right)$ is such that $c^{*}+y^{*}=0$, i.e., $c_{i}^{*}=0$ if and only if $y_{i}^{*}=0$, then this limit point is a singular stationary point by Lemma 4.8 since $\mathcal{I}=\mathcal{J}$, where $\mathcal{I}$ and $\mathcal{J}$ are defined as in Definition 4.6 and Lemma 4.8, respectively. Now we consider the case of $\left\|c^{*}+y^{*}\right\| \neq 0$. By Lemma 4.12,

$$
\begin{equation*}
\binom{A^{*}}{Y^{*}}\left(c^{*}+y^{*}\right)=0 \tag{4.45}
\end{equation*}
$$

and so for any $i$,

$$
\begin{equation*}
y_{i}^{*}>0 \Rightarrow c_{i}^{*}+y_{i}^{*}=0 \Rightarrow c_{i}^{*}<0 . \tag{4.46}
\end{equation*}
$$

Since $c^{k}+y^{k} \geq 0$ and $y^{k} \geq 0$ for all $k \geq 1$ by the algorithm, for each $i$ such that $c_{i}^{*}+y_{i}^{*} \neq 0$, one has $y_{i}^{*}=0$ by (4.45), and hence $c_{i}^{*}>0$, implying that $x^{*}$ is infeasible. Then $c^{*}+y^{*}=c_{+}^{*}=\max \left\{c^{*}, 0\right\}$. It follows from (4.45) that $A^{*} c_{+}^{*}=0$. Therefore, $x^{*}$ is an infeasible stationary point. The proof is finished.

Now we can state our global convergence theorem on Algorithm 3.4.
THEOREM 4.13. Suppose that $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ is an infinite sequence generated by applying Algorithm 3.4 to the barrier problem (3.1)-(3.2), and suppose that Assumption 4.1 holds. The penalty parameter sequence $\left\{\rho_{k}\right\}$ is automatically updated and monotonically nondecreasing.
(i) If $\left\{\rho_{k}\right\}$ is bounded, then any cluster point of $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ is a KKT point of the barrier problem (3.1)-(3.2). In this case, $\left\{y^{k}\right\}$ is componentwise bounded away from zero, $\left\{x^{k}\right\}$ is asymptotically strictly feasible for the constraints (1.1), and $g^{k}+A_{k} \lambda^{k} \rightarrow$ 0.
(ii) If $\rho_{k} \rightarrow \infty$, then $\left\{y^{k}\right\}$ is not componentwise bounded away from zero, and there is at least one cluster point of $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ which is either a singular stationary point or an infeasible stationary point. In the latter case, if $\left(x^{k}, y^{k}\right)$ is asymptotically feasible for constraints (3.2), then $\left\{x^{k}\right\}$ is asymptotically feasible for and close to the boundary of constraints (1.1). At the limit the gradients of active constraints of (1.1) are linearly dependent. If $\left(x^{k}, y^{k}\right)$ is not asymptotically feasible for constraints (3.2), then at the limit point $x^{*}$ we have $A^{*} c_{+}^{*}=0$.

Proof. Part (i) follows from Lemma 4.5. Part (ii) can be derived directly by Lemma 4.9.
5. The overall interior-point algorithm and its convergence. We denote by $\mathcal{F}$ the class of continuous functions $\theta: \Re_{++} \rightarrow \Re_{++}$satisfying $\lim _{\mu \rightarrow 0} \theta(\mu)=0$. Now we present our algorithm for nonlinearly constrained optimization (1.1).

Algorithm 5.1 (the line search-based interior-point algorithm for (1.1)).
Step 1. Given initial point $\left(x^{0}, y^{0}, \lambda^{0}\right) \in \Re^{n} \times \Re_{++}^{m} \times \Re_{++}^{m}$, initial barrier parameter $\mu_{0}>0, \tau \in(0,1)$, tolerance $\epsilon>0$, and function $\theta \in \mathcal{F}$. Let $j:=0$.
Step 2. For the given barrier parameter $\mu_{j}$, we apply Algorithm 3.4 to the barrier problem (3.1)-(3.2). If the iterate $\left(x^{k_{j}}, y^{k_{j}}, \lambda^{k_{j}}\right)$ satisfies

$$
\begin{equation*}
\left\|F_{\mu_{j}}\left(x^{k_{j}}, y^{k_{j}}, \lambda^{k_{j}}\right)\right\|<\theta\left(\mu_{j}\right) \tag{5.1}
\end{equation*}
$$

then let

$$
\begin{equation*}
\left(x^{j+1}, y^{j+1}, \lambda^{j+1}\right)=\left(x^{k_{j}}, y^{k_{j}}, \lambda^{k_{j}}\right) \tag{5.2}
\end{equation*}
$$

and $\rho_{j+1}=\rho_{k_{j}}$, and go to Step 3; if one of conditions (ii) and (iii) of Algorithm 3.4 holds, stop.
Step 3. If $\mu_{j}<\epsilon$ stop; otherwise, let $\mu_{j+1}=\tau \mu_{j}, j:=j+1$ and go to Step 2.
Now we consider the convergence of Algorithm 5.1. The result closely depends on how Algorithm 3.4 behaves for each $\mu_{j}$. For $\theta\left(\mu_{j}\right)>0$, if condition (5.1) is satisfied, then Algorithm 5.1 will proceed with $\mu_{j+1}$. The global convergence results of the algorithm are as follows.

TheOrem 5.2. Suppose that $\theta \in \mathcal{F}$ and $\left\{\left(x^{j}, y^{j}, \lambda^{j}\right)\right\}$ is a sequence generated by Algorithm 5.1. If Assumption 4.1 holds for each barrier problem, and if $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ is a sequence generated by Algorithm 3.4, then, for sufficiently small $\epsilon$, Algorithm 5.1 may terminate in finitely many steps in one of the following two cases:
(i) For some $\mu_{j}$, Algorithm 5.1 terminates at Step 2. If the termination point is an approximately feasible point, then it is an approximately singular stationary point. Otherwise, it is an approximately infeasible stationary point.
(ii) For each $\mu_{j}$, Algorithm 3.4 terminates at (5.1). Then Algorithm 5.1 terminates at Step 3, in which case an approximate KKT point of the original problem (1.1) is obtained.

Proof. The results follow immediately from Theorem 4.13 and Algorithm 5.1.

## 6. Numerical experiment.

6.1. Formulae used in Procedure 2.1. We present an implementation of Procedure 2.1 in this subsection.

Suppose that the full $Q$-weighted Newton step is not accepted. Then we compute the weighted Cauchy step $\tilde{d}_{z}^{C}$ and try to get an approximate solution $\tilde{d}_{z}$ to (2.10) along the $Q$-weighted Newton step, or the so-called dog-leg step, so that (2.13) holds and $q\left(\tilde{d}_{z}\right)$ has as much reduction as possible. If this is impossible, then we do a line search along the $Q$-weighted steepest descent step and take the approximate solution $\tilde{d}_{z}$ to be either the truncated $Q$-weighted Newton step or the truncated $Q$-weighted steepest descent step so that $q\left(\tilde{d}_{z}\right)$ has more reduction. Thus, (2.13) holds. The details are as follows.

We first compute the optimal steplength along the $Q$-weighted Newton step to derive as much reduction as possible in this direction. Thus, we solve the singlevariable minimizing problem

$$
\begin{equation*}
\operatorname{minimize}_{\alpha \in[0,1]} \hat{q}(\alpha)=\frac{1}{2} \alpha^{2} \tilde{d}_{z}^{N \top} Q \tilde{d}_{z}^{N}+\rho\left\|r+\alpha R^{\top} \tilde{d}_{z}^{N}\right\| \tag{6.1}
\end{equation*}
$$

By direct computation, we have the solution

$$
\begin{equation*}
\tilde{\alpha}_{1}=\min \left\{\frac{\rho\|r\|}{r^{\top}\left(R^{\top} Q^{-1} R\right)^{-1} r}, 1\right\} . \tag{6.2}
\end{equation*}
$$

Set $d_{z}^{1}=\tilde{\alpha}_{1} \tilde{d}_{z}^{N}$. Then we have $\hat{q}\left(\tilde{\alpha}_{1}\right) \leq \hat{q}(0)$. It is more convenient in the implementation to compute a dog-leg step in the line segment spanned by the $Q$-weighted Newton step $\tilde{d}_{z}^{N}$ and the following scaled Cauchy step (where $\eta$ is defined as in Proposition 2.2):

$$
\begin{equation*}
\tilde{d}_{z}^{C}=-\min \{\eta, 1\} Q^{-1} R r \tag{6.3}
\end{equation*}
$$

It is apparent that this scaling on $\tilde{d}_{z}^{C}$ will not result in any change in our theoretical results. If $\eta \leq 1$, then $\tilde{d}_{z}^{C}$ is the so-called Cauchy point in minimizing $\left\|r+R^{\top} d\right\|^{2}$ with starting point $d=0$. Let $d_{z}(\alpha)=\alpha \tilde{d}_{z}^{N}+(1-\alpha) \tilde{d}_{z}^{C}$. Then we calculate $\tilde{\alpha}_{2}$ by

$$
\begin{equation*}
\operatorname{minimize}_{\alpha \in[0,1]} \tilde{q}(\alpha)=\frac{1}{2} d_{z}(\alpha)^{\top} Q d_{z}(\alpha)+\rho\left\|r+R^{\top} d_{z}(\alpha)\right\| \tag{6.4}
\end{equation*}
$$

By setting $\tilde{q}^{\prime}(\alpha)=0$, we have

$$
\begin{equation*}
\alpha_{2}^{*}=\frac{\rho\left\|r+R^{\top} \tilde{d}_{z}^{C}\right\|-\left(\tilde{d}_{z}^{N}-\tilde{d}_{z}^{C}\right)^{\top} Q \tilde{d}_{z}^{C}}{\left(\tilde{d}_{z}^{N}-\tilde{d}_{z}^{C}\right)^{\top} Q\left(\tilde{d}_{z}^{N}-\tilde{d}_{z}^{C}\right)} \tag{6.5}
\end{equation*}
$$

If $\alpha_{2}^{*} \leq 0$, then $\tilde{\alpha}_{2}=0$; else if $\alpha_{2}^{*} \geq 1$, then $\tilde{\alpha}_{2}=1$; else we have $\tilde{\alpha}_{2}=\alpha_{2}^{*}$. If $\min \left\{\hat{q}\left(\tilde{\alpha}_{1}\right), \tilde{q}\left(\tilde{\alpha}_{2}\right)\right\} \leq \nu q(0)$ (where $\nu$ is defined as in Procedure 2.1), we define $d_{z}^{2}=d_{z}\left(\tilde{\alpha}_{2}\right)$, else we set $d_{z}^{2}=\tilde{\alpha}_{3} \tilde{d}_{z}^{C}$, where $\tilde{\alpha}_{3} \in(0,1]$ minimizes the function

$$
\begin{equation*}
\bar{q}(\alpha)=\frac{1}{2} \alpha^{2}\left(\tilde{d}_{z}^{C}\right)^{\top} Q \tilde{d}_{z}^{C}+\rho\left\|r+\alpha R^{\top} \tilde{d}_{z}^{C}\right\| \tag{6.6}
\end{equation*}
$$

We select the approximate solution $\tilde{d}_{z}$ from $d_{z}^{1}$ or $d_{z}^{2}$, whichever gives a lower value of $q\left(\tilde{d}_{z}\right)$.

The process for solving (2.10) approximately is summarized into the following algorithm.

Algorithm 6.1 (the algorithm for solving problem (2.10) approximately).
Step 1. Compute the Newton step $\tilde{d}_{z}^{N}$ by (2.11). If $q\left(\tilde{d}_{z}^{N}\right) \leq \nu q(0)$, then $\tilde{d}_{z}=\tilde{d}_{z}^{N}$. Stop.
Step 2. Compute the steepest descent step $\tilde{d}_{z}^{C}$ by (2.13).
Step 3. Calculate $d_{z}^{1}=\tilde{\alpha}_{1} \tilde{d}_{z}^{N}$ by (6.2) and $d_{z}^{2}=\tilde{\alpha}_{2} \tilde{d}_{z}^{N}+\left(1-\tilde{\alpha}_{2}\right) \tilde{d}_{z}^{C}$ by (6.4). If $\min \left\{\hat{q}\left(\tilde{\alpha}_{1}\right), \tilde{q}\left(\tilde{\alpha}_{2}\right)\right\} \leq \nu q(0)$, then go to Step 5 .
Step 4. Calculate $d_{z}^{2}=\tilde{\alpha}_{3} \tilde{d}_{z}^{C}$ by (6.6). If $\hat{q}\left(\tilde{\alpha}_{1}\right) \leq \bar{q}\left(\tilde{\alpha}_{3}\right)$, we have the approximate solution $\tilde{d}_{z}=d_{z}^{1}$; else we select $\tilde{d}_{z}=d_{z}^{2}$. Stop.
Step 5. If $\hat{q}\left(\tilde{\alpha}_{1}\right) \leq \tilde{q}\left(\tilde{\alpha}_{2}\right)$, then $\tilde{d}_{z}=d_{z}^{1}$; else we have $\tilde{d}_{z}=d_{z}^{2}$. Stop.
6.2. Numerical results. The algorithm is programmed in MATLAB 6.1 and is run on a personal computer under Windows 98. In order to obtain rapid convergence, it is also necessary to carefully control the rate at which the barrier parameter $\mu$ and the tolerance $\theta(\mu)$ are decreased. This question has been studied in [6, 11, 29].

It is restrictive to require that (3.37) holds for given $\beta_{1}$ and $\beta_{2}$ for all iterates of Algorithm 3.4 in practice. In our implementation, we update the dual iterate flexibly by selecting the maximal $\gamma_{k} \in[0,1]$ such that

$$
\begin{equation*}
\min \left\{Y_{k+1} \Lambda_{k} e, \bar{\beta}_{1} \mu e\right\} \leq Y_{k+1} \Lambda_{k+1} e \leq \max \left\{Y_{k+1} \Lambda_{k} e, \bar{\beta}_{2} \mu e\right\} \tag{6.7}
\end{equation*}
$$

where $0<\bar{\beta}_{1}<1<\bar{\beta}_{2}, \Lambda_{k+1}=\operatorname{diag}\left(\lambda^{k+1}\right)$, and $\lambda^{k+1}=\lambda^{k}+\gamma_{k} d_{\lambda}^{k}$. If $\left\{\rho_{k}\right\}_{k=0}^{\infty}$ is bounded, then, by Lemma 4.2 and (6.7), there exist $\beta_{1}$ and $\beta_{2}$ such that (3.37) holds for all iterates. In the case of $\rho_{k} \rightarrow \infty$, suppose that Algorithm 3.4 is terminated within a given number of iterations (for example, 300 iterations). Then, by the fact that $y^{k+1} \geq 0.005 y^{k}$ and (6.7), $Y_{k+1} \Lambda_{k+1} e \geq \min \left\{0.005 Y_{k} \Lambda_{k} e, \bar{\beta}_{1} \mu e\right\}$. Thus, $Y_{k} \Lambda_{k} e \geq \beta_{1} \mu e$ if we select $\beta_{1}=0.005^{300} \min \left\{\mu^{-1} Y_{0} \Lambda_{0} e, 200 \bar{\beta}_{1} e\right\}$. If $y_{i}^{k} \lambda_{i}^{k} \rightarrow \infty$ as $k \rightarrow \infty$ for some $i$, then, by (6.7), $\lambda_{i}^{k} \leq \lambda_{i}^{k-1}$ and $\lambda_{i}^{k} \rightarrow \infty$ as $k \rightarrow \infty$ since $\left\{y^{k}\right\}$ is bounded. This is a contradiction. Thus, there exist a constant $\beta_{2}>0$ and an infinite index set $\mathcal{K}$ such that $Y_{k} \Lambda_{k} e \leq \beta_{2} \mu e$ for $k \in \mathcal{K}$. Hence, we have (3.37) for all $k \in \mathcal{K}$.

We select the initial parameters $\mu_{0}=0.01, \bar{\beta}_{1}=0.01, \bar{\beta}_{2}=10, \sigma_{0}=0.1, \delta=0.8$, and the initial matrix $B_{0}$ to be the $n \times n$ identity matrix. The scalar in Algorithm 6.1 is $\nu=0.98$. The choice of the initial penalty parameter $\rho_{0}$ is scale dependent and $\rho_{0}=1$ is chosen for our experiment. Simply, we select $\theta(\mu)=\mu, \tau=0.01, \epsilon=10^{-6}$. For conditions (ii) and (iii) of Step 7 of Algorithm 3.4, we select $\epsilon_{2}=\epsilon$ and $\epsilon_{3}=\epsilon^{2}$.

The approximate Lagrangian Hessian $B_{k+1}$ is computed by the damped BFGS update formula

$$
\begin{equation*}
B_{k+1}=B_{k}-\frac{B_{k} s^{k}\left(s^{k}\right)^{\top} B_{k}}{\left(s^{k}\right)^{\top} B_{k} s^{k}}+\frac{w^{k}\left(w^{k}\right)^{\top}}{\left(s^{k}\right)^{\top} w^{k}} \tag{6.8}
\end{equation*}
$$

where

$$
w^{k}= \begin{cases}\hat{w}^{k} & \text { if }\left(\hat{w}^{k}\right)^{\top} s^{k} \geq 0.2\left(s^{k}\right)^{\top} B_{k} s^{k}  \tag{6.9}\\ \theta_{k} \hat{w}^{k}+\left(1-\theta_{k}\right) B_{k} s^{k} & \text { otherwise }\end{cases}
$$

and $\hat{w}^{k}=g^{k+1}-g^{k}+\left(A_{k+1}-A_{k}\right) \lambda^{k+1}, s^{k}=x^{k+1}-x^{k}, \theta_{k}=0.8\left(s^{k}\right)^{\top} B_{k} s^{k} /\left(\left(s^{k}\right)^{\top} B_{k} s^{k}-\right.$ $\left.\left(s^{k}\right)^{\top} \hat{w}^{k}\right)$. For all test problems, we select the initial slack and dual variables as

$$
\begin{equation*}
y^{0}=e, \quad \lambda^{0}=e \tag{6.10}
\end{equation*}
$$

if not specified.

TABLE 1. Numerical results by Algorithm 3.4 when $\mu=0.01$.

| IT | $x_{1}$ | $x_{2}$ | $x_{3}$ | $\mathrm{RC}_{1}$ | $\mathrm{RC}_{2}$ | $\rho$ | $\tilde{d}_{x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -4 | 1 | 1 | 14 | -7 | 1 | full-Newton |
| 1 | -3.6590 | 12.3880 | 0.0050 | 0 | -5.6640 | 2 | dog-leg |
| 2 | -2.2786 | 4.1919 | 0.0040 | 0 | -4.2826 | 4 | full-Newton |
| 3 | -1.3633 | 0.8586 | 0.0030 | 0 | -3.3663 | 4 | full-Newton |
| 4 | -1.0500 | 0.1025 | 0.0026 | 0 | -3.0525 | 8 | dog-leg |
| 5 | -0.8756 | 0.0005 | 0.0019 | -0.2339 | -2.8775 | 8 | dog-leg |
| 6 | -0.4536 | 0.0015 | 0.0000 | -0.7957 | -2.4537 | 8 | dog-leg |
| 7 | 0.4972 | $0.0430 \mathrm{e}-03$ | $0.5770 \mathrm{e}-03$ | -0.7528 | -1.5033 | 8 | dog-leg |
| 8 | 1.4035 | 0.9697 | 0.0009 | 0 | -0.5975 | 8 | full-Newton |
| 9 | 2.0008 | 3.0031 | 0.0008 | 0 | $-0.9324 \mathrm{e}-09$ | 8 | full-Newton |
| 10 | 2.0017 | 3.0067 | 0.0017 | 0 | 0 | 8 |  |

TABLE 2. Numerical results by the ordinary approach with $y^{k+1}$ generated by (3.36) when $\mu=0.01$.

| IT | $x_{1}$ | $x_{2}$ | $x_{3}$ | $\mathrm{RC}_{1}$ | $\mathrm{RC}_{2}$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -4 | 1 | 1 | 14 | -7 | 1 |
| 1 | -3.6590 | 12.3880 | 0.0050 | 0 | -5.6640 | 2 |
| 2 | -1.9746 | 2.8990 | 0.0028 | 0 | -3.9774 | 5.2958 |
| 3 | -1.2442 | 0.5480 | 0.0018 | 0 | -3.2460 | 11.9755 |
| 4 | -1.0251 | 0.0508 | 0.0007 | 0 | -3.0258 | 101.7079 |
| 5 | -1.0004 | $0.8606 \mathrm{e}-03$ | $0.1721 \mathrm{e}-03$ | 0 | -3.0006 | $4.4576 \mathrm{e}+03$ |
| 6 | -1.0000 | $0.0449 \mathrm{e}-04$ | $0.1219 \mathrm{e}-04$ | 0 | -3.0000 | $1.1483 \mathrm{e}+06$ |
| 7 | -1.0000 | $0.0224 \mathrm{e}-06$ | $0.1183 \mathrm{e}-06$ | 0 | -3.0000 | $7.7089 \mathrm{e}+08$ |
| 8 | -1.0000 | $0.1122 \mathrm{e}-09$ | $0.5969 \mathrm{e}-09$ | 0 | -3.0000 | $9.1419 \mathrm{e}+12$ |
| 9 | -1.0000 | $0.0561 \mathrm{e}-11$ | $0.2984 \mathrm{e}-11$ | 0 | -3.0000 | $3.0875 \mathrm{e}+17$ |

First, we apply our algorithm to three simple examples. The first one is the example presented by Wächter and Biegler and further discussed by Byrd, Marazzi, and Nocedal [7, 26]:

$$
\begin{align*}
& \text { Minimize } \quad x_{1}  \tag{6.11}\\
& \text { subject to } x_{1}^{2}-x_{2}-1=0  \tag{6.12}\\
&  \tag{6.13}\\
& x_{1}-x_{3}-2=0  \tag{6.14}\\
& x_{2} \geq 0, \quad x_{3} \geq 0
\end{align*}
$$

Note that the initial point $\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}\right)=(-4,1,1)$ satisfies the conditions of Theorem 1 of [26]. There is a unique stationary point for this problem, which is the global minimizer. Moreover, this problem is well-posed, since at the solution the second order sufficient optimality condition, strict complementarity, and nondegeneracy hold. However, it is proved by [26] that many existing interior-point methods using line search (let us call them the "ordinary" interior-point methods for convenience) fail to converge to the stationary point.

Algorithm 5.1 terminates at the approximate KKT point $(2,3,0)$ with the Lagrangian multiplier $(0,1)$ in 16 iterations. The residuals, respectively, are $\| g^{k}+$ $A_{k} \lambda^{k}\|=6.3283 e-14,\| Y_{k} \Lambda_{k} e-\mu_{k} e \|=2.0000 e-08$, and $\left\|c^{k}+y^{k}\right\|=0.8232 e-17$. The value of the penalty parameter is $\hat{\rho}=8$. In order to see the performance clearly, we give the numerical results of Algorithm 3.4 when $\mu=0.01$, which is listed in Table 1 , where $\mathrm{RC}_{1}$ and $\mathrm{RC}_{2}$ are residual values of constraints, (6.12) and (6.13), respectively. The last column in Table 1 shows the performance of Algorithm 6.1, where

Table 3. Numerical results by the ordinary approach with $y^{k+1}=y^{k}+\alpha_{k} d_{y}^{k}$ when $\mu=0.01$.

| IT | $x_{1}$ | $x_{2}$ | $x_{3}$ | $\mathrm{RC}_{1}$ | $\mathrm{RC}_{2}$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -4 | 1 | 1 | 14 | -7 | 1 |
| 1 | -3.6590 | 0.9438 | 0.0050 | 11.4442 | -5.6640 | 2 |
| 2 | -3.4809 | 0.0047 | 0.0029 | 11.1118 | -5.4838 | 11.9086 |
| 3 | -3.4789 | $0.0236 \mathrm{e}-03$ | $0.3727 \mathrm{e}-03$ | 11.1028 | -5.4793 | $5.4425 \mathrm{e}+03$ |
| 4 | -3.4788 | $0.0118 \mathrm{e}-05$ | $0.8007 \mathrm{e}-05$ | 11.1017 | -5.4788 | $3.8388 \mathrm{e}+05$ |
| 5 | -3.4787 | $0.0059 \mathrm{e}-07$ | $0.4240 \mathrm{e}-07$ | 11.1017 | -5.4787 | $8.9516 \mathrm{e}+08$ |
| 6 | -3.4787 | $0.0029 \mathrm{e}-09$ | $0.2121 \mathrm{e}-09$ | 11.1017 | -5.4787 | $3.3359 \mathrm{e}+13$ |

"full-Newton" means that the approximate solution to (3.11) is the full weighted Newton step, and "dog-leg" represents the dog-leg step. In order to observe how the ordinary interior-point approach using (3.24)-(3.26) behaves, we also solve this example by solving (3.24)-(3.26) with $y^{k+1}$ generated by (3.36) and $y^{k+1}=y^{k}+\alpha_{k} d_{y}^{k}$, respectively; the results are presented in Tables 2 and 3.

It is easy to note from Table 1 that Algorithm 3.4 terminates at the approximate feasible point when $\mu=0.01$. The approximate feasibility will be further improved when $\mu$ is decreased in Algorithm 5.1. However, the results in Tables 2 and 3 show that the ordinary interior-point approach using (3.24)-(3.26) terminates at the infeasible points as $\mu=0.01$. The infeasibility cannot be improved by decreasing $\mu$ since $x_{2}$ and $x_{3}$ are close to the boundary of the feasible region.

The last column of Table 1 shows that the weighted Newton steps are accepted as the iterates are nearly feasible, which is important for the algorithm to have rapid convergence.

Our second test example is taken from [3], which minimizes any objective function on an obviously infeasible set defined by the constraints:

$$
\begin{equation*}
\text { (TP2) } \quad x^{2}+1 \leq 0, \quad x \leq 0 \tag{6.15}
\end{equation*}
$$

We select to minimize $x$ as the objective. The initial point is $x^{0}=4$. For $\mu=0.01$, Algorithm 3.4 terminates at the point $x^{*}=-6.0363 e-07$, and correspondingly the slack variables $y_{1}^{*}=6.3712 e-13$ and $y_{2}^{*}=6.0363 e-07$ after 38 iterations. It is easy to see that $x^{*}$ is close to a point by which the norm $\left\|c(x)_{+}\right\|$is minimized. Algorithm 6.1 takes four full weighted Newton steps at first and then uses the truncated weighted Newton steps in 34 later iterations. The value of the penalty parameter is $\hat{\rho}=1.2767 e+10$.

The third simple test problem is a standard one taken from [17, Problem 13]:

$$
\begin{align*}
& \text { Minimize }\left(x_{1}-2\right)^{2}+x_{2}^{2}  \tag{6.16}\\
& \text { subject to }\left(1-x_{1}\right)^{3}-x_{2} \geq 0  \tag{6.17}\\
&  \tag{6.18}\\
& \quad x_{1} \geq 0, \quad x_{2} \geq 0
\end{align*}
$$

The standard initial point $(-2,-2)$ is an infeasible point. The optimal solution $(1,0)$ is not a KKT point but is a singular stationary point, at which the gradients of active constraints are linearly dependent. This problem has not been solved in [23, 25, 28], but has been solved in [5, 24].

Algorithm 5.1 applied to problem (TP3) terminates at the singular stationary point in 44 iterations and $\mu=0.01, y^{*}=(0,1,0), \lambda^{*}=(3.4923 e+10,0.0,3.4923 e+10)$. The residuals, respectively, are $\left\|g^{k}+A_{k} \lambda^{k}\right\|=1.2716,\left\|Y_{k} \Lambda_{k} e-\mu_{k} e\right\|=0.0292$, and $\left\|c^{k}+y^{k}\right\|=0.0$. The value of the penalty parameter is $\hat{\rho}=2.6370 e+10$.

Table 4. Numerical results by Algorithm 5.1.

| Problem | Iter | RD | RP | RG | $\hat{\rho}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TP001 | 25 | $2.5953 \mathrm{e}-11$ | 0 | $1.0000 \mathrm{e}-08$ | 1 |
| TP002 | 22 | $3.8447 \mathrm{e}-12$ | 0 | $1.0000 \mathrm{e}-08$ | 2 |
| TP003 | 16 | $1.9997 \mathrm{e}-09$ | 0 | $1.0000 \mathrm{e}-08$ | 1 |
| TP004 | 10 | $1.7656 \mathrm{e}-13$ | $8.8947 \mathrm{e}-17$ | $2.0001 \mathrm{e}-08$ | 4.9402 |
| TP010 | 18 | $2.4976 \mathrm{e}-14$ | $3.0564 \mathrm{e}-14$ | $1.0000 \mathrm{e}-08$ | 1 |
| TP011 | 15 | $1.1383 \mathrm{e}-14$ | $9.2021 \mathrm{e}-16$ | $1.0000 \mathrm{e}-08$ | 4 |
| TP012 | 15 | $2.5011 \mathrm{e}-14$ | $1.8881 \mathrm{e}-15$ | $1.0000 \mathrm{e}-08$ | 1 |
| TP020 | 38 | $9.0994 \mathrm{e}-14$ | $0.5983 \mathrm{e}-17$ | $5.0000 \mathrm{e}-08$ | 512 |
| TP021 | 18 | $1.3468 \mathrm{e}-09$ | 0 | $5.0000 \mathrm{e}-08$ | 1 |
| TP022 | 11 | $1.0991 \mathrm{e}-12$ | $1.4037 \mathrm{e}-16$ | $2.0000 \mathrm{e}-08$ | 1 |
| TP023 | 14 | $7.1677 \mathrm{e}-12$ | $7.1056 \mathrm{e}-15$ | $9.0000 \mathrm{e}-08$ | 1 |
| TP024 | 14 | $2.5103 \mathrm{e}-12$ | $4.3581 \mathrm{e}-16$ | $5.0000 \mathrm{e}-08$ | 1 |
| TP038 | 95 | $7.6785 \mathrm{e}-09$ | 0 | $8.0000 \mathrm{e}-08$ | 1 |
| TP043 | 22 | $2.7486 \mathrm{e}-10$ | $7.2071 \mathrm{e}-13$ | $3.0000 \mathrm{e}-08$ | 2 |
| TP044 | 15 | $1.3328 \mathrm{e}-13$ | $7.8580 \mathrm{e}-16$ | $1.0000 \mathrm{e}-07$ | 2 |
| TP076 | 17 | $2.6222 \mathrm{e}-09$ | $1.1974 \mathrm{e}-15$ | $7.0000 \mathrm{e}-08$ | 1 |

We also apply our algorithm to some other test problems taken from [17], which are numbered in the same way as that in [17]. For example, "TP022" is Problem 22 in the book. We use these test problems (but not all test problems) since they have only inequality constraints, and thus are suitable for testing the algorithm. The initial points are the same as in [17]. The numerical results are reported in Table 4, where "Iter" represents the number of iterations, $R D=\left\|g^{k}+A_{k} \lambda^{k}\right\|, R P=\left\|c^{k}+y^{k}\right\|$, $R G=\left\|Y_{k} \Lambda_{k} e-\mu_{k} e\right\|$, and $\hat{\rho}$ is the value of the penalty parameter when the algorithm terminates.
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