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#### Abstract

In this thesis, we study and propose enhancements to improve the performance of interleaved frequency division multiple access (IFDMA) in the uplink transmission of mobile broadband system. Our theoretical performance analysis of coded IFDMA system shows that receivers using maximum likelihood sequence estimation (MLSE) can maximize the available channel diversity if the required system design criteria are met. We formulate a generalized signal model for coded IFDMA system with different numerical configurations of transmit and receive antennas and proposed an iterative soft QRD-M algorithm for joint detection and decoding scheme of coded IFDMA systems based on the model. The proposed algorithm achieves similar diversity order as MLSE at a much lower complexity cost and its performance approaches the theoretical ideal lower bound within a few iterations. We also introduce a novel transmit diversity for IFDMA system. This antenna spreading diversity (ASD) can be used with a single receive antenna and be easily scaled up to work in systems with different number of numbers of transmit antennas. Moreover, we use block spreading (BS) with IFDMA to suppress inter-cell interference (ICI) while maintaining intra-cell orthogonality for low mobility users. The use of block spreading also allows more sub-carriers to be assigned to each user, thereby increasing the available frequency diversity for each user. To counter the loss of code orthogonality due to the presence of high mobility user in the system, we propose a novel scheme where the allocation of the users' operating sub-carriers and spreading codes is dependent on their mobility and a mobility-based multiple access interference (MAI) cancellation scheme is used at the receiver to


maintain system performance.
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## Chapter 1

## Introduction

Mobile cellular communications has become the pervasive technology for the 21 st century. With the advent of social media, mobile gaming and video streaming services as well as the prevalent of the mobile computing devices such as smartphones and tablets, consumers are increasingly demanding higher data speed and greater coverage area. Along with more spectrum allocations, the evolution of the air interface, which forms the backbone of mobile wireless communications, is paramount to meet the growing demand. Correspondingly, new signal processing algorithms which can maximize the benefits of the new air interface need to be developed and implemented. We focus on the development of algorithms which leverage on the benefits of the emerging air interface considered for the uplink in future mobile cellular systems. Before introducing our proposed algorithms, we will provide a brief history of the evolution of the air interface in mobile cellular system in this chapter. In addition, our motivations and contributions in this thesis are also presented in this chapter.

### 1.1 Evolution of Air Interface of Mobile Cellular Systems

The first public mobile telephone system began operation in the United States of America (USA) in 1946 [1]. Mobile phones were assigned a single permanent channel for two-way communications via push-to-talk concepts [2]. Im-
provement was made to the system to support full-duplexing in the 1960s but the system remained impractical because of capacity constraints. For example, only twelve simultaneous calls could be supported over a 1,000 square miles area in New York City which had a market of ten million people in 1976 [1]. The cellular concept featuring frequency reuse, which helps to solve the capacity constraints, was demonstrated in 1968 at Bell Laboratories. Together with the invention of microprocessor, it paved the way for the deployment of the first commercial 1G cellular system, the Mobile Communication System L1, by the Nippon Telegraph and Telephone (NTT) [2]. This was followed by the deployment of European 1G systems in Scandinavia in 1981, in United Kingdom in 1982 and in France and Germany in 1985. The first commercial 1G cellular system arrived in the USA in 1983 [1].

The 1 G cellular systems were all analog systems relying on frequency or amplitude modulation, which suffered from bandwidth inefficiency [2], for transmission. In the late 1980s, the maturity of very large scale integration (VLSI) and signal processing technology led to the digital revolution. The new digital 2 G cellular system rode on the wave of the digital technology with the digital signal processors in application specific integrated circuits (ASICs) helping to miniaturize mobile phone sizes. The digital 2G systems also allowed, for the first time, the use of block and/or convolutional coding for error correction resulting in clearer voice transmissions and more reliable data transmission over fading channels. The 2 G systems also introduced the use of digital modulations such as Gaussian minimum shift keying (GMSK) and quaternary phase shift keying (QPSK). Sophisticated multiple access technology like frequency division multiple access (FDMA), time division multiple access (TDMA) and code division multiple access (CDMA) also gained prominent usage in the digital 2G systems. Popular 2G systems include the TDMA/FDMA based Global System for Mobile Communications (GSM), which was first adopted by the European countries in 1991, and the CDMA based IS-95A standards, which gained
widespread deployment by 1996 [1]. At the beginning of this century, the 2G mobile cellular systems introduced packet switching [3] to allow for easier data transmission which became, and continues to be, a main feature in mobile cellular systems.

The next driver for upgrades in cellular system was the requirement for multimedia-level data rates and the push for greater data rates soon resulted in the deployment of the 3 G cellular systems. In the 3 G era, CDMA rose in prominence as it became the multiple access technology of choice for the two most popular 3G system standards: Wideband CDMA (W-CDMA) and CDMA2000. Compared to FDMA/TDMA, CDMA is more robust against multipath fading, provides greater coverage with fewer cell sites and enables better frequency reuse $[4,5]$. 3G systems are also characterized by the usage of powerful turbo codes [6,7] to improve performance and the usage of higher order of quadrature amplitude modulation (QAM) constellations such as the 16QAM and 64 QAM to support higher data rates. However, the use of these higher order modulations is usually restricted to short range transmission [2].

The 3rd Generation Partnership Project(3GPP) consortium officially commenced the standardization work on mobile cellular systems beyond 3G under the name of 3G Long Term Evolution (LTE) in 2006. In a departure from existing 3G systems, multiple access technologies based on orthogonal frequency division multiplexing (OFDM) air interface were chosen [8]. In the downlink, the popular orthogonal frequency division multiple access (OFDMA) is chosen while single carrier frequency division multiple access (SC-FDMA), which uses similar wireless air interface as OFDMA, is the chosen uplink multiple access technology [8]. Multiple antennas technology, which is regarded as the key technology to provide high capacity and data rates [2], was also incorporated in the 3G LTE systems.

### 1.2 Interleaved Frequency Division Multiple Access

SC-FDMA is the chosen uplink multiple access technology for 3G LTE and LTE-Advanced cellular system [8]. SC-FDMA uses similar wireless air interface as the popular OFDMA technology used in the downlink of the cellular systems. However, unlike OFDMA, SC-FDMA shifts the bulk of the processing complexity to the receiver at the base-station and has a lower peak-to-average power ratio (PAPR) which makes it a more attractive candidate for uplink transmission [9]. SC-FDMA facilitates the multiple access in the uplink through apportioning different sub-carriers to different users like in OFDMA. There are two approaches to the division of the sub-carriers to the users. The first is localized SC-FDMA (LFDMA) that assigns each mobile device a set of adjacent subcarriers for its transmission. The second is distributed SC-FDMA, which is commonly realized as interleaved FDMA (IFDMA), that assigns a set of equidistantly distributed sub-carriers to each user [9]. Recently, a new sub-carrier assignment scheme known as block IFDMA (B-IFDMA) has emerged that assigns interleaved blocks of continuous sub-carriers to a single user [10, 11].

The use of frequency division multiple access preserves the users orthogonality in frequency-selective channels but exposes SC-FDMA to the problem of inter-cell interference (ICI) in the absence of cellular frequency reuse [12] [13] [14]. Solutions such as fractional frequency reuse reduce the spectrum availability at the cell edge [13], while solutions such as adaptive frequency reuse scheduling [12] [14] requires channel information which may not be readily available in the case of fast moving mobile devices. Moreover, the throughput performance of the SC-FDMA system, especially those using LFDMA, is also dependent on resource scheduling using accurate real-time channel information [9, 15].

### 1.3 Motivations and Scope

Previous performance analysis on IFDMA systems focused on the frequency domain $[16,17]$ with the assumption that the different sub-carriers assigned to a user experienced independent fading. Hence, it is difficult to establish quantitatively, the maximum channel diversity order achievable by IFDMA systems. Moreover, [16] only establishes an imprecise relationship between the number of sub-carriers assigned to a user and the diversity obtained by that user. We know from [15] that the frequency diversity gain, and hence the performance, in IFDMA systems is affected by the number of the sub-carriers assigned to a user relative to the total number of sub-carriers available in the system. The amount of frequency diversity gain determines the necessity and the usefulness of multi-user scheduling [15]. We seek to analyze the performance of IFDMA system in dense multipath environments [18] and establish the quantitative relationship between the number of sub-carriers assigned per user and the diversity order a user can achieve. Also, we like to determine the criteria required for coded IFDMA systems to achieve the maximum channel diversity order.

The simple frequency domain equalizer (FDE), though straightforward to design and implement, limit the diversity performance in the the receiver [19]. Maximum likelihood sequence estimation (MLSE) guarantees the diversity performance but is too complicated to be implemented, especially for the higher order of modulations and advanced error correcting code considered in future cellular system. We propose the use of an implementable iterative detection and decoding algorithm at the receiver to achieve the theoretical diversity performance of the MLSE. We also generalize the algorithm to use in IFDMA systems with multiple antennas employing either spatial multiplexing or transmit diversity schemes. The insights we gained from our theoretical analysis of IFDMA system also lead us to propose a novel transmit diversity scheme for coded IFDMA system. We compare the new scheme to existing schemes and demonstrate the effectiveness of the proposed scheme.

Next, we tackle the problem of FDMA systems' inability to reject ICI without the use of frequency reuse. We investigate the concept of two-layered spreading to reject out-of-cell interference (OCI) used in variable spreading factor(VSF)-orthogonal frequency/code division multiplexing (VSF-OFCDM) system [20,21], which is a candidate for the 4G cellular system [2]. We extend the two-layered spreading concept to IFDMA and propose a block spread (BS)-IFDMA system. The performance of BS-IFDMA systems in time variant channels is analyzed and is found to be susceptible to the interferences caused by the presence of high mobility users. As support for high mobility users is crucial in future mobile system to cater for the "always-connected" experience, we propose a novel mobility-based MAI cancellation scheme to incorporate high mobility users into a BS-IFDMA system without degrading the system performance.

### 1.4 Contributions in Thesis

We have carried out a theoretical performance analysis of IFDMA systems and propose a number of algorithms to minimize the bit error rate (BER) performance of IFDMA systems. Specifically, we have proposed a generalized iterative detection and decoding algorithm based on QR decomposition and M algorithm (QRD-M algorithm) for coded MIMO-IFDMA systems, which have similar diversity performance as MLSE. We also propose a new transmit antenna diversity scheme for coded IFDMA systems which can be decoded at the receiver using the proposed iterative soft QRD-M algorithm. The proposed transmit antenna diversity scheme can be used on its own or be combined with the cyclic delay diversity scheme to maximize the diversity performance of coded MIMO-IFDMA systems. In addition, we apply the concept of twolayered spreading to IFDMA systems and propose a mobility-based multiple access interference cancellation scheme to incorporate high mobility users in
the resulting BS-IFDMA systems.
We introduce a new generalized signal model for coded IFDMA systems with different numerical configurations of transmit and receive antennas. We analyze the theoretical upper bound of coded IFDMA system based on the new signal model and specify the design criteria for coded IFDMA systems to achieve the maximum channel diversity order regardless of the number of sub-carriers assigned per user. Moreover, we present a recursive calculation of log-likelihood ratio that enables the use of M-algorithm in a soft QRD-M APP detector to achieve the maximum diversity order at low complexity. We also propose a generalized iterative soft QRD-M algorithm for detection and decoding for coded MIMO-IFDMA system. The performance of the proposed algorithm approaches the ideal matched filter lower bound at high SNR and achieves a performance gain of up to 6 dB over linear MMSE detector.

The generalized signal model is used to design a novel transmit diversity named antenna spreading diversity scheme that has a guaranteed diversity gain factor equal to the number of transmit antennas used, if the receiver uses MLSE. We demonstrate through simulation that the proposed iterative soft QRD-M algorithm is able to match the diversity performance of MLSE for the proposed antenna spreading diversity scheme. We also analyze and compare the theoretical performance between the proposed antenna diversity scheme and the popular cyclic delay diversity scheme to show the benefits of the proposed scheme as well as to illustrate how the two schemes are complementary to each other. We specify the design criterion for the configuration of a combined transmit diversity scheme to suit the requirements of different systems and show the benefits of the combined diversity scheme through theoretical performance analysis and simulations.

We derive the multiple access interference (MAI) in BS-IFDMA system under time-varying channel and introduce a novel MAI cancellation scheme based on the users' mobilities. We formulate the total MAI in a system with
the proposed interference cancellation scheme to result in a quadratic assignment problem (QAP) to optimize the spreading code assignments for the users. Based on the characteristics of common spreading codes such as the WalshHadamard and Orthogonal Gold codes, we devise a simplified search procedure in a branch-and-bound algorithm for solving the QAP. The simplified search procedure lowers the time taken to arrive at the solution by a factor which is equal to five times the spreading factor. We analyze the bit error rate (BER) performance of the proposed MAI cancellation scheme and show that with the cancellation scheme, the BER error floor due to the MAI caused by a high mobility user will always be lower than the theoretical BER. Conversely, without the cancellation scheme, the theoretical BER will always hit the error floor, limiting the system performance. We also show, through simulation, that the proposed MAI cancellation scheme coupled with the proposed optimized codes assignment enables up to half the total number of users in BS-IFDMA systems to be high mobility users while maintaining the system performance.

### 1.5 Thesis Organization

The thesis consists of five chapters. In this chapter, the evolution of the mobile cellular communications is briefly introduced to provide a general context to the investigations done on IFDMA system in the thesis. The motivations and contributions were also presented in this chapter. In Chapter 2, we introduce the generalized signal model for coded MIMO-IFDMA systems and present the proposed iterative soft QRD-M algorithm. We derive the theoretical BER performance of coded MIMO-IFDMA systems and formulate the criteria for maximizing the channel diversity in coded MIMO-IFDMA systems. In Chapter 3, we analyze the theoretical performance of the proposed transmit diversity scheme and demonstrate the ability of the proposed iterative soft QRD-M algorithm to match the theoretical performance through simulation. In Chapter 4,
we consider the use of block spreading in IFDMA systems and propose a novel multiple access interference cancellation scheme designed to incorporate high mobility users in BS-IFDMA systems. Lastly, Chapter 5 summarizes the research work in this thesis and provide suggestions for future work.

## Chapter 2

## Generalized Iterative Soft QRD-M Algorithm for IFDMA System

### 2.1 Introduction

Interleaved frequency division multiple access (IFDMA) scheme introduced in [22] is a promising candidate for the uplink transmission in next generation mobile wireless access system [16,23-25]. IFDMA has also been formulated as either an orthogonal frequency division multiple access (OFDMA) scheme [26] with discrete fourier transform (DFT) precoding and equidistant frequency mapping [17, 24, 25, 27] or a code division multiple access (CDMA) scheme with specialized spreading codes [28,29](i.e. frequency-domain orthogonal spreading codes, comb-spectrum codes). IFDMA is able to maintain perfect user orthogonality in frequency-selective channel $[16,29]$ like OFDMA. However, unlike OFDMA, IFDMA is a single-carrier (SC) scheme that guarantees low peak-to-average power ratio (PAPR) in the transmitted signals making it more suitable than OFDMA in uplink transmission [17, 24].

In this chapter, we introduce a new signal model in time domain using conventional MIMO matrix formulation for IFDMA systems, which provides a better insight of the inherent diversity attainable in the system. Instead of using the frequency domain signal model of IFDMA favored in [17,24], we formulate the signal model of a IFDMA system in the time domain similar to [22]. In addition, we show that the IFDMA time domain signal model represented in matrix nota-
tions has the same form as a multiple-inputs multiple-outputs (MIMO) system. Using this model, the performance analysis on the bit error rate (BER) performance of coded IFDMA systems in a frequency-selective multipaths environment can be carried out. We also extend the signal model to form a generalized system signal model to describe coded IFDMA systems with different numerical configurations of transmit and receive antennas employing spatial multiplexing.

Previous performance analysis on IFDMA systems focused on the frequency domain $[16,17]$ with the assumption that the different sub-carriers assigned to a user experienced independent fading. Hence, it is difficult to establish quantitatively, the maximum channel diversity order achievable by IFDMA systems. Moreover, [16] only establishes an imprecise relationship between the number of sub-carriers assigned to a user and the diversity obtained by that user. Using our system model, we derive the upper bound on the BER of coded IFDMA system based on maximum likelihood sequence estimation (MLSE) in a frequencyselective channel. The BER performance analysis gives us quantitative insights on the relationship between the diversity order a user can achieve and the number of sub-carriers assigned to the user, as well as the criteria required for coded IFDMA systems to achieve the maximum channel diversity order.

Following the insights gained from the analysis, we design frequency hopping sequences that will enable all users within the system to achieve the maximum channel diversity order regardless of the number of sub-carriers assigned to each user. Alternatively, we can apply block spread technique [30] using the appropriate spreading factor to achieve the same diversity order. We shall compare the two techniques, discussing their respective advantages and disadvantages in terms of operational complexity as well as BER performance.

Various receiver structures have been proposed for uncoded IFDMA system, ranging from the simple frequency domain equalizer (FDE) [27] to the complex iterative block decision feedback equalizer (IB-DFE) [24,31]. IB-DFE has significantly better performance than the simple feed forward FDE [24] and
is significantly less complex than the maximum likelihood (ML) detector especially when the number of sub-carriers assigned to a user is large. This makes IB-DFE [32] a promising receiver structure for high data-rate transmission. For coded IFDMA systems, a posterior probability (APP) detector based on the ML principle has been proposed for systems with small number of assigned sub-carriers per user [16,22]. However, the complexity of the APP detector makes it prohibitive for usage in systems with large number of assigned subcarriers per user. Our theoretical analysis shows that using MLSE in the receiver will maximize the diversity performance of IFDMA, but MLSE is computationally prohibitive except for the simplest forward error-correcting code (FEC) and modulations.

In this chapter, we propose a low-complexity APP detector, which is based on the M -algorithm and QR decomposition (QRD-M). The proposed APP detector provides a similar channel diversity order as that of MLSE. Moreover, we propose a iterative soft QRD-M algorithm for the detection and decoding of signals in IFDMA systems which improves the BER performance of coded IFDMA systems significantly. Unlike [24] which performs iterations within the detection process only, we formulate an iterative detect and decode algorithm that passes soft-decision statistics between a soft QRD-M detector and a soft-in soft-out (SISO) FEC code decoder that improves the BER performance of coded IFDMA systems, especially in dense multipaths environment. Simulation results show that a system using the proposed iterative algorithm approaches the hypothetical matched filter lower bound (MFLB) [16] at high SNR. The proposed iterative algorithm can also be generalized for coded MIMO-IFDMA systems with different numerical configurations of transmit and receive antennas. The proposed algorithm not only improves the BER performance of coded MIMO-IFDMA systems significantly, it also allows a base-station that serves asymmetrical mobile devices with different number of transmit antennas in the uplink to use a common hardware platform. The numerical evaluations also show that the pro-
posed algorithm is capable of achieving the maximum channel diversity order and outperforms the linear MMSE detector significantly. Specifically, the proposed algorithm approaches the hypothetical MFLB [16] with less than 0.5 dB degradation within 3 iterations and attains no less than 4 dB performance gain when compared to linear MMSE detection.

The rest of the chapter is organized as follows: In Section 2.2, we formulate the signal model for coded MIMO-IFDMA systems in time invariant channel. In Section 2.5, we describe the proposed generalized iterative soft QRD-M algorithm for the detection and decoding for coded IFDMA system in details. Next, we derive in Section 2.3, the upper bound on the BER performance that illustrates the maximum diversity order achievable in coded IFDMA systems. In Section 2.4, we establish the design criteria of FH-IFDMA and BS-IFDMA system to achieve the maximum diversity order in the channel and evaluate the relative strength and weakness of each scheme. Numerical examples are given in Section 2.6 to compare simulated performance with the derived theoretical bounds. Lastly, in Section 2.7, we summarize our observations and contributions.

### 2.2 System Signal Model

### 2.2.1 IFDMA Signal Model

In this thesis, we shall formulate the IFDMA system signal model in the time domain $[33,34]$ rather than the conventional frequency domain signal model used in [17, 24]. Moreover, unlike [22], we use matrix notations to cast the signal model in the form of conventional MIMO system. The developed signal model may be less intuitive but provides a better insight of the inherent diversity available in the system which is a key concern of this thesis.

Let $S$ be the number of symbols transmitted per user in one block that constitutes a single IFDMA symbol (or equivalently the number of sub-carriers as-
signed to each user in the frequency domain) and $G$ be the repetition factor [22] that determines the maximum possible number of orthogonal users in the system. For simplicity, we consider the case where all the users have the same $S$ and $G$ here, as the extension to the variable case is straightforward. Note that if all the users have the same $S$ and $G$, the orthogonality between the users at the receiver is guaranteed as long as the number of users in the system does not exceed $G$. For maximum system capacity, we assume that the number of allocated users, $K=G$. As in [17], we consider quasi-synchronous (QS) uplink transmissions where the relative delay among all users are limited to a few chips duration using adaptive transmit timing control to align the time differences among different users [35]. The delays are upper bounded by $\tau_{d}$ and we consider a prefix length $N_{C P}=\left\lceil\frac{\tau_{d}+\tau_{c}}{T_{c}}\right\rceil$ where $\tau_{c}$ is the maximum delay spread of all the users' channel and $T_{c}$ is chip duration.

We define the block of transmitted symbols by the $k^{t h}$ user as

$$
\mathbf{x}_{k}=\left[\begin{array}{llll}
x_{k, 0} & x_{k, 1} & \ldots & x_{k, S-1} \tag{2.1}
\end{array}\right]^{T}
$$

where $\{\cdot\}^{T}$ represents the matrix transpose. For IFDMA transmission, the block is repeated $G$ times and multiplied by a user-defined phase vector. The $N \times 1$ vector representing the transmitted sequence is given by

$$
\begin{equation*}
\mathbf{s}_{k}=\mathbf{E}_{k} \hat{\mathbf{x}}_{k} \tag{2.2}
\end{equation*}
$$

where $\mathbf{E}_{k}$ is a $N \times N$ matrix, given by:

$$
\mathbf{E}_{k}=\frac{1}{\sqrt{G}} \operatorname{diag}\left\{\begin{array}{lllll}
1 & \ldots & e^{j \frac{2 \pi n k}{N}} & \ldots & e^{j \frac{2 \pi(N-1) k}{N}} \tag{2.3}
\end{array}\right\}
$$

and $\hat{\mathbf{x}}_{k}$ is a $N \times 1$ vector, given by:

$$
\hat{\mathbf{x}}_{k}=\left[\begin{array}{llll}
\mathbf{x}_{k}^{T} & \mathbf{x}_{k}^{T} & \ldots & \mathbf{x}_{k}^{T} \tag{2.4}
\end{array}\right]^{T}
$$

i.e. $\hat{\mathbf{x}}_{k}$ is $G$ repetitions of $\mathbf{x}_{k}$ and $N=S G$.

Before the transmission of the sequence $\mathbf{s}_{k}$ a cyclic prefix [36] of length $N_{C P}$ is appended to the sequence. Since $N_{C P}$ is designed so that it is larger than the combination of the maximum channel delay spread and the maximum tolerable difference between arrivals of different users' signal, the $N \times 1$ vector representing received sequence with proper synchronization can be written as:

$$
\begin{equation*}
\mathbf{r}=\sum_{k=1}^{K} \hat{\mathbf{h}}_{k} \mathbf{s}_{k}+\boldsymbol{\eta} \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{\eta}$ is a $N \times 1$ vector of additive white gaussian noise (AWGN) components with variance $\sigma^{2}$ and $\hat{\mathbf{h}}_{k}$ is a $N \times N$ circulant matrix with the first column being the channel impulse response of the $k^{\text {th }}$ user given by,

$$
\hat{\mathbf{h}}_{k}(:, 1)=\left[\begin{array}{llllll}
h_{k, 0} & \ldots & h_{k, P-1} & 0 & \ldots & 0 \tag{2.6}
\end{array}\right]^{T}
$$

where $P$ is the number of resolvable channel paths. Note that $h_{k, p}$ can be zero since not all signals arrive at the receiver at the same time.

At the base-station receiver, the separation of the users' signals is usually preceded by a $N$-points Fast Fourier Transform (FFT) as the focus is on FDE [17, 24, 27, 37] using the architecture as shown in Figure 2.1(a). However, we propose a time domain user-separation operation using a new receiver architecture shown in Figure 2.1(b). The mathematical equivalence to the separation process in Figure 2.1(b) to obtain the signal for the $k^{\text {th }}$ user is to pre-multiply $\mathbf{r}$ with the $S$-by- $N$ matrix

$$
\mathbf{U}_{k}=\frac{1}{\sqrt{G}}\left[\begin{array}{llll}
\widetilde{\mathbf{U}}_{k} & e^{-j \frac{2 \pi k}{G}} \widetilde{\mathbf{U}}_{k} & \ldots & e^{-j \frac{2 \pi(G-1) k}{G}} \widetilde{\mathbf{U}}_{k} \tag{2.7}
\end{array}\right]
$$

where $\widetilde{\mathbf{U}}_{k}=\operatorname{diag}\left\{\begin{array}{llll}1 & e^{-j \frac{2 \pi k}{N}} & \ldots & e^{-j \frac{2 \pi(S-1) k}{N}}\end{array}\right\}$ is a $S \times S$ matrix.


Figure 2.1: Frequency and Time Domain User-Separation

The $S \times 1$ vector representing the $k^{t h}$ user received signal is hence,

$$
\begin{align*}
\mathbf{r}_{k} & =\mathbf{U}_{k} \mathbf{r} \\
& =\mathbf{U}_{k} \sum_{m=1}^{K} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}+\mathbf{U}_{k} \boldsymbol{\eta} \\
& =\mathbf{U}_{k} \hat{\mathbf{h}}_{k} \mathbf{s}_{k}+\sum_{\substack{m=1 \\
m \neq k}}^{K} \mathbf{U}_{k} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}+\boldsymbol{\eta}^{\prime} \tag{2.8}
\end{align*}
$$

We can rewrite

$$
\begin{equation*}
\mathbf{U}_{k} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}=\mathbf{U}_{k} \hat{\mathbf{h}}_{m} \hat{\mathbf{E}}_{m} \hat{\mathbf{x}}_{m} \tag{2.9}
\end{equation*}
$$

where $\hat{\mathbf{E}}_{m}$ is a $N \times N$ matrix given by,

$$
\hat{\mathbf{E}}_{m}=\frac{1}{\sqrt{G}}\left[\begin{array}{cccc}
\widetilde{\mathbf{U}}_{m}^{*} & \mathbf{0}_{S} & \ldots & \mathbf{0}_{S}  \tag{2.10}\\
\mathbf{0}_{S} & e^{j \frac{2 \pi m}{G}} \widetilde{\mathbf{U}}_{m}^{*} & \ldots & \mathbf{0}_{S} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{S} & \mathbf{0}_{S} & \ldots & e^{j \frac{2 \pi(G-1) m}{G}} \widetilde{\mathbf{U}}_{m}^{*}
\end{array}\right]
$$

and $\widetilde{\mathbf{U}}_{m}^{*}$ is the conjugate matrix of $\widetilde{\mathbf{U}}_{m}$ and $\mathbf{0}_{S}$ is a $S$-by- $S$ zero matrix. Rewriting

$$
\hat{\mathbf{h}}_{m}=\left[\begin{array}{cccc}
\widetilde{\mathbf{h}}_{m}^{(0)} & \widetilde{\mathbf{h}}_{m}^{(G-1)} & \ldots & \widetilde{\mathbf{h}}_{m}^{(1)}  \tag{2.11}\\
\widetilde{\mathbf{h}}_{m}^{(1)} & \widetilde{\mathbf{h}}_{m}^{(0)} & \ldots & \widetilde{\mathbf{h}}_{m}^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
\widetilde{\mathbf{h}}_{m}^{(G-1)} & \widetilde{\mathbf{h}}_{m}^{(G-2)} & \ldots & \widetilde{\mathbf{h}}_{m}^{(0)}
\end{array}\right]
$$

where $\widetilde{\mathbf{h}}_{m}^{(i)}$ is a $S \times S$ matrix for $i=0, \ldots, G-1$, we then get

$$
\begin{equation*}
\mathbf{U}_{k} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}=\frac{1}{G} \tilde{\mathbf{U}}_{k} \mathbf{S}_{k, m} \tilde{\mathbf{U}}_{m}^{*} \mathbf{x}_{m} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{S}_{k, m}=\sum_{\gamma=0}^{G-1} e^{-j \frac{2 \pi \gamma k}{G}} \widetilde{\mathbf{h}}_{m}^{(\gamma)}\left(\sum_{i=0}^{G-1} e^{-j \frac{2 \pi i(k-m)}{G}}\right) \tag{2.13}
\end{equation*}
$$

is a $S \times S$ matrix. Since

$$
\begin{gather*}
\sum_{i=0}^{G-1} e^{-j \frac{2 \pi i(k-m)}{G}}=\left\{\begin{array}{ll}
0 & m \neq k \\
G & m=k
\end{array},\right.  \tag{2.14}\\
\mathbf{U}_{k} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}=\left\{\begin{array}{cc} 
& m \neq k \\
\widetilde{\mathbf{U}}_{k}\left(\sum_{\gamma=0}^{G-1} e^{-j \frac{2 \pi \gamma k}{G}} \widetilde{\mathbf{h}}_{k}^{(\gamma)}\right) \widetilde{\mathbf{U}}_{k}^{*} \mathbf{x}_{k} & m=k
\end{array}\right. \tag{2.15}
\end{gather*}
$$



Figure 2.2: Equivalent Single-User System Model for coded IFDMA System Thus, we can simplify (2.8) to:

$$
\begin{align*}
\mathbf{r}_{k} & =\mathbf{U}_{k} \hat{\mathbf{h}}_{k} \mathbf{s}_{k}+\sum_{\substack{m=1 \\
m \neq k}}^{K} \mathbf{U}_{k} \hat{\mathbf{h}}_{m} \mathbf{s}_{m}+\boldsymbol{\eta}^{\prime} \\
& =\mathbf{U}_{k} \hat{\mathbf{h}}_{k} \mathbf{s}_{k}+\boldsymbol{\eta}^{\prime} \\
& =\mathbf{h}_{k} \mathbf{x}_{k}+\boldsymbol{\eta}^{\prime} \tag{2.16}
\end{align*}
$$

The variance of noise components in $\boldsymbol{\eta}^{\prime}$ remains as $\sigma^{2}$ and the matrix, $\mathbf{h}_{k}$, is a $S \times S$ circulant matrix with

$$
\mathbf{h}_{k}(:, 1)=\left[\begin{array}{c}
\sum_{\gamma=0}^{G-1} h_{k, \gamma S} e^{-j \frac{2 \pi \gamma k}{G}}  \tag{2.17}\\
\vdots \\
e^{-j \frac{2 \pi l k}{N}} \sum_{\gamma=0}^{G-1} h_{k, \gamma S+l} e^{-j \frac{2 \pi \gamma k}{G}} \\
\vdots \\
e^{-j \frac{2 \pi(S-1) k}{N}} \sum_{\gamma=0}^{G-1} h_{k, \gamma S+S-1} e^{-j \frac{2 \pi \gamma k}{G}}
\end{array}\right]
$$

From (2.16) we see that the orthogonality among users can be maintained at the receiver despite the frequency selective channel. Note that at the receiver, only $\mathbf{h}_{k}$ need to be estimated for signal detection. Since $\mathbf{h}_{k}$ is a $S \times S$ circulant matrix, channel estimation can be performed at the base-station by transmitting a pilot with good auto-correlation property [38].

As an illustrative example, we consider the received signal of the first user in a channel where $P=4$ and the number of sub-carriers assigned to the user, $S$, varies between 2 and 4 . The total number of sub-carriers in the system $N$ is fixed at 8 , giving the corresponding number of users in the system, $G$ to be 4 and 2 respectively. The $\hat{\mathbf{h}}_{0}$ is a $8 \times 8$ circulant matrix, which is independent on
$S$, is written as:

$$
\hat{\mathbf{h}}_{0}=\left[\begin{array}{llllllll}
h_{0,0} & 0 & 0 & 0 & 0 & h_{0,3} & h_{0,2} & h_{0,1}  \tag{2.18}\\
h_{0,1} & h_{0,0} & 0 & 0 & 0 & 0 & h_{0,3} & h_{0,2} \\
h_{0,2} & h_{0,1} & h_{0,0} & 0 & 0 & 0 & 0 & h_{0,3} \\
h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0} & 0 & 0 & 0 & 0 \\
0 & h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0} & 0 & 0 & 0 \\
0 & 0 & h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0} & 0 & 0 \\
0 & 0 & 0 & h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0} & 0 \\
0 & 0 & 0 & 0 & h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0}
\end{array}\right]
$$

For the case of $S=2, G=4$,

$$
\begin{array}{ll}
\widetilde{\mathbf{h}}_{0}^{(0)}=\left[\begin{array}{ll}
h_{0,0} & 0 \\
h_{0,1} & 0
\end{array}\right], \quad \widetilde{\mathbf{h}}_{0}^{(1)}=\left[\begin{array}{ll}
h_{0,2} & h_{0,1} \\
h_{0,3} & h_{1,2}
\end{array}\right],  \tag{2.19}\\
\widetilde{\mathbf{h}}_{0}^{(2)}=\left[\begin{array}{ll}
0 & h_{0,3} \\
0 & 0
\end{array}\right], \quad \widetilde{\mathbf{h}}_{0}^{(3)}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
\end{array}
$$

and

$$
\mathbf{h}_{0}=\left[\begin{array}{ll}
h_{0,0}+h_{0,2} & h_{0,1}+h_{0,3}  \tag{2.20}\\
h_{0,1}+h_{0,3} & h_{0,0}+h_{0,2}
\end{array}\right]
$$

For the case of $S=4, G=2$,

$$
\begin{align*}
& \widetilde{\mathbf{h}}_{0}^{(0)}=\left[\begin{array}{cccc}
h_{0,0} & 0 & 0 & 0 \\
h_{0,1} & h_{0,0} & 0 & 0 \\
h_{0,2} & h_{0,1} & h_{0,0} & 0 \\
h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0}
\end{array}\right], \\
& \widetilde{\mathbf{h}}_{0}^{(1)}=\left[\begin{array}{cccc}
0 & h_{0,3} & h_{0,2} & h_{0,1} \\
0 & 0 & h_{0,3} & h_{0,2} \\
0 & 0 & 0 & h_{0,3} \\
0 & 0 & 0 & 0
\end{array}\right] . \tag{2.21}
\end{align*}
$$

and

$$
\mathbf{h}_{0}=\left[\begin{array}{cccc}
h_{0,0} & h_{0,3} & h_{0,2} & h_{0,1}  \tag{2.22}\\
h_{0,1} & h_{0,0} & h_{0,3} & h_{0,2} \\
h_{0,2} & h_{0,1} & h_{0,0} & h_{0,3} \\
h_{0,3} & h_{0,2} & h_{0,1} & h_{0,0}
\end{array}\right]
$$

We can use (2.16) to represent a user's signals within a coded IFDMA system with an equivalent single-user model illustrated in Figure 2.2. Note that for notation simplicity, the user index $k$ has been omitted in Figure 2.2 since the users are processed individually. Figure 2.2 shows the transmission of a block of convolutional coded information bits that spans several IFDMA symbols duration. The information bits stream $\mathbf{b}$ is encoded using a convolutional encoder to form the coded bit stream $\mathbf{c}$. The coded bit stream is then interleaved to form $\mathbf{c}^{\prime}$. The interleaved bit stream is mapped to the constellation chosen and modulated for IFDMA transmission where $\{\mathbf{x}\}_{n}$ refers to the group of symbols transmitted by the user within the $n^{\text {th }}$ IFDMA symbol.

The time domain signal model we derived has a couple of theoretical and practical advantages. Firstly, the signal model provides an insight to the diversity performance of IFDMA systems by inspecting the number of independent random variables in (2.17). Secondly, the signal model can be readily expanded into a general framework to represent IFDMA systems with multiple transmit and receive antennas as will be shown in the next section.

### 2.2.2 General Signal Model for MIMO-IFDMA

In this section, we will expand and generalize the signal model introduced in Section 2.2.1 for MIMO-IFDMA systems with different numerical configurations of transmit and receive antennas. Let the number of receive antennas in the base-station be $A_{R}$ and the number of transmit antennas at the $k^{\text {th }}$ mobile transmitter be $A_{T}(k)$. Thus the received signal at the $a_{R}^{\text {th }}$ receive antenna can be
modified from (2.5) to form:

$$
\begin{equation*}
\mathbf{r}_{a_{R}}=\sum_{k=0}^{K-1} \sum_{a_{T}=0}^{A_{T}(k)-1} \hat{\mathbf{h}}_{a_{T}, a_{R}, k} \mathbf{s}_{a_{T}, k}+\boldsymbol{\eta}_{a_{R}} \tag{2.23}
\end{equation*}
$$

where $\boldsymbol{\eta}_{a_{R}}$ is the vector of AWGN at the $a_{R}^{t h}$ receive antenna, $\mathbf{s}_{a_{T}, k}$ is the transmitted signal of the $k^{\text {th }}$ user from the $a_{T}^{\text {th }}$ transmit antenna and $\hat{\mathbf{h}}_{a_{T}, a_{R}, k}$ is a $N \times N$ circulant matrix with the first column given by:

$$
\hat{\mathbf{h}}_{a_{T}, a_{R}, k}(:, 1)=\left[\begin{array}{llllll} 
& h_{a_{T}, a_{R}, k, P-1} & 0 & \ldots & 0 \tag{2.24}
\end{array}\right]^{T}
$$

which is the channel impulse response between the $a_{T}^{\text {th }}$ transmit antenna of the $k^{\text {th }}$ user and the $a_{R}^{\text {th }}$ receive antenna at the base-station. The $k^{\text {th }}$ user received signal at the $a_{R}^{\text {th }}$ receive antenna can thus be written as:

$$
\begin{align*}
\mathbf{r}_{a_{R}, k} & =\mathbf{U}_{k} \mathbf{r}_{a_{R}} \\
& =\mathbf{U}_{k} \sum_{m=1}^{K} \sum_{a_{T}=1}^{A_{T}} \hat{\mathbf{h}}_{a_{T}, a_{R}, m} \mathbf{s}_{a_{T}, m}+\mathbf{U}_{k} \boldsymbol{\eta}_{a_{R}} \\
& =\sum_{a_{T}=0}^{A_{T}(k)-1} \mathbf{U}_{k} \hat{\mathbf{h}}_{a_{T}, a_{R}, k} \mathbf{s}_{a_{T}, k}+\sum_{\substack{m=0 \\
m \neq k}}^{K-1} \sum_{a_{T}=0}^{A_{T}(k)-1} \mathbf{U}_{k} \hat{\mathbf{h}}_{a_{T}, a_{R}, m} \mathbf{s}_{a_{T}, m}+\mathbf{U}_{k} \boldsymbol{\eta}_{a_{R}} \\
& =\sum_{a_{T}=0}^{A_{T}(k)-1} \mathbf{h}_{a_{T}, a_{R}, k} \mathbf{x}_{a_{T}, k}+\boldsymbol{\eta}_{a_{R}, k}^{\prime} \tag{2.25}
\end{align*}
$$

where $\mathbf{h}_{a_{T}, a_{R}, k}$, is a circulant matrix with the first column given by

$$
\mathbf{h}_{a_{T}, a_{R}, k}(:, 1)=\left[\begin{array}{c}
\sum_{\gamma=0}^{G-1} h_{a_{T}, a_{R}, k, \gamma} e^{-j \frac{2 \pi \gamma k}{G}}  \tag{2.26}\\
\vdots \\
e^{-j \frac{2 \pi l k}{N}} \sum_{\gamma=0}^{G-1} h_{a_{T}, a_{R}, k, \gamma S+l} e^{-j \frac{2 \pi \gamma k}{G}} \\
\vdots \\
e^{-j \frac{2 \pi(S-1) k}{N}} \sum_{\gamma=0}^{G-1} h_{a_{T}, a_{R}, k, \gamma S+S-1} e^{-j \frac{2 \pi \gamma k}{G}}
\end{array}\right]
$$

as $\mathbf{U}_{k} \hat{\mathbf{h}}_{a_{T}, a_{R}, m} \mathbf{s}_{a_{T}, m}=0$ for $m \neq k$ as shown in (2.15). For $S \geq P, \mathbf{h}_{a_{T}, a_{R}, k}(:$


Figure 2.3: Equivalent Single-User System Model for coded MIMO-IFDMA $, 1)$ is just a truncated version of $\hat{\mathbf{h}}_{a_{T}, a_{R}, k}(:, 1)$, removing the excess zeros. For $S<P$, the different random variables in $\hat{\mathbf{h}}_{a_{T}, a_{R}, k}(:, 1)$ are combined to form a smaller set of random variables. We can replace the summation over $a_{T}$ in (2.25) by concatenating $\mathbf{h}_{a_{T}, a_{R}, k}$ horizontally and $\mathbf{x}_{a_{T}, k}$ vertically to write

$$
\begin{align*}
\mathbf{r}_{a_{R}, k} & =\left[\begin{array}{lll}
\mathbf{h}_{0, a_{R}, k} & \ldots & \mathbf{h}_{A_{T}(k)-1, a_{R}, k}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{0, k} \\
\vdots \\
\mathbf{x}_{A_{T}(k)-1, k}
\end{array}\right]+\boldsymbol{\eta}_{a_{R}, k}^{\prime} \\
& =\left[\begin{array}{lll}
\mathbf{h}_{0, a_{R}, k} & \ldots & \mathbf{h}_{A_{T}(k)-1, a_{R}, k}
\end{array}\right] \mathbf{x}_{k}+\boldsymbol{\eta}_{a_{R}, k}^{\prime} \tag{2.27}
\end{align*}
$$

Concatenating the received vector vertically for the different receive antennas gives

$$
\begin{equation*}
\mathbf{r}_{k}=\mathbf{H}_{k} \mathbf{x}_{k}+\boldsymbol{\eta}_{k}^{\prime} \tag{2.28}
\end{equation*}
$$

where $\mathbf{r}_{k}=\left[\begin{array}{lll}\mathbf{r}_{0, k}^{\mathrm{T}} & \ldots & \mathbf{r}_{A_{R}-1, k}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}, \boldsymbol{\eta}_{k}^{\prime}=\left[\begin{array}{lll}\boldsymbol{\eta}_{0, k}^{\prime \mathrm{T}} & \ldots & \boldsymbol{\eta}_{A_{R}-1, k}^{\prime \mathrm{T}}\end{array}\right]^{\mathrm{T}}$ and

$$
\mathbf{H}_{k}=\left[\begin{array}{ccc}
\mathbf{h}_{0,0, k} & \ldots & \mathbf{h}_{A_{T}(k)-1,0, k}  \tag{2.29}\\
\vdots & \vdots & \vdots \\
\mathbf{h}_{0, A_{R}-1, k} & \cdots & \mathbf{h}_{A_{T}(k)-1, A_{R}-1, k}
\end{array}\right]
$$

From (2.28), we note that systems with different number of transmit and receive antennas can be easily represented by making the appropriate modifications to $\mathbf{H}_{k}$ including single-antenna systems. Also, the structure of $\mathbf{H}_{k}$ provides us with an insight of the inherent diversity available in the system since the diversity available is limited by the number of independent random variables
within $\mathbf{H}_{k}$. The estimation of $\mathbf{H}_{k}$ can be performed by transmitting orthogonal pilots for the different antennas. The performance degradation due to the channel estimation inaccuracies can be limited by choosing sequences with good cross-correlation properties as pilots and frequent pilots transmission.

We can use (2.28) to represent a coded MIMO-IFDMA with a equivalent single-user model illustrated in Figure 2.2 like the model for the single antenna system. Note that for notation simplicity, user index $k$ has been omitted in Figure 2.2 since users are processed individually.

### 2.3 Theoretical Performance Analysis

We use the signal model developed in Section 2.2 to analyze the theoretical performance of coded IFDMA systems. MLSE is considered at the receiver. We assume that the channel of each user has $P$ channel taps and each channel tap is independent Rayleigh fading. Assuming accurate time and frequency synchronization [29] at the receiver, the users orthogonality can be maintained and IFDMA system can be viewed as a collection of parallel single user transmissions much like OFDMA system. Assuming that all the users have similar channel characteristic as a base-station usually serve users within a fixed area with similar environment, the system performance is equivalent to the single user performance. Thus we can derive the theoretical system performance by analyzing the individual user performance.

Observe that from (2.17), the relationship between $P$ and $S$ plays an important part in the determination of the statistical characteristic of $\mathbf{h}$. We will show that this determines the theoretical performance of the system. Therefore, we will analyze the theoretical performance with different relative values of $P$ and $S$. More specifically, we consider two typical scenarios: (1) Large number of assigned sub-carriers per user (i.e. $S \geq P$ )and (2) Small number of assigned sub-carriers per user (i.e. $S<P$ ).

### 2.3.1 Large number of assigned sub-carriers per user, $S \geq P$

In this section, we assume that the number of assigned sub-carriers per user, $S$, which is equivalent to the number of symbols transmitted per user per antenna, is larger than $P$, the number of channel paths. Using the signal model in Fig.2.2, we can derive an upper bound on the BER for the system using MLSE. In the following analysis, we will drop the user index $k$ in our derivation for notation simplicity.

We consider two different coded bit sequences $\boldsymbol{c}=\left[c_{0}, c_{1}, \ldots\right]$ and $\tilde{\boldsymbol{c}}=$ $\left[\tilde{c}_{0}, \tilde{c}_{1}, \ldots\right]$ arising from the input of two different information bit streams. The bit sequences $\boldsymbol{c}$ and $\tilde{\boldsymbol{c}}$ differ in $d$ bits (i.e. the Hamming distance of $\boldsymbol{c}$ and $\tilde{\boldsymbol{c}}$ is $d$ ). Assume that the bit interleaver is well-designed so that these $d$ bits are distributed across the entire sequence such that no two bits are grouped within one IFDMA symbol block, representing the optimal case which is fulfilled by most of the pairs of sequences. Let $\mathbf{y}=\left\{y_{0}, y_{1}, \ldots, y_{d-1}\right\}$ be the group of symbols from x such that $x_{w} \neq \tilde{x}_{w}$. Similarly, let $\tilde{\mathbf{y}}$ be the group of symbols from $\tilde{\mathrm{x}}$ that corresponds to $\mathbf{y}$. We denote the equivalent channel matrix for the $i^{t h}$ symbol as $\mathbf{h}_{a_{T}, a_{R}, i}$.

Consider the $i^{\text {th }}$ pair of symbols from $\mathbf{y}$ and $\tilde{\mathbf{y}}$ being transmitted through the system. The square of the Euclidean distance between the pair of symbols, $E_{D}$ is given as (from (2.16))

$$
\begin{align*}
E_{D}^{2} & =\left\|\mathbf{h}_{i}\left[\begin{array}{c}
0 \\
\vdots \\
y_{i}-\tilde{y}_{i} \\
\vdots \\
0
\end{array}\right]\right\| \\
& =\delta_{i}^{2} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2} \tag{2.30}
\end{align*}
$$

where $\delta_{i}$ is the distance between the $i^{\text {th }}$ pair of symbols in the symbol constel-
lation and $h_{i, p}$ is the $p^{\text {th }}$ entry of $\mathbf{h}_{i}(:, 1)$. Therefore, the lower bound of the Euclidean distance between the $i^{\text {th }}$ pair of symbols from $\mathbf{y}$ and $\tilde{\mathbf{y}}$ is,

$$
\begin{equation*}
D_{i} \geq \delta \sqrt{\sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}} \tag{2.31}
\end{equation*}
$$

where $\delta$ is the minimum distance between two symbols in the symbol constellation. For example, if $E_{S}$ is the symbol power, $\delta=\sqrt{2 E_{S}}$ for QPSK constellation and $\delta=\sqrt{\frac{2}{5} E_{S}}$ for 16-QAM constellation. Note that if the interleaver cannot distribute the $d$ bits so that each bit is within one IFDMA symbol block, the Euclidean distance may be lower than the bound in (2.31). Thus, the lower bound in (2.31) represents an optimal lower bound based on an ideal interleaver.

Thus, the square of the Euclidean distance between the two sequences, $\boldsymbol{c}$ and $\tilde{\boldsymbol{c}}$, is given by $\sum_{i=0}^{d-1} \delta_{i}^{2} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}$ and the lower bound of the Euclidean distance between the sequences is given by $\delta \sqrt{\sum_{i=0}^{d-1} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}}$. Consequently, the pairwise error probability of deciding $\tilde{\boldsymbol{c}}$ is transmitted when $\boldsymbol{c}$ is actually transmitted conditional on the channel realization over which the symbols are transmitted is upper bounded as:

$$
\begin{equation*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c} \cap \mathbf{h}\} \leq Q\left(\sqrt{\frac{\delta^{2} \sum_{i=0}^{d-1} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}}{2 N_{0}}}\right) \tag{2.32}
\end{equation*}
$$

where $N_{0}$ is the noise spectral density. Evidently, the average pairwise error probability and the average BER is dependent on the distribution of $\alpha=$ $\frac{\delta^{2}}{2 N_{0}} \sum_{i=0}^{d-1} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}$. For simplicity, we assume that the channel variations during the transmission of the sequence $\boldsymbol{c}$ is negligible in slow-fading channel conditions. Hence we can write

$$
\begin{align*}
\alpha_{S \geq P} & =\frac{\delta^{2}}{2 N_{0}} \sum_{i=0}^{d-1} \sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2} \\
& =\frac{\delta^{2} d}{2 N_{0}} \sum_{p=0}^{P-1}\left|h_{p}\right|^{2} \tag{2.33}
\end{align*}
$$

Note that the second equality in (2.33) uses $h_{p}$ to denote the $p^{t h}$ entry of $\mathbf{h}(:, 1)$ which is the equivalent channel matrix between the transmit and receive antenna. Assume that $h_{p}$ are independent circularly symmetric complex Gaussian random variables (i.e Rayleigh fading) with variance $\sigma_{p}^{2}$, where $\sum_{p=0}^{P-1} \sigma_{p}^{2}=1$. The summation $\sum_{p=0}^{P-1}\left|h_{i, p}\right|^{2}$ is then a summation of exponential random variables which has the probability density function (pdf) given by [39, 40]:

$$
\begin{equation*}
f(\xi)=\sum_{p=0}^{P-1} \frac{e^{-\frac{\xi}{\sigma_{p}^{2}}}}{\sigma_{p}^{2} \prod_{i=0 i \neq p}^{P-1}\left(1-\frac{\sigma_{p}^{2}}{\sigma_{i}^{2}}\right)} \tag{2.34}
\end{equation*}
$$

Using the Chernoff bound $Q(x) \leq \frac{1}{2} \exp \left(-x^{2} / 2\right)$ and averaging over the random channels, the average pairwise error probability is upper bounded as:

$$
\begin{align*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c}\} & =P_{e}(d) \\
& \leq \frac{1}{2} \int_{0}^{\infty} e^{\left(-\frac{\delta^{2} d \xi}{4 N_{0}}\right)} f(\xi) \mathrm{d} \xi \\
& =\frac{1}{2} \int_{0}^{\infty} e^{\left(-\frac{\delta^{2} d \xi}{4 N_{0}}\right)} \sum_{p=0}^{P-1} \frac{e^{-\frac{\xi}{\sigma_{p}^{2}}}}{\sigma_{p}^{2} \prod_{i=0, i \neq p}^{P-1}\left(1-\frac{\sigma_{p}^{2}}{\sigma_{i}^{2}}\right)} \mathrm{d} \xi \\
& =\frac{1}{2} \sum_{p=0}^{P-1} \frac{\int_{0}^{\infty} e^{\left(-\frac{\delta^{2} d \xi}{4 N_{0}}\right)} e^{-\frac{\xi}{\sigma_{p}^{2}}} \mathrm{~d} \xi}{\sigma_{p}^{2} \prod_{i=0, i \neq p}^{P-1}\left(1-\frac{\sigma_{p}^{2}}{\sigma_{i}^{2}}\right)} \\
& =\frac{1}{2} \sum_{p=0}^{P-1} \frac{\int_{0}^{\infty} e^{-\xi\left(\frac{\delta^{2} d \sigma_{p}^{2}+4 N_{0}}{4 \sigma_{p}^{2} N_{0}}\right)} \mathrm{d} \xi}{\sigma_{p}^{2} \prod_{i=0, i \neq p}^{P-1}\left(1-\frac{\sigma_{p}^{2}}{\sigma_{i}^{2}}\right)} \\
& =\frac{1}{2} \sum_{p=0}^{P-1} \frac{1}{\left(1+\frac{\delta^{2} d \sigma_{p}^{2}}{4 N_{0}}\right) \prod_{i=0, i \neq p}^{P-1}\left(1-\frac{\sigma_{p}^{2}}{\sigma_{i}^{2}}\right)} \tag{2.35}
\end{align*}
$$

For the special case of the channel having an uniform power delay profile (i.e. $\sigma_{p}^{2}=\frac{1}{P}, p=0, \ldots, P-1$ ), the pdf of $\alpha$ follows a chi-square distribution
with $2 P$ degrees of freedom [41] given by

$$
\begin{equation*}
f_{S \geq P}(\alpha)=\frac{\left(2 N_{0} P\right)^{P} \alpha^{P-1} e^{-\frac{2 N_{0} P}{\delta^{2} d} \alpha}}{\left(\delta^{2} d\right)^{P} P!} \tag{2.36}
\end{equation*}
$$

Performing a simple normalization to $h_{p}$, the upper bound on the conditional pairwise error probability can be rewritten as:

$$
\begin{equation*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c} \cap \mathbf{h}\} \leq Q\left(\sqrt{\frac{\delta^{2} d}{2 P N_{0}} \sum_{i=0}^{P-1} \alpha_{i}^{2}}\right) \tag{2.37}
\end{equation*}
$$

where $\alpha_{i}^{2}$ are i.i.d exponential random variables with unity variance. Thus the summation of $\alpha_{i}^{2}$ follows the Erlang distribution:

$$
\begin{equation*}
f(\xi)=\frac{1}{(P-1)} \xi^{P-1} e^{-\xi} \tag{2.38}
\end{equation*}
$$

Thus, the average pairwise error probability can be upper bounded as:

$$
\begin{align*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c}\} & =P_{E}(d) \\
& \leq \int_{0}^{\infty}\left(\frac{1}{\sqrt{2 \pi}} \int_{\sqrt{\frac{\delta^{2} d \xi}{2 P N_{0}}}}^{\infty} e^{-\frac{t}{2}} \mathrm{~d} t\right) f(\xi) \mathrm{d} \xi \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-\frac{t}{2}} F\left(\frac{2 P N_{0}}{\delta^{2} d} t^{2}\right) \mathrm{d} t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-\frac{t}{2}}\left[\sum_{r=P}^{\infty} \frac{1}{r}!e^{-\frac{(1-\varepsilon) t^{2}}{2 \varepsilon}}\left(\frac{1-\varepsilon}{\varepsilon} t^{2}\right)^{r}\right] \mathrm{d} t \\
& =\frac{\sqrt{\varepsilon}}{2} \sum_{r=P}^{\infty}\binom{2 r}{r}\left(\frac{1-\varepsilon}{4}\right)^{r} \\
& \leq \frac{1}{2 \sqrt{\varepsilon}}\binom{2 P}{P}\left(\frac{1-\varepsilon}{4}\right)^{P} \tag{2.39}
\end{align*}
$$

where $\varepsilon=\frac{\delta^{2} d}{\delta^{2} d+4 P N_{0}}$.
Conventionally, the union bound on the BER for a convolutional code are derived from the transfer function using the assumption that the length of the error events are negligible compared to the length of the input sequence [42].

In [42], a tighter upper bound on the BER for terminated convolutional code is proposed. Given a weight enumerator, $W(B, D)$, for a terminated convolutional code defined as:

$$
\begin{equation*}
W(B, D)=\sum_{i} \sum_{j} c_{i, j} \cdot B^{i} D^{j} \tag{2.40}
\end{equation*}
$$

where $c_{i, j}$ is the number of error events composed of a single error event with output Hamming distance $j$ and input Hamming distance $i$, the upper bound on the BER can thus be written as:

$$
\begin{equation*}
B E R \leq \frac{1}{L} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} i \cdot c_{i, d} P_{E}(d) \tag{2.41}
\end{equation*}
$$

where $L$ is the number of input bits and $d_{\text {free }}$ is the minimum Hamming distance of the code. The weight enumerator, $W(B, D)$, can be derived from the modified trellis diagram in [42]. Combining (2.39) and (2.40),

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{P} L \sqrt{\varepsilon}}\binom{2 P}{P}\left(1+\frac{\delta^{2} d}{4 P N_{0}}\right)^{-P} \tag{2.42}
\end{equation*}
$$

Since $\delta^{2}$ can be readily expressed as a linear function of the symbol power, $E_{S}$, the asymptotic $\mathrm{BER} \approx\left(E_{s} / N_{0}\right)^{-P}$ indicating a diversity order of $P$ for the case of the channel having an uniform power delay profile. In other words, IFDMA system can achieve the maximum diversity order for each user for $S \geq$ $P$.

In Figure 2.4, we compare the upper bound on the BER based on the Chernoff bound and (2.41) for a channel with uniform power delay profile and a channel with an exponential decay power delay profile for different number of paths, $P$, with the number of sub-carriers assigned to a user, $S$, kept constant at 32. From Figure 2.4, the two power delay profiles have similar diversity performance trends with the uniform power delay profile serving as a worst-case performance scenario.


Figure 2.4: Theoretical Upper Bound for Exponential Decay vs Uniform Power Delay Profile for $S=32$.

### 2.3.2 Small number of assigned sub-carriers per user, $S<P$

Next, we consider the case when $S<P$. Looking at the formulation of $\mathbf{h}_{i}$ with reference to (2.17), the variance of the independent circularly symmetric complex Gaussian random variables can be rewritten as $\sigma_{l}=\sum_{\gamma=0}^{G-1} \sigma_{\gamma S+l}, l=$ $0, \ldots, S-1$. For the case of channels with uniform power delay profile, the lower bound of the Euclidean distance between the $i^{t h}$ pair of symbols for $S<$ $P$ (by replacing $P$ by $S$ in (2.31)), becomes,

$$
\begin{equation*}
D_{i} \geq \delta \sqrt{\sum_{p=0}^{S-1}\left|h_{i, p}\right|^{2}} \tag{2.43}
\end{equation*}
$$

Following the derivation as above, the union bound on the BER can be written as:

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{S} L \sqrt{\varepsilon}}\binom{2 S}{S}\left(1+\frac{\delta^{2} d}{4 S N_{0}}\right)^{-S} \tag{2.44}
\end{equation*}
$$

In other words, the channel diversity is not fully exploited with the diversity


Figure 2.5: Theoretical Upper Bound for Exponential Decay vs Uniform Power Delay Profile for $P=32$.
order for each user reduced by a factor of $S / P$. Studying (2.16) and following the derivations above, two elegant ways can be used to regain the diversity loss: frequency hopping ( FH ) and block spreading (BS). We derive the conditions for maximizing the diversity order for FH-IFDMA and BS-IFDMA in the next section using the insight gained from (2.16). Another alternative scheme to maximize the channel diversity order would be incorporating time division multiple access (TDMA) with IFDMA. However, this scheme has the problem of increasing receiver complexity as BS-IFDMA without the benefit of lowering inter-cell interference as we will discuss later.

In Figure 2.5, we compare the upper bound on the BER based on the Chernoff bound and (2.41) for a channel with uniform power delay profile and a channel with an exponential decay power delay profile for the number of paths, $P=32$, and with different number of sub-carriers assigned to a user, $S$. Similar to Figure 2.4, Figure 2.5 shows that the two power delay profiles have similar diversity performance trends with the uniform power delay profile serving as a worst-case performance scenario.

### 2.3.3 MIMO-IFDMA

For the case of spatial multiplexing, the square of the Euclidean distance between the two received signals, $E_{D}$, is rewritten as (from (2.28))

$$
\begin{align*}
E_{D}^{2} & =\left\|\left[\begin{array}{ccccc}
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{h}_{0, a_{R}, i} & \cdots & \mathbf{h}_{a_{T}, a_{R}, i} & \cdots & \mathbf{h}_{A_{T}-1, a_{R}, i} \\
\vdots & \ddots & \vdots & \ddots & \vdots
\end{array}\right]\left[\begin{array}{c}
\vdots \\
y_{i}-\tilde{y}_{i} \\
\vdots
\end{array}\right]\right\| \\
& =\delta_{i}^{2} \sum_{a_{R}=0}^{A_{R}-1} \sum_{p=0}^{P_{D}-1}\left|h_{a_{T}, a_{R}, i, p}\right|^{2} \tag{2.45}
\end{align*}
$$

where $P_{D}=\max (P, S), \delta_{i}$ is the distance between the $i^{t h}$ pair of symbols in the symbol constellation and $h_{a_{T}, a_{R}, i, p}$ is the $p^{t h}$ entry of $\mathbf{h}_{a_{T}, a_{R}, i}(:, 1)$. Therefore, the lower bound of the Euclidean distance between the $i^{\text {th }}$ pair of symbols from $\mathbf{y}$ and $\tilde{\mathbf{y}}$ is $D_{i} \geq \delta \sqrt{\sum_{a_{R}=0}^{A_{R}-1} \sum_{p=0}^{P_{D}-1}\left|h_{a_{T}, a_{R}, i, p}\right|^{2}}$. Assuming the symbols in $\mathbf{y}$ and $\tilde{\mathbf{y}}$ are uniformly distributed across the different transmit antennas, the upper bound on the conditional pairwise error probability can be rewritten from (2.32) as:

$$
\begin{equation*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c} \cap \mathbf{h}\} \leq Q\left(\sqrt{\frac{\delta^{2} \sum_{i=0}^{d-1} \sum_{a_{R}=0}^{A_{R}-1} \sum_{p=0}^{P_{D}-1}\left|h_{a_{T}, a_{R}, i, p}\right|^{2}}{2 N_{0}}}\right) \tag{2.46}
\end{equation*}
$$

where $P_{A}=A_{R} \cdot A_{T} \cdot P_{D}$. Following the derivation in Section 2.3.1, the upper bound on the average pairwise error probability for a channel with uniform power delay profile is given by:

$$
\begin{equation*}
P_{e}\{\tilde{\boldsymbol{c}} \mid \boldsymbol{c}\}=P_{e}(d) \leq \frac{1}{2 \sqrt{\varepsilon}}\binom{2 P_{A}}{P_{A}}\left(\frac{1-\varepsilon}{4}\right)^{P_{A}} \tag{2.47}
\end{equation*}
$$

where $\varepsilon=\frac{\delta^{2} d}{\delta^{2} d+4 P_{D} A_{T} N_{0}}$ and the union bound on the BER is written as:

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{P_{A}} L \sqrt{\varepsilon}}\binom{2 P_{A}}{P_{A}}\left(1+\frac{\delta^{2} d}{4 P_{D} A_{T} N_{0}}\right)^{-P_{A}} \tag{2.48}
\end{equation*}
$$

### 2.4 Maximizing Channel Diversity Order

In this section, we derive the conditions for maximizing the diversity order for FH-IFDMA and BS-IFDMA for $S<P$ and compare their respective benefits and disadvantages.

### 2.4.1 FH-IFDMA System

Let $P \leq L S$, where $L>1$ is an integer. The signal model provides us with an intuitive approach in designing the hopping sequence through observations about the random variables in (2.17). We can regain the diversity loss by ensuring that $\alpha$ follows a chi-square distribution with $2 P$ degrees of freedom. As frequency hopping is equivalent to a user having different index for the IFDMA symbols transmitted within a packet, we maximize the diversity order by using an appropriate set of indices $\mathbf{u}(k)=\left\{u_{0}, u_{1}, \ldots, u_{L-1}\right\}$ for the $k^{\text {th }}$ user. For channels with independent Rayleigh fading paths, it is akin to solving the set of conditional equations:

$$
\begin{equation*}
\sum_{\gamma=0}^{L-1} E\left[\left|h_{i, \gamma+g}\right|^{2}\right] e^{\frac{j 2 \pi \gamma}{G}\left(u_{n}-u_{m}\right)}=0 \tag{2.49}
\end{equation*}
$$

for $g=0,1, \ldots, S-1$ and $u_{m}, u_{n} \in \mathbf{u}(k)$. Since $E\left[\left|h_{i, \gamma+g}\right|^{2}\right]=1$ for all $g$, we can satisfy the set of equations if $\left(u_{m}-u_{n}\right)=z \frac{G}{L}$, where $z$ and $\frac{G}{L}$ are any integers. Since we can easily choose $N$ so that $\frac{N}{P}$ and hence $\frac{G}{L}$ is an integer, the set of indices to maximize the diversity order for each user is simply given by $\mathbf{u}(k)=\left\{u_{0}, u_{0}+\frac{G}{L}, \ldots, u_{0}+\frac{G(L-1)}{L}\right\}$. Since each of the $\frac{G}{L}$ optimal frequency hopping patterns can be shared by $L$ users, every user in the system can have his own distinct optimal hopping pattern and achieve the maximum diversity order of the channel. Using frequency hopping with the derived hopping sequence, the union bound on the BER reverts from (2.44) back to (2.42). Hence, the diversity order is $P$ regardless of the value of $S$.

### 2.4.2 BS-IFDMA System

In BS-IFDMA systems, data at the transmitter within a single block of IFDMA symbols are spread across $B$ blocks using orthogonal spreading codes as shown in Section 4.2. To maintain the same data rate for each user, the number of sub-carriers assigned to each user is increased by a factor of $B$. Hence, in BSIFDMA systems, each user is differentiated by its IFDMA phase vector and its block spread code. Note that the reduction in number of orthogonal users in IFDMA is compensated by the assigning of these users in the block spread domain. At the receiver, the signals first undergo block despread to form $B$ different sets of IFDMA received signals. Therefore, we can write the received signal of the $k^{\text {th }}$ user in the $b^{\text {th }}$ set similar to (2.16). The main difference is that the number of symbols within a block is increased from $S$ to $B \cdot S$. Following the derivations above, all we need to do to maximize the channel diversity order is to chose $B$ such that $B \cdot S \geq P$ or equivalently, $B \geq \frac{P}{S}$.

### 2.4.3 Comparison Between FH-IFDMA and BS-IFDMA

Both FH-IFDMA and BS-IFDMA are simple to implement at the transmitter. For FH-IFDMA, the frequency hopping can be realized by changing the userspecifc phase vector for different IFDMA symbol block. For BS-IFDMA, the spreading process can be easily implemented provided that binary spreading codes are used. However, at the receiver, the use of BS-IFDMA will result in a more complex implementation. Block spread increases the number of symbols transmitted per symbols from $S$ to $B \cdot S$. For simple FDE in a single transmitter, single receiver system, this increase in complexity is negligible. For more complex detection schemes or in multiple antennas system, the increase can be significant especially if $B$ is large. However, BS-IFDMA scheme does have the added advantage of lowering inter-cell interference [43] through the despreading process by incorporating a long cell-specific spreading code like in present

3G CDMA system. We know from [19] that the diversity order for MMSE FDE is dependent on the relative ratio between the number of diversity paths and the number of transmitted symbols per block. More specifically, we can improve the diversity order of the MMSE FDE by increasing the number of transmitted symbols per block. Block spreading allows the flexibility to do that without changing the maximum number of supported users or the data rate of each user. Thus, though both schemes have similar BER performances using our proposed detection and decoding scheme, BS-IFDMA performs better when a simple frequency domain equalizer is used at the receiver.

### 2.5 Iterative Soft QRD-M Algorithm

We describe the proposed iterative soft QRD-M algorithm for coded IFDMA system in this section. We derive the iterative detection and decoding algorithm used for coded IFDMA system using the system signal model in Section 2.2. Even though we consider the use of convolutional code in this thesis to show the effectiveness of the algorithm even with a non-capacity approaching code, the extension to other, capacity-approaching error-correcting codes such as turbo code and LDPC code is trivial. From Figure 2.2, we see that the convolutional code and the IFDMA modulation can be regarded as a serially concatenated scheme much like in turbo code [6, 7]. Thus, we can apply the principle of iterative decoding to the detection and decoding of the received signals [44, 45]. Reliability information is passed between the APP detector and the ECC decoder iteratively as shown in Figure 2.6. Note that since users are processed separately, we drop the user index $k$ for notation simplicity. A conventional APP detector implementing the maximum a posteriori (MAP) algorithm has computational cost which increases exponentially with the number of symbols transmitted per block and the constellation size used [46]. Therefore, to keep the complexity of the detector to a practical level, a suboptimum APP detector
based on the principles of the M -algorithm [47] and QR decomposition [48] is used.

In each iteration, the QRD-M detector generates the soft decision metrics from the received complex data $\mathbf{r}$ and the soft a priori information supplied by the SISO ECC decoder. Subsequently, the SISO ECC decoder calculates a new set of soft a priori information for the APP detector in the next iteration based on the soft decision metrics from the detector. The process is repeated until the designed maximum number of iterations is reached.

### 2.5.1 QR Decomposition

Rewrite (2.16) for the $n^{\text {th }}$ received IFDMA symbol as:

$$
\begin{equation*}
\{\mathbf{r}\}_{n}=\mathbf{H}\{\mathbf{x}\}_{n}+\{\boldsymbol{\eta}\}_{n} \tag{2.50}
\end{equation*}
$$

Applying the principle of QR decomposition [48] to $\mathbf{H}$, i.e. $\mathbf{H}=\mathbf{Q R}$, we can orthogonalize (2.50) by:

$$
\begin{align*}
\{\mathbf{z}\}_{n} & =\mathbf{Q}^{H}\{\mathbf{r}\}_{n} \\
& =\mathbf{R}\{\mathbf{x}\}_{n}+\mathbf{Q}^{H}\{\boldsymbol{\eta}\}_{n} \\
& =\mathbf{R}\{\mathbf{x}\}_{n}+\{\boldsymbol{\xi}\}_{n} \tag{2.51}
\end{align*}
$$

where $\{\cdot\}^{H}$ represents the Hermitian operation. Since $\mathbf{Q}$ is unitary, the variance of $\{\boldsymbol{\xi}\}_{n}$ is same as the $\{\boldsymbol{\eta}\}_{n}$. Note that no explicit knowledge of the number of transmit antennas is required after the orthogonalization.

Alternatively, we can apply the linear minimum mean squared error (LMMSE) criterion to the orthogonalization [49-51]. Defining

$$
\underline{\mathbf{H}}=\left[\begin{array}{c}
\mathbf{H}  \tag{2.52}\\
\sigma \mathbf{I}_{A_{T} \cdot S}
\end{array}\right]
$$



Figure 2.6: Iterative Soft QRD-M Algorithm for Detection and Decoding of coded IFDMA System.
where $\mathbf{I}_{A_{T} \cdot S}$ is an $A_{T} \cdot S \times A_{T} \cdot S$ identity matrix and $\sigma$ is the standard deviation of the AWGN components in $\{\boldsymbol{\xi}\}_{n}$. Corresponding to the usual QR decomposition, we can write $\underline{\mathbf{H}}=\underline{\mathbf{Q}} \underline{\mathbf{R}}$ with $\underline{\mathbf{Q}}=\left[\mathbf{Q}_{1}^{T} \mathbf{Q}_{2}^{T}\right]^{T}$. Hence, applying the QR decomposition to $\underline{\mathrm{H}}$ gives

$$
\begin{align*}
\underline{\mathbf{H}} & =\underline{\mathbf{Q} \underline{\mathbf{R}}} \\
& =\left[\begin{array}{l}
\mathbf{Q}_{1} \underline{\mathbf{R}} \\
\mathbf{Q}_{2} \underline{\mathbf{R}}
\end{array}\right] \tag{2.53}
\end{align*}
$$

If we apply the Hermitian of $\underline{\mathbf{Q}}$ to a zeros-padded received vector $\{\underline{\mathbf{r}}\}_{n}=$ $\left[\begin{array}{ll}\{\mathbf{r}\}_{n}^{T} & \mathbf{0}_{A_{T} \cdot S}^{T}\end{array}\right]^{T}$, where $\mathbf{0}_{A_{T} \cdot S}$ is an all-zeros vector of size $A_{T} \cdot S$, we will get

$$
\begin{align*}
\{\underline{\mathbf{z}}\}_{n} & =\underline{\mathbf{Q}}^{H}\{\underline{\mathbf{r}}\}_{n} \\
& =\underline{\mathbf{R}}\{\mathbf{x}\}_{n}-\sigma \mathbf{Q}_{2}^{H}\{\mathbf{x}\}_{n}+\mathbf{Q}_{1}^{H}\{\boldsymbol{\eta}\}_{n} \\
& =\underline{\mathbf{R}}\{\mathbf{x}\}_{n}+\boldsymbol{\xi}_{n} \tag{2.54}
\end{align*}
$$

### 2.5.2 Soft QRD-M Algorithm

Since the data are independent and thus the entries in $\{\mathbf{x}\}_{n}$ are independent discrete random variables, we can approximate entries in $\boldsymbol{\xi}_{n}$ as AWGN components with variance $\sigma^{2}$. Assuming that the bits are independent after proper interleaving, the $\log$-likelihood ratio (LLR) for $i^{\text {th }}$ bit in the bit-streams $\mathbf{c}^{\prime}$ in Figure 2.6 can be written as:

$$
\begin{align*}
L\left(c_{i}^{\prime}\right) & =\ln \frac{\mathrm{P}\left(c_{i}^{\prime}=1 \mid\{\mathbf{r}\}_{0, \ldots, N_{S}-1}\right)}{\mathrm{P}\left(c_{i}^{\prime}=0 \mid\{\mathbf{r}\}_{0, \ldots, N_{S}-1}\right)} \\
& =\ln \frac{\sum_{\mathbf{c}^{\prime} \in \mathbb{C}_{i, 1} \mathrm{P}} \mathrm{P}\left(\{\mathbf{r}\}_{0, \ldots, N_{S}-1} \mid \mathbf{c}^{\prime}\right) \mathrm{P}\left(\mathbf{c}^{\prime}\right)}{\sum_{\mathbf{c}^{\prime} \in \mathbb{C}_{i, 0}} \mathrm{P}\left(\{\mathbf{r}\}_{0, \ldots, N_{S}-1} \mid \mathbf{c}^{\prime}\right) \mathrm{P}\left(\mathbf{c}^{\prime}\right)} \\
& =\ln \frac{\mathrm{P}\left(c_{i}^{\prime}=1\right)}{\mathrm{P}\left(c_{i}^{\prime}=0\right)}+\ln \frac{\sum_{\mathbf{c}^{\prime} \in \mathbb{C}_{i, 1}} \mathrm{P}\left(\{\mathbf{r}\}_{0, \ldots, N_{S}-1} \mid \mathbf{c}^{\prime}\right) \prod_{j \neq i} \mathrm{P}\left(c_{j}^{\prime}\right)}{\sum_{\mathbf{c}^{\prime} \in \mathbb{C}_{i, 0}} \mathrm{P}\left(\{\mathbf{r}\}_{0, \ldots, N_{S}-1} \mid \mathbf{c}^{\prime}\right) \prod_{j \neq i} \mathrm{P}\left(c_{j}^{\prime}\right)} \\
& =L_{A}\left(c_{i}^{\prime}\right)+L_{E}\left(c_{i}^{\prime}\right) \tag{2.55}
\end{align*}
$$

where $N_{S}$ is the total number of transmitted IFDMA symbol period and $\mathbb{C}_{i, b}$ is the set of vectors $\mathbf{c}$ with $c_{i}=b, b=0,1$. Note that only the extrinsic information, $L_{E}\left(\mathbf{c}^{\prime}\right)$, is passed to the SISO ECC decoder after de-interleaving as the $a$ priori information, $L_{A}(\mathbf{c})$. Similarly, the LLR for $i^{\text {th }}$ bit in the bit-streams $\mathbf{c}$ can be written as:

$$
\begin{equation*}
L\left(c_{i}\right)=L_{A}\left(c_{i}\right)+L_{E}\left(c_{i}\right) \tag{2.56}
\end{equation*}
$$

where $L_{E}(\mathbf{c})$ is the extrinsic information supplied to the APP detector.
We can perform the calculation of the LLRs for the bits in different IFDMA symbol blocks separately. We denote the vector of coded bits mapped to the $S$ symbols transmitted within a single IFDMA symbol block as $\tilde{\mathbf{c}}$. We can divide he transmitted bits into $\tilde{\mathbf{c}}=\left[\tilde{\mathbf{c}}_{0} \tilde{\mathbf{c}}_{1} \ldots \tilde{\mathbf{c}}_{S-1}\right]$, where $\tilde{\mathbf{c}}_{i}$ is the group of bits that maps to the $i^{\text {th }}$ complex symbol and $\tilde{\mathbf{c}}_{i}=\left[\tilde{c}_{i, 0} \tilde{c}_{i, 1} \ldots \tilde{c}_{i, j} \ldots \tilde{c}_{i, Q-1}\right]$ where $Q$ is the number of bits mapped to each complex symbol. Since the bits are independent, the LLR of $\tilde{c}_{i, j}$ (where $j$ is the index of the bits within a complex symbol) can be simplified from (2.55) to

$$
\begin{equation*}
L\left(\tilde{c}_{i, j}\right)=\ln \frac{\mathrm{P}\left(\tilde{c}_{i, j}=1\right)}{\mathrm{P}\left(\tilde{c}_{i, j}=0\right)}+\ln \frac{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 1}} \mathrm{P}(\mathbf{r} \mid \tilde{\mathbf{c}}) \prod_{k l \neq i j} \mathrm{P}\left(\tilde{c}_{k, l}\right)}{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 0}} \mathrm{P}(\mathbf{r} \mid \tilde{\mathbf{c}}) \prod_{k l \neq i j} \mathrm{P}\left(\tilde{c}_{k, l}\right)} \tag{2.57}
\end{equation*}
$$

where $\mathbb{C}_{i, j, b}$ is the set of $2^{S Q-1}$ vectors of $\tilde{\mathbf{c}}$ with $\tilde{c}_{i, j}=b, b=0,1$.
The logarithm of summations expressions required in (2.57) are computationally complex. We simplify the calculation through two approaches: QR decomposition and application of the M -algorithm. By applying the QR orthogonalization through (2.51) or (2.54), (2.57) is rewritten as

$$
\begin{equation*}
L\left(\tilde{c}_{i, j}\right)=\ln \frac{\mathrm{P}\left(\tilde{c}_{i, j}=1\right)}{\mathrm{P}\left(\tilde{c}_{i, j}=0\right)}+\ln \frac{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 1}} \mathrm{P}(\mathbf{z} \mid \tilde{\mathbf{c}}) \prod_{k l \neq i j} \mathrm{P}\left(\tilde{c}_{k, l}\right)}{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 0}} \mathrm{P}(\mathbf{z} \mid \tilde{\mathbf{c}}) \prod_{k l \neq i j} \mathrm{P}\left(\tilde{c}_{k, l}\right)} \tag{2.58}
\end{equation*}
$$

Note that the conditional probability in (2.58) can be written as product of


Figure 2.7: Decoding Tree for $S=3, Q=2$.
probabilities:

$$
\begin{align*}
P(\mathbf{z} \mid \tilde{\mathbf{c}}) & =\prod_{i=0}^{S-1} P\left(z_{i} \mid \tilde{\mathbf{c}}\right) \\
& =\prod_{i=0}^{S-1} \frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{\left(z_{i}-\sum_{j=i}^{S-1} R_{i, j} x_{j \mid \tilde{\mathbf{c}}}\right)^{2}}{2 \sigma^{2}}\right\} \tag{2.59}
\end{align*}
$$

where $z_{i}$ is the $i^{\text {th }}$ complex symbol in the group of vectors, $\mathbf{z}$. $R_{i, j}$ is the element in the $i^{\text {th }}$ row and $j^{\text {th }}$ column of $\mathbf{R}$ and $x_{i \mid \tilde{\mathbf{c}}}$ is the $i^{\text {th }}$ transmitted complex symbol given the bit vector $\tilde{\mathbf{c}}$. We can write the logarithm of the probability for a particular $\tilde{\mathbf{c}}$ as:

$$
\begin{align*}
L_{\tilde{\mathbf{c}}}^{i, j}= & \ln \left[P(\mathbf{z} \mid \tilde{\mathbf{c}}) \prod_{k l \neq i j} P\left(\tilde{c}_{k, l}\right)\right] \\
= & \sum_{k=0}^{S-1} \sum_{l=0}^{Q-1} \ln P\left(\tilde{c}_{k, l}\right)-\ln P\left(\tilde{c}_{i, j}\right) \\
& -\frac{1}{2 \sigma^{2}} \sum_{k=0}^{S-1}\left(z_{k}-\sum_{l=k}^{S-1} R_{k, l} x_{l \mid \tilde{\mathbf{c}}}\right)^{2}-\frac{S}{2} \ln \left(2 \pi \sigma^{2}\right) \\
= & \sum_{k=0}^{S-1}\left[\sum_{l=0}^{Q-1} \ln P\left(\tilde{c}_{k, l}\right)-\frac{1}{2 \sigma^{2}}\left(z_{k}-\sum_{l=k}^{S-1} R_{k, l} x_{l \mid \tilde{\mathbf{c}}}\right)^{2}\right] \\
& -\ln P\left(\tilde{c}_{i, j}\right)-\frac{S}{2} \ln \left(2 \pi \sigma^{2}\right) \tag{2.60}
\end{align*}
$$

Thus, the calculation of individual $L_{\tilde{\mathbf{c}}}^{i, j}$ is broken down into $S$ stages through the application of QR decomposition. The value of $L_{\tilde{\mathbf{c}}}^{i, j}$ for a particular vector $\tilde{\mathbf{c}}$ is a summation of the branch metrics along a path that corresponds to the vector
in the tree structure shown in Figure 2.7. In Figure 2.7, the partial view of the decoding tree for an IFDMA system with $Q=2$ (i.e. QPSK constellation) and $S=3$ is shown with the path corresponding to the all-zeros vector highlighted. For the $k^{\text {th }}$ stage, the branch metrics are $\ln \left[P\left(z_{k} \mid \tilde{c}_{k, 0}, \ldots, c_{S, Q-1}\right) P\left(\tilde{c}_{k, 0}\right) \ldots\right.$ $\left.P\left(\tilde{c}_{k, Q-1}\right)\right]$ starting from $k=S$ at the top of the tree to $k=1$.

However, as can be seen from Figure 2.7, the number of diverging paths increases exponentially at each stage. QR decomposition does not, by itself, reduce the number of calculations required. To do so, we apply the M -algorithm, keeping only the largest $M$ paths in each stage so that the number of paths to consider is limited to a manageable number regardless of the actual value of $S$ or $Q$. To justify the application of the M -algorithm, we need to show that the approximations made are valid and appropriate. Rewriting (2.58) using $L_{\tilde{\mathbf{c}}}^{i, j}$, we get

$$
\begin{equation*}
L\left(\tilde{c}_{i, j}\right)=\ln \frac{\mathrm{P}\left(\tilde{c}_{i, j}=1\right)}{\mathrm{P}\left(\tilde{c}_{i, j}=0\right)}+\ln \frac{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 1}} \exp \left(L_{\tilde{\mathbf{c}}}^{i, j}\right)}{\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, 0}} \exp \left(L_{\tilde{\mathbf{c}}}^{i, j}\right)} \tag{2.61}
\end{equation*}
$$

We enumerate the set of $L_{\tilde{\mathbf{c}}}^{i, j}$ for $\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, b}$ as $L_{\tilde{\mathbf{c}}}^{i, j}(k), k=0, \ldots, S Q-1$, in descending magnitude. Hence, $\ln \left(\sum_{\tilde{\mathbf{c}} \in \mathbb{C}_{i, j, b}} e^{L_{\tilde{\mathbf{c}}}^{i, j}}\right)=\ln \left(\sum_{k=0}^{S Q-1} e^{L_{\tilde{\mathbf{c}}}^{i, j}(k)}\right)$. Denoting $\ln \left(\sum_{k=0}^{S Q-1} e^{L_{\mathrm{c}}^{i, j}(k)}\right)$ as $\Lambda_{S Q-1}$, we can write the summation of the logarithms recursively as:

$$
\begin{align*}
\Lambda_{S Q-1} & =\ln \left(\sum_{k=0}^{S Q-1} e^{L_{\mathbf{c}}^{i, j}(k)}\right) \\
& =\ln \left\{e^{L_{\mathrm{c}}^{i, j}(0)} \prod_{k=1}^{S Q-1}\left(1+\frac{e^{L_{\mathbf{c}}^{i, j}}(k)}{\sum_{l=0}^{k-1} e^{L_{\stackrel{\mathrm{c}}{ }}^{i, j}(l)}}\right)\right\} \\
& =L_{\tilde{\mathbf{c}}}^{i, j}(0)+\sum_{k=1}^{S Q-1} \ln \left(1+\frac{e^{L_{\mathrm{e}}^{i, j}(k)}}{e^{\Lambda_{k-1}}}\right) \\
& =\Lambda_{S Q-2}+\ln \left(1+e^{L_{\mathbf{c}}^{i, j}(S Q-1)-\Lambda_{S Q-2}}\right) \tag{2.62}
\end{align*}
$$

with $\Lambda_{0}=L_{\widetilde{\mathbf{c}}}^{i, j}(0)$. Since $\Lambda_{k}$ is monotonically increasing and $L_{\widetilde{\mathbf{c}}}^{i, j}(0)>\ldots>$ $L_{\stackrel{\mathrm{c}}{ }}^{i, j}(S Q-1)$, the value of $\ln \left(1+e^{L_{\stackrel{\mathrm{c}}{i, j}}^{i, j}(k)-\Lambda_{k-1}}\right) \rightarrow 0$ as $k$ increases. In other
words, we can approximate $\Lambda_{S Q-1}$ by $\Lambda_{T}$, where $T<S Q-1$, and the approximation error becomes smaller with increasing $T$. Note that for $T=1$, the approximation above becomes the max-log approximation. Thus, to approximate the LLR of $\tilde{c}_{i, j}$, only the $T$ largest values of $L_{\tilde{\mathbf{c}}}^{i, j}$ of the vectors in $\mathbb{C}_{i, j, 1}$ and $\mathbb{C}_{i, j, 0}$ need to be calculated.

Therefore the application of the M -algorithm is appropriate as it keeps the $M(M>T)$ largest path metrics at each stage, allowing us to approximate $L\left(\tilde{c}_{i, j}\right)$ for $i=1, \ldots, S, j=1, \ldots, Q$ with small loss of accuracy. Also, note that the bits $\tilde{c}_{k, 0}, \ldots, \tilde{c}_{k, Q-1}$ only affect the path metrics calculation from the $k^{t h}$ stage to the $1^{\text {st }}$ stage. Hence, in the calculation of $L_{\tilde{\mathbf{c}}}^{i, j}$, we can reuse the path metrics from the $S^{\text {th }}$ stage to the $(k+1)^{\text {th }}$ stage, further reducing the number of computations required. We will discuss more on the complexity of the algorithm when we look at the structure of $\mathbf{R}$ in Section 2.5.4.

The recursion derived in (2.62) allows the proposed algorithm to work exclusively in the log-domain, eliminating computationally complex operations like multiplications and exponential functions in the branch metric calculations unlike in [45], where the M-algorithm is applied directly to the calculation of the APP for each bit to limit the number of computations required. The process is repeated for each individual bit in [45] and is computationally much more expensive than the proposed solution as it requires more operations per bit and uses exponential functions and logarithm functions in the calculations. On the other hand, the proposed algorithm offers more accuracy and flexibility than the solution in [44] where max-log approximation is used directly for simplification to simplify the logarithm of a summation into logarithm of the maximum term and the LLR is calculated using only the $M$ survivor paths determined by hard decision M-algorithm [52]. If for a particular considered bit, there does not exist a path within the $M$ paths with the complementary bit, the corresponding bit is assumed to have high reliability and an arbitrary high LLR value is assigned [44]. Evidently, the degree of approximation of the proposed algorithm
can be adjusted to suit the system requirement.

### 2.5.3 SISO ECC Decoder

For the SISO ECC decoder, the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [46] is used to compute the extrinsic information from the LLRs provided by the QRD-M APP detector. The BCJR is a form of MAP algorithm which takes into account the trellis structure of the convolutional code used. The APP of each individual coded bit is calculated recursively starting from the two ends of the trellis. Terminated convolutional code using a feed forward encoder is used with the information bits padded with '0's at the end so that the trellis terminates at the all-zeros state. The encoder is also reset to the all-zeros state before the encoding process. Various other algorithms can be used in combination with the soft QRD-M detector proposed above if different ECCs other than a convolutional code are used. For example, if a LDPC code is used in place of a convolutional code, the belief propagation algorithm can be used to generate the required soft extrinsic information.

### 2.5.4 Computational Complexity

There exists significant amount of potential computational savings in the proposed algorithm for mobile devices transmitting at a high data rate (i.e. a lot of assigned sub-carriers, $S \gg P$ ). The savings are due to the special structure of the matrix $\mathbf{R}$ used in the soft QRD-M APP detector. For $S<2 P$, the matrix $\mathbf{R}$ is a conventional upper triangular matrix that allows us to compute the LLRs in stages as shown in Section 2.5.2. However, for $S \geq 2 P$, the upper half of $\mathbf{R}$ will be punctured by zeros.

Notice that $\mathbf{h}$ is simply a circulant matrix. If we write $\mathbf{h}=\left[\mathbf{h}_{0}, \ldots, \mathbf{h}_{S-1}\right]$, $\mathbf{Q}=\left[\mathbf{q}_{0}, \ldots, \mathbf{q}_{S-1}\right]$ and $\mathbf{R}=\left[r_{i, j}\right], i=0, \ldots, S-1, j=0, \ldots, S-1$, we can see that $\left|r_{0,0}\right|=\left|\mathbf{h}_{0}\right|$. If we let $r_{0,0}=\left|\mathbf{h}_{0}\right|$ and write $\mathbf{h}_{i}$ as the linear combinations
of $\mathbf{q}_{i}$, we get

$$
\begin{equation*}
\mathbf{h}_{i}=\sum_{j=0}^{i} r_{j, i} \mathbf{q}_{j} \tag{2.63}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
\mathbf{q}_{i}=\frac{1}{r_{i, i}}\left(\mathbf{h}_{i}-\sum_{j=0}^{i-1} r_{j, i} \mathbf{q}_{j}\right) \tag{2.64}
\end{equation*}
$$

Therefore, for $j \geq i, r_{i, j}=\mathbf{q}_{i}^{H} \mathbf{h}_{j}=\frac{1}{r_{i, i}^{*}}\left(r_{0,0}^{*} r_{0, j-i}-\sum_{k=0}^{i-1} r_{k, i}^{*} r_{k, j}\right)$.
Solving for $i=j$, we get $\left|r_{i, i}\right|^{2}=\left|r_{0,0}\right|^{2}-\sum_{k=0}^{i-1}\left|r_{k, i}\right|^{2}$ and choose $r_{i, i}=$ $\sqrt{\left|r_{0,0}\right|^{2}-\sum_{k=0}^{i-1}\left|r_{k, i}\right|^{2}}$.

Note that the first row of $\mathbf{R}$ is actually the cyclic auto-correlation of $\mathbf{h}_{0}$ scaled down by $\left|\mathbf{h}_{0}\right|$. As such, $r_{0, i}=0$ for $i=P+1, \ldots, S-P, S \geq 2 P$. Hence, we see that the total number of non-zeros elements in $\mathbf{R}$ is capped at $2 P-1$ instead of $S$. Therefore, the maximum number of calculations required for each stage in the QRD-M detector is determined by $P$ rather than $S$. This represents a huge computational saving for very large $S \gg P$. Note that the above derivation is applicable to both ZF and MMSE QRD.

### 2.5.5 Generalized Algorithm for MIMO-IFDMA

The proposed iterative soft QRD-M algorithm can be easily generalized for coded MIMO-IFDMA system. The generalized algorithm is applicable for different numerical configurations of transmit and receive antennas, assuming that the number of receive antennas, $A_{R}$, is more than or equal to, the number of transmit antennas, $A_{T}$. Notice that the equivalent signal model for the single antennas IFDMA system in Figure 2.2 and the one for MIMO-IFDMA system in Figure 2.3 are very similar. Instead of a circulant channel matrix $\mathbf{h}$ for the single antenna system, the MIMO system has a channel matrix $\mathbf{H}$ that is an amalgamation of different circulant matrices. The QR decomposition in (2.50
and 2.54) can also be applied to H . The signal processing after the QR decomposition required no explicit knowledge of the number of transmit antennas used. Unlike [31], the proposed algorithm is dependent only on the product of $A_{T}$ and $S$ instead of the individual values of $A_{T}$ and $S$. This gives the receiver more flexibility to share the common hardware platform for different numerical configurations of transmit antennas. For example, the same computational resources used to detect and decode a user's signal with $S=32$ and $A_{T}=1$ can be reused to detect and decode a user's signal with $S=16$ and $A_{T}=2$.

As we perform the calculation of the LLRs for the bits in different IFDMA symbol blocks separately, the probability calculation in (2.59) can be extended to the multiple antennas case by replacing $S$, the number of sub-carriers assigned to the user, to $A_{T} \cdot S$. In other words, instead of having $S$ stages in the calculation of (2.60), there are $A_{T} \cdot S$ stages. Since, the M-algorithm is used repeatedly at each stage to limit the number of considered paths for the next stage regardless of the actual number of possible paths, the proposed algorithm makes no distinction between the decoding of signals in multiple antennas systems and in single antenna systems. Thus, the parameter that controls the operation of the proposed algorithm is the user's symbol transmission rate and not the transmit antenna configuration of the user.

### 2.6 Simulation Results

In this section, we provide the numerical examples and simulation results of our proposed algorithms. We compare the simulated performance of the proposed generalized iterative soft QRD-M algorithm with the derived theoretical upper bound to show that the proposed algorithm can achieve the maximum channel diversity order. We also use the performance of hypothetical MFLB [16] as an ideal lower bound to measure the performance of the proposed algorithm. The simulated performance of the proposed algorithm is shown to approach MFLB

Table 2.1: IFDMA Simulation System.

| Centre Frequency |  | 2.4 GHz |
| :---: | :---: | :---: |
| System Bandwidth |  | 5 MHz |
| IFFT Size, $N$ |  | 256 |
| Cyclic Prefix Length, $N_{C P}$ |  | 32 |
| Modulated Symbol Constellation |  | QPSK |
| Forward Error Correcting Code | Type | Convolutional Code |
|  | Code Rate | $1 / 2$ |
|  | Generator Polynomial | $[57]$ |
| Channel Model | Power Delay Profile | Uniform |
|  | Type of Fading Path | Slow Rayleigh Fading |
|  | Antenna Correlation | Uncorrelated |
| Maximum Number of Iterations in Proposed Algorithm |  | 3 |
| Channel Estimation |  | Ideal |
| Minimum Number of Transmitted Packets |  | 10000 |
| Minimum Number of Received Packets with Decoding Error | 50 |  |

at high SNR within a few iterations with negligible performance degradation at low BER. The simulation results will also show that the proposed algorithm has significant performance gain over conventional FDE with the gain increasing with the greater channel diversity order.

### 2.6.1 Simulation System

We consider a system with 5 MHz bandwidth and centre frequency of 2.4 GHz with $N=256$. The designed cyclic prefix length, $N_{C P}=32$ and all the users' signals are assumed to be synchronized to arrive within $N_{C P}$. The transmitters use a rate- $1 / 2$ terminated convolutional code with generator polynomial [5 7] [53] and QPSK constellation (i.e. $Q=2$ ). We consider block transmission using a pseudo-random bit-interleaver with each block containing 254 information bits. Since the constraint length of the convolutional code used is 2 , two ' 0 ' bits is padded to the information bitstream to terminate the trellis in the all-zeros state.

The channel is assumed to remain unchanged during one transmission block and varies independently for different transmission blocks. We assume each user has independent and identically distributed (i.i.d.) channel profile with in-

Table 2.2: Simulation System Configurations for Section 2.6.2-Section 2.6.4.

| System Parameters | Section |  |  |
| :---: | :---: | :---: | :---: |
|  | 2.6 .2 | 2.6 .3 | 2.6 .4 |
| Type of QR Decomposition | ZF, MMSE QRD | MMSE QRD |  |
| Number of Users | 8 |  |  |
| Number of Sub-carriers per User, $S$ | 32 |  |  |
| Number of Channel Paths, $P$ | 32 | 16 | $8,16,32$ |
| Number of Paths to Keep in Each Stage, $M$ | 8 | $4,8,16$ | 8 |



Figure 2.8: BER Performance Comparison for ZF QRD and MMSE QRD.
dependent Rayleigh fading paths and uniform power delay profile [18]. At the receiver, we assume prefect knowledge of the channel and the signals are synchronized in time and frequency at the receiver. For statistical accuracy, we make sure that at least 10000 transmission blocks are simulated and there is at least 50 received blocks with decoding errors. The simulation system configuration is summarized in Table 2.1. In Table 2.2, the simulation system configurations for Section 2.6.2 to Section 2.6.4 are summarized for easy reference.


Figure 2.9: BER Performance Comparison for Varying $M$.

### 2.6.2 ZF versus MMSE QR Decomposition

In Figure 2.8, we compare the performance between using zero forcing (ZF) QRD 2.51 and LMMSE QRD 2.54. We consider a system with 8 users each with $S=32$ assigned sub-carriers. The hypothetical ideal MFLB [16] and the derived theoretical upper bound are also plotted for reference. We also compare the BER performance of the proposed algorithm with that of MMSE FDE. The number of channel paths $P$ is set to 32 in Figure 2.8. From Figure 2.8, it is obvious that the proposed algorithm, especially when MMSE QRD is used, outperforms MMSE FDE greatly with a performance gain of over 4 dB at BER $=10^{-5}$. Moreover, the proposed algorithm using MMSE QRD approaches the MFB at high SNR with less than 0.5 dB performance gap at $\mathrm{BER}=10^{-5}$. Comparing the slope of the BER performance, we see that the proposed algorithm can achieve the same maximum channel diversity order as the theoretical MLSE upper bound unlike the MMSE FDE, whose diversity order is limited [19] as evident by the curve intercepting the MLSE upper bound. Since MMSE QRD outperforms the ZF QRD significantly, we will use MMSE QRD with the proposed algorithm for the rest of the simulations.

### 2.6.3 Effects of Varying Number of Paths to Keep in Each Stage

In Figure 2.9, we plot the simulated BER performance of a system using the proposed iterative QRD-M algorithm with $S=32, P=16$ for varying $M$, the number of paths to keep in each stage, from 4 to 16 . For the case where no iteration is performed, the difference in performance is more pronounced. However, after 3 iterations, the performances are very close for the different $M$ values. Thus using a small $M$ would be enough to guarantee good performance which lowers the implementation complexity requirement. This is especially true when iterative detection and decoding is used as shown in Figure 2.9. Since there is minimal performance improvement when $M$ is increased from 8 to 16 regardless of the employment of iterative detection and decoding, we will set $M=8$ for the rest of the simulations.

### 2.6.4 Varying Number of Channel Paths

We consider a system with $S=32$ and simulate the BER performances of the system under varying number of channel paths, $P$. From the performance curves in Figure 2.10 to Figure 2.12, we can see that the BER performance curves of the proposed algorithm are a parallel shift of the upper bound curve for all instances of $P$. Thus, the proposed algorithm tracks the increase in the channel diversity unlike the MMSE FDE whose performance curve shows a saturation of the diversity order as $P$ increases.

From Figure 2.10 to Figure 2.12, we can also see that regardless of the value of $P$, the greatest performance gain occurs at the first iteration with subsequent iterations offering little or negligible gain. Thus a very small number of iterations is required for the system to realize the full performance gain the proposed algorithm can offer. Also, the nominal performance gain over MMSE FDE increases with increasing value of $P$, rising from 3.5 dB for $P=8$ to 4.2 dB for


Figure 2.10: BER Performance for $P=8$.
$P=32$ at $\mathrm{BER}=10^{-5}$.


Figure 2.11: BER Performance for $P=16$.


Figure 2.12: BER Performance for $P=32$.

### 2.6.5 Multiple Receive Antennas System

Next, we investigate the case where the base-station are equipped with multiple receive antennas while mobile devices have only a single transmit antenna. We set $A_{R}=2, S=32$ and $P=16$. We assume the channels of the different receive antennas are uncorrelated. The corresponding BER performance is shown in Figure 2.13. The most striking result in Figure 2.13 is the performance of MMSE FDE. Compared to the MMSE FDE performance in Figure 2.11, which has the same value of $P=16$, there is an obvious increase in the diversity order as the receiver antennas are processed independently. Nevertheless, the maximum channel diversity order is only achieved by the proposed algorithm and the performance gain over MMSE FDE is still in excess of 3 dB at $\mathrm{BER}=10^{-5}$ after performing three decoding iterations.


Figure 2.13: BER Performance Comparison for $A_{T}=1, A_{R}=2, P=16$.

### 2.6.6 Spatial Multiplexing System with Multiple Transmit and Receive Antennas

We simulate the performance of the proposed algorithm in a two-transmit, tworeceive antennas (i.e. $A_{T}=A_{R}=2$ ) with $S$ set at 16 and $P$ set at 8 . The channels of the different transmit and receive antennas are assumed to be uncorrelated. The BER performance is shown in Figure 2.14. Note that a linear MMSE equalizer is used in place of the MMSE FDE for the case of two transmit antennas. From Figure 2.14, we can see the greatest performance gain of the proposed algorithm over linear MMSE equalization. The performance gain at $\mathrm{BER}=10^{-5}$ after three iterations is almost 6 dB and the performance of the proposed algorithm is only 0.25 dB worse than the MFB at the same BER.

We collate the simulation results of the proposed algorithm from the different numerical configurations of transmit and receive antennas from Figure 2.12, Figure 2.13 and Figure 2.14 that has the same data rate and total diversity order into Figure 2.15. For the sake of clarity, we only show the BER performance after three iterations. From Figure 2.15, we observe that the BER graphs are


Figure 2.14: BER Performance Comparison for $A_{T}=2, A_{R}=2, P=8$.


Figure 2.15: BER Performance with Total Diversity Order $=32$.
simply parallel-shifted versions of each other. The two receive antennas accounting for the array gain of 3 dB over single receive antenna. This shows that the proposed algorithm performs equally well regardless of the number of antennas at the transmitter.

Table 2.3: Simulation System Configurations for FH-IFDMA and BS-IFDMA System.

| System Parameters | FH-IFDMA | BS-IFDMA |
| :---: | :---: | :---: |
| Type of QR Decomposition | MMSE QRD |  |
| Number of Users | 32 |  |
| Block Spreading Factor, $B$ | - | $2,4,8$ |
| Number of Sub-carriers per User, $S$ | 8 | $16,32,64$ |
| Number of Channel Path, $P$ | 16 |  |
| Number of Paths to Keep in Each Stage, $M$ | 8 |  |

### 2.6.7 Maximizing Diversity Performance with Frequency Hopping and Block Spreading

We investigate the ability of frequency hopping and block spreading to preserve the maximum diversity order for $S<P$. The simulation system configurations are summarized in Table 2.3. We simulate the performance for $S=8$ using the hopping sequence design in Section 2.4.1. We also simulate the performance of a BS-IFDMA system with $B=2$, which is the smallest $B$ that meets the requirement in Section 2.4.2. In Figure 2.16 we compare the BER performances between the three systems: IFDMA, FH-IFDMA and BSIFDMA using proposed detection and decoding scheme after three iterations for $P=16$. The theoretical upper bound and the ideal matched filter lower bound for BS-IFDMA/FH-IFDMA is also plotted for reference. As observed from Figure 2.16 , both FH-IFDMA and BS-IFDMA perform equally well in maintaining the maximum diversity order of 16 while IFDMA system is unable to do so.

We know from [19] that the diversity order for MMSE FDE is dependent on the relative ratio between the number of diversity paths and the number of transmitted symbols per block. Since FDE is a very simple detection technique, it is advantageous to implement that in cases where performance can be sacrificed to lower complexity. In Figure 2.17, we once again compare the performance of IFDMA, FH-IFDMA and BS-IFDMA. However, in Figure 2.17, MMSE FDE is used in place of proposed iterative decoder. We plot the performance for different $B$ to illustrate the possible diversity gain from increasing $B$. From Figure 2.17, we see that BS-IFDMA performs better than IFDMA and FH-IFDMA


Figure 2.16: Performance Comparison between IFDMA, FH-IFDMA, BSIFDMA Systems.


Figure 2.17: FDE Performance Comparison between IFDMA, FH-IFDMA, BSIFDMA Systems.
when $B>2$. However, the gain is not significant, with the $E_{b} / N_{0}$ gain saturating at only about 1 dB with increased $B$. The result does show that with MMSE FDE, BS-IFDMA is the better alternative for increasing the diversity order.

### 2.7 Chapter Summary

In this chapter, the signal model of a coded MIMO-IFDMA system is formulated in the time domain using matrix form that typifies the signal model of conventional multiple input and multiple output communications. Using this formulation, the coded MIMO-IFDMA system can be viewed as a system with a complex-field code serially concentrated with an outer error-correcting code. Thus, the principles of iterative turbo decoding can be applied to the decoding of coded MIMO-IFDMA system. An iterative detection and decoding algorithm is proposed which incorporates a low-complexity soft decision QRD-M detector in place of the APP detector. Since the proposed algorithm has a generalized form, a common shared hardware platform can be used to enable real-time switching between operation for single transmit antennas and multiple transmit antennas. Simulation results show that the proposed iterative algorithm is able to improves the BER performance significantly in a small number of iterations. Moreover, the iterative algorithm has been shown to be particularly useful in improving the BER performance of the system with larger channel diversity order. The simulated performance also has been shown to match the matched filter lower bound performance at high SNR.

We conduct a performance analysis on the BER performance of IFDMA system using the time domain model, establishing the link between the theoretical performance with the distribution of the channel profile. We also show that it is possible to achieve the maximum channel diversity order either through the use of frequency hopping or block spreading. Frequency hopping is simpler to implementat than block spreading but block spreading has the additional benefit of lower inter-cell interferences and can achieve better performance with the simple FDE.

## Chapter 3

## Transmit Diversity Technique for IFDMA System

### 3.1 Introduction

Transmit diversity has became an important MIMO technique for cellular wireless communication system to increase diversity, improve BER performance and boost system coverage [54]. Various transmit diversity schemes have been proposed for SC-FDMA in 3GPP LTE-A [55] including the famous Alamouti coding [56] inspired space time block code (STBC) and space frequency block code (SFBC) [55,57], cyclic delay diversity (CDD) [58] and frequency switched transmit diversity (FSTD) [59].

STBC is the straightforward approach for applying Alamouti coding. Pairs of IFDMA symbols are precoded and sent through two antennas over two successive time intervals. As Alamouti precoding only involves complex conjugation and/or sign changes, the low PAPR feature of IFDMA will not be affected and the signals sent through the different transmit antennas remain as singlecarrier signals. However, since the precoding is applied to pairs of IFDMA symbols, there is a constraint on the number of IFDMA symbols transmitted to be even [57]. SFBC is an alternative way to apply Alamouti coding to the IFDMA system to remove the constraint on the number of IFDMA symbols transmitted. Instead of precoding a pair of IFDMA symbols, the Alamouti precoding is applied to a pair of adjacent sub-carriers within a single IFDMA symbol.

The precoding of the sub-carriers changes the frequency structure of the signal and breaks the single-carrier property of the signal, losing the advantage of low PAPR. Unique mapping of the pairs of sub-carriers for the precoding that preserves the single-carrier property has been suggested in $[55,57]$ for SC-FDMA system using localized distribution of sub-carriers. The assumption required for the application of the unique mapping is that the channel variation between the pair of sub-carriers are minimal or within tolerable limit. This assumption, which is strained even for SC-FDMA system in a frequency-selective channel, is unlikely to hold for IFDMA system as the distance between adjacent subcarriers are even further. Moreover, STBC and SFBC do not scale well with the increase of transmit antennas as the Hurwitz-Radon theorem shows that the extension of Alamouti codes to more than two antennas with full-diversity and full-rate for the general modulation constellations are not possible [60].

On the other hand, FSTD can be easily scaled for different number of transmit antennas. In FSTD scheme, the transmission of IFDMA symbols are switched between multiple transmit antennas for the duration of a coded data block. Since at any one time only a single transmit antenna is used, the adaption of the scheme to different numerical configurations of transmit antennas are straightforward. However, to make full use of the transmit diversity when the number of transmit antennas increases, the FSTD scheme require a correspondingly large coded data block. Thus the number of transmit antennas that can be used are limited by the number of IFDMA symbols belonging to a single coded data block.

Like the FSTD scheme, the CDD scheme can be easily scaled to different number of transmit antennas. For the CDD scheme using two transmit antennas, the original signal is send on one of the transmit antennas, and a cyclically shifted version of the original signal is sent on the other. When the number of transmit antennas increases, the original signal is simply cyclically-shifted by different delays for each of the transmit antennas [58]. As cyclic delay preserves the single-carrier property, the CDD scheme safeguards the low PAPR property
of IFDMA. At the receiver, the cyclic delayed copies are received as additional multipaths [57]. Moreover, since the CDD scheme applies to individual IFDMA symbol like SFBC, there are no constraints on the number of IFDMA symbols transmitted unlike in FSTD and STBC.

The CDD scheme is flexible in implementation when compared to STBC, SFBC and FSTD but the diversity gain of the CDD scheme are easily limited. In this chapter, we introduce a novel transmit diversity technique for coded IFDMA systems. Like the CDD scheme, the proposed diversity scheme applies to individual IFDMA symbol and preserves low PAPR property of IFDMA. We derive the new transmit diversity scheme named antenna spreading diversity (ASD) from the signal model in Section 2.2.2 using the criteria required for coded MIMO-IFDMA systems to achieve the maximum channel diversity order. We start by introducing the scheme and illustrating the basis for its diversity gain. Then we compare the new scheme with the CDD scheme [58] in terms of their diversity performance. Using the signal model in Section 3.2, we derive the maximum diversity gain for both the ASD and the CDD schemes and show the limitation on the diversity gain of the CDD scheme when compared to the proposed ASD scheme.

The rest of the chapter is organized as follows: In Section 3.2, we modified the signal model in Section 2.2.2 to represent the CDD scheme and the proposed ASD scheme. In Section 3.3, we derive the theoretical performance of the CDD scheme and the proposed ASD scheme and compare their diversity gain. We follow the theoretical analysis with simulation results which are given in Section 3.4 to demonstrate the superiority of the proposed ASD scheme. Then, in Section 3.5, we summarize our observations and contributions.

### 3.2 System Signal Model

### 3.2.1 Cyclic Delay Diversity

We consider the case of a single receive antenna system but the extension to multiple receive antennas is straightforward. In cyclic delay diversity (CDD) scheme, the data transmitted from the different transmit antennas are cyclicshifted version of each other. For example, we consider a two-antenna transmitter employing CDD scheme. The data vector transmitted from the first antenna is written as per (2.1) as:

$$
\mathbf{x}_{0}=\left[\begin{array}{llll} 
& & &  \tag{3.1}\\
x_{k, 0} & x_{k, 1} & \ldots & x_{k, S-1}
\end{array}\right]^{T}
$$

The transmitted data vector from the second antenna is cyclic-shifted by $\tau$ symbols as:

$$
\mathbf{x}_{1}=\left[\begin{array}{llll}
x_{k, S-\tau} & x_{k, S-\tau+1} & \ldots & x_{k, S-\tau-1} \tag{3.2}
\end{array}\right]^{T}
$$

Thus, for a system with $A_{T}$ transmit antennas employing the CDD scheme, the data vector for the $a_{T}^{\text {th }}$ antenna are cyclicly-shifted by $\tau_{a_{T}}, a_{T}=0, \ldots, A_{T}$. Hence, in general, the transmitted data vector from the $a_{T}^{t h}$ antenna is written as:

$$
\mathbf{x}_{a_{T}}=\left[\begin{array}{llll}
x_{k,\left(S-\tau_{a_{T}}\right) \bmod S} & x_{k,\left(S-\tau_{a_{T}}+1\right) \bmod S} & \ldots & x_{k,\left(S-\tau_{a_{T}}-1\right) \bmod S} \tag{3.3}
\end{array}\right]^{T}
$$

Without the loss in generality, we assume that $\tau_{0}=0$ for convention. Recall from (2.25) that the received signal of a particular user at a particular receiver antenna can be written as:

$$
\begin{equation*}
\mathbf{r}=\sum_{a_{T}=0}^{A_{T}-1} \mathbf{h}_{a_{T}} \mathbf{x}_{a_{T}}+\boldsymbol{\eta}^{\prime} \tag{3.4}
\end{equation*}
$$

For the CDD scheme, the different $\mathbf{x}_{a_{T}}$ are basically cyclic shifted versions
of each other. Therefore, we can rewrite (3.4) as:

$$
\begin{equation*}
\mathbf{r}=\left(\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}\right) \mathbf{x}_{0}+\boldsymbol{\eta}^{\prime} \tag{3.5}
\end{equation*}
$$

where $\tilde{\mathbf{h}}_{0}=\mathbf{h}_{0}$ and $\tilde{\mathbf{h}}_{a_{T}}$ is column-wise cyclic shifts of $\mathbf{h}_{a_{T}}$ for $a_{T}=1, \ldots, A_{T}-$ 1. Since all $\mathbf{h}_{a_{T}}$ are circulant matrices, all $\tilde{\mathbf{h}}_{a_{T}}$ remain as circulant matrices after the cyclic shifts. Therefore, $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$ is also a circulant matrix. The CDD scheme works by increasing the number of independent random variables in each column of $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$ through appropriate column-wise cyclic shifts of different $\mathbf{h}_{a_{T}}$. Thus the maximum number of independent random variables is limited to $S$. In other words, the diversity gain factor from CDD scheme is capped at $\frac{S}{P}$ regardless of the number of transmit antennas available. For example, consider the case where $S=4, P=2, A_{T}=2$ and a cyclic shift of 2 is applied to the second transmit antenna relative to the first transmit antenna. Thus,

$$
\mathbf{r}=\mathbf{h}_{0}\left[\begin{array}{c}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\mathbf{h}_{1}\left[\begin{array}{c}
x_{2} \\
x_{3} \\
x_{0} \\
x_{1}
\end{array}\right]+\boldsymbol{\eta}
$$

where

$$
\mathbf{h}_{0}=\left[\begin{array}{cccc}
h_{0,0} & 0 & 0 & h_{0,1} \\
h_{0,1} & h_{0,0} & 0 & 0 \\
0 & h_{0,1} & h_{0,0} & 0 \\
0 & 0 & h_{0,1} & h_{0,0}
\end{array}\right] \mathbf{h}_{1}=\left[\begin{array}{cccc}
h_{1,0} & 0 & 0 & h_{1,1} \\
h_{1,1} & h_{1,0} & 0 & 0 \\
0 & h_{1,1} & h_{1,0} & 0 \\
0 & 0 & h_{1,1} & h_{1,0}
\end{array}\right]
$$

and

$$
\tilde{\mathbf{h}}_{0}=\left[\begin{array}{cccc}
h_{0,0} & 0 & 0 & h_{0,1} \\
h_{0,1} & h_{0,0} & 0 & 0 \\
0 & h_{0,1} & h_{0,0} & 0 \\
0 & 0 & h_{0,1} & h_{0,0}
\end{array}\right] \quad \tilde{\mathbf{h}}_{1}=\left[\begin{array}{cccc}
0 & h_{1,1} & h_{1,0} & 0 \\
0 & 0 & h_{1,1} & h_{1,0} \\
h_{1,0} & 0 & 0 & h_{1,1} \\
h_{1,1} & h_{1,0} & 0 & 0
\end{array}\right]
$$

which finally give us:

$$
\mathbf{r}=\left[\begin{array}{cccc}
h_{0,0} & h_{1,1} & h_{1,0} & h_{0,1}  \tag{3.6}\\
h_{0,1} & h_{0,0} & h_{1,1} & h_{1,0} \\
h_{1,0} & h_{0,1} & h_{0,0} & h_{1,1} \\
h_{1,1} & h_{1,0} & h_{0,1} & h_{0,0}
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\boldsymbol{\eta}
$$

From (3.6), we see that even if we increase the number of transmit antennas, $A_{T}$ to more than 2, the number of independent random variables will not change and will be limited to $S=4$. Moreover, for cases where $P \geq S$, the CDD scheme would not be beneficial at all.

### 3.2.2 Antenna Spreading Diversity

From Section 2.3.3, we know that the diversity performance is dependent on the number of independent random variables in the $S \times S$ matrix, $\left(\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}\right)$. Hence, the aim is to maximize the number of independent random variables through manipulating the transformation on the different $\mathbf{h}_{a_{T}}$.

We propose a transmit diversity scheme that is simple to implement at the transmitter for $A_{T}=2^{q}$ transmit antennas, $q$ being a positive integer. We assume that $S \geq A_{T}$, which holds true for most circumstances. The $S$ symbols are divided into groups of $A_{T}$ with the remaining symbols grouped together if $S$ is not divisible by $A_{T}$. Each symbol in the group is spread across the $A_{T}$ transmit antennas using a different bipodal spreading code from an orthogonal
spreading code set of size $A_{T}$ such as the Walsh-Hadamard code. The process is repeated for the different groups of $A_{T}$ symbols. Since the spreading codes are orthogonal, the corresponding $A_{T}$ columns of $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$ consist of independent random variables as opposed to being merely cyclic shifts of each other. Note that symbols in different groups using the same spreading code will still have columns in $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$ that are cyclic shifts of each other.

As a simple illustrative example, we consider the case where $S=2, A_{T}=2$ and $A_{R}=1$. Hence,

$$
\begin{align*}
& \mathbf{h}_{0}=\left[\begin{array}{ll}
h_{0,0} & h_{0,1} \\
h_{0,1} & h_{0,0}
\end{array}\right]  \tag{3.7a}\\
& \mathbf{h}_{1}=\left[\begin{array}{ll}
h_{1,0} & h_{1,1} \\
h_{1,1} & h_{1,0}
\end{array}\right] \tag{3.7b}
\end{align*}
$$

Using the antenna spreading diversity scheme, $\mathbf{h}_{0}$ is unchanged while the transformed matrix of $\mathbf{h}_{1}$ is given as:

$$
\tilde{\mathbf{h}}_{1}=\left[\begin{array}{ll}
h_{1,0} & -h_{1,1}  \tag{3.8}\\
h_{1,1} & -h_{1,0}
\end{array}\right]
$$

Therefore,

$$
\begin{align*}
\sum_{a_{T}=0}^{1} \tilde{\mathbf{h}}_{a_{T}} & =\left[\begin{array}{ll}
h_{0,0}+h_{1,0} & h_{0,1}-h_{1,1} \\
h_{0,1}+h_{1,0} & h_{0,0}-h_{1,0}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\tilde{h}_{0} & \tilde{h}_{2} \\
\tilde{h}_{1} & \tilde{h}_{3}
\end{array}\right] \tag{3.9}
\end{align*}
$$

Assuming that the channels of the two transmit antennas are uncorrelated and $\mathrm{E}\left[h_{0, p}^{2}\right]=\mathrm{E}\left[h_{1, p}^{2}\right]$ (i.e. similar channel delay profile for both antennas), $\tilde{h}_{i}$, $i=0,1,2,3$, are independent random variables. Since the number of independent random variables is increased by a factor of $A_{T}$, the diversity order is also increased by a factor of $A_{T}$ using the proposed ASD scheme. More importantly,
we can maximize the diversity order by simply having $A_{T}=S$ antennas as symbols in different groups using the same spreading code will result in cyclicshifted columns. This may not be practically feasible due to the implementation constraints on the number of antennas at the transmitter especially if $S$ is large. On the other hand, this suggests that the diversity gain of the proposed ASD scheme will unlikely be constrained in practical implementations. Compared to the CDD scheme which has a diversity gain cap of $\frac{S}{P}$, the proposed ASD scheme has a cap of $S$.

### 3.2.3 Combining Cyclic Delay Diversity and Antenna Spreading Diversity

From the above discussion, we see that the proposed ASD scheme and the CDD scheme are actually complements of each other. The CDD scheme increases the number of independent random variables in the columns in the combined channel matrix, $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$. In contrast, the proposed ASD scheme increases the number of independent columns in the combined channel matrix but not the actual number of independent random variables in a column. Therefore, it is obvious that both scheme can be combined together in various configurations to suit the requirements of practical systems. The CDD scheme is used to maximize the number of independent random variables in a column while the proposed ASD scheme is used on the groups of antennas with the same cyclic shifts to increase the number of independent columns.

For example, consider a transmitter with $A_{T}=8$ transmit antennas with $S=4$ and $P=2$. The antennas are divided into two groups of four each. Antennas in group one are assigned zero cyclic shift while antennas in group two are assigned cyclic shift of 2 . Antenna spreading diversity scheme with spreading factor 4 is applied to the two group individually using the same code set.

The transformed matrices $\tilde{\mathbf{h}}_{a_{T}}$ are given as:

$$
\begin{gather*}
\tilde{\mathbf{h}}_{0}=\left[\begin{array}{cccc}
h_{0,0} & 0 & 0 & h_{0,1} \\
h_{0,1} & h_{0,0} & 0 & 0 \\
0 & h_{0,1} & h_{0,0} & 0 \\
0 & 0 & h_{0,1} & h_{0,0}
\end{array}\right] \quad \tilde{\mathbf{h}}_{1}=\left[\begin{array}{cccc}
h_{1,0} & 0 & 0 & -h_{1,1} \\
h_{1,1} & -h_{1,0} & 0 & 0 \\
0 & -h_{1,1} & h_{1,0} & 0 \\
0 & 0 & h_{1,1} & -h_{1,0}
\end{array}\right] \\
\tilde{\mathbf{h}}_{2}=\left[\begin{array}{cccc}
h_{2,0} & 0 & 0 & -h_{2,1} \\
h_{2,1} & h_{2,0} & 0 & 0 \\
0 & h_{2,1} & -h_{2,0} & 0 \\
0 & 0 & -h_{2,1} & -h_{2,0}
\end{array}\right] \tilde{\mathbf{h}}_{3}=\left[\begin{array}{ccc}
h_{3,0} & 0 & 0 \\
h_{3,1} & -h_{3,0} & 0 \\
0 & -h_{3,1} & -h_{3,0} \\
0 \\
0 & 0 & -h_{3,1} \\
h_{3,0}
\end{array}\right]\left(\begin{array}{c}
0 \\
0
\end{array} h_{4,1}\right. \\
h_{4,0} \\
0
\end{gather*} 0
$$

Therefore,

$$
\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}=\left[\begin{array}{cccc}
\tilde{h}_{0,0} & \tilde{h}_{1,3} & \tilde{h}_{2,2} & \tilde{h}_{3,1}  \tag{3.11}\\
\tilde{h}_{0,1} & \tilde{h}_{1,0} & \tilde{h}_{2,3} & \tilde{h}_{3,2} \\
\tilde{h}_{0,2} & \tilde{h}_{1,1} & \tilde{h}_{2,0} & \tilde{h}_{3,3} \\
\tilde{h}_{0,3} & \tilde{h}_{1,2} & \tilde{h}_{2,1} & \tilde{h}_{3,0}
\end{array}\right]
$$

where

$$
\begin{align*}
& \tilde{h}_{0,0}=h_{0,0}+h_{1,0}+h_{2,0}+h_{3,0}  \tag{3.12a}\\
& \tilde{h}_{0,1}=h_{0,1}+h_{1,1}+h_{2,1}+h_{3,1}  \tag{3.12b}\\
& \tilde{h}_{0,2}=h_{4,0}+h_{5,0}+h_{6,0}+h_{7,0} \tag{3.12c}
\end{align*}
$$

$$
\begin{align*}
& \tilde{h}_{0,3}=h_{4,1}+h_{5,1}+h_{6,1}+h_{7,1}  \tag{3.12d}\\
& \tilde{h}_{1,0}=h_{0,0}-h_{1,0}+h_{2,0}-h_{3,0}  \tag{3.12e}\\
& \tilde{h}_{1,1}=h_{0,1}-h_{1,1}+h_{2,1}-h_{3,1}  \tag{3.12f}\\
& \tilde{h}_{1,2}=h_{4,0}-h_{5,0}+h_{6,0}-h_{7,0}  \tag{3.12~g}\\
& \tilde{h}_{1,3}=h_{4,1}-h_{5,1}+h_{6,1}-h_{7,1}  \tag{3.12h}\\
& \tilde{h}_{2,0}=h_{0,0}+h_{1,0}-h_{2,0}-h_{3,0}  \tag{3.12i}\\
& \tilde{h}_{2,1}=h_{0,1}+h_{1,1}-h_{2,1}-h_{3,1}  \tag{3.12j}\\
& \tilde{h}_{2,2}=h_{4,0}+h_{5,0}-h_{6,0}-h_{7,0}  \tag{3.12k}\\
& \tilde{h}_{2,3}=h_{4,1}+h_{5,1}-h_{6,1}-h_{7,1}  \tag{3.121}\\
& \tilde{h}_{3,0}=h_{0,0}-h_{1,0}-h_{2,0}+h_{3,0}  \tag{3.12m}\\
& \tilde{h}_{3,1}=h_{0,1}-h_{1,1}-h_{2,1}+h_{3,1}  \tag{3.12n}\\
& \tilde{h}_{3,2}=h_{4,0}-h_{5,0}-h_{6,0}+h_{7,0}  \tag{3.12o}\\
& \tilde{h}_{3,3}=h_{4,1}-h_{5,1}-h_{6,1}+h_{7,1} \tag{3.12p}
\end{align*}
$$

If the channels of the two transmit antennas are uncorrelated with $h_{i, j}, i=$ $0, \ldots, 7, j=0,1$ being independent random variables, $\tilde{h}_{i, j} i=0, \ldots, 3, j=$ $0, \ldots, 3$ are independent random variables. As can be seen from (3.11), the number of independent random variables in each column of the combined channel matrix is four and all the columns are independent. Hence the total number of independent random variables in the combined channel matrix is sixteen. If cyclic delay diversity scheme is used only, the maximum number of independent random variables will only be four. On the other hand, if antenna spreading diversity scheme is used only, the maximum number of independent random variables will only be eight. Thus, in general, the combination of both schemes
brought about greater diversity gain than either scheme could have on its own provided that $S>P$.

### 3.3 Theoretical Performance Analysis

In this section, we derive the theoretical MLSE upper bound for the CDD scheme and the proposed ASD scheme to compare the diversity order between the two schemes. Following the derivations in Section 2.3, we first need to determine the distribution of the summation of the random variables in the channel matrix for the CDD scheme and the proposed ASD scheme.

For the case of the CDD scheme, the resulting channel matrix in (3.5) is similar to the single antenna case in Section 2.3 in that both channel matrices are $S \times S$ circulant matrices. The main differences lies in the variance of the independent circularly symmetric complex Gaussian random variables in the channel matrix. If we denote the variance of the random variables in the channel matrix, $\mathbf{h}_{a_{T}}$, which represents the channel of the $a^{\text {th }}$ transmit antenna, as $\sigma_{a_{T}, p}^{2}, a_{T}=0, \ldots, A_{T}-1, p=0, \ldots, S-1$, where $\sigma_{a_{T}, p}^{2}=0$ for $p \geq P$, the variance of the random variables in the channel matrix, $\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}$, is written as $\sigma_{p}^{2}, p=0, \ldots, S-1$ where

$$
\begin{equation*}
\sigma_{p}^{2}=\sum_{a_{T}=0}^{A_{T}-1} \sigma_{a_{T},\left(p-\tau_{a_{T}}\right) \bmod S}^{2} \tag{3.13}
\end{equation*}
$$

For the case of channel with uniform power delay profile and $\tau_{a_{T}}=a_{T} \cdot P$, $\sigma_{p}=\frac{1}{A_{T} P}, p=0, \ldots, P_{C}$, where $P_{C}=\min \left(S, A_{T} P\right)$ and $\sigma_{p}=0$ otherwise. Following the derivations in (2.39), the average pairwise error probability is upper bounded by:

$$
\begin{equation*}
P_{E}(d) \leq \frac{1}{2 \sqrt{\varepsilon_{A}}}\binom{2 P_{A}}{P_{A}}\left(\frac{1-\varepsilon_{A}}{4}\right)^{P_{A}} \tag{3.14}
\end{equation*}
$$

where $P_{A}$ and $\varepsilon_{A}$ are $A_{R} P_{C}$ and $\frac{\delta^{2} d}{\delta^{2} d+4 P_{C} N_{0}}$ respectively. Thus, the upper bound on the BER is rewritten from (2.42) to be:

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{P_{A}} L \sqrt{\varepsilon_{A}}}\binom{2 P_{A}}{P_{A}}\left(1+\frac{\delta^{2} d}{4 P_{C} N_{0}}\right)^{-P_{A}} \tag{3.15}
\end{equation*}
$$

For the case of the proposed ASD scheme, the resulting channel matrix, $\left(\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}\right)$, has $A_{T}$ columns of independently distributed random variables. If we assume that the error symbol pair in (2.30) is distributed evenly across the symbols within one IFDMA symbol block, we can write the lower bound on the Euclidean distance as $\delta \sqrt{\frac{d}{A_{T}} \sum_{a_{T}=0}^{A_{T}-1} \sum_{p=0}^{P-1}\left|h_{a_{T}, p}\right|^{2}}$, where $h_{a_{T}, p}$ denotes the $p^{\text {th }}$ entry in the $a_{T}^{\text {th }}$ column in the resulting channel matrix, $\left(\sum_{a_{T}=0}^{A_{T}-1} \tilde{\mathbf{h}}_{a_{T}}\right)$. The variance of the random variables, $h_{a_{T}, p}$, is denoted as $\sigma_{a_{T}}^{2}(p)$ as opposed to $\sigma_{a_{T, p}}^{2}$, which represents the variance of the random variables in the channel matrix, $\mathbf{h}_{a_{T}}$. Given that $h_{a_{T}, p}$ is the combination of additions or subtractions of the different independent random variables in the channel matrix, $\mathbf{h}_{a_{T}}, \sigma_{a_{T}}^{2}(p)$ can be written as the summation of $\sigma_{a_{T}, p}^{2}$ as:

$$
\begin{equation*}
\sigma_{a_{T}}^{2}(p)=\sum_{a_{T}=0}^{A_{T}-1} \sigma_{a_{T}, p}^{2} \tag{3.16}
\end{equation*}
$$

For the case of channel with uniform power delay profile, the upperbound of the average pairwise error probability for ASD scheme can be simplified accordingly to:

$$
\begin{equation*}
P_{E}(d) \leq \frac{1}{2 \sqrt{\varepsilon_{B}}}\binom{2 P_{B}}{P_{B}}\left(\frac{1-\varepsilon_{B}}{4}\right)^{P_{B}} \tag{3.17}
\end{equation*}
$$

where $P_{B}=A_{R} P D_{m}$ and $\varepsilon_{B}=\frac{\delta^{2} d}{\delta^{2} d+4 P D_{m} N_{0}}$ where $D_{m}=\min \left(S, A_{T}\right)$ and the upper bound on the BER is written as:

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{P_{B}} L \sqrt{\varepsilon_{B}}}\binom{2 P_{B}}{P_{B}}\left(1+\frac{\delta^{2} d}{4 P_{C} N_{0}}\right)^{-P_{B}} \tag{3.18}
\end{equation*}
$$

If the combined diversity scheme in Section 3.2.3 is used, where the total number of transmit antennas employed is $A_{T}=A_{T A S D} \times A_{T C D D}$ with $A_{T C D D}$ representing the number of cyclic shift groups and $A_{T A S D}$ representing the number of antenna spreading group, the BER upper bound is given by:

$$
\begin{equation*}
B E R \leq \frac{1}{2} \sum_{d=d_{\text {free }}}^{\infty} \sum_{i=1}^{L} \frac{i \cdot c_{i, d}}{4^{P_{2}} L \sqrt{\varepsilon_{2}}}\binom{2 P_{2}}{P_{2}}\left(1+\frac{\delta^{2} d}{4 P_{C} D_{m} N_{0}}\right)^{-P_{2}} \tag{3.19}
\end{equation*}
$$

where $P_{2}=A_{R} P_{C}^{\prime} D_{m}^{\prime}$ and $\varepsilon_{2}=\frac{\delta^{2} d}{\delta^{2} d+4 P_{C}^{\prime} D_{m}^{\prime} N_{0}}$ and $P_{C}^{\prime}=\min \left(S, A_{T C D D} P\right)$ and $D_{m}^{\prime}=\min \left(S, A_{T A S D}\right)$.

From the above discussion, we see that the maximum diversity order of CDD is limited by $A_{R} S$ while that of ASD is limited by $P A_{R} S$. In other words, the limit on the diversity order is tighter on the CDD scheme than the ASD scheme. Moreover, for $S>P$, the maximum diversity order of the combined diversity scheme at $A_{R} S^{2}$ is greater than that of CDD and ASD scheme.

In Figure 3.1, we compare the theoretical upperbound performance for channels with uniform power delay profile between a system using CDD and a system using ASD with $S=16, P=8, A_{R}=1$ and $A_{T}$ varying from 2 to 16 . The theoretical upperbound of a single antenna system is also plotted for reference. Figure 3.1 clearly illustrates the saturation of the diversity gain from the CDD scheme at $S=16$ regardless of the number of antennas employed while showing how the diversity gain from the ASD scheme is able to follow the increase in the number of transmit antennas employed.

In Figure 3.2, we compare the theoretical upperbound performance between systems using CDD, ASD and the combined diversity scheme. To better illustrate the diversity gain, we consider systems with $S=8, P=4, A_{R}=1$ and $A_{T}$ varying from 2 to 16 . As in Figure 3.1, Figure 3.2 illustrates the saturation of the diversity gain from the CDD scheme at $S=8$. Figure 3.2 also illustrates the saturation of the diversity gain from the ASD scheme at $P \cdot S=32$ as well as the ability of the combined diversity scheme to surpass that.


Figure 3.1: Theoretical BER Performance Comparison for proposed ASD and CDD.

### 3.4 Simulation Results

### 3.4.1 Simulation System

In this section, we provide the numerical examples and simulation results of the proposed ASD scheme and compare its performance with that of the CDD scheme. We also simulate the performance of the combined diversity scheme which combines the proposed ASD with the CDD scheme to maximize the potential diversity gain. The simulation results will highlight the diversity gain of the proposed ASD scheme over the CDD scheme.

We consider a system with 5 MHz bandwidth and centre frequency of 2.4 GHz with $N=256$. The designed cyclic prefix length, $N_{C P}=32$ and all the users' signals are assumed to be synchronized to arrive within $N_{C P}$. The transmitters use a rate- $1 / 2$ terminated convolutional code with generator polynomial [57] [53] and QPSK constellation (i.e. $Q=2$ ). We consider block transmission using a pseudo-random bit-interleaver with each block containing 254 information bits. Since the constraint length of the convolutional code used is 2, two


Figure 3.2: Theoretical BER Performance Comparison for Combined Diversity Scheme.
' 0 ' bits are padded to the information bitstream to terminate the trellis in the all-zeros state.

The channel is assumed to remain unchanged during one transmission block and varies independently for different transmission blocks. We assume each user has independent and identically distributed (i.i.d.) channel profile with independent Rayleigh fading paths and uniform power delay profile [18]. We also assume the channels of the different transmit antennas are uncorrelated. At the receiver, we assume prefect knowledge of the channel and the signals are synchronized in time and frequency at the receiver. For statistical accuracy, we make sure that at least 10000 transmission blocks are simulated and there are at least 50 received blocks with decoding errors. The simulation system configurations are summarized in Table 3.1.

### 3.4.2 Comparison Between ASD and CDD

We compare the BER performance of our proposed ASD scheme with the CDD scheme for $S=16$ and $P=8$ to highlight the ASD scheme's advantage over the CDD scheme. The simulation results for $A_{T}=2,4$ and 8 using ASD and CDD scheme are shown in Figure 3.3. The result for single transmit antenna system without transmit diversity scheme is also plotted for reference. Only the BER performances using the proposed algorithm after the third iteration are plotted for clarity. Comparing the performance for both ASD and CDD for $A_{T}=2$ with that of the single antenna system, we see that both schemes have similar diversity gain over the single antenna system as expected from our analysis in Section 3.3. When we compare the CDD performance between $A_{T}=2$ and $A_{T}=4,8$, we see that there is no performance gain available. In contrast, the

Table 3.1: Simulation System Configuration for Transmit Diversity.

| Centre Frequency |  | 2.4 GHz |
| :---: | :---: | :---: |
| System Bandwidth |  | 5 MHz |
| IFFT Size, $N$ |  | 256 |
| Cyclic Prefix Length, $N_{C P}$ |  | 32 |
| Modulated Symbol Constellation |  | QPSK |
| Forward Error Correcting Code | Type | Convolutional Code |
|  | Code Rate | 1/2 |
|  | Generator Polynomial | [57] |
| Channel Model | Power Delay Profile | Uniform |
|  | Type of Fading Path | Slow Rayleigh Fading |
|  | Antenna Correlation | Uncorrelated |
| Maximum Number of Iterations in Proposed Algorithm |  | 3 |
| Channel Estimation |  | Ideal |
| Minimum Number of Transmitted Packets |  | 10000 |
| Minimum Number of Received Packets with Decoding Error |  | 50 |
| Type of QR Decomposition |  | MMSE QRD |
| Number of Paths to Keep in Each Stage, $M$ |  | 8 |
| Number of Receive Antenna, $A_{R}$ |  | 1 |
| Section 3.4.2 | Number of Transmit Antenna, $A_{T}$ | 2, 4, 8 |
|  | Number of Users | 16 |
|  | Number of Sub-carriers per User, $S$ | 16 |
|  | Number of Channel Path, $P$ | 8 |
| Section 3.4.3 | Number of Transmit Antenna, $A_{T}$ | 4, 16 |
|  | Number of Users | 32 |
|  | Number of Sub-carriers per User, $S$ | 8 |
|  | Number of Channel Path, $P$ | 4 |



Figure 3.3: BER Performance Comparison for proposed ASD and CDD.

ASD performance for $A_{T}=4,8$ continues to exhibit diversity gain over the ASD performance for $A_{T}=2$. Comparing Figure 3.3 with Figure 3.1, we see that the simulation results matches our theoretical analysis of the two transmit diversity schemes in Section 3.3.

### 3.4.3 Combining ASD and CDD

We also simulate the BER performance for a system with $S=8$ and $P=4$ to illustrate the benefits of combining the proposed ASD with CDD. In Figure 3.4, we plot the BER performance for $A_{T}=4$ and 16 using the proposed ASD scheme, CDD scheme and the combined diversity scheme. The BER performance for single transmit antenna system without transmit diversity scheme is also plotted for reference. For the case $A_{T}=4$, the performance of the CDD scheme is limited by the number of assigned sub-carriers $S=8$ as shown in Figure 3.4(a) while the performance of the ASD scheme displays a greater diversity order. Similarly, with appropriate configurations of the transmit antennas as recommended in Section 3.2.3, the combined diversity scheme is able to match


Figure 3.4: BER Performance Comparison for proposed ASD and CDD with Combined Diversity Scheme.
the diversity gain of ASD scheme with the same number of transmit antennas. For the case $A_{T}=16$, the simulated performances of both the CDD scheme and ASD scheme are limited by their respective theoretical constraints as derived in Section 3.3. The combined diversity scheme, on the other hand, is able to continue to deliver increasing diversity gain as illustrated in Figure 3.4(b). Moreover, the diversity performance of the simulated BER for all three schemes shown in Figure 3.4 are congruent with the derived theoretical performances shown in Figure 3.2

### 3.5 Chapter Summary

In this chapter, we introduce a novel transmit diversity scheme for coded IFDMA system which, like the CDD scheme, preserves the low PAPR property of IFDMA signal and can be easily adapted for different numerical configurations of transmit antennas. The proposed ASD scheme guarantees a diversity gain factor equal to the number of transmit antennas. It can also be used in conjunction with the CDD scheme in various configurations to suit the requirements of different systems. Both our theoretical analysis and simulation results show that the proposed ASD scheme outperforms the CDD scheme when the number of transmit antennas increases beyond the diversity gain limit of the CDD scheme. We also demonstrate the benefits of combining the proposed ASD scheme with the CDD scheme through theoretical analysis and simulations, with a design specification for the combination.

## Chapter 4

## Mobility-Based Interference Cancellation Scheme For BS-IFDMA System with Optimum Code Assignment

### 4.1 Introduction

The introduction of two-layered code division multiple access (TLS-CDMA) spreading in the uplink of wireless cellular communications has proven to be versatile and performance enhancing in certain operation scenarios [43]. TLSCDMA combines the usage of chip interleaved block spread (CIBS) CDMA [61, 62] with cyclic prefix CDMA (CP-CDMA) [63-65] to provide the flexibility for the cellular system to adapt to the prevailing cell structure, the channel conditions and the number of active users to support variable data rate transmission among multiple users in emulation of the use of time and frequency domain spreading in orthogonal frequency code division multiplexing (OFCDM) in downlink transmission [20,21].

Using a similar concept, a block spread (BS)-IFDMA system in [30] was introduced that uses block spreading to suppress ICI while maintaining the intracell orthogonality for low mobility users. BS-IFDMA systems also allow more sub-carriers to be assigned to each user for the same number of users in the system. Having more assigned sub-carriers per user will increase the available frequency diversity [19] [66] for each user and hence improve the overall perfor-
mance. However, block spread systems do suffer from multiple access interference (MAI) when high mobility users are introduced into the system. One way to counter the MAI due to the high mobility users is to use tree-structured code generation method of orthogonal variable block spreading factor [67]. However, doing that in a BS-IFDMA system will restrict the number of sub-carriers assigned to each user. Moreover, when there is an asymmetrical number of high mobility users and low mobility users in the system, the use of the variable block spreading factor will not be efficient.

In this thesis, we use an alternative approach to solving the problem of MAI in BS-IFDMA system. We propose a novel mobility-based MAI cancellation scheme to incorporate high mobility users into a BS-IFDMA system without degrading the BER performance [68]. The proposed scheme first distributes the high mobility users evenly across the different frequency groups so that the multiple access interference within each group is limited. By restricting the number of high mobility users within each frequency group, we exploit the characteristic of BS-IFDMA system that separates users in two orthogonal domains: the code and frequency domains to lower the severity of the MAI using the divide and conquer approach. Compared to conventional BS-CDMA or MC-DS-CDMA systems, which separate users only in the code domain and hence require the receiver at the base-station to handle the interference from all the high mobility users collectively, the level of MAI in each frequency group of BS-IFDMA systems due to the reduced number of high mobility users are much less severe. This allows us to use a simple successive MAI cancellation algorithm within each frequency group. Unlike conventional interference cancellation scheme [69] which determine the order of cancellation from the users' received signal strength, the proposed algorithm uses the users' mobility. The conventional interference cancellation scheme operates on the assumption that the channel remains unchanged during the period of a single symbol [69-71] while we consider an operating environment where the different chips of the
same symbol experience varying channel due to the users' high mobility.
We further propose a code assignment algorithm based on the users' Doppler spreads to maximize the number of high mobility users within the system without degrading the system performance. We formulate the total MAI in a system with the proposed interference cancellation scheme as a quadratic assignment problem (QAP) [72] to optimize the spreading code assignments for the users. Based on the characteristics of common spreading codes such as the WalshHadamard and Orthogonal Gold codes, we devise a simplified search procedure in a branch-and-bound algorithm for solving the QAP which lowers the time taken to arrive at the solution by a factor equal to five times the spreading factor used. Numerical evaluations show that the proposed MAI cancellation scheme coupled with the proposed optimized codes assignment enable up to half the total number of users in BS-IFDMA systems to be high mobility users while maintaining the same system performance.

The rest of this chapter is organized as follows: We describe the system model of BS-IFDMA under time-varying channels to describe the system with high mobility users in Section 4.2. We then propose a novel successive MAI cancellation scheme based on user mobility that is uniquely tailored to BSIFDMA system in Section 4.3. In Section 4.4, we formulate the minimization of the MAI as a QAP and proposed an efficient algorithm to solve the QAP. The theoretical performance of the proposed MAI cancellation scheme is analyzed in Section 4.5 and simulation results are provided in Section 4.6 to illustrate the benefits of the proposed MAI cancellation and code assignment algorithms. Lastly, we summarize our observations and contributions in Section 4.7.

### 4.2 System Signal Model

In Section 2.4, we have shown that block spreading can be incorporated into IFDMA systems to maximize the channel diversity order. BS-IFDMA scheme
also have the added advantage of lowering inter-cell interference through the despreading process by incorporating a long cell-specific spreading code like in CDMA systems [43]. In a BS-IFDMA system, users are separated into two orthogonal domains: the frequency domain and the code domain. Each user is indexed by $u_{g, b}$, where $g$ is frequency group index and $b$ is the code group index. In addition to the number of orthogonal frequency groups, $G$, we denote the number of orthogonal code groups, equivalent to the spreading factor, as $B$. The modulated complex symbols are again transmitted in blocks of $S$ symbols. Blocks of transmitted symbols first undergo IFDMA modulation followed by block spreading. Let the $i^{t h}$ block of transmitted symbols sent by the $u_{g, b}$ user be denoted as

$$
\mathbf{x}_{u_{g, b}}(i)=\left[\begin{array}{lll}
x_{u_{g, b}, 0} & \ldots & x_{u_{g, b}, S-1} \tag{4.1}
\end{array}\right]^{\mathrm{T}}
$$

and following (2.2), the $i^{\text {th }}$ IFDMA symbol is given by

$$
\begin{equation*}
\mathbf{y}_{u_{g, b}}(i)=\mathbf{E}_{g} \tilde{\mathbf{x}}_{u_{g, b}(i)} \tag{4.2}
\end{equation*}
$$

Block spreading is performed on the IFDMA symbol through a Kronecker product operation between $\tilde{\mathbf{y}}_{u_{g, b}}(i)$ and the $b^{t h}$ spreading code vector $\mathbf{c}_{b}$ to give

$$
\mathbf{s}_{u_{g, b}}(i)=\mathbf{c}_{b} \otimes \tilde{\mathbf{y}}_{u_{g, b}}^{T}(i)=\left(\begin{array}{ccc}
c_{b, 0} \tilde{y}_{u_{g, b}, 0}(i) & \cdots & c_{b, 0} \tilde{y}_{u_{g, b}, N-1}(i)  \tag{4.3}\\
\vdots & \ddots & \vdots \\
c_{b, G-1} \tilde{y}_{u_{g, b}, 0}(i) & \cdots & c_{b, G-1} \tilde{y}_{u_{g, b}, N-1}(i)
\end{array}\right)
$$

where $c_{b, k}$ is the $k^{t h}$ entry in the vector $\mathbf{c}_{b}$ and $\tilde{y}_{u_{g, b}, k}(i)$ is the $k^{t h}$ entry in the vector $\tilde{\mathbf{y}}_{u_{g, b}}(i)$.

Chips from this matrix will be transmitted row-wise over $B$ sub-block periods with $N$ chips transmitted at each sub-block period. In other words, the transmitted signal for the $k^{\text {th }}$ sub-block is given by:

$$
\begin{equation*}
\mathbf{s}_{u_{g, b}}(i, k)=c_{b, k} \tilde{\mathbf{y}}_{u_{g, b}}(i) \tag{4.4}
\end{equation*}
$$

At the base-station, the receiver will perform both the frequency group and code group separation to obtain the individual users signals. As both processes are linear, the sequence of these operations is interchangeable. In implementation, the block de-spreading operation (i.e the reversal of the block spreading operation) usually takes precedence to reduce the overall complexity [73]. However, in this thesis, we derive the expression for individual user by considering frequency group separation first to highlight the problem we are interested in (that is, the loss of orthogonality in the code domain due to high mobility) and to create a versatile signal model that can be used for other block-spread system such as in [43].

Following (2.8), the signals in the $m^{\text {th }}$ frequency group can be obtained by pre-multiplying the received $\mathbf{r}(i, k)$ with $\mathbf{U}_{m}$ in (2.7) giving

$$
\begin{align*}
\mathbf{r}_{m}(i, k)= & \mathbf{U}_{m} \mathbf{r}(i, k) \\
= & \sum_{b=0}^{B-1}\left(\mathbf{U}_{m} \tilde{\mathbf{h}}_{u_{m, b}}(i, k) \mathbf{s}_{u_{m, b}}(i, k)+\sum_{\substack{g=0 \\
g \neq m}}^{G-1} \mathbf{U}_{m} \tilde{\mathbf{h}}_{u_{g, b}}(i, k) \mathbf{s}_{u_{g, b}}(i, k)\right) \\
& +\mathbf{U}_{m} \boldsymbol{\eta}(i, k) \\
= & \sum_{b=0}^{B-1} c_{b, k} \mathbf{h}_{u_{m, b}}(i, k) \mathbf{x}_{u_{m, b}}(i)+\boldsymbol{\eta}_{m}(i, k) \tag{4.5}
\end{align*}
$$

where $\boldsymbol{\eta}_{m}(i, k)$ is the AWGN component and $\mathbf{h}_{u_{m, b}}(i, k)$ is the channel circulant matrix as in (2.16). Since there are no interferences between signals within different IFDMA symbols, we shall proceed to drop the index $i$ in subsequent derivation for notation clarity. Furthermore, we assume the frequency offsets including the Doppler shift between the base-station and the mobile devices are estimated at the base-station and feedback to the mobile devices via the downlink channel [74]. The mobile devices will then adjust their oscillators accordingly [74]. In [74], the authors show that the frequency offsets can be usually estimated to within $2 \%$ of the sub-carriers spacing at the base-station using the redundancy in the received signals due to the addition of the cyclic
prefix to the transmitted signal. With such estimation accuracy, the signal to interference ratio will be more than 30 dB . Thus we can regard the different frequency groups to be separated from each other at the base-station regardless of the mobiles devices' velocity with negligible interference. Hence we will also drop the frequency group index $m$ and rewrite (4.5) in the general form of a block spread system

$$
\begin{equation*}
\mathbf{r}(k)=\sum_{b=0}^{B-1} c_{b, k} \mathbf{h}_{b}(k) \mathbf{x}_{b}+\boldsymbol{\eta}(k) \tag{4.6}
\end{equation*}
$$

Applying the de-spreading process [30] to (4.6), we get the signals for the $d^{\text {th }}$ user as:

$$
\begin{align*}
\mathbf{r}_{d} & =\sum_{k=0}^{B-1} \mathbf{r}(k) c_{d, k} \\
& =\sum_{b=0}^{B-1}\left(\sum_{k=0}^{B-1} c_{d, k} c_{b, k} \mathbf{h}_{b}(k)\right) \mathbf{x}_{b}+\sum_{k=0}^{B-1} c_{d, k} \boldsymbol{\eta}(k) \\
& =\overline{\mathbf{h}}_{d, d} \mathbf{x}_{d}+\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}+\overline{\boldsymbol{\eta}} \tag{4.7}
\end{align*}
$$

where $\overline{\mathbf{h}}_{d, b}=\sum_{k=0}^{B-1} c_{d, k} c_{b, k} \mathbf{h}_{b}(k)$. Note that since the codes used are orthogonal, if $\mathbf{h}_{b}(k) \approx \mathbf{h}_{b}(0), k=1, \ldots B-1$ (i.e. no significant change in all users' channel within the block spread duration) then $\overline{\mathbf{h}}_{d, b} \approx 0$ for $b \neq d$ implying little or negligible MAI.

More interesting to note is that the MAI that a user experiences is not dependent on the user's Doppler spread but on that of other users within each frequency group. Ironically, if there is only one user with large Doppler spread in the frequency group, this user will experience almost no MAI while the rest of the users will suffer strong MAI from his transmission. This phenomenon provides an opportunity to accommodate high-mobility users with large Doppler spread in the system through MAI cancellation techniques.

### 4.3 Mobility-Based Successive Interference Cancellation

### 4.3.1 Multiple Access Interference in BS-IFDMA System

With reference to the signal model presented in Section 4.2, the MAI suffered by individual users in a frequency group are dependent on a number of factors: a) the data transmitted by the other users, b) the channel of other users and c) the cross-correlation between the users' spreading codes. Since in the general case, the knowledge of these variables at the base-station is limited, it is instructive to look at three different measures of the amount of MAI. The first measure, which requires complete knowledge of all the variables at the base-station, is the instantaneous MAI power suffered by the $d^{\text {th }}$ user in the frequency group, $I_{d}$, can be written as:

$$
\begin{equation*}
I_{d}=\left(\sum_{\substack{b=0 \\ b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}\right)^{H}\left(\sum_{\substack{b=0 \\ b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}\right) \tag{4.8}
\end{equation*}
$$

As the base-station will typically not have the knowledge on the actual data being transmitted, we can define the average power of MAI (i.e. averaging over different transmitted data) for a particular set of users' channel, $\bar{I}_{d}$, as a second measure given as:

$$
\begin{align*}
\bar{I}_{d} & =\mathrm{E}\left[\left(\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}\right)^{H}\left(\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}\right)\right] \\
& =\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \mathrm{E}\left[\mathbf{x}_{b}^{H} \overline{\mathbf{h}}_{d, b}^{H} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{b}\right] \\
& =S \sum_{\substack{b=0 \\
b \neq d}}^{B-1} P_{b} \sum_{p=0}^{S-1} \bar{h}_{d, b}^{2}(p) \tag{4.9}
\end{align*}
$$

where $P_{b}=E\left[\left|x_{b}\right|^{2}\right]$ is the average transmission power per symbol of the $b^{t h}$
user and $\bar{h}_{d, b}^{2}(p)$ is the $p^{t h}$ entry in the first column of $\overline{\mathbf{h}}_{d, b}$.
Similarly, the mean MAI power averaged over different sets of users' channels, $\overline{\bar{I}}_{d}$ is given as:

$$
\begin{align*}
\overline{\bar{I}}_{d} & =S \sum_{\substack{b=0 \\
b \neq d}}^{B-1} P_{b} \mathrm{E}\left[\sum_{p=0}^{S-1} \bar{h}_{d, b}^{2}(p)\right] \\
& =S \sum_{\substack{b=0 \\
b \neq d}}^{B-1} P_{b} \sum_{p=0}^{S-1} \mathrm{E}\left[\bar{h}_{d, b}^{2}(p)\right] \tag{4.10}
\end{align*}
$$

Compared to $\bar{I}_{d}$, the base-station only requires the knowledge of the ergodic channel conditions to calculate $\overline{\bar{I}}_{d}$ rather than the knowledge of the specific channels. Assuming block fading,

$$
\begin{equation*}
\mathrm{E}\left[\bar{h}_{d, b}^{2}(p)\right]=R_{p} \sum_{k=0}^{B-1} \sum_{l=0}^{B-1} z_{d, b}(k, l) J_{0}\left[2 \pi(k-l) f_{D}(b) \tau\right] \tag{4.11}
\end{equation*}
$$

where $z_{d, b}(k, l)=c_{d, k} c_{b, k} c_{d, l} c_{b, l}, R_{p}$ is the mean power of the $p^{t h}$ path, $f_{D}(b)$ is the maximum Doppler shift of the $b^{\text {th }}$ user, $\tau$ is the duration of one BS-IFDMA sub-block and $J_{0}(x)$ is the Bessel function of the zero ${ }^{\text {th }}$ order. Note that the asymmetrical dependence of $\mathrm{E}\left[\bar{h}_{d, b}^{2}(p)\right]$ on the user index $d$ and $b$ indicates the interference are not reciprocal. The signals of a user with a higher Doppler spread inflicts a greater interference on the signal of a user with a lower Doppler spread while the signal of the user with lower Doppler spread inflicts a proportionally smaller interference on the signals of a user with higher Doppler spread.

In Figure 4.1, we illustrate the dependence of the power of the generated interference on the maximum Doppler shift of the user by plotting the normalized mean pairwise interference power against the Doppler frequency for Walsh-Hadamard spreading codes with $B=8$ and $S=32$. In Figure 4.1, the interference power of all the seven possible cross-correlation pairs arising from the spreading codes are plotted. For all the pairs of codes, the mean pairwise interference power rises sharply and then tapers off to a limiting level. However,


Figure 4.1: Mean pairwise MAI power for $S=32, B=8$
the difference in the interference power for the different pairs can be quite large with the maximum being about 70 dB for Doppler frequencies corresponding to common vehicular velocities. Hence, there are significant benefits in optimizing the assignment of codes to users according to their relative Doppler shift. We will investigate the optimal code assignment in Section 4.4. Here as an illustrative example, we will show the distribution of the mean interference power in the system using random code-to-user assignments in Figure 4.2. The system uses Walsh-Hadamard spreading codes with $B=8$ and $S=32$. The mobility of the users are evenly distributed from $0 \mathrm{~km} / \mathrm{h}$ to $350 \mathrm{~km} / \mathrm{h}$. The ensemble average value of the distribution in Figure 4.2 is 7.25 while the minimum value as calculated using the optimal code-to-user assignment, which will be introduced, in Section 4.4 is 3.99 .

### 4.3.2 Successive Interference Cancellation

In view of the significant difference in interference power generated by users with different Doppler spread or equivalently, mobility, we propose a mobility-


Figure 4.2: Distribution of Mean Interference Power using Random Code Assignment
based successive interference cancellation (SIC) scheme at the base-station receiver. At the receiver, the users are sorted accordingly to their maximum Doppler shift in descending order. The detection of the users' signals are then carried out successively following this order, with the estimated signals from preceding users used to cancel out their interference. The block diagram of the proposed scheme is illustrated in Figure 4.3 for the case of $B=4$. Note that the complexity of the proposed SIC is similar to the conventional SIC [69], as only the basis for the order of cancellation is changed.

Evidently, the transmitted symbols of the fastest user will, on the average, experience the lowest level of MAI among all the users and will cause the strongest interference on the rest of the users' signals. Hence, by detecting the fastest user's symbols and subsequently cancelling out their interference, we ensure that the system has the most accurate interference detection and that the dominant interference is removed. When the interference from the fastest user is removed, the second fastest user's symbols would experience the least interference and become the dominant interferer. Therefore we repeat the procedure


Figure 4.3: Successive MAI Cancellation for BS-IFDMA System for B $=4$.
to detect the second fastest user's symbols and then cancel out their interference. The process is repeated until the detection of all users signals are completed.

Alternatively, the users within a frequency group can first be divided into two classifications, interferers and non-interferers based on a heuristic threshold. The threshold will be set at the maximum Doppler spread a user channel can have without causing significant interference to others. Users with Doppler spread greater than the threshold are classified as interferers while the rest are classified as non-interferers. Within the class of interferers, the proposed mobility-based successive interference cancellation described above is first carried out. The interferers' signals are then cancelled from the received signals before the detection of all the non-interferers is carried out in parallel. This will greatly reduce the latency due to successive users detection especially in cases where only a small number of interferers are present.

### 4.3.3 Multiple Access Interference in Different SIC Stages

Without loss of generality, we index the users according to their Doppler spread in descending order. The number of users separated in the code domain, $K$ is set to be equal to the spreading gain, $B$. Hence, there are altogether $B$ stages for the proposed SIC scheme. Let $\hat{\mathbf{x}}_{k}$ represent the detected symbols at the receiver in the $k^{\text {th }}$ SIC stage. The instantaneous MAI power at the start of the $k^{\text {th }}$ SIC stage is thus:

$$
\begin{equation*}
I_{M A I}(k)=\left|\sum_{b=k+1}^{B-1} \overline{\mathbf{h}}_{k, b} \mathbf{x}_{b}+\sum_{b=0}^{k-1} \overline{\mathbf{h}}_{k, b}\left(\mathbf{x}_{b}-\hat{\mathbf{x}}_{b}\right)\right|^{2} \tag{4.12}
\end{equation*}
$$

where the first term on the right hand side represents the MAI from users which have not been detected while the second term represents the residue MAI due to detection error from the preceding stages. Similarly, the average MAI power conditioned on the users channel and the mean MAI power averaged over different sets of users channels are given, respectively, by:

$$
\begin{gather*}
\bar{I}_{M A I}(k)=S \sum_{b=k+1}^{B-1} P_{b} \sum_{p=0}^{S-1} \bar{h}_{k, b}^{2}(p)+S \sum_{b=0}^{k-1} \hat{P}_{b} \sum_{p=0}^{S-1} \bar{h}_{k, b}^{2}(p)  \tag{4.13}\\
\overline{\bar{I}}_{M A I}(k)=S \sum_{b=k+1}^{B-1} P_{b} \sum_{p=0}^{S-1} \mathrm{E}\left[\bar{h}_{k, b}^{2}(p)\right]+S \sum_{b=0}^{k-1} \hat{P}_{b} \sum_{p=0}^{S-1} \mathrm{E}\left[\bar{h}_{k, b}^{2}(p)\right] \tag{4.14}
\end{gather*}
$$

where $\hat{P}_{b}=E\left[\left|x_{b}-\hat{x}_{b}\right|^{2}\right]$.

### 4.3.4 Comparison with Conventional Power based SIC

A common assumption in systems where conventional power based SIC is applied is that the chips belonging to a single spread symbol experience invariant channel condition. Therefore, in these DS-CDMA [69], multi-carriers (MC)CDMA [70] and MC-DS-CDMA [71] systems, the MAI are the result of the loss in codes' orthogonality due to presence of frequency selective multipaths,
carriers offset due to Doppler shift or asynchronicities of received signals. In these systems, the MAI caused by a user's signals to others are strongly correlated to the received power of the user's signal. Since the power of the signal after a particular code despreading is dominated by the desired signal's received power, the powers of the different despreaded signals provide a good guide to the cancellation order. However, as shown in Section 4.3.1, in BS-IFDMA system when the chips of a single spreaded symbol experience varying channel conditions, the MAI caused by a user's signal are determined not only by the signal's received power but also by the user's mobility. Moreover, the asymmetric levels of interference between a low mobility user and a high mobility user causes the received power of the despreaded signal of the low mobility user to be an unreliable indicator of its own signals' received power in the presence of strong interference power. Thus, a cancellation order based on the conventional power measurement of despreaded signals will not work well in BS-IFDMA system.

### 4.4 Optimal Code Assignment

In this section, we seek to optimize the performance of the proposed SIC scheme through careful code assignment. In practical wireless communications, there are only a limited number of variables that can be controlled. For example, we can perform power control to adjust the power of different users' transmission but cannot place limitations on the actual data being transmitted. Also the wireless channels are uncontrollable. Since closed-loop power control and real-time adaptation to channel conditions are difficult to achieve in fast-fading channels which are experienced by at least some of the users, we concentrate on the minimization of MAI through conscientious assignment of different spreading codes to users in this thesis.

We assume that the receiver has knowledge of the magnitude of the Doppler
spread of the different transmission devices before the code assignment either through estimation of previous received signals or through reporting by the devices in random access channel during initial access setup. Since the receiver has no knowledge of the transmitted data and will have difficulties in obtaining knowledge of the different users' channels, especially for those with large Doppler spread, the code assignment will be performed by minimizing the sum of the mean MAI power at each stage, $\sum_{k=0}^{B-1} \overline{\bar{I}}_{M A I}(k)$ instead of the instantaneous MAI power or the average MAI power conditioned on the user's channels which requires a reasonably accurate knowledge of all the users' channels.

The MAI minimization code assignment problem resembles a QAP. However, in the conventional formulation of QAPs in [75], the cost matrix is formulated as the Hadamard product of two separable matrices denoted as the flow and distance matrix according to the historical formulation of QAPs as minimization of transportation costs. The MAI presented in Section 4.3.1 cannot be factorized to the conventional form but we can formulate our MAI minimization code assignment into a more general form of QAP as presented in [72]. To do this, the sum of the mean MAI power at each stage, $\sum_{k=0}^{B-1} \overline{\bar{I}}_{M A I}(k)$, is rewritten as a summation of the pairwise interference terms, $C_{m d n b}$ which is indexed by two pairs of users and code index: $\{m, d\},\{n, b\}, b, d, m, n=0, \ldots, B-1$. The pairwise interference, $C_{m d n b}$, on the $m^{t h}$ user using $d^{t h}$ spreading code by the $n^{\text {th }}$ user using $b^{\text {th }}$ spreading code are given as:

$$
C_{m d n b}= \begin{cases}P_{n} \tilde{I}(n, d, b), & \text { if } m<n  \tag{4.15}\\ \hat{P}_{n} \tilde{I}(n, d, b), & \text { if } m>n \\ 0, & \text { if } m=n, d=b \\ \text { N.A. } & \text { otherwise }\end{cases}
$$

where $\tilde{I}(n, d, b)=\sum_{p=0}^{S-1} R_{p} \sum_{k=0}^{B-1} \sum_{l=0}^{B-1} z_{d, b}(k, l) J_{0}\left[2 \pi(k-l) f_{D}(n) \tau\right]$.

Similarly, we can also rewrite (4.12) and (4.13) as:

$$
\begin{align*}
& C_{m d n b}=\mathbf{x}_{n}^{H} \overline{\mathbf{h}}_{d, b}^{H} \overline{\mathbf{h}}_{d, b} \mathbf{x}_{n}  \tag{4.16a}\\
& C_{m d n b}=P_{n} \sum_{p=0}^{S-1} \bar{h}_{d, b}^{2}(p) \tag{4.16b}
\end{align*}
$$

For the sake of brevity, only the mean MAI power will be explicitly used in the rest of the QAP formulation and subsequent derivations as the formulation for all three interferences are identical past this stage.

We denote a code-to-user assignment through a $B \times B$ permutation matrix, $\mathbf{U}=\left[u_{i j}\right]$ where the row index, $i$, indexes the user and the column index, $j$, indexes the spreading code. We define an assignment matrix, $\mathbf{V}=\left[v_{m d n b}\right]$, as the Kronecker product of $\mathbf{U}$ where,

$$
\mathbf{V}=\left(\begin{array}{cccc}
u_{0,0} \mathbf{U} & u_{0,1} \mathbf{U} & \ldots & u_{0, B-1} \mathbf{U}  \tag{4.17}\\
u_{1,0} \mathbf{U} & u_{1,1} \mathbf{U} & \ldots & u_{1, B-1} \mathbf{U} \\
\vdots & \vdots & \ddots & \vdots \\
u_{B-1,0} \mathbf{U} & u_{B-1,1} \mathbf{U} & \ldots & u_{B-1, B-1} \mathbf{U}
\end{array}\right)
$$

Rewriting the sum of the mean MAI power at each stage, $\sum_{k=0}^{B-1} \overline{\bar{I}}_{M A I}(k)$, as a cost function, $C(\mathbf{V})$, we get,

$$
\begin{equation*}
C(\mathbf{V})=\sum_{m, d, n, b} v_{m d n b} C_{m d n b} \tag{4.18}
\end{equation*}
$$

Correspondingly, we can write the cost matrix $\mathbf{C}=\left[C_{m d n b}\right]$ as an amalgamation of submatrices following the pattern of $\mathbf{V}$,

$$
\mathbf{C}=\left(\begin{array}{cccc}
\mathbf{C}_{0,0} & \mathbf{C}_{0,1} & \ldots & \mathbf{C}_{0, B-1}  \tag{4.19}\\
\mathbf{C}_{1,0} & \mathbf{C}_{1,1} & \ldots & \mathbf{C}_{1, B-1} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{C}_{B-1,0} & \mathbf{C}_{B-1,1} & \ldots & \mathbf{C}_{B-1, B-1}
\end{array}\right)
$$

Our aim is to determine a solution matrix from the $B$ ! possible assignment matrices which minimize the sum of the MAI power. To do so we need to solve the QAP which is an NP-complete problem [72]. We use a branch-and-bound approach to solve this problem.

### 4.4.1 Bounding Procedure

A tight lower bound to the cost function is needed for the branch-and-bound procedure [76]. Some of the tightest bounds discovered for solving QAPs are based on eigenvalues of the flow and distance matrix $[77,78]$ but these bounds cannot be used in our context since our cost matrix cannot be readily factorized into two separable matrices. Instead, we can re-formulate the minimization problem as a dual minimization problem that we can easily solve as linear assignment problems (LAP) to calculate the lower bound. Note that there are two types of action on the cost matrix that allow us to shift the cost by an identical amount.

Type 1: Addition (or subtraction) of a constant to all elements (with an applicable value) of any row or column in the cost matrix.

Type 2: Addition (or subtraction) of a constant to all elements (with an applicable value) of a submatrix row or column and the corresponding subtraction (or addition) of this constant from either another row or column of the submatrix or from the submatrix leader element, defined as the element $c_{i j}$ of the submatrix, $\mathrm{C}_{i j}$.

If the above two operations on the cost matrix are used to decrease the cost by an amount $C^{\prime}$ with the additional limitation that no element in the cost matrix can become negative in the process, then the following relationship will hold:

$$
\begin{equation*}
C^{\prime} \leq \min _{\mathbf{V}} C(\mathbf{V}) \tag{4.20}
\end{equation*}
$$

Furthermore, if the equality in (4.20) holds, then the elements within the
adjusted cost matrix that corresponds to the non-zero elements in the optimal assignment matrix V, will necessarily be zero. Therefore, the original minimization problem is transformed into the maximization of the sum of the cost decrease $C^{\prime}$ using Type 1 and Type 2 operations with the constraint that no element in the adjusted cost matrix can be negative. The following algorithm [72] can thus be used to derive a lower bound on the minimum of $C(\mathbf{V})$.

## Algorithm 1:

1. Initialize a reduction variable, $R=0$, and the number of iterations, count $=0$.
2. Process each of the submatrices, $\mathbf{C}_{i j}$, in the matrix $\mathbf{C}_{i j}$ starting from the top left hand corner, moving sequentially from left to right, top to bottom using the following steps:
(a) Add the cost of complementary element to the elements in the submatrix which have them and set the value of the complementary elements to zero. A complementary element of the element $c_{i j k l}$ is defined as the element, $c_{k l i j}$. Since any assignment involving $c_{i j k l}$ will involve $c_{k l i j}$, subtracting a constant from $c_{k l i j}$ and adding the constant to $c_{i j k l}$ will maintain the cost of all assignment.
(b) Solve the LAP represented by the submatrix using the Hungarian algorithm $[79,80]$.
(c) Add the solution cost for the LAP to the leader element in the solution matrix for the LAP to form $\mathrm{C}_{i j}^{\prime}$.
(d) Replace the submatrix $\mathbf{C}_{i j}$ with $\mathbf{C}_{i j}^{\prime}$ in $\mathbf{C}$.
3. Collect all the leader elements from $\mathbf{C}$ to form the $B \times B$ matrix,

$$
\mathbf{L}=\left(\begin{array}{cccc}
c_{0,0,0,0} & c_{0,1,0,1} & \ldots & c_{0, B-1,0, B-1}  \tag{4.21}\\
c_{1,0,1,0} & c_{1,1,1,1} & \ldots & c_{1, B-1,1, B-1} \\
\vdots & \vdots & \ddots & \vdots \\
c_{B-1,0, B-1,0} & c_{B-1,1, B-1,1} & \ldots & c_{B-1, B-1, B-1, B-1}
\end{array}\right)
$$

Apply the Hungarian algorithm to L. Add the solution cost of the algorithm to $R$. Replace $\mathbf{L}$ with the solution matrix and replace the leader elements in $\mathbf{C}$ with elements from the revised $\mathbf{L}$. Increase the iterations counter by one, or count $=$ count +1.
4. Check if the reduced costs matrix, C, satisfy a QAP assignment.
(a) If Yes, go to Step 10.
(b) If $N o$, and $R$ has increased during Step 3 go to Step 5.
(c) If $N o$, and $R$ was unchanged during Step 3 go to Step 9 .
5. Check if the revised leader matrix in Step 3 is an all-zeros matrix.
(a) If Yes, go to Step 9 .
(b) If $N o$, go to Step 6.
6. Check if the number of iterations, count exceed the maximum number of allowable iterations.
(a) If Yes, go to Step 9 .
(b) If No, go to Step 7.
7. For each non-zero element in the revised leader matrix, L, the corresponding leader elements in $\mathbf{C}$ is reduced to zero and the original value is divided by $B-1$ and added to the elements in the row of the submatrix of the leader element.
8. Sort the elements in the revised leader matrix, $\mathbf{L}$, in descending order. Repeat the algorithm from Step 2, revising the processing order of the submatrices to follow the sorted order.
9. Return $R$ as the lower bound.
10. Return $R$ as the minimum solution cost and the corresponding solution matrix.

Using the algorithm shown above, we can either get a tight lower bound on the QAP or solve the QAP exactly. However, if $B>4$, then the algorithm will usually fail to return an exact solution. Therefore, the algorithm is incorporated into a branch-and-bound procedure to effectively solve the minimization problem for $B>4$.

### 4.4.2 Branch-and-Bound Strategy

The strategy in the branch-and-bound approach to minimization is to progressively eliminate the different branches of possible solutions. We start off with a feasible solution and calculate the cost of the solution. We assign this the probationary solution $\mathbf{V}_{p}$ with an associated probationary solution cost $C_{p}$. As the first stage of the detection suffers from the most significant amount of MAI, we solve the $B$ LAPs each represented by one of the submatrices, $\mathbf{C}_{0, j}, j=$ $0,1, \ldots, B-1$, with the first row and $j^{\text {th }}$ column deleted, and choose the one with the lowest solution costs as the initial probationary solution.

Next, we perform a depth-first search seeking the true solution or eliminating a branch from consideration. We do a partial assignment by fixing the code assigned to the user with the highest Doppler spread. Each assignment of a code to a user is considered a branch and we proceed from level to level. At each level, the size of the QAP is reduced compared to the previous level and we try to solve the new QAP using Algorithm 1 in Section 4.4.1. If we are unable to solve the QAP, we will continue to reduce the size of the QAP by going


Figure 4.4: Flowchart of Branch-and-Bound Algorithm.
down another level, making another partial assignment by assigning code to the user with the highest Doppler spread among those users which have not been assigned a code. If a solution is found with a lower cost than the probationary solution cost, the new solution will become the new probationary solution. At the same time, we track the lower bound so that whenever the bound exceeds the probationary solution $\operatorname{cost} C_{p}$, the branch is eliminated as a possible solution, and a new branch can be tested with a new code assigned to the user with the highest Doppler spread. Thus, when we have visited all the possible branches, eliminating all but those which contains the probationary solution $\mathbf{V}_{p}$,
it naturally will be the solution to the QAP. The branch-and-bound algorithm is summarized as the flowchart shown in Figure 4.4.

The efficiency of the branch-and-bound approach depends on a tight bounding procedure such as Algorithm 1. A tight lower bound enables fast elimination of branches not associated with the true solution allowing the visitation of all branches to be completed quickly. Another important factor for efficient performance of the branch-and-bound approach is a good initial probationary solution. A good initial estimate of the solution cost will allow the algorithm to reject the wrong branches faster as the lower bound of the wrong branches will exceed the initial probationary solution cost quickly. The first stage of the detection, where no cancelations has been performed, will contribute the most significant amount of MAI. Hence, we first solve the $B$ LAPs each represented by one of the submatrices, $\mathbf{C}_{0, j}, j=0,1, \ldots, B-1$, with the first row and $j^{\text {th }}$ column deleted. Next, we compare the solution costs of the different LAPs and choose the one with the lowest solution costs as the initial probationary solution. The tree elaboration strategy, that is the strategy used in the searching of the branches, is another important factor in determining the speed of the optimization computation [81]. We will show in Section 4.4 .3 that due to the unique property of our MAI QAP, we can formulate a strategy to lower the computational complexity significantly.

Whenever we do a partial assignment by fixing a code assigned to a user, we need to update the original cost matrix by removing the redundant rows and columns and redistribute the costs due to the partial assignment. We take for an example of $B=3$ with the costs matrix illustrated in Figure 4.5(a). Assume that as a partial assignment, the first user is assigned the first code. Hence, $c_{0,0,0,0}$ automatically forms part of the solution and will be added to any solution cost that arises from this partial assignment. To redistribute the costs, the remaining elements in the submatrix $\mathbf{C}_{0,0}$ and their complementary costs are replaced by zeros and their combined values are added to the leader elements in the other

$$
\left[\begin{array}{ccc:ccc:ccc}
c_{0,0,0,0} & \times & \times & \times & c_{0,1,0,1} & \times & \times & \times & c_{0,2,0,2} \\
\times & c_{0,0,1,1} & c_{0,0,1,2} & c_{0,1,1,0} & \times & c_{0,1,1,2} & c_{0,2,1,0} & c_{0,0,1,1} & \times \\
\times & c_{0,0,2,1} & c_{0,0,2,2} & c_{0,1,2,0} & \times & c_{0,1,2,2} & c_{0,0,2,0} & c_{0,0,2,1} & \times \\
\hdashline \times & c_{1,0,0,1} & c_{1,0,0,2} & c_{1,1,0,0} & \times & c_{1,1,0,2} & c_{1,2,0,0} & c_{1,2,0,1} & \times \\
\hdashline c_{1,0,1,0} & \times & \times & \times & c_{1,1,1,1} & \times & \times & \times & c_{1,2,1,2} \\
\times & c_{1,0,2,1} & c_{1,0,2,2} & c_{1,1,2,0} & \times & c_{1,1,2,2} & c_{1,2,2,0} & c_{1,2,2,1} & \times \\
\hdashline \times & c_{2,0,0,1} & c_{2,0,0,2} & c_{2,1,0,0} & \times & c_{2,1,0,2} & c_{2,2,0,0} & c_{2,2,0,1} & \times \\
\hdashline \times & c_{2,0,1,1} & c_{2,0,1,2} & c_{2,1,1,0} & \times & c_{2,1,1,2} & c_{2,2,1,0} & c_{2,2,1,1} & \times \\
c_{2,0,2,0} & \times & \times & \times & c_{2,1,2,1} & \times & \times & \times & c_{2,2,2,2}
\end{array}\right]
$$

(a) Original Costs Matrix

(b) Redistribution of Costs and Cancellations

$$
\left[\begin{array}{cc:cc}
c_{1,1,1,1} & & & c_{1,2,1,2} \\
+c_{0,0,1,1} & \times & \times & +c_{0,0,1,2} \\
+c_{1,1,0,0} & & & +c_{1,2,0,0} \\
\times & c_{1,1,2,2} & c_{1,2,2,1} & \times \\
\hdashline \times & c_{2,1,1,2} & c_{2,2,1,1} & \times \\
\hdashline c_{2,1,2,1} & & & c_{2,2,2,2} \\
+c_{0,0,2,1} & \times & \times & +c_{0,0,2,2} \\
+c_{2,1,0,0} & & & \\
\hdashline & & & +c_{2,2,0,0}
\end{array}\right]
$$

(c) New Costs Matrix

Figure 4.5: Changes to Cost Matrix due to Partial Assignment
submatrices as shown in Figure 4.5(b). The redistribution of costs will ensure that the new cost matrix will reflect the true costs that are inherent in performing the partial assignment. The redundant rows and columns are then cancelled as shown in Figure 4.5(b) to give the new reduced-size costs matrix given in Figure 4.5(c). The new costs matrix is then used to solve the cost minimizations
of the remaining code-to-user assignments.

### 4.4.3 Equivalent Solutions

We define equivalent solutions of the code assignment QAP as different code-to-user assignments that result in the same minimal cost value. Unlike general QAP, the cost matrix used to minimize the MAI does not have an inherent cost for assigning a particular code to a particular user. In other words, the costs are all due to pairwise interference between different users. Also, the entry-wise or Hadamard product of any pair of code vectors of popular spreading codes like the Walsh-Hadamard codes and orthogonal Gold codes [82] are limited to a set of vectors. Hence, the cost matrix will exhibit a certain degree of periodicity which can be exploited to significantly lower the computational complexity and increase the processing speed of the optimization process. The key lies in that the periodicity of the cost matrix will result in equivalent optimization solutions. By visiting those branches containing equivalent solutions only once instead of repeatedly during the search process, the optimization process will be much faster. We formerly state the theorem:

Theorem 4.4.1 Consider a set of $B$ bipolar spreading codes of length $B$ where the Hadamard product of any two code vectors, $\boldsymbol{c}_{i}=\left[c_{0, i}, c_{1, i}, \ldots, c_{B-1, i}\right]^{T}, \boldsymbol{c}_{j}=$ $\left[c_{0, j}, c_{1, j}, \ldots, c_{B-1, j}\right]^{T}, i=0,1, \ldots, B-1, j=0,1, \ldots, B-1, i \neq j$, is limited to $a$ set of $B-1$ vectors, $X$, i.e., $\boldsymbol{c}_{i} \circ \boldsymbol{c}_{j}=\boldsymbol{x}_{k}=\left[c_{0, i} c_{0, j}, c_{1, i} c_{1, j}, \ldots, c_{B-1, i} c_{B-1, j}\right]^{T}$, $\boldsymbol{x}_{k} \in X$, where $\circ$ represents the Hadamard product, i.e.,

$$
\left[\begin{array}{c}
c_{0, i} c_{0, j}  \tag{4.22}\\
c_{1, i} c_{1, j} \\
\vdots \\
c_{B-1, i} c_{B-1, j}
\end{array}\right]=\left[\begin{array}{c}
x_{0, k} \\
x_{1, k} \\
\vdots \\
x_{B-1, k}
\end{array}\right]
$$

The corresponding QAP represented by the cost matrix, $C$, will have $B$ dif-
ferent solution assignments with the same minimum cost and each user will be assigned a different code for each of the solution assignments.

To prove Theorem 4.4.1, we make use of the following lemma:

Lemma 4.4.2 $A$ Hadamard product of any code vector $\boldsymbol{c}_{i}, i=0,1, \ldots, B-1$, with vector, $\boldsymbol{x}_{k} \in X, k=0,1, \ldots, B-1$, is a one-to-one mapping to another distinct code vector $\boldsymbol{c}_{j}, j \neq i$.

Proof Consider a particular code vector $\boldsymbol{c}_{i}$. The Hadamard product of $\boldsymbol{c}_{i}$ with each of the other $B-1$ code vectors will be a distinct vector. Since there is only $B-1$ vectors in the set $X$, for any pairs of $\boldsymbol{x}_{k}, k=0,1, \ldots, B-2$, and $\boldsymbol{c}_{i}$, $i=0,1, \ldots, B-1$, there is one and only one corresponding $\boldsymbol{c}_{j}, j \neq i$ such that $\boldsymbol{c}_{i} \circ \boldsymbol{c}_{j}=\boldsymbol{x}_{k}$. Hence, $\boldsymbol{x}_{k} \circ \boldsymbol{c}_{i}=\left(\boldsymbol{c}_{i} \circ \boldsymbol{c}_{i}\right) \circ \boldsymbol{c}_{j}$. Since for any bipolar code, $\boldsymbol{c}_{i} \circ \boldsymbol{c}_{i}$ is an all " 1 "s vector, $\boldsymbol{x}_{k} \circ \boldsymbol{c}_{i}=\boldsymbol{c}_{j}$.

Thus, the proof for Theorem 4.4.1 is as follows:

Proof Consider a solution assignment, V, to the QAP with the minimum cost of $C(\mathbf{V})=\sum_{m, d, n, b} v_{m d n b} C_{m d n b}$. If we perform a Hadamard product of each of the assigned codes with $\boldsymbol{x}_{k}$, by Lemma 4.4.2, we will have a valid new assignment, $\mathbf{V}^{\prime}$. Note that $C_{m d n b}$, for $m \neq n, b \neq d$, is a function of the Hadamard product of $\boldsymbol{c}_{b}$ and $\boldsymbol{c}_{d}$ as seen from (4.15). Since $\left(\boldsymbol{c}_{b} \circ \boldsymbol{x}_{k}\right) \circ\left(\boldsymbol{x}_{k} \circ \boldsymbol{c}_{d}\right)=\boldsymbol{c}_{b} \circ \boldsymbol{c}_{d}$, $C_{m d n b}$ remain unchanged for the new assignment. Also as $C_{n b n b}=0, C\left(\mathbf{V}^{\prime}\right)=$ $C(\mathbf{V})$. Therefore, the new assignment $\mathbf{V}^{\prime}$ is also a solution to the QAP. Since there are $B-1$ different $\boldsymbol{x}_{k}$, there are altogether $B$ solution assignments with the same minimum cost. Moreover, each user will be assigned a different code in each of the solution assignments as these assignments are obtained through the Hadamard product with distinct $\boldsymbol{x}_{k}$.

By Theorem 4.4.1, we can randomly assign the first user any code and arrive at different but equivalent solutions to the minimization problem. This simplifies the initial $B$ QAP to a $B-1$ QAP resulting in a significant reduction in
computational complexity especially for large $B$ as the number of branches to visit drops instantaneously by a factor of $B$. Moreover, the search for the initial probationary solution can be simplified by assigning the first user the first code in the code matrix as a rule. In other words, the initial probationary solution will be the solution to the linear assignment problem represented by $\mathbf{C}_{0,0}$ with the first row and column removed. Theorem 4.4.1 is also of high practical value since the required property is inherent to popular families of spreading codes such as the Walsh-Hadamard codes and orthogonal Gold codes.

### 4.4.4 Fast Code Assignment Algorithm

Theorem 4.4.1 is used to speed up the calculation of the optimal code assignment for certain spreading codes. We can reuse the theorem to perform fast code assignment by assuming that the residue interferences from successive interference cancellations are negligible, i.e. $\hat{P}_{b}=0$. Given this assumption, each partial assignment results in a new QAP with reduced dimension. If the remaining codes to be assigned after the partial assignments satisfy the requirement in Theorem 4.4.1, which they often do, we can apply the theorem repeatedly to speed up the calculation accordingly as we visit the different branches.

We demonstrate the efficiency of the proposed optimal code assignment algorithms by tracking the number of branches the algorithms need to visit to arrive at the solution at the different levels and comparing them to the number of possible branches at each level. We consider a 64-users BS-IFDMA system with 5 MHz bandwidth and centre frequency of 2.4 GHz . The FFT size is fixed at 256 , the spreading factor is, $B=16$, and the number of frequency groups is, $G=4$. The number of symbols per block for each user is, $S=64$, and each user uses QPSK constellation for an identical data rate. The channel model for each user is assumed to be the same. The frequency-selective channel model has 16 independent, equal-power taps with Rayleigh fading and the classical

Table 4.1: Mean Number of Branches Visited.

| Level | Total <br> Possible <br> Branches <br> (T) | Proposed Optimal Algorithm$\left(\rho=10^{-4}\right)$ |  | Fast Code Assignment$(\rho=0)$ |  | (B/A) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Number Visited (A) | Ratio (\%) | Number Visited (B) | Ratio (\%) |  |
|  |  |  |  |  |  |  |
| 1 | 16 | 1 | 6.250 | 1 | 6.250 | 100.0 |
| 2 | 240 | 13.63 | 5.679 | 13.58 | 5.658 | 99.63 |
| 3 | 3360 | 153.68 | 4.574 | 34.43 | 1.025 | 22.40 |
| 4 | $4.37 \times 10^{4}$ | 1465.53 | 3.355 | 307.05 | 0.703 | 20.95 |
| 5 | $5.24 \times 10^{5}$ | $1.20 \times 10^{4}$ | 2.290 | 1800.66 | 0.344 | 15.00 |
| 6 | $5.77 \times 10^{6}$ | $7.90 \times 10^{4}$ | 1.370 | 9440.32 | 0.164 | 11.95 |
| 7 | $5.77 \times 10^{7}$ | $3.21 \times 10^{5}$ | 0.556 | $2.74 \times 10^{4}$ | 0.048 | 8.559 |
| 8 | $5.19 \times 10^{8}$ | $4.81 \times 10^{5}$ | 0.093 | $3.63 \times 10^{4}$ | 0.007 | 7.539 |
| 9 | $4.15 \times 10^{9}$ | $6.10 \times 10^{4}$ | 0.001 | 4335.34 | 0.000 | 7.108 |
| 10 | $2.91 \times 10^{10}$ | 7747.40 | 0.000 | 574.36 | 0.000 | 7.414 |
| 11 | $1.74 \times 10^{11}$ | 3000.00 | 0.000 | 251.03 | 0.000 | 8.368 |
| 12 | $8.72 \times 10^{12}$ | 6029.84 | 0.000 | 480.08 | 0.000 | 7.962 |
| 13 | $3.49 \times 10^{13}$ | $1.27 \times 10^{4}$ | 0.000 | 843.99 | 0.000 | 6.620 |
| 14 | $1.05 \times 10^{14}$ | $1.52 \times 10^{4}$ | 0.000 | 756.41 | 0.000 | 4.970 |
| 15 | $2.09 \times 10^{15}$ | 0 | 0.000 | 0 | 0.000 | - |
| 16 | $2.09 \times 10^{15}$ | 0 | 0.000 | 0 | 0.000 | - |

Jakes' Doppler spread model [41]. In Table 4.1, we compare the performance of the proposed optimal algorithm in Section 4.4.3, setting the target BER level after cancellation to be $\rho=10^{-4}$ which in turn determines $\hat{P}_{b}$, against that of the proposed fast code assignment which assumes $\rho=0$. We simulate 100 sets of users with random mobility speed and report the mean number of branches visited by each algorithm in Table 4.1. The Walsh-Hadamard code is used as the spreading code. As can be seen from Table 4.1, the fast code assignment algorithm performs much more efficiently than the proposed optimal algorithm. After the second level, the ratio of the number of branches visited by the fast code assignment algorithm to that of the proposed optimal algorithm drops to less than a quarter and after the sixth level, the ratio drops to less than one-tenth. Moreover, the fast code assignment algorithm is able to obtain the same assignment solution as the proposed optimal algorithm $70 \%$ of the time as illustrated in Figure 4.6 which shows the histogram of the number of users with different codes assigned by the two algorithms. Even when the code assignments by the two algorithm differs greatly, the solution costs by either algorithms still remain


Figure 4.6: Histogram of Number of Users with Different Code Assigned by The Two Algorithms.
nearly identical.

### 4.5 Theoretical Performance Analysis

In this section, we derive the theoretical BER performance of a system employing the proposed mobility-based SIC scheme and compare it to that of a system that does not. The receiver applies a single-user linear minimum mean squared error (LMMSE) detector to the received signal of each user as given in (4.7). Using matrix notations, the LMMSE detector for the $d^{t h}$ user, $\boldsymbol{w}_{d}$ is given by

$$
\begin{equation*}
\mathbf{w}_{d}=\left(\overline{\mathbf{h}}_{d, d} \overline{\mathbf{h}}_{d, d}^{H}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right)^{-1} \overline{\mathbf{h}}_{d, d} \tag{4.23}
\end{equation*}
$$

Hence, $\mathbf{w}_{d}^{H}=\overline{\mathbf{h}}_{d, d}^{H}\left(\overline{\mathbf{h}}_{d, d}^{H} \overline{\mathbf{h}}_{d, d}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right)^{-1}$. Let $\mathbf{A}_{d, d}=\left(\overline{\mathbf{h}}_{d, d}^{H} \overline{\mathbf{h}}_{d, d}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right)^{-1}$.

Simplifying the expression, we get,

$$
\begin{align*}
\mathbf{A}_{d, d} & =\left[\left(\mathbf{U}^{H} \mathbf{F}_{d, d} \mathbf{U}\right)^{H}\left(\mathbf{U}^{H} \mathbf{F}_{d, d} \mathbf{U}\right)+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right]^{-1} \\
& =\left[\mathbf{U}^{H} \mathbf{F}_{d, d}^{H} \mathbf{U} \mathbf{U}^{H} \mathbf{F}_{d, d} \mathbf{U}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right]^{-1} \\
& =\left[\mathbf{U}^{H} \mathbf{F}_{d, d}^{2} \mathbf{U}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right]^{-1} \\
& =\left[\mathbf{U}^{H} \mathbf{G}_{d, d} \mathbf{U}\right]^{-1} \\
& =\mathbf{U}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{U} \tag{4.24}
\end{align*}
$$

where $\mathbf{U}$ is the discrete Fourier transform (DFT) matrix, $\mathbf{I}$ is the identity matrix, $\mathbf{F}_{d, d}=\operatorname{diag}\left\{f_{d, d}(0), f_{d, d}(1), \ldots, f_{d, d}(S-1)\right\}$ is a diagonal matrix with the entries given by the DFT of the first column of $\overline{\mathbf{h}}_{d, d}$ and $\mathbf{F}_{d, d}^{2}=\mathbf{F}_{d, d}^{H} \mathbf{F}_{d, d}$, and $\mathbf{G}_{d, d}=\mathbf{F}_{d, d}^{2}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}$. Let $\overline{\mathbf{h}}_{d, d}^{\{k\}}$ be the $k^{\text {th }}$ column of the matrix $\overline{\mathbf{h}}_{d, d}$ and $\overline{\mathbf{H}}_{d, d}^{\{k\}}$ be formed from the matrix $\overline{\mathbf{h}}_{d, d}$ with the $k^{\text {th }}$ column deleted. Considering the $1^{\text {st }}$ symbol of the $d^{t h}$ user, the signal-to-interference and noise ratio (SINR) after the detector is given as:

$$
\begin{align*}
\gamma_{d} & =\frac{\left|\left(\overline{\mathbf{w}}_{d, d}^{\{1,}\right)^{H} \overline{\mathbf{h}}_{d, d}^{\{1\}}\right|^{2}}{\left(\mathbf{w}_{d, d}^{\{1\}}\right)^{H}\left[\overline{\mathbf{H}}_{d, d}^{\{1\}}\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H}+\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \overline{\mathbf{h}}_{d, b}^{H}+\frac{\sigma^{2}}{P_{d}} \mathbf{I}\right] \mathbf{w}_{d, d}^{\{1\}}} \\
& =\frac{\left|\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{A}_{d, d} \overline{\mathbf{h}}_{d, d}^{\{1\}}\right|^{2}}{\left(\mathbf{w}_{d, d}^{\{1\}}\right)^{H}\left[\mathbf{A}_{d, d}^{-1}-\overline{\mathbf{h}}_{d, d}^{\{1\}}\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H}+\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \overline{\mathbf{h}}_{d, b}^{H}\right] \mathbf{w}_{d, d}^{\{1\}}} \tag{4.25}
\end{align*}
$$

Simplifying the numerator, we get,

$$
\begin{align*}
\left|\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{A}_{d, d} \overline{\mathbf{h}}_{d, d}^{\{1\}}\right|^{2} & =\left|\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{U}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{U} \overline{\mathbf{h}}_{d, d}^{\{1\}}\right|^{2} \\
& =\left|\mathbf{f}_{d, d}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{f}_{d, d}\right|^{2} \\
& =\left(\frac{1}{S} \sum_{k=0}^{S-1} \frac{f_{d, d}^{2}(k)}{f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}}\right)^{2} \tag{4.26}
\end{align*}
$$

where $\mathbf{f}_{d, d}=\left[f_{d, d}(0), f_{d, d}(1), \ldots, f_{d, d}(S-1)\right]^{T}$ is the DFT of the first column of $\overline{\mathbf{h}}_{d, d}$. Simplifying the denominator we get,

$$
\begin{align*}
& \left(\mathbf{w}_{d, d}^{\{1\}}\right)^{H}\left[\mathbf{A}_{d, d}^{-1}-\overline{\mathbf{h}}_{d, d}^{\{1\}}\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H}+\sum_{\substack{b=0 \\
b \neq d}}^{B-1} \overline{\mathbf{h}}_{d, b} \overline{\mathbf{h}}_{d, b}^{H}\right] \mathbf{w}_{d, d}^{\{1\}} \\
= & \left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{A}_{d, d} \mathbf{A}_{d, d}^{-1} \mathbf{A}_{d, d} \overline{\mathbf{h}}_{d, d}^{\{1\}}-\left(\mathbf{w}_{d, d}^{\{1\}}\right)^{H} \overline{\mathbf{h}}_{d, d}^{\{1\}}\left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{w}_{d, d}^{\{1\}} \\
& +\sum_{\substack{b=0 \\
b \neq d}}^{B-1}\left(\mathbf{w}_{d, d}^{\{1\}}\right)^{H} \overline{\mathbf{h}}_{d, b} \overline{\mathbf{h}}_{d, b}^{H} \mathbf{w}_{d, d}^{\{1\}} \\
= & \left(\overline{\mathbf{h}}_{d, d}^{\{1\}}\right)^{H} \mathbf{A}_{d, d} \overline{\mathbf{h}}_{d, d}^{\{1\}}-\left|\left(\overline{\mathbf{w}}_{d, d}^{\{1\}}\right)^{H} \overline{\mathbf{h}}_{d, d}^{\{1\}}\right|^{2}+\frac{1}{S} \sum_{\substack{b=0 \\
b \neq d}}^{B-1} \mathbf{f}_{d, d}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{F}_{d, b}^{2} \mathbf{G}_{d, d}^{-1} \mathbf{f}_{d, d} \\
= & S\left(\mathbf{f}_{d, d}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{f}_{d, d}\right)-\left|\mathbf{f}_{d, d}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{f}_{d, d}\right|^{2}+S \sum_{\substack{b=0 \\
b \neq d}}^{B-1} \mathbf{f}_{d, d}^{H} \mathbf{G}_{d, d}^{-1} \mathbf{F}_{d, b}^{2} \mathbf{G}_{d, d}^{-1} \mathbf{f}_{d, d} \\
= & \frac{1}{S^{2}}\left(\frac{\sigma^{2}}{P_{d}} \sum_{k=0}^{S-1} \frac{1}{f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}}\right)\left(\sum_{k=0}^{S-1} \frac{f_{d, d}^{2}(k)}{f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}}\right) \\
& +\frac{1}{S} \sum_{\substack{b=0 \\
b \neq d}}^{B-1}\left(\sum_{k=0}^{S-1} \frac{f_{d, d}^{2}(k) f_{d, b}^{2}(k)}{\left(f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}\right)^{2}}\right) \tag{4.27}
\end{align*}
$$

where $\mathbf{f}_{d, b}=\left[f_{d, b}(0), f_{d, b}(1), \ldots, f_{d, b}(S-1)\right]^{T}$ is the DFT of the first column of $\overline{\mathbf{h}}_{d, b}$.

Since both $\overline{\mathbf{h}}_{d, d}$ and $\mathbf{A}_{d, d}$ are cyclic matrices, the SINR for every symbol of the $d^{\text {th }}$ user are equivalent. Hence after applying the LMMSE detector to the received signal of each user, the SINR for the $d^{t h}$ user after the detector is given as:

$$
\begin{equation*}
\gamma_{d}=\frac{\alpha_{d}}{\beta_{d}}\left[1+\frac{S}{\alpha_{d} \beta_{d}} \sum_{\substack{b=0 \\ b \neq d}}^{B-1} \chi_{d, b}\right]^{-1} \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{d}=\sum_{k=0}^{S-1} \frac{f_{d, d}^{2}(k)}{f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}} \tag{4.29}
\end{equation*}
$$

$$
\begin{align*}
\beta_{d} & =\frac{\sigma^{2}}{P_{d}} \sum_{k=0}^{S-1} \frac{1}{f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}}  \tag{4.30}\\
\chi_{d, b} & =\sum_{k=0}^{S-1} \frac{f_{d, d}^{2}(k) f_{d, b}^{2}(k)}{\left(f_{d, d}^{2}(k)+\frac{\sigma^{2}}{P_{d}}\right)^{2}} \tag{4.31}
\end{align*}
$$

Note that the SINR for the case of no MAI (i.e. $\chi_{d, b}=0$ for all $b$ ) is given by $\frac{\alpha_{d}}{\beta_{d}}$.

Similarly, considering the input signal after each stage of interference cancellation [69], the SINR for the $d^{\text {th }}$ user after the LMMSE detector is given as:

$$
\begin{equation*}
\gamma_{d}=\frac{\alpha_{d}}{\beta_{d}}\left[1+\frac{S}{\alpha_{d} \beta_{d}}\left(\sum_{b=0}^{d-1} \rho_{b} \chi_{d, b}+\sum_{b=d+1}^{B-1} \chi_{d, b}\right)\right]^{-1} \tag{4.32}
\end{equation*}
$$

and $\rho_{b}=\frac{\hat{P}_{b}}{P_{b}}$.
The average bit error-rate (BER) for the individual user can then be calculated by averaging the conditional bit error probability over the SINR [83]. Thus, the BER for the $d^{\text {th }}$ user can be written as:

$$
\begin{equation*}
B E R_{d}=\int_{0}^{\infty} P_{E}(\gamma) p_{d}(\gamma) d \gamma \tag{4.33}
\end{equation*}
$$

where $P_{E}(\gamma)$ is the bit error probability conditional on the SINR, $\gamma$, and $p_{d}(\gamma)$ is the probability density function of the SINR for the $d^{\text {th }}$ user. Alternatively, by performing the integration in (4.33) by parts [84], the BER can be represented as:

$$
\begin{equation*}
B E R_{d}=-\int_{0}^{\infty} P_{E}^{\prime}(\gamma) F_{d}(\gamma) d \gamma \tag{4.34}
\end{equation*}
$$

where $P_{E}^{\prime}(\gamma)=\frac{d}{d \gamma} P_{E}(\gamma)$ and $F_{d}(\gamma)$ is the cumulative distribution function of the SINR or outage probability for the $d^{\text {th }}$ user. For QPSK, the conditional error
probability is given by:

$$
\begin{align*}
P_{E}(\gamma) & =Q(\sqrt{\gamma}) \\
& =\frac{1}{\sqrt{\pi}} \int_{\sqrt{\frac{\gamma}{2}}}^{\infty} e^{-t^{2}} \mathrm{~d} t \\
& =\frac{1}{2} \frac{1}{\sqrt{2 \pi}} \int_{\gamma}^{\infty} e^{-\frac{t}{2}} t^{-\frac{1}{2}} \mathrm{~d} t \\
& =\frac{1}{2}-\frac{1}{2} \frac{1}{\sqrt{2 \pi}} \int_{0}^{\gamma} e^{-\frac{t}{2}} t^{-\frac{1}{2}} \mathrm{~d} t \tag{4.35}
\end{align*}
$$

Hence,

$$
\begin{equation*}
P_{E}^{\prime}(\gamma)=-\frac{1}{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{\gamma}{2}} \gamma^{-\frac{1}{2}} \tag{4.36}
\end{equation*}
$$

For Rayleigh fading channels, the SINR for the $d^{\text {th }}$ user can be easily simplified from (4.28) and (4.32) as:

$$
\begin{equation*}
\gamma_{d}=\frac{X_{d}}{\sigma^{2}+Y_{d}} \tag{4.37}
\end{equation*}
$$

where $X_{d} \sim \operatorname{Exponential}\left(\bar{\gamma}_{d}\right)$ (i.e. $X_{d}$ is a random variable with exponential distribution with the mean, $\bar{\gamma}_{d}$, given by:

$$
\begin{equation*}
\bar{\gamma}_{d}=P_{d}\left\{\frac{1}{B}+\frac{2}{B^{2}} \sum_{k=1}^{B-1}(B-k) J_{0}\left[2 \pi(k) f_{D}(d) \tau\right]\right\} \tag{4.38}
\end{equation*}
$$

and $Y_{d}$ is a summation of $B-1$ independent random variables, $Y_{d, b}$, where $Y_{d, b} \sim \operatorname{Exponential}\left(\bar{\gamma}_{d, b}\right)$, with $\bar{\gamma}_{d, b}$ given by:

$$
\begin{equation*}
\bar{\gamma}_{d, b}=\lambda_{d, b} P_{b} \sum_{k=0}^{B-1} \sum_{l=0}^{B-1} z_{d, b}(k, l) J_{0}\left[2 \pi(k-l) f_{D}(b) \tau\right] \tag{4.39}
\end{equation*}
$$

where the parameter $\lambda_{d, b}$ is used to effect the change in the mean SINR when interference cancellations are used. Hence, when interference cancellations are not used, $\lambda_{d, b}=1$ for all $d, b$. When interference cancellations are used, $\lambda_{d, b}=$ 1 , for $b>d$ and $\lambda_{d, b}=\rho_{b}$, for $b<d$.

The outage probability for $\gamma_{d}$ is given by

$$
\begin{align*}
F_{d}(\gamma) & =\operatorname{Prob}\left(\gamma_{d}<\gamma\right) \\
& =\operatorname{Prob}\left(\frac{X_{d}}{\sigma^{2}+Y_{d}}<\gamma\right) \\
& =\operatorname{Prob}\left[X_{d}<\gamma\left(\sigma^{2}+Y_{d}\right)\right] \\
& =\left.\int_{0}^{\infty} \operatorname{Prob}\left[X_{d}<\gamma\left(\sigma^{2}+Y_{d}\right)\right]\right|_{Y_{d}=y} p_{y}(y) \mathrm{d} y \\
& =\int_{0}^{\infty}\left(1-e^{-\frac{\gamma\left(y+\sigma^{2}\right)}{\bar{\gamma}_{d}}}\right) p_{y}(y) \mathrm{d} y \\
& =\int_{0}^{\infty} p_{y}(y) \mathrm{d} y-e^{-\frac{\sigma^{2}}{\bar{\gamma}_{d}}} \int_{0}^{\infty} e^{-y \frac{\gamma}{\bar{\gamma}_{d}}} p_{y}(y) \mathrm{d} y \\
& =1-e^{-\frac{\sigma^{2}}{\bar{\gamma}_{d}} \gamma^{\prime}} \Psi_{Y_{d}}\left(-\frac{\gamma}{\bar{\gamma}_{d}}\right) \tag{4.40}
\end{align*}
$$

where $\Psi_{Y_{d}}(s)$ is the moment-generating function (MGF) of $Y_{d}$. Since, $Y_{d}$ is a summation of independent exponential random variables, its moment-generating function is simply the product of the MGFs of the constituent random variables. The MGF of an exponential random variable with mean $\bar{\gamma}$ is given as $\Psi(s)=(1-s \bar{\gamma})^{-1}$. Thus,

$$
\begin{align*}
\Psi_{Y_{d}}\left(-\frac{\gamma}{\bar{\gamma}_{d}}\right) & =\prod_{\substack{b=0 \\
b \neq d}}^{B-1} \Psi\left(-\frac{\gamma}{\bar{\gamma}_{d}}\right) \\
& =\prod_{\substack{b=0 \\
b \neq d}}^{B-1}\left(1+\frac{\bar{\gamma}_{d, b}}{\bar{\gamma}_{d}} \gamma\right)^{-1} \\
& =\sum_{\substack{b=0 \\
b \neq d}}^{B-1} A_{d, b}\left(1+\frac{\bar{\gamma}_{d, b}}{\bar{\gamma}_{d}} \gamma\right)^{-1} \tag{4.41}
\end{align*}
$$

where

$$
\begin{equation*}
A_{d, b}=\prod_{\substack{i=0 \\ i \neq b, d}}^{B-1} \frac{\bar{\gamma}_{d, b}}{\bar{\gamma}_{d, b}-\bar{\gamma}_{d, i}} \tag{4.42}
\end{equation*}
$$

Note that the simplification using partial fractions in the last line of (4.41) assumes the usual case of distinct $\bar{\gamma}_{d, b}$ with the associated coefficients in (4.42). For non-distinct $\bar{\gamma}_{d, b}$, the coefficients can be generalized as in [85]. Substituting
(4.36), (4.40) and (4.41) into (4.34) and simplifying, we get,

$$
B E R_{d}=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}_{d}}{2 \pi}} \sum_{\substack{b=0 \\ b \neq d}}^{B-1} \frac{A_{d, b}}{\sqrt{\bar{\gamma}_{d, b}}} \int_{0}^{\infty} e^{-u\left(\frac{\bar{\gamma}_{d}+2 \sigma^{2}}{2 \bar{\gamma}_{d, b}}\right)} u^{-\frac{1}{2}}(1+u)^{-1} \mathrm{~d} u
$$

The integral in (4.43) can be simplified using the hypergeometric function of the second kind (i.e. the Tricomi function), $U_{T}(a, b, s)$. Thus, for the case where QPSK is used as the modulation scheme and the channels are approximately Rayleigh fading, the BER for the $d^{t h}$ user can be simplified as:

$$
\begin{equation*}
B E R_{d}=\frac{1}{2}-\frac{1}{2} \sqrt{\frac{\bar{\gamma}_{d}}{2}} \sum_{\substack{b=0 \\ b \neq d}}^{B-1} \frac{A_{d, b}}{\sqrt{\bar{\gamma}_{d, b}}} U_{T}\left(\frac{1}{2}, \frac{1}{2}, \frac{\bar{\gamma}_{d}+2 \sigma^{2}}{2 \bar{\gamma}_{d, b}}\right) \tag{4.43}
\end{equation*}
$$

and $U_{T}(a, b, s)$ is the Tricomi function defined as:

$$
\begin{equation*}
U_{T}(a, b, s)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-s x} x^{a-1}(1+x)^{b-a-1} \mathrm{~d} x \tag{4.44}
\end{equation*}
$$

where $\Gamma(a)$ is the gamma function. We can evaluate the BER by using a series representation of the Tricomi function, which converges for our case, or through numerical integration. To illustrate the benefits of the proposed interference cancellation scheme, we consider a scenario where only a single user in the system is moving with the other users having negligible movement. The spreading factor, $B=16$, is used.

Like other interference limited systems, we are interested in the error floor of the BER when the noise power is insignificant or negligible. In Figure 4.7, we plot the theoretical BER and the BER error floor of the user suffering the greatest level of interference against the mobility speed of the moving user. We compared the case where no interference cancellation scheme is used with the case where interference cancellation scheme is used with two different BER levels of the moving user (i.e. $\rho=10^{-3}$ and $10^{-5}$ ). As can be expected, the BER error floors for the cases with interference cancellation are lower bounded by


Figure 4.7: Theoretical BER Error Floor.
the BER of the moving user with the bound getting tighter as the mobility of the user increased. Also, the gap between the actual BER and the error floor become wider for lower $\rho$ due to the greater cancellation accuracy. More importantly, the BER error floor are significantly higher when no interference cancellation scheme is used. Furthermore, even relatively low mobility speed of $50 \mathrm{~km} / \mathrm{h}$ can result in high error floor of $5 \times 10^{-3}$ if interference cancellation is not used. The theoretical analysis above illustrates the importance of having mobility-based interference cancellation to realize a practical operating BER level.

### 4.6 Simulation Results

### 4.6.1 Simulation System

We consider a 64-users BS-IFDMA system with 5 MHz bandwidth and centre frequency of 2.4 GHz . The FFT size is fixed at 256 , the spreading factor, $B=$ 16 , and the number of frequency groups, $G=4$. The number of symbols per block for each user, $S=64$, and the typical urban channel model [86] is used.


Figure 4.8: Cumulative Frequency of the Ratio (MAI using Code Assignment $\mathbf{V}_{M}$ : MAI using Code Assignment $\mathbf{V}_{A}$ ).

### 4.6.2 Channel Dependent Code Assignment

We have been focusing on code assignment using the channels' statistics instead of the actual transmission channels due to the difficulty of accurately estimating channels with high Doppler spread. In this section, we quantify the difference between the code assignment based on the average MAI power conditioned on the users channel in (4.13) and the code assignment based on the mean MAI power averaged over different sets of users channels in (4.14). We consider the scenario where the speeds of 16 users in a frequency group are evenly distributed from $0 \mathrm{~km} / \mathrm{h}$ to $375 \mathrm{~km} / \mathrm{h}$ with $25 \mathrm{~km} / \mathrm{h}$ separation. The code assignment, $\mathrm{V}_{M}$, based on the mean MAI power is then determined using the fast code assignment algorithm. We then simulate 250 sets of users channels with the same mobility profile and use the fast code assignment algorithm to determine the code assignment, $\mathrm{V}_{A}$, based on the average MAI power for each set of channels. We then calculate, for each set of channels, the ratio of the sum of the average MAI power using the code assignment $\mathbf{V}_{M}$ to the sum of the average MAI power using the code assignment $\mathbf{V}_{A}$. In Figure 4.8, the cumulative fre-
quency graph of the ratio is plotted. As can be seen from Figure 4.8, the relative difference between the two sums are small with $90 \%$ of the ratios falling below 1.1. Therefore, the benefit of using actual channels to perform code assignment is relatively small. In other words, we only need to estimate the users' mobility to assign the spreading codes to the users effectively. Doing so avoids the impracticality of estimating channels of high-mobility users for codes assignment before the actual data transmission.

### 4.6.3 System BER with High Mobility Users

The aim of the mobility-based interference cancellation scheme is to enable the system to include high-mobility users in it without degrading the overall system BER performance. Hence, we investigate the changes in the system BER as the system is increasingly loaded with high-mobility users. We assume that all the frequency groups in the system share the same user mobility profile and simulate the BER performance for just one of the frequency groups.

We consider three different mobility profiles: moderate-speed profile, highspeed profile and ultra high-speed profile. For each profile, the system will consist of two groups of users: stationary users and high-mobility users. The high-mobility users in the system will be assigned speeds at $5 \mathrm{~km} / \mathrm{h}$ separation in descending order starting from a top speed. The top speed is $95 \mathrm{~km} / \mathrm{h}, 175$ $\mathrm{km} / \mathrm{h}$ and $350 \mathrm{~km} / \mathrm{h}$ for the moderate-speed, high-speed and ultra high-speed profile respectively. In Figure 4.9, we plot the BER against the number of mobility users in a system using Walsh-Hadamard spreading codes and QPSK constellation with the high-speed profile. We compare the uplink BER performances of five different systems; System 1: BS-IFDMA system without interference cancellation, System 2: BS-IFDMA system with mobility-based interference cancellation and random code assignment, System 3: BS-IFDMA system with mobility-based interference cancellation and code assignment based on


Figure 4.9: BER Comparisons between Different Systems.
the mean MAI power in (4.14), System 4: BS-IFDMA system with mobilitybased interference cancellation and code assignment based on the average MAI power in (4.13) and System 5: a baseline IFDMA system used for comparison.

In Figure 4.9, the lines are the theoretical BER and the markers are the simulated BER for $E_{b} / N_{0}=16 \mathrm{~dB}$. Without mobility-based interference cancellation, the system BER increases significantly with a single high-mobility user in the system. Moreover, the mobility-based interference cancellation scheme though beneficial in improving the system BER, is unable to, by itself, prevent the BER degradation beyond the first high-mobility user. Only when coupled with the proposed code assignment does the mobility-based interference cancellation scheme manage to maintain the BER performance for up to eight high-mobility users, or half the total number of users, as evident from the performance of System 3 and 4. Also, there is no significant difference between the BER performance of System 3 and 4, which reinforces the point that actual channel knowledge is unnecessary in performing code assignment. The IFDMA system, System 5, maintains its performance as the number of high mobility users increases as expected. However, IFDMA performance is worse than that


Figure 4.10: BER Comparisons between Different Spreading Codes.
of the BS-IFDMA systems with small number of high mobility users because of the loss of frequency diversity as the same bandwidth is shared among more users in the IFDMA system than compared to the BS-IFDMA systems which allocates some of the users in the code domain, resulting in greater bandwidth for each user.

In Figure 4.10, we compare the BER performances of System 3 for the three different mobility profiles using two different spreading codes: WalshHadamard codes and Orthogonal Gold codes. The Walsh-Hadamard codes outperform the Orthogonal Gold Codes for all three mobility profiles at low number of high-mobility users as shown in Figure 4.10 because the Orthogonal Gold codes have more uniform cross-correlation profiles than the Walsh-Hadamard codes. Nevertheless, the system using Orthogonal Gold codes is able to tolerate at least four users with moderate speed of $80 \mathrm{~km} / \mathrm{h}$ to $95 \mathrm{~km} / \mathrm{h}$ without any significant performance degradation.

### 4.6.4 Operational System BER

Our theoretical analysis and simulation results show that BS-IFDMA system can be designed conscientiously to allow high-mobility users in the system without any significant performance degradation. The key is to distribute the users with ultra-high speed to different frequency groups thus limiting their number within a single frequency group. Using the above system configuration as an example, the number of users with ultra-high speed of above $200 \mathrm{~km} / \mathrm{h}$ within a frequency group should be limited to two and the number of users with high speed of above $100 \mathrm{~km} / \mathrm{h}$ should be limited to four while the total number of users with mobility greater than $20 \mathrm{~km} / \mathrm{h}$ should be kept to eight or below. Using these guidelines, we generate 1000 random users' mobility profiles and simulate the BER performance of a BS-IFDMA using the proposed cancellation scheme. We consider a convolutional coded system using QPSK and 16-QAM constellations. The code rate is $1 / 2$ and the generator polynomial [57] is used.

To quantify the effect of mobility and channel estimation on the proposed scheme, we compare the performance for three different sets of assumptions. First, we assume that the receiver has ideal estimates of the users' mobility and channel which provides the ideal performance of the proposed scheme. Second, ideal channel estimation is assumed at the base-station for the decoding of the packet while the estimated mobility of each device used in the code assignment is assumed to be uniformly distributed between $\pm 20 \%$ of the true mobility. Third, in addition to the use of estimated mobilities for code assignment as mentioned above, channel estimation is performed at the base-station using the pilot-aided interpolation technique in [38].

In Figure 4.11, we compare the BER performances of a coded BS-IFDMA system with the proposed SIC under the three different sets of assumptions. We also plot the performance of a coded BS-IFDMA system without SIC under the ideal channel estimation assumption for comparison. We also simulate the performances of a coded IFDMA system with the same set of users under


Figure 4.11: BER Performance of Coded BS-IFDMA System
ideal and practical channel estimation assumptions for comparison. The BER performances for two different constellations: QPSK and 16-QAM are plotted in Figure 4.11(a) and Figure 4.11(b) respectively. The BER of the BS-IFDMA
system without SIC hits a high error floor as expected from our analysis. The performance degradation of the BS-IFDMA system with the proposed SIC due to non-ideal mobility estimation is minimal for both QPSK and 16-QAM. This is within our expectation as the pairwise interference shown in Figure 4.1 shows distinct limiting upperbound for each pair of codes. The interference is almost constant beyond a certain mobility and hence an accurate estimation in the region of high mobility is not required. On the other hand, at low mobility, the difference in the interference are small enough that a non-ideal assignment does not degrade the overall performance significantly. Also, the performance degradation due to channel estimation is within 0.5 dB for both QPSK and 16-QAM systems. The BS-IFDMA system with SIC also outperforms the IFDMA system due to the gain in frequency diversity as mentioned above and the ability of the proposed cancellation scheme to limit the MAI in the system.

### 4.7 Chapter Summary

In this chapter, a BS-IFDMA system using the principle of TLS-CDMA is considered to achieve a frequency reuse factor of 1 by using cell-specific spreading code to efficiently suppress OCI in a multi-cells environment. We introduced a novel multiple access interference cancellation scheme based on users' mobility and demonstrated, through theoretical analysis and simulations, the ability of the proposed scheme to incorporate high mobility users with speed up to 375 $\mathrm{km} / \mathrm{h}$ in BS-IFDMA system with no performance degradation. To maximize the benefits of the proposed mobility-based interference cancellation scheme, we optimize the spreading codes assignment to the users in the system. The optimization problem is formulated as a quadratic assignment problem for minimizing the interference in the system through an optimal code-to-user assignment. We proposed a computationally efficient algorithm that solves the NP-hard assignment problem faster by a factor equal to five times the number of users in the
system. With proper codes assignment, half of the users in BS-IFDMA system can have high mobility without causing any system performance degradation. The proposed scheme can be used for any block spread systems with or without an additional layer of frequency division multiple access but the use of IFDMA does allow for the distribution of users with very high mobility to different frequency groups and thus limits the severe interference caused by them within any single frequency group.

## Chapter 5

## Summary

In this chapter, we provide a summary of the contributions in the thesis along with suggestions of some possible future works on the topics covered in the thesis. We have analyzed the performance of the coded MIMO-IFDMA system and proposed an iterative soft QRD-M algorithm to maximize the diversity performance of coded MIMO-IFDMA system with various numerical configurations of transmit and receive antennas. Going forward, it will be worthwhile to investigate the trade-off between computational complexity and performance of the proposed algorithm by limiting the number of channel variables considered in each stage of the LLR calculations. We have also proposed a novel transmit diversity scheme for coded MIMO-IFDMA system which achieves the same order of diversity gain as the number of transmit antennas used. Channel estimation for the different antennas can be performed by using orthogonal pilots. However, given the limited number of sequences with good cross-correlation properties, future research effort can be directed to investigate the joint estimation for the channels of different antennas. Our proposed successive MAI cancellation scheme for BS-IFDMA system has been shown to be effective in maintaining performance when the system is loaded with high mobility users through the proposed optimal code assignment. Further research can be in the direction of using more sophisticated cancellation schemes like parallel cancellations or iterative cancellations with corresponding optimal code assignments to enhance the performance.

### 5.1 Summary of Thesis Contributions

In Chapter 2, the signal model of a coded MIMO-IFDMA system is formulated in the time domain using matrix form that typifies the signal model of conventional multiple input and multiple output communications. Using this formulation, the coded MIMO-IFDMA system can be viewed as a system with a complex-field code serially concentrated with an outer error-correcting code. Thus, the principles of iterative turbo decoding is applied, resulting in a proposed iterative detection and decoding algorithm for coded MIMO-IFDMA systems. The proposed algorithm incorporates a low-complexity soft decision QRDM detector in place of the APP detector. Since it has a generalized form, a common shared hardware platform can be used to enable real-time switching between operation for single transmit antenna and multiple transmit antennas operations. We also conducted a performance analysis on the BER performance of IFDMA system using the time domain model, establishing the link between the theoretical performance with the distribution of the channel profile. We show that it is possible to achieve the maximum channel diversity order either through the use of frequency hopping or block spreading. Frequency hopping is simpler to implement than block spreading but block spreading has the additional benefit of lower inter-cell interferences and can achieve better performance with the simple FDE. Through simulations, we show that the proposed iterative algorithm is able to improve the BER performance significantly using a small number of iterations. Moreover, the iterative algorithm has been shown to be particularly useful in improving the BER performance of the system with larger channel diversity order. The simulated performance has also been shown to match the matched filter lower bound performance at high SNR.

In Chapter 3, we introduce a novel transmit diversity scheme for coded IFDMA system which, like the CDD scheme, preserves the low PAPR property of IFDMA signal and can be easily adapted for different numerical configurations of transmit antennas. The proposed ASD scheme has a guaranteed
diversity gain factor equal to the number of transmit antennas and can be used in conjunction with the CDD scheme in various configurations to suit the requirements of different systems. Both our theoretical analysis and simulation results show that the proposed ASD scheme outperforms the CDD scheme when the number of transmit antennas increases beyond the diversity gain limit of the CDD scheme. We also demonstrate the benefits of combining the proposed ASD scheme with the CDD scheme through theoretical analysis and simulations, with a design specification for the combination.

In Chapter 4, a BS-IFDMA system using the principle of TLS-CDMA is considered to achieve a frequency reuse factor of 1 by using cell-specific spreading code to efficiently suppress OCI in a multi-cells environment. We derive the multiple access interference (MAI) in BS-IFDMA system under time-varying channel and introduce a novel MAI cancellation scheme based on the users' mobilities. The proposed scheme first distribute the high mobility users evenly across the different frequency groups so that the multiple access interference within each group is limited. A simple successive MAI cancellation algorithm is then applied within each frequency group. We demonstrate, through theoretical analysis and simulations, the ability of the proposed scheme to incorporate high mobility users with speed of up to $375 \mathrm{~km} / \mathrm{h}$ in BS-IFDMA system with no performance degradation. To maximize the benefits of the proposed mobilitybased interference cancellation scheme, we optimize the spreading codes assignment to the users in the system. The optimization problem is formulated as a quadratic assignment problem for minimizing the interference in the system through an optimal code-to-user assignment. We proposed a computationally efficient algorithm that solves the NP-hard assignment problem faster by a factor of five times the number of users in the system. With proper codes assignment, half of the users in BS-IFDMA system can have high mobility without causing any system performance degradation.

### 5.2 Future Works

In Chapter 2, we introduced a low-complexity soft decision QRD-M detector as an implementable alternative to the computationally complex APP detector. We also show that the $\mathbf{R}$ matrix after the QR decomposition is based on the autocorrelation of the channel impulse response. Thus, it is possible to design a real-time adaptation of the soft decision QRD-M detector so that the LLR computation is limited to the strongest few contributors in the $\mathbf{R}$ matrix. This will reduce the computation requirement significantly. However, the theoretical optimum rules to minimize the computational complexity without sacrificing too much of the diversity performance are not straight forward. Considerable future research effort is needed to achieve the optimal trade-off between complexity and performance.

In Chapter 3, we proposed the ASD scheme for coded MIMO-IFDMA system. Compared to existing transmit diversity scheme for IFDMA system such as STBC, SFBC and FSTD, the proposed ASD scheme retains the low PAPR property of IFDMA signals and can be easily extended to more than two transmit antennas with no constraints on the number of IFDMA symbols transmitted. However, like all the existing schemes mentioned above, explicit channel estimation for the ASD scheme need to be performed at the receiver. This is unlike the CDD scheme which is transparent to the receiver. The channel estimation can be performed by transmitting orthogonal pilots for the different antennas. However, there are limited number of sequences with good cross-correlation properties available. Therefore, future research effort can be directed to investigate the joint estimation of the channels for different antennas for the proposed ASD scheme.

In Chapter 4, a MAI cancellation scheme is proposed where high mobility users are evenly distribute across the different frequency groups to limit the MAI within each group and a simple successive MAI cancellation algorithm is applied within each group. There are limits to the performance of the proposed
scheme in terms of the total tolerable number of high mobility users within the system and the distribution of mobility profile of those users. More sophisticated cancellation schemes such as parallel cancellations or iterative cancellations with correspondingly optimal code assignments can be investigated for future research to enhance the performance while balancing the required signal processing complexity at the receiver.
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