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Summary

Summary

Robots are expected to participate in and learn from intuitive, long term interaction

with humans, and be safely deployed in myriad social applications ranging from el-

derly care, entertainment to education. They are also envisioned to collaborate and

co-work with human beings in the foreseeable future for productivity, service, and

operations with guaranteed quality. In all of these applications, robots which are stiff

and tightly controlled in position will face problems such as saturation, instability,

and physical failure, when they interact with unknown environments.

While impedance control is acknowledged to be a promising method for robots

interacting with unknown environments, one critical problem is the impedance con-

trol design considering that the robot dynamics are typically poor-modeled. In the

first part of this thesis, learning impedance control is proposed to cope with this

problem. By employing the linear-in-parameters property, a learning mechanism is

proposed which requires the knowledge of the robot structure. By employing the

boundedness property, the proposed learning mechanism is further developed such

that the knowledge of the robot structure is not required. It is illustrated that if the

bounds of the robot dynamics are known, the learning process can be avoided but

the high-gain scheme must be adopted which may cause chattering. At the end of

the first part, neural networks are utilized such that neither the linear-in-parameters
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Summary

property nor the boundedness property is required and model-free impedance control

design is achieved.

Given a desired impedance model, the robot dynamics can be controlled to follow

it by the methods developed in the first part of this thesis. But how to obtain a

desired impedance model is yet to be answered in the sense that the environments

are typically unknown and dynamically changing. This problem will be discussed in

the second part of this thesis, and impedance learning and trajectory adaptation will

be investigated. When human beings interact with an unknown environment, they

have a skill to adjust their limb impedance to achieve some objective by evaluating

the feedback information from the environment. It is possible to apply this learning

skill to robot control. In specific, suppose that the robot dynamics are governed

by an impedance model, its parameters can be adjusted such that a certain cost

function is reduced iteratively. Besides impedance learning, trajectory adaptation is

another human skill which can be realized by robot control. In a typical human-

robot collaboration application, the robot under impedance control is guaranteed to

be compliant to the force exerted by the human partner. In this way, the robot

passively follows the motion of its human partner. Nevertheless, as the robot refines

its motion according to the force exerted by the human partner, it will act as a load

when the human partner intents to change the motion. Trajectory adaptation will

be developed to resolve this problem such that zero force regulation can be achieved

by updating the virtual desired trajectory of the robot. As a result, the human

partner will consume much less energy to move the robot and efficient human-robot

collaboration is realized.
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Chapter 1

Introduction

This chapter presents the background and motivation for conducting the research

on intelligent control of robots interacting with unknown environments. Impedance

control design, impedance learning, and trajectory adaptation will be respectively

introduced. Related works, research objectives, and highlighted contributions will be

discussed. The outline of the rest thesis is also presented.

1.1 Background and Motivation

With growing research interest in robotic application fields such as elderly care, health

care, entertainment, etc., robots are expected to work in complex and unknown so-

cial environments [1, 2]. Social robots are fundamentally different from conventional

industrial robots, in the sense that industrial robots require high accuracy and high

repeatability whereas social robots focus on safety issues and social interaction with

human beings. Furthermore, most industrial robots are preprogrammed to work in a

fixed environment. In other words, industrial robots cannot operate properly or even
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fail to operate if the perceived environment is undefined. In contrast to industrial

robots, we perceive social robots as intelligent agents which can communicate and in-

teract among themselves, with human, and the environment in a safe and comfortable

manner [3]. Social robots should not be simply autonomous intelligent machines with

predefined function and fixed ability. They must also be able to understand, learn,

and adapt to human and environment throughout its lifetime in sociology, physiology,

and psychology aspects [4]. There are many challenging fundamental problems yet

to be solved, of which physical robot-environment interaction is one and it is focused

on in this thesis.

Interaction control of robots has been investigated for more than three decades

and it still attracts a lot of researchers’ attention, due to more complex environments

that the robots work in and intelligence of a higher level that people expect from the

robots. For the safe and compliant interaction, the application of a conventional robot

which is stiff and tightly controlled in position will face lots of challenges. Satura-

tion, instability, and physical failure are the consequences of this type of interaction.

Therefore, the interaction force must be accommodated rather than resisted [5]. In

the literature, there are two approaches for assuring compliant motion of robots in-

teracting with environments. The first is hybrid position/force control which aims

at controlling force and position in a nonconflicting way [6, 7]. Under hybrid posi-

tion/force control, force control is designed so that rapid rise time of force, low or

zero force overshoot, and good rejection of external force disturbance can be achieved

[8, 9, 10, 11, 12]. However, the same force controller typically exhibits a sluggish re-

sponse in contact with softer environments, and goes unstable in contact with stiffer

environments [9]. It does not even discuss the interaction stability which is dependent

on both the dynamics of the robot and environment. The other approach is impedance
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control which aims at developing a relationship between the contact force and posi-

tion [13]. If the environment is passive, then imposing a passive impedance model

to a robot will guarantee the stability of the coupled robot-environment interaction

system [14]. The passivity assumption is applicable to a large set of environments

and thus many results have been obtained under the passivity assumption, such as

[15, 16, 17, 18, 19, 20, 21, 22, 23].

1.2 Impedance Control Design

To impose the desired impedance model on the robot, the direct approach is to

design low-impedance (small inertia/mass, damping and stiffness) hardware. How-

ever, intrinsically low-impedance hardware can be difficult to create, particularly with

complex geometries and large force or power outputs [24]. An alternative approach is

impedance control design. Two design methods have been extensively discussed in the

literature, i.e., position-based and torque-based. Because most of off-the-shelf motor

control systems include position mode and velocity mode, position-based impedance

control is preferred in practical implementations. Position-based impedance control

includes two loops, where the output of the outer loop is the virtual desired trajec-

tory of the inner loop and the objective of the inner loop is position tracking. This

two-loop framework is shown in Fig. 1.1. Although the position-based method offers

the advantage of a certain implementation simplicity, its performance is dependant on

the quality of the inner position control loop and suffers from an inability to provide

a very “soft” impedance (small inertia/mass, damping and stiffness) [25]. Therefore,

the torque-based method draws much attention of control researchers.
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Fig. 1.1: Position-based impedance control

In the regard that the robot dynamics are typically poorly modeled and the uncer-

tainties exist, it is essential to develop adaptive and learning methods for impedance

control design. In the literature, many works have been carried out on adaptive

impedance control [26]. In [27], model reference adaptive impedance control is pro-

posed which is motivated by the model reference adaptive position control in [28]. In

[29], two adaptive impedance control methods are developed and details about how to

deal with the force measurement noise are discussed in [30] and [31]. In [32], adaptive

impedance control is developed for flexible robot arms with parametric uncertainties.

As in most adaptive control methods including [27, 29, 32], the regressor introduced

in [28] is needed and thus the robot structure is required to be known for the control

design. In [33], function approximation technique is employed to approximate un-

known and uncertain robot dynamics, and regressor-free adaptive impedance control

is developed. Other methods that do not require the robot structure can be found in

[34, 35, 36, 37]. In parallel with adaptive control, there has been substantial research

effort in iterative learning control [38]. The idea behind learning control is that the

knowledge obtained from the previous trial is used to improve the control input for

the next trial. It has been generally acknowledged that such an ability to improve

performance by repeating a task is an important control strategy of the human being

[39]. Despite this situation, there are few works on learning impedance control of
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robots. In [40] and [41], two different iterative learning control schemes are proposed

for impedance control of robots. Different from that in [40], the target impedance

model in [41] unifies two phases of contact and non-contact, which avoids the switch

between two phases and is thus preferred in practical implementations. However, to

guarantee the results given in [41], control parameters are required to satisfy some

conditions that are inconvenient to verify.

Based on the above discussion and to push the boundary of academic results fur-

ther, we develop iterative learning impedance control for physical robot-environment

interaction. In the first step, a straightforward framework will be proposed, which is

proven to make it possible to extend existing methods in position control to impedance

control. Based on this framework and Linear-In-parameters (LIP) property, learn-

ing impedance control will be developed and it requires the knowledge of the robot

structure. This is similar to that in [27, 29, 32] where the regressor is used. Based

on the boundedness property, learning impedance control which requires neither the

robot structure nor the physical parameters is developed. As to be further discussed,

if the bounds of the robot dynamics are known, the learning process is avoided while

the high-gain scheme can be adopted. Although the above method is model-free and

provides the design simplicity, it is found that there is chattering when the defined

impedance error becomes very small. This is due to the utilization of the sign func-

tion, which is discontinuous and expected to be avoided. Therefore, Neural Networks

(NN) are employed to approximate unknown robot dynamics and resolve the problem

mentioned above. It will be shown that the proposed methods guarantee compliant

motion when a robot arm interacts with unknown environments and smooth transi-

tion between contact-free and contact phases.
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1.3 Impedance Learning

While impedance control is employed to regulate the dynamic behavior at the inter-

action point when the robot interacts with unknown environments, how to obtain the

critical values of the desired impedance model is still an open problem due to the

extreme difficulty of environment modeling [42, 43, 44, 45, 46, 47, 48]. Instead of es-

timating the environment parameters as in [49, 50], human beings adapt to unknown

environments through repetitive learning. For example, when a person opens a door,

he/she may fail at the beginning because he/she does not have the knowledge of this

door, e.g., mass, inertia, friction at the hinge, etc. After he/she “tries” to open the

door for several times, he/she is able to open the door to a desired position with the

least effort. During the process of opening a door, this person learns a “best” set of

impedance parameters of his/her limb in the sense that the target position is achieved

and the control effort is minimized.

It is possible to apply human beings’ learning skill discussed above to robot control

[51, 52, 53]. Specifically, the robot dynamics can be governed by a target impedance

model with impedance control. Then, in a similar way as human beings adjust their

limb impedance, parameters of the target impedance model are adjusted through

learning based on a certain criteria. This kind of learning schemes has been devel-

oped in many research studies. In [54], associative search network learning is applied

to a wall-following task. In [55], a method to regulate the impedance parameters

through learning of NN is proposed. However, as discussed in [56], artificial NN tech-

niques need an expensive data preprocessing for training examples in order to learn.

Instead, reinforcement learning is based on the trial-and-error method [57], which is

more similar to the way of human learning. In [58], an equilibrium point control
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model is employed, and the stiffness matrix is updated according to different applica-

tion requirements using natural actor-critic algorithm. The basic idea in [58] is to find

actions in an environment so as to maximize some notion of cumulative reward. How-

ever, the reinforcement learning methods are limited in high-dimension applications.

Generally a “good” action has to be found in an extremely wide variety of candi-

dates, so the computation complexity is a problem. In [59], a high-speed insertion

problem is investigated and an internal-model-based learning scheme is developed.

This method has a simple formulation but it is limited to a simple application. In

this thesis, we will develop a learning method to adjust the stiffness and damping

matrices simultaneously by employing gradient-following and betterment schemes. It

will be shown to have a straightforward formulation and be feasible for a general

class of applications. As such the desired parameters of the impedance model can

be obtained and a desired interaction behavior can be achieved despite unknown and

dynamically changing environments.

1.4 Trajectory Adaptation

After the desired impedance parameters are obtained, the last question is how to

determine the rest position in a target impedance model. We try to give an answer

by considering a typical human-robot collaboration scenario in the last part of this

thesis. In human-robot collaboration, the rest position is designed so that the robot

with this target impedance model is able to “actively” collaborate with its human

partner. By employing impedance control, a robot is controlled to be compliant to

the force exerted by the human partner. In this way, the robot passively follows

the motion of its human partner, and human-robot collaboration becomes possible

7



1.4 Trajectory Adaptation

[60, 61, 62]. Nevertheless, as the robot refines its motion according to the force

exerted by the human partner, it will act as a load when the human partner intents

to change the motion [63].

To cope with the above problem, a natural choice is to make the robot under-

stand and observe the human partner’s motion intention [64]. As a matter of fact,

understanding the motion intention of the other party is essential in human-human

collaboration [65, 66]. Both parties in human-human collaboration usually keep com-

municating with each other through kinds of medias. In a typical physical human-

robot collaboration, force and position sensors are available and they represent the

communication medias between a robot arm and a human limb. There has been much

effort made to investigate how to estimate the motion intention of the human partner

from available sensory information [67, 68]. In [69], the motion characteristics of the

human limb is investigated. It is utilized and applied to generate a point-to-point

cooperative movement in [70]. In [71], under the assumption that the momentum is

preserved during an interaction task, the motion intention of the human partner is

represented by the change of the interaction force, which is estimated by the change

of the control effort. Under this scheme, if the magnitude of the filtered-control-force

vector exceeds a defined threshold for a defined continuous duration, the impedance

control mode is switched to the interactive control mode, in which the estimated mo-

tion intention is integrated. The above illustration indicates that there is an inherent

delay from the intention estimation to the beginning of the interactive control mode.

In [72], the motion intention state is deemed as a stochastic process and it is estimated

by employing the Hidden Markov Model (HMM). In this method, parameters of the

human limb model are estimated online, and two intention states (active and passive)

are defined to indicate that the human partner leads and follows, respectively. In [73],
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a crane robot is designed to aid the walking of the elderly and handicapped, and the

user’s intentional walking direction is estimated using the Kalman filter. However,

human motion intention is typically a time-varying trajectory, which cannot be repre-

sented by only several states as in [72] or motion directions as in [73]. In this regard,

we employ the human limb model as in [45, 46], and define the desired trajectory

in this model as the motion intention of the human partner in this thesis. Related

work can be found in [74], in which the desired trajectory in the human limb model is

calculated with unknown parameters of the human limb as design parameters. Con-

sidering nonlinear and time-varying properties of the human limb model, we estimate

the desired trajectory in this model based on NN, which are acknowledged to possess

excellent universal approximation ability [75]. Interaction force, position, and veloc-

ity at the interaction port are used as the inputs of the developed NN. An updating

law is developed to online adjust the NN weights, so that the estimation accuracy is

guaranteed even when human motion intention changes. Thereafter, the estimated

motion intention is integrated into impedance control as the rest position of a given

target impedance model. As a result, the robot “actively” moves towards its human

partner’s intended position rather than “passively” complies to the interaction force,

and the collaboration efficiency is increased.

As discussed above, the human partner and the robot are considered to be two

subsystems and the performance of the whole coupled collaboration system has not

been analyzed. In this regard, force control and impedance control with adaptive rest

position can be another choice for human-robot collaboration. More importantly,

the environment dynamics have been taken into account under the framework of

force control and impedance control, and subsequently, the performance of the whole

coupled system can be evaluated. By employing force control, the robot will move
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along a trajectory to make the interaction force between the human partner and the

robot track a zero force, and this will indirectly make the robot’s motion synchronize

with the human partner’s [76]. However, the robustness of force control is ques-

tionable considering that the dynamics of the human limb are highly nonlinear and

subject-dependent. By adopting force control, there also exist switchings between free

motion and constrained motion phases, which causes problems such as bouncing [77].

Impedance control is proved by previous studies and illustrated in the above to be able

to provide better robustness and avoid phase switching. However, as the interaction

force is indirectly controlled with impedance control, zero interaction force and thus

efficient human-robot collaboration cannot be achieved in a straightforward way. To

deal with this issue, much effort has been made to achieve force regulation under the

framework of impedance control [78, 79, 80, 81, 82]. In [78], two adaptive schemes are

proposed to achieve force regulation by adjusting the rest position in the impedance

model. In [80], an impedance model with zero stiffness is adopted, and the force

error is eliminated by an adaptive scheme subject to uncertainty and little knowledge

of both robot and environment dynamics. Instead of adjusting the rest position in

the impedance model, the stiffness parameter in the impedance model is adjusted to

achieve a small force regulation error in [81]. In the above works, the environment is

described by a damping-stiffness model where the rest position is a constant. Never-

theless, in the case of the human-robot collaboration, where the human limb is the

environment to the robot arm, its dynamics cannot be simply described by such a

model with a constant rest position. Instead, the human limb dynamics are usually

described by a general mass-damping-stiffness model as mentioned above [45, 46],

with the desired trajectory (instead of the rest position) planned in the Central Ner-

vous System (CNS). This desired trajectory is generally time-varying and uncertain

due to the modeling error and external disturbance. In the last part of this thesis,
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we employ impedance control and develop force regulation control to achieve human-

robot collaboration, subject to uncertain human limb dynamics. Adaptive control

is proposed to deal with the point-to-point movement, and learning control and NN

control are developed to generate periodic and non-periodic trajectories, respectively.

The stability and tracking performance of the whole coupled system are discussed

through the rigorous analysis.

1.5 Contribution and Thesis Organization

In summary, intelligent control is developed for robots which interact with unknown

environments in this thesis. Three problems will be respectively resolved, i.e., impedance

control design, impedance learning, and trajectory adaptation. Based on the discus-

sion in the above sections, we highlight the main contributions of this thesis as follows:

(i) Iterative learning impedance control is proposed to guarantee the robot dy-

namics governed by a target impedance model. An auxiliary impedance error

is defined to make it possible to extend existing methods in position control to

impedance control. Based on the LIP property, learning control is developed

which requires the knowledge of robot structure. The boundedness property is

considered so that the knowledge of the robot structure is not required. NN

method is further developed so that neither the LIP property nor the bounded-

ness property is not needed and thus the corresponding problems are avoided.

(ii) The environment is described as a time-varying system in the state-space form,

and impedance learning is proposed to iteratively adjust the impedance parame-

ters of the robot arm. As a result, the target impedance model which guarantees
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the desired interaction behavior is obtained despite unknown and dynamically

changing environments.

(iii) The motion intention of the human partner is defined as the desired trajectory

in the human limb model. It is online estimated and integrated into impedance

control, so that the robot “actively” moves towards its human partner’s intended

position. Human limb dynamics are taken into consideration in the system

performance analysis, and it is rigorously proved that zero force regulation is

guaranteed subject to uncertain human limb dynamics. Adaptive control is

proposed to deal with the point-to-point movement, and learning control and

NN control are developed to generate periodic and non-periodic trajectories,

respectively.

The rest of this thesis is organized as follows. In Chapter 2, the proposed learning

impedance control is introduced, the rigorous analysis of the control performance is

presented, and the extensive simulation studies are carried out to verify the validity

of the proposed method. In Chapter 3, NN are employed to approximate unknown

and uncertain robot dynamics, so that neither the LIP property nor the boundedness

property in Chapter 2 is needed. As impedance control is guaranteed by the methods

in Chapters 2 and 3, impedance learning and trajectory adaptation are respectively

discussed in Chapters 4 and 5-6. In Chapter 4, gradient following and betterment

scheme are adopted to develop impedance learning so that the robot is able to adjust

its stiffness and damping parameters through iterative learning. Simulation and ex-

periment studies are carried out to show the effectiveness of the proposed method. In

Chapter 5, human motion intention is estimated and integrated to impedance control,

so that the robot is able to “actively” collaborate with its human partner. In Chapter

6, by taking the human limb dynamics into account, it is rigorously proved that the
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proposed trajectory adaptation makes the interaction force go to zero. Simulation

and experiment results are also presented in Chapters 5 and 6 to show that the effi-

cient human-robot collaboration is achieved with the proposed methods. This thesis

is concluded in Chapter 7, where the achievement and future work are discussed.
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Impedance Control Design
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Chapter 2

Learning Impedance Control

In this chapter, a learning control framework is proposed which guarantees that

the robot dynamics follow a target impedance model. In particular, an auxiliary

impedance error is defined which makes it possible to extend existing methods in po-

sition control to impedance control. The performance and robustness of the proposed

learning impedance control are discussed in details through the rigorous analysis. The

validity of the proposed method is verified by simulation studies.

The rest of this chapter is organized as follows. In Section 2.1, the robot kine-

matics and dynamics are presented, and the control objective of impedance control

is introduced. In Section 2.2, learning impedance control based on the LIP property

is introduced and the rigorous proof follows immediately. In Section 2.3, learning

impedance control based on the boundedness property is developed with further dis-

cussion. In Section 2.4, intensive simulation studies are used to show the validity and

effectiveness of the proposed method. Concluding remarks are given in Section 2.5.
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2.1 Problem Statement

We consider a system in which a rigid robot arm is physically interacting with un-

known environments. In what follows, the coordinates of the robot arm are expressed

relative to a common reference frame unless otherwise stated. Besides, the dependence

of the system parameters and signals in time is implied unless otherwise specified.

2.1.1 Robot Kinematics and Dynamics

The robot kinematics are given by

x(t) = φ(q), (2.1)

where φ, x(t), q ∈ R
n, and n are forward kinematics, positions/orientations in the

Cartesian space (operational space), joint coordinates, and number of Degrees-Of-

the-Freedom (DOF), respectively.

Differentiating (2.1) with respect to time results in

ẋ(t) = J(q)q̇, (2.2)

where J(q) ∈ R
n×n is the Jacobian matrix which is assumed to be nonsingular in a

finite work space.

Further differentiating (2.2) with respect to time results in

ẍ(t) = J̇(q)q̇ + J(q)q̈. (2.3)
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(2.1)-(2.3) represent the kinematic constraints of the robot.

The robot dynamics are described as

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ − τe, (2.4)

where M(q) ∈ R
n×n is the symmetric bounded positive definite inertia matrix;

C(q, q̇)q̇ ∈ R
n denotes the Coriolis and Centrifugal force; G(q) ∈ R

n is the gravi-

tational force; τ ∈ R
n is the vector of control input; and τe ∈ R

n denotes the vector of

constraint force exerted by the environment, which is 0 when there is no interaction

between the robot and environment.

Property 1. [83] Matrix M(q) is symmetric and positive definite.

Property 2. [83] Matrix 2C(q, q̇) − Ṁ(q) is a skew-symmetric matrix.

Property 3. [83] M(q), C(q, q̇), and G(q) are linear in terms of a suitable selected

set of physical parameters of the robot, i.e.,

M(q)q̈ + C(q, q̇)q̇ +G(q) = Y (q̈, q̇, q)θ, (2.5)

where θ ∈ R
nθ is a vector of physical parameters of the robot; nθ is a positive integer

denoting the number of these parameters; and Y (q̈, q̇, q) ∈ R
n×nθ is the regression

matrix which is independent of physical parameters.

Remark 1. The above property is the LIP property which is employed in many adap-

tive control designs for position control of the robot [28, 84, 85, 86].

Property 4. [87] ‖M(q)‖ ≤ kM , ‖C(q, q̇)‖ ≤ kC‖q̇‖, and ‖G(q)‖ ≤ kG, where

kM , kC, and kG are unknown positive scalars, and ‖ ∗ ‖ denotes any norm of ∗.
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Remark 2. It is shown in [88] that not all robots possess the above property. In

particular, the class of serial robots with bounded inertia matrix is referred to as class

BD and it includes the robots with all revolute joints and the robots with all prismatic

joints. The complete description of the BD robots can be found in [88]. In this regard,

the method that is developed based on the above property will not be valid for the robots

out of the BD class.

Since there are many tasks that are defined in the operational space, it is neces-

sary to transfer the above dynamics in (2.6) to the operational space in these tasks.

Considering the kinematic constraints in (2.1)-(2.3) and dynamics in (2.6), we obtain

the robot dynamics in the operational space as below

MR(q)ẍ+ CR(q, q̇)ẋ+GR(q) = u− f, (2.6)

where

MR(q) = J−T (q)M(q)J−1(q),

CR(q, q̇) = J−T (q)(C(q, q̇) −M(q)J−1(q)J̇(q))J−1(q),

GR(q) = J−T (q)G(q),

u = J−T (q)τ,

f = J−T (q)τe. (2.7)

Remark 3. In this chapter and Chapter 3, the impedance control design is only

discussed in the joint space. It can be similarly developed in the Cartesian space based

on the transformation as mentioned above.
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2.1.2 Control Objective

As discussed in Chapter 1, impedance control can be employed for a robot interact-

ing with unknown environments. The stability of the coupled interaction system is

guaranteed if the environments are passive.

Suppose that there is a desired impedance model given in the joint space

Mdë+ Cdė+Gde = −τe, (2.8)

where e = q−q0 with q0 as the rest position of the robot, and Md, Cd, and Gd are the

desired inertia, damping and stiffness matrices, respectively. The selection of Md, Cd,

and Gd depends on different applications for different objectives. For example, in the

grinding task, to smooth the surface down to the commanded trajectory, we usually

require a large stiffness value in the direction perpendicular to the work surface with

a small stiffness value in the direction along the surface.

Remark 4. The desired impedance model (2.8) specifies a desired dynamic relation-

ship between the position error and the interaction force. In the special case of non-

contact task where the contact force τe is zero, the actual position q will converge to

the rest position q0 considering (2.8) is stable. As a result, impedance control unifies

two modes of contact and non-contact, and it implies no transition between the free

motion and contact motion. This is important because transition between two modes

may cause chattering and even destroy the system stability in practice.

The control objective of the impedance control design is to find a sequence of

control torques such that the impedance of the whole system tracks the given desired

impedance model (2.8). The first step is to construct an error signal between the real

system and a virtual system with the specified desired impedance model (2.8). The
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following impedance error in [40] is used

w = Mdë+ Cdė+Gde+ τe. (2.9)

By repeating the action for t ∈ [0, tf ] at each iteration, the learning impedance

control design is to develop an iterative learning law such that the following objective

is achieved

lim
k→∞

wk(t) = 0, ∀t ∈ [0, tf ], (2.10)

where k is the iteration number and tf is the iteration period.

Remark 5. The problem under study is very difficult to solve by conventional control

methods because we do not have complete knowledge of the robot arm. The situation

becomes even more difficult when the unknown system parameters are time-varying

due to payload changes, mechanical wear, etc. To overcome this difficulty, iterative

learning control is proposed in the following, which searches for a desired control input

through a sequence of repetitive operations with pre-specified operating conditions.

For the convenience of the following analysis, we define an augmented impedance

error as below

w̄k = Kfw
k = ëk +Kdė

k +Kpe
k +Kfτ

k
e , (2.11)

where Kd = M−1
d Cd, Kp = M−1

d Gd, and Kf = M−1
d .

Remark 6. In (2.11), Md is assumed to be nonsingular, which is usually attainable

and has to be kept in mind when selecting the impedance model parameters.
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By choosing two positive definite matrices Λ and Γ such that

Λ + Γ = Kd and Λ̇ + ΓΛ = Kp, (2.12)

we further rewrite (2.11) as

w̄k = ëk + (Λ + Γ)ėk + (Λ̇ + ΓΛ)ek + τ̇k
l + Γτk

l , (2.13)

where τk
l satisfies

τ̇k
l + Γτk

l = Kfτ
k
e . (2.14)

By defining

zk = ėk + Λek + τk
l , (2.15)

we obtain

w̄k = żk + Γzk. (2.16)

Suppose that lim
k→∞

żk exists, lim
k→∞

zk = 0 will lead to lim
k→∞

żk = 0. Based on this fact,

the control objective (2.10) finally becomes

lim
k→∞

zk(t) = 0, ∀t ∈ [0, tf ]. (2.17)

Remark 7. The above derivation is important in the sense that we define an auxiliary

variable z, with which the following analysis becomes more convenient. The following

control design and performance analysis will show that z in impedance control is
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“equivalent” to the position error in position control. Therefore, it becomes possible

to extend some existing methods in position control to impedance control, although it

is not straightforward.

2.2 Control Design Based on Property 3

In this section, we are ready to give details of the learning control design based on

the LIP property. We propose to compute the control input as follows

τk = τk
ct + τk

fb + τk
com + τ̂k

e , (2.18)

where τk
ct, τ

k
fb, and τk

com are the computed torque vector, feedback torque vector, and

compensation torque vector, respectively, and τ̂k
e is the measurement of τk

e .

Remark 8. To relax the restriction on the results to be achieved, we consider the

case where the accurate force measurement is not attainable, i.e., there exists force

measurement noise τ̃k
e = τ̂k

e − τk
e 6= 0.

Assumption 1. The force measurement noise is assumed to be bounded by bf , i.e.,

‖τ̃k
e ‖ ≤ bf .

In particular, the computed torque vector τk
ct is given by

τk
ct = −Y (q̈k

r , q̇
k
r , q̇

k, qk)θ̂k, (2.19)
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2.2 Control Design Based on Property 3

where θ̂ is the estimate of θ and

q̇k
r = q̇0 − Λek − τ̂k

l ,

q̈k
r = q̈0 − Λėk − ˙̂τk

l (2.20)

with τ̂k
l satisfying

˙̂τk
l + Γτ̂k

l = Kf τ̂
k. (2.21)

The feedback torque vector is given by

τk
fb = −Kz̄k, (2.22)

where K is a symmetric positive definite matrix and

z̄k = ėk + Λek + τ̂k
l = zk + τ̃k

l (2.23)

with τ̃k
l = τ̂k

l − τk
l .

The compensation torque is given by

τk
com = −bf sgn(z̄k), (2.24)

where sgn(∗) is the vector/matrix obtained by applying the sign function to all ele-

ments of ∗.

Remark 9. The analysis in the following will show that τk
com is used to compensate

for the error caused by the inaccurate force measurement.
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2.2 Control Design Based on Property 3

Integrating the above control input (2.19) into the robot dynamics (2.4) gives the

closed-loop dynamics

M(qk) ˙̄zk + C(qk, q̇k)z̄k +Kz̄k = Y (q̈k
r , q̇

k
r , q̇

k, qk)θ̃k − (bf sgn(z̄k) − τ̂k
e ), (2.25)

where θ̃k = θk − θ̂k.

In the following, for the convenience, we use Y k instead of Y k(q̈k
r , q̇

k
r , q̇

k, qk) where

it does not result in any confusion.

We develop the following learning law to update θ̂

θ̂k = θ̂k−1 + S−1Y kT

(q̈k
r , q̇

k
r , q̇

k, qk)z̄k, (2.26)

where S is a symmetric positive definite matrix.

Theorem 1. Considering the system described by (2.4), we use the control input

(2.19) with the learning law (2.26) to achieve the following results:

(i) lim
k→∞

wk(t) is bounded by ‖MdΓ‖bf for all t ∈ [0, tf ], i.e., lim
k→∞

‖wk(t)‖ ≤ ‖MdΓ‖bf .

When the force measurement is accurate, bf = 0 indicates lim
k→∞

wk(t) = 0.

(ii) all the signals in the closed-loop system are bounded for all t ≥ 0.

Proof. Consider the following Lyapunov function candidate

W k(t) = V k(t) + Uk(t), (2.27)
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2.2 Control Design Based on Property 3

where

V k(t) =
1

2
z̄kT

M(q)z̄k,

Uk(t) =
1

2

∫ t

0

θ̃kT

Sθ̃kdv. (2.28)

Considering the robot dynamics (2.4) and control input (2.19), we obtain

V k(t) = V k(0) +

∫ t

0

(z̄kT

M(q) ˙̄zk +
1

2
z̄kT

Ṁ(q)z̄k)dv

= V k(0) +

∫ t

0

(z̄kT

M(q) ˙̄zk + z̄kT

C(q, q̇)z̄k)dv

= V k(0) +

∫ t

0

z̄kT

(−M(q)q̈k
r − C(q, q̇)q̇k

r −G(q) + τk − τk
e )dv

= V k(0) +

∫ t

0

z̄kT

(Y kθ − Y kθ̂k −Kz̄k + τ̃k
e − bf sgn(z̄k))dv

≤ V k(0) +

∫ t

0

z̄kT

(Y kθ̃k −Kz̄k + bf sgn(z̄k) − bfsgn(z̄k))dv

= V k(0) +

∫ t

0

z̄kT

(Y kθ̃k −Kz̄k)dv, (2.29)

where we have used Property 2 in the second equality.

Suppose that q̇0(0) = q̇(0), q0(0) = q(0), and τ̂e(0) = 0. Then, we have V k(0) = 0

and

V k(t) ≤
∫ t

0

z̄kT

(Y kθ̃k −Kz̄k)dv. (2.30)

On the other hand, by defining

δθ̃k = θ̃k−1 − θ̃k, (2.31)
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2.2 Control Design Based on Property 3

we have δθ̃k = S−1Y kT

z̄k and

Uk(t) − Uk−1(t) = −1

2

∫ t

0

(δθ̃kT

Sδθ̃k + 2δθ̃kT

Sθ̃k)dv

= −1

2

∫ t

0

z̄kT

Y kS−1Y kT

z̄kdv −
∫ t

0

z̄kT

Y kθ̃kdv. (2.32)

According to (2.27), (2.30), and (2.32), we have the following result

∆W k(t) = W k(t) −W k−1(t)

= (V k(t) − V k−1(t)) + (Uk(t) − Uk−1(t))

≤ −V k−1(t) −
∫ t

0

z̄kT

Kz̄kdv − 1

2

∫ t

0

z̄kT

Y kS−1Y kT

z̄kdv

≤ 0. (2.33)

Since z̄0 and θ̃0 are bounded, W 0(t) is bounded for all t ∈ [0, tf ]. With (2.33), it is

indicated that the monotonically decreasing nonnegative sequence W k converges to

a nonnegative fixed value, thus we have ∆W k → 0 as k → ∞.

From (2.33), we have

∆W k ≤ −
∫ t

0

z̄kT

Kz̄kdv ≤ 0. (2.34)

Taking the limit of the above equation, we obtain

lim
k→∞

∫ t

0

z̄kT

Kz̄kdv = 0, (2.35)

which indicates lim
k→∞

z̄k = 0.
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2.2 Control Design Based on Property 3

Furthermore, with the definitions of zk in (2.15) and z̄k in (2.23), we have

z̄k = zk + τ̃k
l , (2.36)

where τ̃k
l = τ̂k

l − τk
l , and thus lim

k→∞
z̄k = 0 leads to

lim
k→∞

zk = lim
k→∞

τ̃k
l . (2.37)

Together with the above equation, (2.11) and (2.16) result in

lim
k→∞

wk(t) = MdΓ lim
k→∞

τ̃k
e , for all t ∈ [0, tf ]. (2.38)

And finally, we obtain the following result

lim
k→∞

‖wk(t)‖ ≤ ‖MdΓ‖bf , for all t ∈ [0, tf ], (2.39)

which completes the proof.

Remark 10. Since no time-invariance condition is imposed on the unknown system

parameters, the learning control design applies equally well to uncertain time-varying

parametric systems as long as the parameter and tracking errors are restricted in

stable region at the first iteration.

Remark 11. In the above proof, we have used the resetting condition, i.e., q̇0(0) =

q̇k(0) and q0(0) = qk(0), to obtain (2.30). However, it is well-known that this con-

dition is very difficult to satisfy in practical implementation, considering the system

has to be set to the same initial position in each iteration. In fact, the resetting con-

dition can be replaced by the alignment condition as in [89]. In details, the alignment

condition is: q̇k(0) = q̇k−1(tf ), q
k(0) = qk−1(tf ), q̇0(0) = q̇0(tf ), and q0(0) = q0(tf),
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2.2 Control Design Based on Property 3

which means that we can start the system at the k-th iteration from where it stops at

the (k − 1)th iteration.

The above discussion is summarized by the following Lemma:

Lemma 1. The results achieved in Theorem 1 are guaranteed under the alignment

condition

q̇k(0) = q̇k−1(tf ), q
k(0) = qk−1(tf ), q̇0(0) = q̇0(tf), q0(0) = q0(tf ). (2.40)

Proof. Under the alignment condition (2.40), we have the following result

V k(t) ≤ V k(0) +

∫ t

0

z̄kT

(Y k
0 θ̃

k
0 −Kz̄k)dv. (2.41)

According to (2.27), (2.32), and (2.41), we obtain

∆W k
0 (t) ≤ V k(0) − V k−1(t) −

∫ t

0

z̄kT

Kz̄kdv − 1

2

∫ t

0

z̄kT

Y k
0 S

−1
0 Y kT

0 z̄kdv. (2.42)

For t = tf , we have

∆W k
0 (tf ) ≤ V k(0) − V k−1(tf) −

∫ tf

0

z̄kT

Kz̄kdv − 1

2

∫ tf

0

z̄kT

Y k
0 S

−1
0 Y kT

0 z̄kdv. (2.43)

Considering the definition (2.23) and alignment condition (2.40), we have z̄k−1(tf ) =

z̄k(0) and thus V k(0) = V k−1(tf ). Substituting it into the above equation leads to

∆W k
0 (tf ) ≤ −

∫ tf

0

z̄kT

Kz̄kdv − 1

2

∫ tf

0

z̄kT

Y k
0 S

−1
0 Y kT

0 z̄kdv ≤ 0. (2.44)
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2.3 Control Design Based on Property 4

The rest is similar to the proof of Theorem 1 and is thus omitted.

In this section, learning impedance control has been developed for the robot. It

has been proven that the robot dynamics follow a target impedance model with the

proposed method. However, as Property 3 has been utilized in this method, the

knowledge of the robot structure is required by the proposed method. This problem

will be resolved in the following section.

2.3 Control Design Based on Property 4

Following the previous section, learning impedance control is further developed for

robots interacting with unknown environments. While the problem formulation and

control objective are the same as that in the previous section, the method developed

in this section employs Property 4 and does not require the knowledge of the robot

structure.

We propose to compute the control input as follows

τk
0 = τk

ct,0 + τk
fb + τ̂k

e , (2.45)

where τk
fb and τ̂k

e are the same as that in (2.19), while τk
0 and τk

ct,0 have different

expressions as τk and τk
ct in (2.45). In the following, the subscript “0” is used to

distinguish variables with the same meanings but different expressions.

The computed torque vector τk
ct,0 is given by

τk
ct,0 = −Y k

0 (q̈k
r , q̇

k
r , q̇

k, qk)θ̂k
0 , (2.46)
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2.3 Control Design Based on Property 4

where θ̂k
0 is the estimate of θ0 = [kM , kC , kG + bf ]

T and

Y k
0 (q̈k

r , q̇
k
r , q̇

k, qk) = [‖q̈k
r‖sgn(z̄k), ‖q̇k‖‖q̇k

r‖sgn(z̄k), sgn(z̄k)]. (2.47)

To obtain θ̂k
0 , we develop the following learning law

θ̂k
0 = θ̂k−1

0 + S−1
0 Y kT

0 z̄k, (2.48)

where S0 is a diagonal positive definite matrix.

Theorem 2. Considering the system described by (2.4), we use the control input

(2.45) with the learning law (2.48) to achieve the following results:

(i) lim
k→∞

wk(t) is bounded by ‖MdΓ‖bf for all t ∈ [0, tf ], i.e., lim
k→∞

‖wk(t)‖ ≤ ‖MdΓ‖bf .

When the force measurement is accurate, bf = 0 indicates lim
k→∞

wk(t) = 0.

(ii) all the signals in the closed-loop system are bounded for all t ≥ 0.

Proof. Consider the following Lyapunov function candidate

W k
0 (t) = V k(t) + Uk

0 (t), (2.49)

where

V k(t) =
1

2
z̄kT

M(q)z̄k,

Uk
0 (t) =

1

2

∫ t

0

θ̃kT

0 ST
0 θ̃

k
0dv (2.50)

with θ̃k
0(t) = θ0(t) − θ̂k

0(t).
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2.3 Control Design Based on Property 4

According to Property 4 and the definitions of Y k
0 and θ0, we have

−z̄kT

(M(q)q̈k
r + C(q, q̇)q̇k

r +G(q) − τ̃e)

≤ ‖z̄k‖(‖M(q)q̈k
r ‖ + ‖C(q, q̇)q̇k

r‖ + ‖G(q)‖ − τ̃e)

≤ ‖z̄k‖(‖M(q)‖‖q̈k
r‖ + ‖C(q, q̇)‖‖q̇k

r‖ + ‖G(q)‖ − τ̃e)

≤ ‖z̄k‖(kM‖q̈k
r ‖ + kC‖q̇k‖‖q̇k

r‖ + kG + kδ)

= z̄kT

sgn(z̄k)(kM‖q̈k
r‖ + kC‖q̇k‖‖q̇k

r‖ + kG + bf )

= z̄kT

Y k
0 θ0. (2.51)

Then, by considering the robot dynamics (2.4) and control (2.45), we obtain

V k
0 (t) = V k

0 (0) +

∫ t

0

(z̄kT

M(q) ˙̄zk +
1

2
z̄kT

Ṁ(q)z̄k)dv

= V k
0 (0) +

∫ t

0

(z̄kT

M(q) ˙̄zk + z̄kT

C(q, q̇)z̄k)dv

= V k
0 (0) +

∫ t

0

z̄kT

(−M(q)q̈k
r − C(q, q̇)q̇k

r −G(q) + τk − τk
e )dv

≤ V k
0 (0) +

∫ t

0

z̄kT

(Y k
0 θ0 − Y k

0 θ̂
k
0 −Kz̄k)dv

= V k
0 (0) +

∫ t

0

z̄kT

(Y k
0 θ̃

k
0 −Kz̄k)dv. (2.52)

The following is the same as that in the proof of Theorem 1, and thus omitted.

Remark 12. From the above proof, we can find that in the computed torque vector, the

learning scheme is employed to deal with unknown bounds kM , kC and kG. Therefore,

if we have limited knowledge of kM , kC and kG, it is possible to develop a “learning-

free” method and make the control design simpler. Instead of Property 4, we have the

following assumption:

Assumption 2. ‖M(q)‖ ≤ kM , ‖C(q, q̇)‖ ≤ kC‖q̇‖, and ‖G(q)‖ ≤ kG, where kM , kC,
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2.3 Control Design Based on Property 4

and kG are known positive scalars.

We propose to compute the control input as the same as in (2.45)

τ0 = τct,0 + τfb + τ̂e (2.53)

with the same τfb, τ̂e, and

τct,0 = −(K1‖q̈r‖ +K2‖q̇‖‖q̇r‖ +K3)sgn(z̄), (2.54)

where K1, K2, and K3 are definite positive diagonal matrices of which the elements

are large enough so that

k1,i ≥ kM , k2,i ≥ kC , k3,i ≥ (kG + bf ), for i = 1, 2, . . . , n. (2.55)

Then we obtain the following results similar to Theorem 2:

Theorem 3. Considering the robot dynamics described by (2.4), under Assumption

2, the control design (2.45) guarantees the following results:

(i) lim
t→∞

w(t) is bounded by ‖MdΓ‖bf , i.e., ‖ lim
t→∞

w(t)‖ ≤ ‖MdΓ‖bf . When the force

measurement is accurate, bf = 0 indicates lim
t→∞

w(t) = 0.

(ii) all the signals in the closed-loop are bounded.

Proof. Consider the following Lyapunov function candidate

V (t) =
1

2
z̄TM(q)z̄. (2.56)
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Taking the derivative of (2.49) leads to

V̇ (t) = z̄TM(q) ˙̄z +
1

2
z̄T Ṁ(q)z̄

= z̄TM(q) ˙̄z + z̄TC(q, q̇)z̄

= z̄TM(q)(q̈ − q̈r) + z̄TC(q, q̇)(q̇ − q̇r)

= z̄T ((M(q)q̈ + C(q, q̇)q̇ +G(q)) − (M(q)q̈r + C(q, q̇)q̇r +G(q)))

= z̄T (−Kz̄ − (K1‖q̈r‖ +K2‖q̇‖‖q̇r‖ +K3)sgn(z̄)

+τ̃e − (M(q)q̈r + C(q, q̇)q̇r +G(q))), (2.57)

where we have used Property 1 and Property 2 in the first equality.

Taking Assumption 2 into consideration, we have

−z̄T (M(q)q̈r + C(q, q̇)q̇r +G(q) − τ̃e)

≤ ‖z̄‖(‖M(q)q̈r‖ + ‖C(q, q̇)q̇r‖ + ‖G(q)‖ − τ̃e)

≤ ‖z̄‖(‖M(q)‖‖q̈r‖ + ‖C(q, q̇)‖‖q̇r‖ + ‖G(q)‖ − τ̃e)

≤ ‖z̄‖(kM‖q̈r‖ + kC‖q̇‖‖q̇r‖ + kG + bf )

= z̄T sgn(z̄)(kM‖q̈r‖ + kC‖q̇‖‖q̇r‖ + kG + bf ). (2.58)
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Substituting (2.58) into (2.57) results in

V̇ (t) ≤ z̄T (−Kz̄ − (K1‖q̈r‖ +K2‖q̇‖‖q̇r‖ +K3)sgn(z̄))

+bf z̄
T sgn(z̄) + z̄T (kM‖q̈r‖ + kC‖q̇‖‖q̇r‖ + kG)sgn(z̄)

= −Kz̄T z̄ − z̄T ((K1 − kMIn)‖q̈r‖ + (K2 − kCIn)‖q̇‖‖q̇r‖

+(K3 − kGIn − bfIn))sgn(z̄)

= −Kz̄T z̄ − (K1 − kMIn)‖q̈r‖z̄T sgn(z̄) − (K2 − kCIn)‖q̇‖‖q̇r‖z̄T sgn(z̄)

−(K3 − kGIn − bfIn)z̄T sgn(z̄) ≤ 0, (2.59)

where In denotes a n-dimension identity matrix. (2.59) indicates that W is mono-

tonically decreasing. Besides, suppose that z̄(0) is bounded, which comes from the

assumption that e(0) = 0 and τ̂e(0) = 0, then V (0) is bounded since ‖M(q)‖ is

bounded. Therefore, V will converge to a nonnegative fixed value, and thus we have

lim
t→∞

V̇ = 0. Immediately, we have the following inequality

V̇ ≤ −z̄TKz̄ ≤ 0, (2.60)

which leads to lim
t→∞

z̄ = 0. The rest of the proof is similar to that in the proof of

Theorem 1 and is thus omitted.

Remark 13. The control design in (2.53) indicates that the robot dynamics are

mainly compensated by the high gain scheme, which makes the control design easy

to apply in the practical implementation. In some situations where the high gain

method is not suitable due to the instability concern, the learning method in (2.45)

is more favorable. Besides, under the learning scheme, it is not necessary to know

kM , kC , kG and bf . Therefore, a good choice between the high gain and learning
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methods is to be considered by evaluating the practical concern.

2.4 Simulation Studies

2.4.1 System Description

To verify the validity of the proposed method, we consider a scenario where a 2-DOF

robot arm with two revolute joints interacting with the environment in the X − Y

plane as shown in Fig. 2.1. The simulation is conducted with the Robotics Toolbox

introduced in [90].

The robot arm parameters are: m1 = m2 = 1.0kg, l1 = l2 = 0.2m, i1 = i2 =

0.003kgm2, and lc1 = lc2 = 0.1m, where mj , lj, ij , and lcj (j = 1, 2) represent the

mass, the length, the inertia about the Z-axis that comes out of the page passing

through the center of mass, and the distance from the previous joint to the center

of mass of link j, respectively. Note that these parameters are only used for the

simulation and they will not be used in the control design. The initial positions of

the robot arm are q1 = π/6 and q2 = π/6.

For the convenience, the following abbreviation is employed

s12 = sin(q1 + q2), c12 = cos(q1 + q2), c1 = cos(q1),

s1 = sin(q1), s2 = sin(q2), c2 = cos(q2). (2.61)
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Fig. 2.1: Simulation scenario: a 2-DOF robot arm interacts with an unknown envi-
ronment
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The dynamics of the robot arm in the joint space is given as (2.4) with G(q) = 0 and

M(q) =







M11 M12

M21 M22






, C(q, q̇) =







C11 C12

C21 C22






, (2.62)

where

M11 = m1l
2
c1 +m2(l

2
1 + l2c2 + 2l1lc2c2) + i1 + i2,

M12 = M21 = m2(l
2
c2 + l1lc2c2) + I2, M22 = m2l

2
c2 + i2,

C11 = −m2l1lc2s2q̇2, C12 = −m2l1lc2s2(q̇1 + q̇2),

C21 = m2l1lc2s2q̇1, C22 = 0. (2.63)

The rest position of the robot arm is a minimum jerk motion, which is specified in

the Cartesian space as

x0(t) = [1 + 0.5(6t5 − 15t4 + 10t3), 0]T , for t ∈ [0, tf ], (2.64)

where tf = 1s.

The rest position q0 is obtained by q0 =
∫ t

0
J(q)−1x0(v)dv with

J(q) =







−(l1s1 + l2s12) −l2s12

l1c1 + l2c12 l2c12






. (2.65)

The parameters of the target impedance model (2.8) are

Md = 0.1I2, Cd = 8I2, Gd = 0.1I2. (2.66)
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Then, Γ and Λ are obtained immediately according to (2.12). Signals z̄k, q̇k
r , and τ̂k

l

in control (2.45) can be obtained based on the measured signals qk and τ̂k.

With θ0 = 0, the parameters in control (2.45) and learning law (2.48) are given as

K = 50I2, S0 = 0.05I2. (2.67)

Compared with the methods in [40, 41], the proposed control design has a simpler

structure and fewer open parameters to be set by the designers, so it is more feasible

in practical implementations. Other choices of K and S0 different from those given

by (2.67) can be also applied as long as K and S0 are positive definite.

2.4.2 Simulation Results

When there is no contact between the environment and the robot arm, impedance

control will reduce to position control, i.e., the control objective will become trajectory

tracking. In the first case, the interaction force τe is set as zero to investigate the

tracking performance of the robot arm with the proposed impedance method.

The defined impedance error w, tracking error e, and estimated parameter θ̂0

for k = 1, k = 20, k = 60, and k = 80 are shown in Figs. 2.2, 2.3, 2.4, and

2.5, respectively. It is easy to find that the impedance error w becomes smaller

when k becomes larger. When k = 80, w converges to around zero, which indicates

that the robot arm dynamics are governed by the target impedance model. Besides,

because there is no force exerted to the robot arm, the tracking error e also converges

to zero when k = 80, which confirms the fact that impedance control reduces to

position control when τe = 0. The estimated parameter θ̂k
0 is shown to visualize the

convergence rate of the developed learning law (2.26), where θ̂1, θ̂2, and θ̂3 are three
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2.4 Simulation Studies

components of θ̂0. According to Theorem 2, w → 0 when k → ∞, which means

that the learning process is supposed to be stopped when k → ∞. However, this is

not realizable in practice. Usually we only require that w converges to a pre-defined

bound set and then the learning process is stopped. From Figs. 2.4 and 2.5, it is

found that θ̂60
0 and θ̂80

0 are almost the same, which indicates that the convergence

is almost achieved, so the learning process is stopped at k = 80. Furthermore, the

convergence rate can be modulated by choosing different S0 in (2.26). Particularly,

larger S−1
0 will lead to faster convergence but more control effort will be required.
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Fig. 2.2: The first case: k=1

In the second case, we assume that there is an interaction force exerted to the

robot arm by the environment. The interaction force is with a constant value of 0.1.

It is measured by torque sensors mounted on two joints. The force measurement noise

is a uniform-random-number signal with amplitude of 0.01.

39



2.4 Simulation Studies

0 10 20 30 40 50 60 70 80 90 100

−0.5

0

0.5
im

pe
da

nc
e 

er
ro

r 
(N

m
)

 

 

w
1

w
2

0 10 20 30 40 50 60 70 80 90 100
−0.1

0

0.1

0.2

tr
ac

ki
ng

 e
rr

or
 (

ra
d)

 

 

e
1

e
2

0 10 20 30 40 50 60 70 80 90 100
0

20

40

60

80

time (0.01s)

es
tim

at
ed

 p
ar

am
et

er
s

 

 

θ̂1

θ̂2

θ̂3

Fig. 2.3: The first case: k=20
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Fig. 2.4: The first case: k=60
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Fig. 2.5: The first case: k=80

The results for k = 1, k = 10, and k = 20 are shown in Figs. 2.6, 2.7, and 2.8,

respectively. The results of the impedance error shown in Figs. 2.6, 2.7, and 2.8 are

similar to that in Figs. 2.2, 2.3, 2.4, and 2.5, which further verify that the robot arm

dynamics are governed by the target impedance model. The results of the tracking

error in Figs. 2.6, 2.7, and 2.8 clearly show the compliant behavior of the robot arm.

In particular, it is found that the tracking error is larger than that in Figs. 2.2, 2.3,

and 2.4, which means that the robot arm drifts away from the rest position q0 due to

the effect of the interaction force.

The results in the above two cases illustrate that impedance control unifies both

the contact and non-contact cases. Note that in the contact case, the interaction force

is assumed to be with a constant value, which indicates that the environment dynam-

ics have not been taken into consideration. As it is well-known that the system may
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Fig. 2.6: The second case: k=1

become unstable when the robot arm interacts with an dynamic environment, fur-

ther verification of the proposed method in the dynamic environment case is needed.

Besides, the target impedance model (2.8) is given as a priori knowledge. But in

many applications, it is actually very difficult to find a desired impedance model,

especially when the environments are dynamically changing. These problems will be

investigated in Chapters 4, 5, and 6. Furthermore, in the real-world implementation,

practical issues such as system resetting (as discussed in Section 2.2) and computation

complexity will be carefully dealt with.
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Fig. 2.7: The second case: k=10
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Fig. 2.8: The second case: k=20
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2.5 Conclusion

In this chapter, an auxiliary error variable has been introduced such that it is pos-

sible to extend existing methods in position control to impedance control. Based

on the LIP property, learning impedance control has been developed but it requires

the knowledge of the robot structure. Based on the boundedness property, learning

impedance control which requires neither the knowledge of the robot structure nor

that of physical parameters has been developed. As further discussed, if the bounds

of the robot dynamics are known, the learning process is avoided while the high-gain

scheme can be adopted. Both methods have been proven to be able to guarantee the

robot dynamics to follow a target impedance model. The control performance has

been discussed through the rigorous proof and remarking arguments. The simulation

results have shown the validity of the proposed methods.

Although the second method that is based on the boundedness property provides

the design simplicity, it is found that there is chattering when the defined impedance

error becomes very small. This is due to the utilization of sign function, which is

discontinuous and expected to be avoided. Therefore, in the following chapter, we

will utilize function approximators to solve this problem.
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Chapter 3

NN Impedance Control

In this chapter, we consider the same system under study in the previous chapter, in

which a rigid robot arm is physically interacting with unknown environments. The

method to be discussed in this chapter is based on the learning mechanism as proposed

in the previous chapter, while NN are employed to cope with the problem of unknown

robot dynamics. It has been demonstrated that NN control is particularly suitable

for controlling highly uncertain, nonlinear, and complex systems, due to the excellent

universal approximation ability of NN to unknown complicated nonlinearities [75, 91,

92, 93]. The method using NN to approximate robot dynamics has been studied in

the literature [94], which motivates the control design in this chapter. While the

robot dynamics are not required in the learning impedance control to be developed

in this chapter, the adoption of the boundedness property in the previous chapter is

also avoided. Then the chattering problem which is inherently along with the method

in the previous chapter can be resolved. This will be illustrated in details through

rigorous analysis and comparative simulation studies.

The rest of this chapter is organized as follows. In Section 3.1, the robot dynamics
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3.1 NN Approximation of Robot Dynamics

are approximated by NN. In Section 3.2, the details of the proposed learning control

are presented, followed by the rigorous analysis. In Section 3.3, the validity of the

proposed method is verified by simulation studies. Concluding remarks are given in

Section 3.4.

3.1 NN Approximation of Robot Dynamics

As discussed in [94], the robot dynamics can be appoximated by NN. Denote the ele-

ments of M(q), C(q, q̇), and G(q) as mij(q), cij(q, q̇), and gi(q) for i = 1, 2, . . . , n, j =

1, 2, . . . , n, respectively. Then, they are represented by

mij(q) = θT
MijξMij(q) + ǫMij ,

cij(q, q̇) = θT
CijξCij(q, q̇) + ǫCij ,

gi(q) = θT
GiξGi(q) + ǫGi, (3.1)

where ǫMij , ǫCij, and ǫGi are the bounded approximation errors, θT
Mij , θ

T
Cij , and θT

Gi are

the column vectors of the NN weights, ξMij(q), ξCij(q, q̇), and ξGi(q) are the vectors

of Gaussian functions with elements

ξMijl(q) = exp(
−(q − µMl)

T (q − µMl)

σ2
M

),

ξCijl(q) = exp(
−(η − µCl)

T (η − µCl)

σ2
C

),

ξGil(q) = exp(
−(q − µGl)

T (q − µGl)

σ2
G

), (3.2)

where l = 1, 2, . . . , p and p is the number of NN nodes, µMl, µCl, and µGl are the

centers of the functions, and σ2
M , σ2

C , and σ2
G are the variances, and η = [qT , q̇T ]T .
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3.1 NN Approximation of Robot Dynamics

Remark 14. (GL matrices and operation [83]) As the complexity and nonlinearity

of individual entries of a matrix (vector) are different, to achieve roughly the same

level of approximation accuracy, the sizes of the corresponding NN should also be dif-

ferent. The introduction of General-Leeway/Ge-Lee (GL) matrices {∗} and operation

“•” makes convenient expression and efficient computation possible for any general

matrices/vectors in a manner with extra flexibility and leeway.

Suppose that there are three matrices A = [aij ], B = [bij ], and C = [cij ], where

the elements aij and bij are column vectors, and cij are scalars. The corresponding

GL matrices have the following properties:

{A}T = [aT
ij ], {A}T • {B} = [aT

ijbij ], {A} • C = [cijaij ]. (3.3)

Note that aij and bij may have different sizes for different i and j, which increases

the design freedom and analysis efficiency [83].

By employing NN and GL denotation, the robot dynamics are described as

M(q) = {ΘM}T • {ΞM(q)} + EM ,

C(q, q̇) = {ΘC}T • {ΞC(q, q̇)} + EC ,

G(q) = {ΘG}T • {ΞG(q)} + EG, (3.4)

where ΘM , ΘC , and ΘG are matrices formed by θMij , θCij , and θGij , respectively,

ΞM(q), ΞC(q, q̇), and ΞG(q) are matrices formed by ξMij(q), ξCij(q, q̇), and ξGij(q),

respectively, and EM , EC , and EG are matrices formed by ǫMij , ǫCij , and ǫGij , respec-

tively. Because EM , EC , and EG are bounded, we denote their upper bounds are bM ,
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3.2 Control Design

bC , and bG, respectively. Equivalently, we have

‖EM‖ ≤ bM , ‖EC‖ ≤ bC , ‖EG‖ ≤ bG. (3.5)

Note that bM , bC , and bG are unknown.

3.2 Control Design

In this section, NN learning impedance control is developed to achieve the same

control objective discussed in Section 2.1.

Let the estimates of M(q), C(q, q̇), and G(q) be M̂(q), Ĉ(q, q̇), and Ĝ(q), respec-

tively, and they are defined as

M̂(q) = {Θ̂M}T • {ΞM(q)},

Ĉ(q, q̇) = {Θ̂C}T • {ΞC(q, q̇)},

Ĝ(q) = {Θ̂G}T • {ΞG(q)}, (3.6)

where Θ̂M , Θ̂C , and Θ̂G are the estimates of ΘM , ΘC , and ΘG, respectively.

The control input is proposed as

τk
nn = τk

ct,nn + τk
fb + τk

com,nn + τ̂k
e , (3.7)

where τk
ct,nn, τ

k
fb, and τk

com,nn are the computed torque vector, feedback torque vector,

and compensation torque vector, respectively. τk
fb is the same as that in Section 2.2.
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3.2 Control Design

In specific, the computed torque vector is given by

τk
ct,nn = M̂k(q)q̈k

r + Ĉk(q, q̇)q̇k
r + Ĝk(q). (3.8)

The compensation torque vector is given by

τk
com,nn = −LkB̂k, (3.9)

where Lk = [sgn(z̄k), sgn(z̄k)‖q̈k
r‖, sgn(z̄k)‖q̇k

r‖] and B̂ is the estimate of B = [bf +

bG, bM , bC ]T .

Remark 15. The following analysis will show that the compensation torque vector

(3.9) will compensate for not only the inaccurate force measurement, but also the NN

estimation error.

To obtain M̂(q)k, Ĉk(q, q̇), and Ĝk(q) in (3.8) and B̂k in (3.9), we develop the

following learning law

Θ̂k
M = Θ̂k−1

M − S−1
M • {ΞM(q)}z̄kq̈kT

r ,

Θ̂k
C = Θ̂k−1

C − S−1
C • {ΞC(q, q̇)}z̄k q̇kT

r ,

Θ̂k
G = Θ̂k−1

G − S−1
G {ΞG(q)} • z̄k,

B̂k = B̂k−1 + S−1
B LkT

z̄k, (3.10)

where SM , SC , SG, and SB are symmetric positive definite matrices, and Θ̂k
M , Θ̂k

C ,

and Θ̂k
G are the estimates of Θk

M , Θk
C , and Θk

G, respectively.
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3.2 Control Design

Substituting the control input (3.7) into the dynamics (2.4), we obtain the closed-

loop system

Mk(q) ˙̄zk + Ck(q, q̇)z̄k

= −(M̃k(q)q̈k
r + C̃k(q, q̇)q̇k

r + G̃k(q) +Kz̄k + LkB̂k + τ̃k
e ), (3.11)

where M̃k(q) = Mk(q)− M̂k(q), C̃k(q, q̇) = Ck(q, q̇)− Ĉk(q, q̇), and G̃k(q) = Gk(q)−

Ĝk(q). Note that we have the following equations

M̃k(q) = {Θ̃k
M}T • {Ξk

M(q)} + Ek
M ,

C̃k(q, q̇) = {Θ̃k
C}T • {Ξk

C(q, q̇)} + Ek
C ,

G̃k(q) = {Θ̃k
G}T • {Ξk

G(q)} + Ek
G, (3.12)

where Θ̃k
M = Θ̂k

M − ΘM , Θ̃k
C = Θ̂k

C − ΘC , Θ̃k
G = Θ̂k

G − ΘG, and B̃k = B̂k − B.

Theorem 4. Considering the system described by (2.4) under Assumption 1, with

the control input (3.7) and the learning law (3.10), we have the following results:

(i) lim
k→∞

wk(t) is bounded by ‖MdΓ‖bf for all t ∈ [0, tf ], i.e., ‖ lim
k→∞

wk(t)‖ ≤ bf .

When the force measurement is accurate, bf = 0 indicates lim
k→∞

wk(t) = 0.

(ii) all the signals in the closed-loop are bounded for all t ≥ 0.

Proof. Consider the following Lyapunov function candidate

Ωk(t) = Uk(t) + V k(t) +W k(t), (3.13)
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3.2 Control Design

where

Uk(t) =
1

2
z̄kT

Mkz̄k,

V k(t) =
1

2

∫ t

0

[tr(Θ̃kT

M ST
MΘ̃k

M + Θ̃kT

C ST
CΘ̃k

C) + Θ̃kT

G ST
GΘ̃k

G]dv,

W k(t) =
1

2

∫ t

0

B̃kT

ST
BB̃

kdv, (3.14)

where tr(·) denotes the matrix trace.

According to Property 2 and closed-loop dynamics (3.11), we have

Uk(t) = Uk(0) +

∫ t

0

[z̄kT

Mk(q) ˙̄zk +
1

2
z̄kT

Ṁk(q)z̄k]dv

= Uk(0) +

∫ t

0

z̄kT

[Mk(q) ˙̄zk + Ck(q, q̇)z̄k]dv

= Uk(0) −
∫ t

0

z̄kT

[M̃k(q)q̈k
r + C̃k(q, q̇)q̇k

r + G̃k(q) +Kz̄k + LkB̂k + τ̃k
e ]dv

= −
∫ t

0

z̄kT

[M̃k(q)q̈k
r + C̃k(q, q̇)q̇k

r + G̃k(q) +Kz̄k + LkB̂k + τ̃k
e ]dv, (3.15)

where we use the assumption that Uk(0) = 0. This is obtained by assuming that

q̇k(0) = q̇d(0), qk(0) = qd(0), and τ̂k
e (0) = 0, which are known as the resetting

condition [89].

Besides, we consider

V k(t) − V k−1(t)

= −
∫ t

0

[tr(
1

2
δΘ̃kT

M SMδΘ̃
k
M + Θ̃kT

M SMδΘ̃
k
M +

1

2
δΘ̃kT

C SCδΘ̃
k
C + Θ̃kT

C SCδΘ̃
k
C)

+
1

2
δΘ̃kT

G SGδΘ̃
k
G + Θ̃kT

G SGδΘ̃
k
G]dv

≤ −
∫ t

0

[tr(Θ̃kT

M SMδΘ̃
k
M + Θ̃kT

C SCδΘ̃
k
C) + Θ̃kT

G SGδΘ̃
k
G]dv. (3.16)
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3.2 Control Design

By defining δΘ̃k
M = Θ̃k−1

M − Θ̃k
M , δΘ̃k

C = Θ̃k−1
C − Θ̃k

C , and δΘ̃k
G = Θ̃k−1

G − Θ̃k
G, we obtain

the following equations from (3.10)

δΘ̃k
M = −S−1

M • {ΞM(q)}z̄kq̈kT

r ,

δΘ̃k
C = −S−1

C • {ΞC(q, q̇)}z̄k q̇kT

r ,

δΘ̃k
G = −S−1

G {ΞG(q)} • z̄k. (3.17)

Based on the above results, we have

−
∫ t

0

[tr(Θ̃kT

M SMδΘ̃
k
M + Θ̃kT

C SCδΘ̃
k
C) + Θ̃kT

G SGδΘ̃
k
G]dv

=

∫ t

0

[tr[({Θ̃k
M}T • {ΞM(q)})(z̄kq̈kT

r ) + ({Θ̃k
C}T • {ΞC(q, q̇)})(z̄kq̇kT

r )]

+Θ̃kT

G ({ΞG(q)} • z̄k)]dv

=

∫ t

0

[tr[(q̈k
r z̄

kT

)({Θ̃k
M}T • {ΞM(q)}) + (q̇k

r z̄
kT

)({Θ̃k
C}T • {ΞC(q, q̇)})]

+z̄kT

({Θ̃k
G}T • {ΞG(q)})]dv

=

∫ t

0

[tr[q̈k
r z̄

kT

(M̃k(q) − Ek
M) + q̇k

r z̄
kT

(C̃k(q, q̇) − Ek
C)]

+z̄kT

(G̃k(q) − Ek
G)]dv. (3.18)

Considering the following fact

tr[q̈k
r z̄

kT

(M̃k(q) −Ek
M)] = z̄kT

(M̃k(q) −Ek
M )q̈k

r ,

tr[q̇k
r z̄

kT

(C̃k(q, q̇) −Ek
C)] = z̄kT

(C̃k(q, q̇) − Ek
C)q̇k

r , (3.19)
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3.2 Control Design

we have

∫ t

0

[tr[q̈k
r z̄

kT

(M̃k(q) −Ek
M ) + q̇k

r z̄
kT

(C̃k(q, q̇) − Ek
C)]

+z̄kT

(G̃k(q) − Ek
G)]dv

=

∫ t

0

z̄kT

[(M̃k(q) − Ek
M)q̈k

r + (C̃k(q, q̇) − Ek
C)q̇k

r

+(G̃k(q) − Ek
G)]dv

=

∫ t

0

z̄kT

(M̃k(q)q̈k
r + C̃k(q, q̇)q̇k

r + G̃k(q))dv

−
∫ t

0

z̄kT

(Ek
M q̈

k
r + Ek

C q̇
k
r + Ek

G)dv. (3.20)

Considering (3.16), (3.18) and (3.20), we obtain

V k(t) − V k−1(t)

≤
∫ t

0

z̄kT

(M̃k(q)q̈k
r + C̃k(q, q̇)q̇k

r + G̃k(q))dv

−
∫ t

0

z̄kT

(Ek
M q̈

k
r + Ek

C q̇
k
r + Ek

G)dv. (3.21)

Furthermore, by defining δB̃k = B̃k−1 − B̃k, we have δB̃k = −S−1
B LkT

z̄k, and

W k(t) −W k−1(t)

=

∫ t

0

(
1

2
B̃kT

ST
BB̃

k − B̃k−1T

ST
BB̃

k−1)dv

= −
∫ t

0

(δB̃kT

ST
BB̃

k +
1

2
δB̃kT

ST
BδB̃

k)dv

≤ −
∫ t

0

δB̃kT

ST
BB̃

kdv =

∫ t

0

z̄kT

LkB̃kdv. (3.22)
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According to (3.13), (3.15), (3.21), and (3.22), we have the following result

∆Ωk(t) = Ωk(t) − Ωk−1(t)

= (Uk(t) − Uk−1(t)) + (V k(t) − V k−1(t)) + (W k(t) −W k−1(t))

≤ −
∫ t

0

(z̄kT

(Kz̄k + LkB̂k + τ̃k
e ))dv

−
∫ t

0

z̄kT

(Ek
M q̈

k
r + Ek

C q̇
k
r + Ek

G)dv +

∫ t

0

z̄kT

LkB̃kdv

≤ −
∫ t

0

z̄kT

Kz̄kdv −
∫ t

0

(z̄kT

(LkB − LkB))dv

= −
∫ t

0

z̄kT

Kz̄kdv. (3.23)

In the above derivations, the following result is used

−z̄kT

(τ̃k
e + Ek

M q̈
k
r + Ek

C q̇
k
r + Ek

G)

≤ ‖z̄k‖(‖τ̃k
e ‖ + ‖Ek

M q̈
k
r ‖ + ‖Ek

C q̇
k
r‖ + ‖Ek

G‖)

≤ ‖z̄k‖(‖τ̃k
e ‖ + ‖Ek

M‖‖q̈k
r‖ + ‖Ek

C‖‖q̇k
r‖ + ‖Ek

G‖)

≤ ‖z̄k‖(bf + bM‖q̈k
r‖ + bC‖q̇k

r‖ + bG)

= z̄kT

sgn(z̄k)(bf + bM‖q̈k
r ‖ + bC‖q̇k

r ‖ + bG)

= z̄kT

LkBT . (3.24)

Assuming that Ω0 is bounded for all t ∈ [0, tf ], (3.23) indicates that the monotonically

decreasing nonnegative sequence Ωk converges to a nonnegative fixed value, thus we

have ∆Ωk → 0 as k → ∞.

Considering that

∆Ωk ≤ −z̄kT

Kz̄k ≤ 0, (3.25)
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we obtain

lim
k→∞

z̄k = 0. (3.26)

Considering the definition of z̄ in (2.23), we obtain

lim
k→∞

zk = lim
k→∞

τ̃k
l . (3.27)

It follows from (2.11), (2.16), and the above equation that

lim
k→∞

wk(t) = lim
k→∞

τ̃k
e (t), (3.28)

which immediately leads to

‖ lim
k→∞

wk(t)‖ ≤ bf . (3.29)

It completes the proof.

Remark 16. As discussed in the previous chapter, Property 3 is considered in most

adaptive/learning methods, and the regressor Y (q̈, q̇, q) is used in the control design.

However, the usage of the regressor indicates a requirement that the robot structure

is known as a priori knowledge. The computation of the regressor is quite tedious

especially when the robot arm has a high DOF. In this regard, it is interesting to

look for a method without using the regressor. In the second method developed in

the previous chapter, this problem has been investigated by employing Property 4.

It has indicated the boundedness of the robot dynamics and the learning mechanism

was developed to “learn” unknown bounds kM , kC, and kG. It has also been shown

that if the bounds kM , kC, and kG are known, the learning process can be further
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avoided by employing the high-gain scheme. In the proposed methods in the previous

chapter, the high-gain feedback is required and the chattering exists when the defined

impedance error becomes very small. This is due to the employment of the boundedness

property and the use of sign function. Even if the sign function can be replaced by a

smooth threshold function, the high-gain feedback is still needed. By employing NN,

the unknown robot dynamics instead of the unknown bounds are estimated in this

chapter, and thus the usage of the sign function and high-gain feedback is avoided in

the computed torque component.

Remark 17. Although NN are employed in the control design discussed in this sec-

tion, it can be replaced by other linearly parameterized function approximators such

as fuzzy systems [95], polynomials, splines, etc.

3.3 Simulation Studies

As in the previous chapter, we conduct the simulation using the Robotics Toolbox

introduced in [90]. A two-DOF robot arm with two revolute joints moves in the X−Y

plane, as shown in Fig. 2.1. The robot arm repeats its motion to track the desired

trajectory in each iteration, and is repositioned to its initial position at the beginning

of each iteration. We set m1 = m2 = 1.0kg, l1 = l2 = 0.2m, i1 = i2 = 0.01kgm2,

and lc1 = lc2 = 0.1m. The initial position of the robot arm at the kth iteration is

qk(0) = [−π
3
, 2π

3
]T .

The desired trajectory of the robot arm in the Cartesian space is specified by

xd(t) = 0.2 + 0.1(6t5 − 15t4 + 10t3), yd(t) = 0, (3.30)
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where t ∈ [0, tf ] and tf = 1s.

The desired impedance model is specified by (2.8) with

Md = 0.1I2, Cd = 8I2, Gd = 8I2. (3.31)

Consider the control input (3.7) with each component (3.8), (3.9), and (2.22),

and the updating law (3.10). In (3.8), we choose µMl = 0.1, µCl = 0.1, µGl = 0.1,

δM = 1, δC = 1, and δG = 1, for l = 1, 2, . . . , 10. In (2.22), we choose K = I2. In

(3.10), we choose SM = 0.33I2, SC = 0.25I2, SG = 0.33I2, and SB = 0.67I2 to obtain

Θ̂k
M , Θ̂k

C , Θ̂k
G, and B̂k. Similarly as the method in the previous chapter, no dynamics

information is needed so the control design is straightforward and simple. While the

above parameters do not guarantee the best control performance, it is feasible to

change them with other values.

In the first case of this simulation, the robot arm is considered to be contact-

free, which indicates that there is no external force exerted by the environment. The

defined impedance error in the joint space and positions in X and Y directions are

shown in Figs. 3.1, 3.3, and 3.5, which illustrate the results at k = 1, k = 10, and

k = 30 respectively. It is easy to find that the impedance error becomes smaller as the

iteration number increases. At k = 30, the impedance errors at two directions almost

go to zero, as shown in Fig. 3.5, which indicates that the dynamics of the robot arm

are governed by the desired impedance model. As there is no external force from the

environment, the actual position converges to the desired trajectory, which can be

found in the last two sub-figures of Figs. 3.1, 3.3, and 3.5. The estimated parameters

at k = 1, k = 10, and k = 30 are shown in Figs. 3.2, 3.4, and 3.6, respectively. Note

that these estimated parameters do not necessarily converge to their true values but
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their boundedness is guaranteed. To show the convergence of the learning process

more clearly, the norms of the estimated parameters with respect to iterations are

shown in Fig. 3.7. While the norms almost converge to certain values at k = 30,

the learning process still continues. Theoretically, the learning process will not stop

till k → ∞. However, in the practical implementations, the learning process can be

manually stopped when the impedance error falls into a pre-defined small set.
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Fig. 3.1: The first case: impedance error, actual trajectory, and desired trajectory at
k=1

In the second case, it is considered that there is an external force τe = 0.02Nm,

and the force measurement noise is a uniform-random-number signal with amplitude

of 0.01. The defined impedance error and positions in X and Y directions at k = 1,

k = 10, and k = 30 are shown in Figs. 3.8, 3.9, and 3.10, respectively. It is found

that the positions in X and Y directions drift away from the desired trajectories

due to the effect of the external force, which is different from that in the first case.
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Fig. 3.2: The first case: estimated parameters at k=1
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Fig. 3.3: The first case: impedance error, actual trajectory, and desired trajectory at
k=10

59



3.3 Simulation Studies

0 20 40 60 80 100
−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

time (0.01s)

es
tim

at
ed

 p
ar

am
et

er

 

 

M̂11

M̂12

M̂21

M̂22

0 20 40 60 80 100
−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

time (0.01s)

es
tim

at
ed

 p
ar

am
et

er
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Ĉ22

0 20 40 60 80 100
−0.02

−0.01

0

0.01

0.02

0.03

0.04

time (0.01s)

es
tim

at
ed

 p
ar

am
et

er

 

 

Ĝ1
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Fig. 3.4: The first case: estimated parameters at k=10
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Fig. 3.5: The first case: impedance error, actual trajectory, and desired trajectory at
k=30
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Fig. 3.6: The first case: estimated parameters at k=30
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Nevertheless, as the iteration number increases, the impedance error becomes smaller

and converges to zero as the iteration number becomes very large. This is similar to

that in the first case and indicates that the proposed method guarantees the robot

dynamics governed by the desired impedance model in both contact-free and contact

cases. The results of estimated parameters are similar to that in the first case and

are thus omitted.
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Fig. 3.8: The second case: impedance error, actual trajectory, and desired trajectory
at k=1

Furthermore, the above results may be achieved by learning control in the previous

chapter which is based on a property that the robot dynamics are bounded and the

high-gain feedback is required in the computed torque component. In Figs. 3.11

and 3.12, the results with learning control in the previous chapter in two cases of

contact-free and contact are shown, respectively. The learning rate of the method

in the previous chapter is S0 = 0.04I2 and other parameters are the same as in

above simulation studies. Compared to that in Figs. 3.5 and 3.10, similar results of

impedance error and trajectory tracking are found in Figs. 3.11 and 3.12 but there
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Fig. 3.9: The second case: impedance error, actual trajectory, and desired trajectory
at k=10
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Fig. 3.10: The second case: impedance error, actual trajectory, and desired trajectory
at k=30
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exists an obvious chattering phenomenon in both figures. In this regard, NN based

method proposed in this chapter is preferred.
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Fig. 3.11: The first case: impedance error, actual trajectory, and desired trajectory
at k=30 with the method in the previous chapter

3.4 Conclusion

In this chapter, learning control has been further developed to make the robot dy-

namics follow a given target impedance model. By adopting the NN, neither the

LIP property nor the boundedness property was needed. The control performance

has been discussed through rigorous proof and remarking arguments. The simula-

tion results have shown the validity of the proposed method and superiority over the

existing methods.
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Fig. 3.12: The second case: impedance error, actual trajectory, and desired trajectory
at k=30 with the method in the previous chapter

In Part I, we have achieved impedance control design, i.e., the robot dynamics

can be controlled to follow a given impedance model. However, how to find a desired

impedance model in the case of unknown and dynamically changing environment is

yet to be answered. This will be investigated in Part II of this thesis.
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Part II

Impedance Learning and

Trajectory Adaptation
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Chapter 4

Impedance Learning

In this chapter, impedance learning is investigated to obtain the desired impedance

parameters subject to unknown environments. The gradient-following and better-

ment schemes are employed, and the robot with the resulted learning law is able to

adjust the stiffness and damping matrices simultaneously. This learning law has a

straightforward formulation and is feasible for a general class of applications. Sim-

ulation and experiment with different control objectives are carried out to show the

feasibility of the proposed method.

The rest of this chapter is organized as follows. In Section 4.1, the problem

of a robot interacting with unknown environments is formulated. In Section 4.2, the

details of the proposed learning law are presented. In Sections 4.3 and 4.4, simulation

and experiment with different control objectives are conducted to verify the feasibility

of the proposed method. Concluding remarks are given in Section 4.5.
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4.1 Problem Statement

4.1.1 Problem Formulation

As discussed in Part I, impedance control is employed for the robot interacting with

environments. To be specific, the robot dynamics (2.4) are governed by a target

impedance model as below

Mx(ẍ0 − ẍ) + Cx(ẋ0 − ẋ) +Gx(x0 − x) = f, (4.1)

where Mx, Cx, and Gx are the desired inertia, damping and stiffness matrices, re-

spectively, and x0 is the rest position in the Cartesian space. Note that the above

impedance model is given in the Cartesian space instead of the joint space as in Part

I, for the analysis convenience for tasks defined in the Cartesian space. The transfor-

mations between the joint space and Cartesian space require the forward and inverse

kinematics as discussed in Remark 3.

In order to obtain Mx, Cx, and Gx to achieve the desired interaction performance,

the environment dynamics have to be taken into consideration. However, previous

studies have shown that it is extremely difficult to obtain an exact model of the

environment (e.g., human limb) in many situations. In this regard, we aim to develop

an iterative learning law, which is able to find Mx, Cx, and Gx during the repetitive

interaction. When Mx, Cx, and Gx are obtained through learning, impedance control

is employed to govern the dynamics of the robot arm to follow the obtained desired

impedance model.
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4.1.2 Preliminaries

For the development of the learning law in Section 4.2, we introduce the following

lemma about the betterment scheme proposed in [96].

Lemma 2. [96] Consider the following linear time-varying systems described by

ξ̇(t) = A(t)ξ(t) +B(t)u(t),

o(t) = C(t)ξ(t), ξ ∈ Rm, u, o ∈ Rr. (4.2)

The control input u(t) is iteratively updated as

uk(t) = uk−1(t) + α[ȯd(t) − ȯk(t)], (4.3)

where k is the iteration number, od(t) is the desired output, and α satisfies the fol-

lowing inequality

‖I − αB(t)C(t)‖∞ < 1 (4.4)

with I as the unit matrix of a proper dimension.

If C(t)B(t) is nonsingular and ok(0) = od(0), then the betterment process for

system (4.2) is convergent in the sense that ok(t) → od(t) uniformly in t ∈ [0, tf ] as

k → ∞, where tf is the iteration period.

For the trajectory tracking control of (2.4), we consider the PD-like control as in

[85, 86]

τ = KP Sin(e) +KDė+ JT (q)f, (4.5)
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where KP and KD are diagonal matrices with positive entries. Sin(e) is defined as

Sin(e) = [Sin(e1), Sin(e2), . . . , Sin(en)]T , (4.6)

where ei, i = 1, 2, . . . , n are the components of e, and Sin(ei) is defined as

Sin(ei) =























1, ei ≥ π
2
;

sin(ei), |ei| < π
2
;

−1, ei ≤ −π
2
.

(4.7)

It has been proven that the residual robot dynamics with above PD-like control are

passive [85, 86]. Equivalently, we have the following lemma.

Lemma 3. [85, 86] Denoting an auxiliary variable

y = −ė− µSin(e) (4.8)

with µ > 0, we have the following inequality

{[M(q)ë+ C(q, q̇)ė−KPSin(e) −KDė] + [M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]}Ty ≥ V (e, ė) +
d

dt
(W (e, ė)), (4.9)

where

W (e, ė) =
1

2
ėTM(q)ė+

n
∑

i=1

pi(1 − Cos(q̇i)) + µSinT (e)M(q)ė,

V (e, ė) = ėT{KD − c1I − α[M(q) + (c2 + c3)I]}ė

+SinT (e)(µKP − c4I)Sin(e) (4.10)
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with pi, i = 1, 2, . . . , n as the diagonal entries of KP , qi, i = 1, 2, . . . , n as the compo-

nents of q, cj, j = 1, 2, 3, 4 as some constants, and Cos(q̇i) defined as

Cos(q̇i) =























−q̇i + π
2
, q̇i ≥ π

2
;

cos(q̇i), |q̇i| < π
2
;

q̇i + π
2
, q̇i ≤ −π

2
.

(4.11)

V (e, ė) and W (e, ė) are positive definite in e and ė if µ > 0.

Remark 18. The above lemma is essential in the sense that the passivity concept is

introduced for the trajectory tracking control of robot arm. Several control methods

based on this idea and further discussion may be found in [85, 86, 97, 98, 99].

Lemma 4. According to Property 4, the following inequality holds

[−M(qd)q̈d − C(qd, q̇d)q̇d −G(qd) −Kssgn(y)]Ty ≤ 0, (4.12)

where Ks = diag(ks1, ks2, . . . , ksn) and ‖Ks‖ = kM l1 + kCl
2
2 + kG, with l1, l2 as the

upper bounds of ‖q̈d‖, ‖q̇d‖, respectively, sgn(y) = [sgn(y1), sgn(y2), . . . , sgn(yn))]
T with

y1, y2, . . . , yn as the components of y, and sgn(·) denotes the sign function.

Proof.

[−M(qd)q̈d − C(qd, q̇d)q̇d −G(qd) −Kssgn(y)]Ty

≤ [‖M(qd)q̈d‖ + ‖C(qd, q̇d)q̇d‖ + ‖G(qd)‖]‖y‖ − ‖Ksy‖

≤ [‖M(qd)‖‖q̈d‖ + ‖C(qd, q̇d)‖‖q̇d‖ + ‖G(qd)‖]‖y‖ − ‖Ksy‖

≤ (kM‖q̈d‖ + kC‖q̇d‖‖q̇d‖ + kG)‖y‖ − ‖Ks‖‖y‖ ≤ 0. (4.13)
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4.2 Impedance Learning Design

This section is dedicated to present the details of the proposed impedance learning

law. Because arbitrary selection of Mx may cause instability [47], it is fixed to equal

to the apparent endpoint inertia and only Cx and Gx are updated.

First, a cost function to measure the interaction performance is denoted as Υ(t),

which will be defined later. To gradually decrease this cost function by updating

Cx and Gx, gradient-following scheme is employed and the following learning law is

proposed

Ck
x(t) = Ck−1

x (t) − βC(
∂Υk(t)

∂Ck
x(t)

)T = Ck−1
x (t) − βC(

∂fk(t)

∂Ck
x(t)

)T (
∂Υk(t)

∂fk(t)
)T ,

Gk
x(t) = Gk−1

x (t) − βG(
∂Υk(t)

∂Gk
x(t)

)T = Gk−1
x (t) − βG(

∂fk(t)

∂Gk
x(t)

)T (
∂Υk(t)

∂fk(t)
)T , (4.14)

where positive scalars βC and βG represent the learning rates. They can be chosen by

considering the tradeoff between stability and learning rate, i.e., a large βC/βG will

lead to a fast learning but the system may become unstable, while a small βC/βG will

lead to a slow learning but the system stability is guaranteed.

According to (4.1), we have

∂fk(t)

∂Ck
x(t)

= ėkT

x (t),

∂fk(t)

∂Gk
x(t)

= ekT

x (t), (4.15)

where ek
x(t) = x0(t) − xk(t).

Because the environment dynamics are unknown, the gradient of reinforcement

∂Υk(t)
∂fk(t)

is not available. To solve this problem, various estimation methods have been
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4.2 Impedance Learning Design

proposed. In [59], ∂Υk(t)
∂fk(t)

is estimated based on an internal model which is identified

from the data collection of input fk(t) and output Υk(t). Suppose that the internal

model is obtained as Υ̂k(t) = ρTfk(t), then the gradient of reinforcement is estimated

as ∂Υ̂k(t)
∂fk(t)

= ρT . In this section, however, we employ the betterment scheme as stated

in Lemma 2. Under the betterment scheme, a time series of input signal to a plant

is iteratively updated using an error signal between the output signal and the target

signal such that the output signal at the next iteration approaches the target signal

[55]. The details will be explained by investigating the environment dynamics.

Suppose that the environment dynamics are described by the following mass-

damping-spring model [7]

MEẍ+ CEẋ+GE(x− xE) = f, (4.16)

where xE is the rest position of the environment, and ME , CE, and GE are inertia,

damping and stiffness matrices of the environment dynamics, respectively. Note that

ME , CE , and GE are unknown and they are only used for the analysis convenience.

Suppose that xE = 0, then (4.16) is rewritten as

MEẍ+ CEẋ+GEx = f. (4.17)

Choosing states x1 = x, x2 = ẋ, and x3 =
∫ t

0
f(v)dv, we rewrite (4.16) in the state-

space form













ẋ1

ẋ2

ẋ3













=













0 In 0

−M−1
E GE −M−1

E CE 0

0 0 0

























x1

x2

x3













+













0

−M−1
E

In













f. (4.18)
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In the above formulation, we assume that f(0) = 0 such that ẋ3(t) = f(t) − f(0) =

f(t). By denoting

ξ =













x1

x2

x3













, A =













0 In 0

−M−1
E GE −M−1

E CE 0

0 0 0













, B =













0

−M−1
E

In













, (4.19)

we further write the above equation into a more compact form

ξ̇(t) = A(t)ξ(t) +B(t)f(t). (4.20)

To be coherent with the denotation in Lemma 2, we have

o(t) = C(t)ξ(t), (4.21)

where C(t) defines the relationship between the states (i.e., position, velocity, and

integral of interaction force) and the output o(t).

As indicated by Lemma 2, if we take the interaction force f as the “control input”

to the environment dynamics (4.20), it will be updated as

fk(t) = fk−1(t) + α′(ȯd(t) − ȯk(t)) = fk−1(t) − α′(ȯ(t) − ȯd(t)), (4.22)

where α′ satisfies the inequality (4.4), such that ok(t) → od(t) as k → ∞. In other

words, the “control input” f is iteratively updated to decrease the error between

ok(t) and od(t). Approximately, we measure this error by the cost function Υ(t) =
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4.2 Impedance Learning Design

‖o(t) − od(t)‖2 where ‖ · ‖2 denotes 2-norm, and we have

fk(t) = fk−1(t) − β(
∂Υk(t)

∂fk(t)
)T . (4.23)

Remark 19. The definition of the cost function Υ(t) indicates that the aim of

impedance learning in this chapter can be trajectory tracking, integral force tracking

or the combination/compromise of these two, by choosing different C(t). For exam-

ple, if the control objective is integral force tracking, we may choose C(t) = [0, 0, c]T ,

where c is a constant. Note that the defined cost function includes position, veloc-

ity and integral interaction force which are different quantities with different units of

measurements. Therefore, in practical implementations, partial knowledge of both the

robot and environment and trial and error may be needed to define a proper cost func-

tion. This is the same as in the well-known linear quadratic regulator [100], where a

typical cost function includes position, velocity and control torque and it is nontrivial

to determine their weights.

Remark 20. The cost function based method has been employed in most works of

impedance learning in the literature, such as wall following [54], ball inserting [59],

door opening and ball catching [58], and explosive movement tasks [101].

Comparing (4.22) and (4.23), we obtain

∂Υk(t)

∂fk(t)
= α(ȯ(t) − ȯd(t))

T , (4.24)

where it is noted that β has been absorbed by α as α = α′

β
.
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4.2 Impedance Learning Design

Substituting (4.15) and (4.24) to (4.14), we obtain the learning law

Ck
x(t) = Ck−1

x (t) − αβC ė
k
x(t)(ȯ(t) − ȯd(t))

T ,

Gk
x(t) = Gk−1

x (t) − αβGe
k
x(t)(ȯ(t) − ȯd(t))

T . (4.25)

Remark 21. It is found that the above learning law has a simple formulation, which

is developed based on the sensory feedback from the environment instead of the envi-

ronment model. The sensory feedback includes the position and velocity errors ex(t)

and ėx(t), which are respectively used to update Gx(t) and Cx(t). It may also include

the force error ef (t) = fd(t) − f(t), which is introduced by the defined cost function

Υ(t).

After Cx and Gx are obtained through learning, we design impedance control to

make the robot dynamics follow the desired impedance model. Instead of employing

the impedance control design discussed in Chapters 2 and 3, we adopt the two-loop

impedance control framework as shown in Fig. 4.1 in this chapter. In this framework,

the virtual desired trajectory qd is obtained according to qd =
∫ t

0
J−1(q(v))ẋ(v)dv,

where x is obtained from (4.1). The following adaptive control is to make limt→∞ q(t) =

qd(t).

Robot

Arm
+xdImpedance 

Learning

 ,  

Inverse 

Kinematics

Position 

Control-

+

Fig. 4.1: Impedance learning and its implementation
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The control input for the inner position control loop is proposed as

τ = KP Sin(e) +KDė− K̂ssgn(y) + JT (q)f(t), (4.26)

where K̂s is a diagonal matrix with elements k̂i, i = 1, 2, . . . , n. For the analysis

convenience, we denote

k = [ks1, ks2, . . . , ksn]
T , k̂ = [k̂s1, k̂s2, . . . , k̂sn]

T , (4.27)

and thus Ks = diag(k) and K̂s = diag(k̂).

The updating law for k̂ is developed as

˙̂
k = S−1

1 ȳ, (4.28)

where S1 is a positive definite matrix and ȳ = [y1sgn(y1), y2sgn(y2), . . . , ynsgn(yn)]T .

Note that after k̂ is obtained from (4.28), K̂s in (4.26) is obtained as K̂s = diag(k̂).

Considering (2.4) and the control input (4.26), the closed-loop system dynamics

are given by

M(q)q̈ + C(q, q̇)q̇ +G(q) −KPSin(e) −KDė+ K̂ssgn(y) = 0. (4.29)

Theorem 5. Given the dynamics (2.4), with the developed control (4.26) and updat-

ing law (4.28), trajectory tracking of the robot arm is achieved, i.e.,

lim
t→∞

e(t) = 0. (4.30)

Besides, all the signals in the closed-loop system (4.29) are bounded.
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Proof. Rewrite the closed-loop dynamics (4.29) as

M(q)q̈ + C(q, q̇)q̇ +G(q) −KpSin(e) −Kdė+ K̂ssgn(y)

= [M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė] + [M(q)q̈d + C(q, q̇)q̇d +G(q)]

+K̂ssgn(y)

= [M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė] + {[M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]} + [M(qd)q̈d + C(qd, q̇d)q̇d +G(qd)]

+K̂ssgn(y)

= [M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė] + {[M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]} + [M(qd)q̈d + C(qd, q̇d)q̇d +G(qd)]

+[Kssgn(y) + K̃ssgn(y)] = 0, (4.31)

where K̃s = K̂s −Ks. From the above equation, we obtain

M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė+ {[M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]} + K̃ssgn(y)

= −M(qd)q̈d − C(qd, q̇d)q̇d −G(qd) −Kssgn(y). (4.32)

According to Lemma 3, we have

{[M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė] + [M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]}Ty ≥ V (e, ė) +
d

dt
[W (e, ė)].(4.33)
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Besides, we have the following result according to the updating law (4.28)

d

dt
(
1

2
k̃TSk̃) = k̃TS

˙̃
k = k̃TS

˙̂
k = k̃T ȳ = K̃ssgn(y)yT . (4.34)

Substituting the above equation into (4.33), we have

{[M(q)ë+ C(q, q̇)ė−KpSin(e) −Kdė] + [M(q) −M(qd)]q̈d

+[C(q, q̇) − C(qd, q̇d)]q̇d + [G(q) −G(qd)]}Ty + K̃sy
T sgn(y)

≥ V (e, ė) +
d

dt
[W (e, ė) +

1

2
k̃Sk̃], (4.35)

which leads to

[−M(qd)q̈d − C(qd, q̇d)q̇d −G(qd) −Kssgn(y)]Ty

≥ V (e, ė) +
d

dt
[W (e, ė) +

1

2
k̃Sk̃]. (4.36)

According to Lemma 4, we obtain

V (e, ė) +
d

dt
[W (e, ė) +

1

2
k̃Sk̃] ≤ 0, (4.37)

and thus

d

dt
[W (e, ė) +

1

2
k̃Sk̃] ≤ −V (e, ė). (4.38)

Taking the integral of both sides of the above equation, we have

W (e(t), ė(t)) +
1

2
k̃(t)Sk̃(t) −W (e(0), ė(0)) − 1

2
k̃(0)Sk̃(0)

≤ −
∫ t

0

V (e(v), ė(v))dv ≤ 0. (4.39)
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The above inequality indicates that W (e(t), ė(t)) + 1
2
k̃(t)Sk̃(t) ≤ W (e(0), ė(0)) +

1
2
k̃(0)Sk̃(0) and thus W (e(t), ė(t)) + 1

2
k̃(t)Sk̃(t) is bounded suppose W (e(0), ė(0))

and 1
2
k̃(0)Sk̃(0) are bounded. According to Lemma 3, W (e(t), ė(t)) is positive defi-

nite in e(t) and ė(t), thus W (e(t), ė(t)) and k̃(t)Sk̃(t) are bounded, and immediately

we obtain e(t) ∈ L∞, ė(t) ∈ L∞, and k̃(t) ∈ L∞. Besides, it is found from the

above inequality that
∫ t

0
V (e(v), ė(v))dv is bounded, and thus we have e(t) ∈ L2 as

V (e(t), ė(t)) is positive definite in e(t) and ė(t). ė(t) ∈ L∞ and e(t) ∈ L2 lead to

lim
t→∞

e(t) = 0, (4.40)

which completes the proof.

Remark 22. Compared to the methods in [28, 84, 86], q̈d is not used in above adap-

tive control while the trajectory tracking is still guaranteed. This may help in some

applications where q̈d is not available.

4.3 Simulation Studies

In this section, we verify the validity of the proposed impedance learning and adaptive

control through simulation studies. A 6-DOF PUMA560 robot is considered and this

simulation is implemented with the robotics toolbox introduced in [90].

The initial position of the robot arm in the joint space is q(0) = [0, 0, 0, 0, 0, 0]T .

The desired trajectory of the robot arm for each joint is given by 12( t
tf

)5 − 30( t
tf

)4 +

20( t
tf

)3, where tf = 5. The environment dynamics are described by (4.16) with ME =

0.01(sin πt)2I, CE = 0.1(sin πt)2I, and GE = 20(sin πt)2I, which are time-varying and

unknown to the designer. To show the robustness of the proposed impedance learning,
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the discontinuity of the environment dynamics has also been considered during the

simulation. In particular, the interaction force is considered to suddenly drop to 0 at

t = 1s, i.e., ME = 0, CE = 0, and GE = 0 for t > 1s. The control parameters in (4.26)

and (4.28) are KP = diag [1000, 100, 100, 10, 10, 10], KD = diag [50, 10, 10, 1, 1, 1], and

S1 = diag [0.2, 0.02, 0.04, 0.2, 0.2, 0.2]. Md is fixed to equal to the apparent inertia

and the initial values of Cd and Gd in the first iteration (k = 0) are C0
d(t) = 10I6 and

G0
d(t) = 10I6. The parameters in (4.25) are αβC = 20 and αβG = 20, which can be

adjusted to modulate the convergence rate of the learning process. As discussed in

Section 4.2, the control objective can be trajectory tracking, integral force tracking

and the combination/compromise of these two with the proposed impedance learning,

by choosing different cost functions.

In the first case, we choose C(t) = [50, 0, 1]T , fd = 0, and thus the cost function is

Υ(t) = ‖50ex(t)−
∫ t

0
ef(v)dv‖2. The simulation results are shown in Figs. 4.2, 4.3, and

4.4. Note that tracking errors and interaction forces in Fig. 4.3 are the simulation

results of Joint 1. The results of other joints are similar and thus not shown in

this simulation. From Fig. 4.2, it is found that the cost function becomes smaller

when the iteration number increases. This is followed by the result that the tracking

error becomes smaller while the interaction force from 0s to 1s becomes larger when

the iteration number increases, as shown in Fig. 4.3. Correspondingly, impedance

parameters from 0s to 1s become larger when the iteration number increases, as shown

in Fig. 4.4. Observing the impedance parameters of the environment dynamics with

respect to time, the impedance parameters of the robot arm in Fig. 4.4 are updated

correspondingly. For example, the peak of the interaction force appears at around

0.6s when the impedance parameters of the environment dynamics become the largest,

and the impedance parameters of the robot arm also become the largest. Besides,
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the interaction force is set to suddenly drop to 0 at t = 1s, and there is discontinuity

at this point. As a result, an overshoot appears after t = 1s in Fig. 4.4. Nonetheless,

the robot arm moves smoothly which can be observed by the tracking error in Fig.

4.3. The above results have indicated that the robot arm increases its impedance

parameters iteratively to resist the interference from the environment, while it keeps

its impedance parameters when there is no interference. These results are similar to

that in [52] and in accord with the human motor control performance.
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Fig. 4.2: Cost functions in the first case

In the first case, the weight of the tracking error in the cost function is 50 while

the weight of the integral interaction force is 1, which indicates that trajectory track-

ing is more important than zero force tracking. Therefore, impedance parameters

become larger such that the robot arm stiffen up to resist the interference from the

environment. Subsequently, the tracking error becomes smaller and the interaction

force becomes larger. In the second case, we change C(t) to C(t) = [3, 0, 1]T , and

thus the cost function becomes Υ(t) = ‖3ex(t) −
∫ t

0
ef(v)dv‖2. As the weight of the
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Fig. 4.3: Tracking errors and interaction forces in the first case
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Fig. 4.4: Damping and stiffness parameters in the first case
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tracking error in this case is smaller than that in the first case, it is expected that

the robot arm becomes more compliant. The simulation results are shown in Figs.

4.5, 4.6, and 4.7. In particular, the impedance parameters shown in Fig. 4.7 indeed

become smaller from 0s to 1s. Accordingly, in Fig. 4.6 it is shown that the interac-

tion force becomes smaller while the tracking error becomes larger. In Fig. 4.5, the

cost function still becomes smaller as the iteration number increases, although the

performance is very different from that in Fig. 4.2. Similarly as in Fig. 4.4, there is

also an overshoot in Fig. 4.7 due to the existence of discontinuity in the environment

dynamics, but it does not have an obvious effect on the control performance of the

robot arm.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.05

0.1

0.15

0.2

time (s)

co
st

 fu
nc

tio
n

iteration number increasing

Fig. 4.5: Cost functions in the second case
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Fig. 4.6: Tracking errors and interaction forces in the second case

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
7

7.5

8

8.5

9

9.5

10

10.5

C
d

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
9.5

9.6

9.7

9.8

9.9

10

10.1

time (s)

G
d

iteration number increasing

iteration number increasing

Fig. 4.7: Damping and stiffness parameters in the second case
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4.4 Experiment

In this section, the proposed impedance learning is further examined on a real robot,

Nancy, which is developed in Social Robotics Laboratory, National University of

Singapore [102]. The motor which drives the joint is controlled by Maxon’s EPOS2

70/10 dual loop controller. It works in the CANopen network and provides multiple

operational modes including position, velocity, and current modes. An ATI mini-40

force/torque sensor is installed at the left wrist of Nancy to measure the force/torque

exerted by environments.

In this experiment, the left wrist of Nancy follows a desired trajectory qd = 0.02t

rad while it interacts with a human hand which plays the role of unknown environ-

ment, as shown in Fig. 4.8. In each iteration with a period of 18s, the interaction

starts at t = 5s and ends at t = 16s. Similarly as in simulation studies, the interaction

force drops to zero at t = 16s immediately, and thus there is discontinuity. Two cases

with different control objectives are considered. In these two cases, Md is fixed to

equal to the apparent inertia and the initial values of Cd and Gd are C0
d(t) = 3.6 and

G0
d(t) = 3.6. The parameters in (4.25) are αβC = 40 and αβG = 40. Other values of

these parameters can be chosen to adjust the convergence rate of the learning process.

In the first case, we choose the cost function as Υ(t) = ‖10ex(t) −
∫ t

0
ef (v)dv‖2

and then trajectory tracking is more important than zero force tracking. In Figs. 4.9

and 4.10, the results at k = 0, 5, 10 are shown. From Fig. 4.10, it is found that the

tracking error becomes smaller when the iteration number increases. Correspondingly,

the stiffness parameter Gd becomes larger and the defined cost function becomes

smaller when the iteration number increases, as shown in Fig. 4.9. The result of

the damping parameter Cd is similar to that of Gd, and is thus omitted. Similarly
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4.4 Experiment

Fig. 4.8: Nancy and experiment scenario

as in simulation studies, the above results have revealed the expected interaction

performance: impedance parameters become larger to make the robot arm stiffen up

such that the interference from the environment is resisted, and they keep unchanged

if there is no interference from the environment.

In the second case, we change the cost function to Υ(t) = ‖ex(t) −
∫ t

0
ef (v)dv‖2,

in which the weight of trajectory tracking is smaller and it is expected that the robot

arm becomes more compliant. The results at k = 0, 5, 10 and in the second case are

shown in Figs. 4.11 and 4.12. Different from that in Figs. 4.9 and 4.10, the tracking

error becomes larger and correspondingly the stiffness parameter Gd becomes smaller

when the iteration number increases. It is obvious that the robot arm becomes more

compliant in this case. As the interaction force drops to zero immediately at t = 6s,

there is an overshoot in the result of stiffness parameter in Fig. 4.11, but it does

not have obvious effect on the motion of the robot arm. Besides, the force signal

is typically noisy and the learning process is not as smooth as that in simulation

studies. While the above results are acceptable, these practical issues need to be

further considered for better interaction control.
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Fig. 4.9: Cost functions and stiffness parameters in the first case
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Fig. 4.10: Tracking errors and interaction forces in the first case
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Fig. 4.12: Tracking errors and interaction forces in the second case
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4.5 Conclusion

To summarize, by choosing different cost functions, it is determined that the

control objective can be trajectory tracking, integral force tracking or the combina-

tion/compromise of these two. The proposed impedance learning guarantees that

the defined cost function becomes smaller and subsequently the control objective is

achieved, subject to unknown dynamic environments. The advantage of the proposed

impedance learning over impedance control with fixed impedance parameters lies in:

a modest performance can be obtained if a good set of fixed impedance parameters is

predefined (when k = 0), and a better performance can be obtained only with variant

impedance parameters because the environments are dynamically changing.

4.5 Conclusion

In this chapter, impedance learning for robots interacting with unknown environments

has been investigated. Impedance learning has been developed to obtain desired

impedance parameters subject to unknown dynamic environments. The proposed

impedance learning has employed gradient-following and betterment schemes, which

has a simple and straightforward formulation. Adaptive control without using the

regressor has been developed for the trajectory tracking in the inner position control

loop, and subsequently the control objective has been achieved. The feasibility and

validity of the proposed method have been verified by simulation and experiment.

90



Chapter 5

Trajectory Adaptation: Intention

Estimation

As the desired impedance parameters are obtained through impedance learning in

the previous chapter, another question to be answered is how to determine the rest

position in a desired impedance model. In the following two chapters, we consider a

typical human-robot collaboration scenario and try to partially answer this question.

In this scenario, the human partner stands for an unknown environment to the robot

and he/she leads the robot along a trajectory that is unknown to the robot. The

control objective is to make the robot “actively” follow the human partner and achieve

the motion synchronization.

In this chapter, human motion intention is defined as the desired trajectory in the

limb model of the human partner, which is extremely difficult to obtain considering

the nonlinear and time-varying property of the limb model. NN are employed to

cope with this problem, based on which an online estimation method is developed.

The estimated motion intention is integrated into the developed adaptive impedance

91



5.1 Problem Statement

control, which makes the robot follow a given target impedance model. Under the

proposed method, the robot is able to actively collaborate with its human partner,

which is verified through simulation and experiment studies.

The rest of this chapter is organized as follows. In Section 5.1, a specific human-

robot collaboration system under study is described and the problem of unknown

motion intention of the human partner is formulated. In Section 5.2, the proposed

motion intention estimation method is introduced in details, and adaptive impedance

control is developed. In Section 5.4, an intensive simulation study is used to verify

the effectiveness of the proposed method. It is further examined through experiments

in Section 5.5. Concluding remarks are given in Section 5.6.

5.1 Problem Statement

5.1.1 System Description

In this chapter, we investigate a typical human-robot collaboration system, which

includes a human limb and a robot arm with a configurable end-effector and a force

sensing handle, as shown in Fig. 5.1. The robot arm provides n DOF at the force

sensing handle, which is mounted near the end-effector and measures the force exerted

by the human partner to the robot arm. The end-effector is selected in order to flexibly

pick and place objects with different sizes and shapes. According to the force exerted

by the human partner and detected by the sensor mounted on the handle, the control

system generates control input for each joint of the robot arm and drives the end-

effector to the destination. In the whole system, human partner leads the task by

simply applying force to the handle, and the robot arm carries the object load. The
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5.1 Problem Statement

critical problem to be discussed is how to estimate the motion intention of the human

partner and make the robot achieve “active” following.

Assumption 3. The object is tightly grasped by the robot arm and there is no relative

motion between the object and the end-effector. Furthermore, the object is deemed as

“a part” of the robot arm.

Fig. 5.1: Human-robot collaboration

Since the interaction is at the handle near the end-effector, we consider the robot

dynamics in the Cartesian space, i.e., (2.6).

Property 5. [83] Matrix MR(q) is symmetric and positive definite.

Property 6. [83] Matrix 2CR(q, q̇) − ṀR(q) is a skew-symmetric matrix if CR(q, q̇)

is in the Christoffel form, i.e., ξT (2CR(q, q̇) − ṀR(q))ξ = 0, ∀ξ ∈ R
n.

Remark 23. The above two properties are similar to Properties 1 and 2 as shown in

Chapter 2. The only difference is that the former are in the Cartesian space and the

latter are in the joint space.
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5.1.2 Problem Formulation

In a predefined task, the desired trajectory of the robot arm is prescribed and available

for the control design. In the human-robot collaboration task under study in this

chapter, the desired trajectory is determined by the human partner, which is unknown

to the control design. In the literature, impedance control is employed such that the

robot arm is controlled to be compliant to the force exerted by the human partner.

Equivalently, the robot arm dynamics are governed by a target impedance model

(4.1).

From the target impedance model in (4.1), we find that the actual position of

the robot arm x will be refined according to the interaction force f . Seen from the

perspective of the human partner, he will feel like moving an object with inertial/mass

Mx, damping Cx, and stiffness Gx from the rest position x0 to x, as shown in Fig.

5.2. In this regard, if x0 is designed to be far away from x, the human partner need

consume lots of energy to move the robot arm. Conversely, if the robot “knows”

the motion intention of the human partner and changes x0 accordingly, the human

partner will consume much less energy to move the robot arm.

Mx 

Cx 

Gx 

f 

x0 x 

Fig. 5.2: Mass-damping-stiffness system

In many cases, x0 can be designed based on the designer’s prediction of the motion
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5.2 Trajectory Adaptation

intention of the human partner. For example, in the application of human-robot

handshaking, although it is impossible to predict human’s actual movement, it is still

possible to design x0 based on the basic understanding of the handshaking motion of

the human partner. Nevertheless, this empirical method is obviously lack of flexibility

and cannot guarantee a good performance. Therefore, in the first part of this chapter,

we will propose a method to design x0 based on the estimation of the motion intention

of the human partner. Then, we will develop adaptive control to guarantee the robot

dynamics (2.6) follow the target impedance model (4.1) subject to unknown robot

dynamics.

5.2 Trajectory Adaptation

5.2.1 Human Limb Model

This section is dedicated to define the motion intention of the human partner by

employing a human limb model. In [103], the equilibrium point control model is

developed, which suggests that the CNS utilizes the spring-like property of the neu-

romuscular system in coordinating multi-DOF human limb movements and tends to

drive the limb to equilibrium points. In the equilibrium point control model, only the

spring-like property is taken into account. A more general model to describe human

limb dynamics is supposed to consider its mass-damper-spring property, as in [45]

Mhẍ+ Chẋ+Kh(xh − x) = f, (5.1)

where Mh, Ch, and Kh are the mass, damping, and stiffness matrices of the human

limb model, respectively, and they are diagonal. xh is the trajectory planned in the
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human partner’s CNS.

Note that when the human limb is motion-free, i.e., the interaction force f = 0,

(5.1) leads to x → xh, considering that Mh, Ch, and Kh are positive definite. Thus,

xh is defined as the motion intention of the human partner in this thesis. As discussed

and verified in [45], the damper and spring components usually dominate human limb

model. Thus, we have the following model

Chẋ+Kh(xh − x) + δ(x, ẋ) = f, (5.2)

where δ(x, ẋ) is the uncertainty which may be resulted by the incomplete modeling,

the time-varying property of Ch and Kh, and the external disturbances.

Based on the above human limb model (5.2), we assume that the motion intention

xh can be estimated by the interaction force f , actual position x, and velocity ẋ.

Equivalently, we have the following assumption:

Assumption 4. In a typical collaborative task, the motion intention of the human

partner (in each direction), i.e., xh in (5.2), is determined by the interaction force

f , actual position x, and velocity ẋ at the interaction point (in the corresponding

direction) of the human limb and robot arm.

Due to the existence of δ(x, ẋ) in (5.2), it is improper to off-line estimate xh from

the collected data f , x, and ẋ. In the next section, we will utilize machine learning

to develop an online estimation method.
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5.2.2 Intention Estimation

For the analysis convenience, we consider the system dynamics in a single direction,

i.e., Mx, Cx, Gx, x, x0, f , Ch, Kh, and xh are scalars.

Machine learning can discover intrinsic information, map unknown relationship,

and approximate functions. As one of the popular machine learning methods, radial

basis function neural networks (RBFNN) are employed in this chapter. In particular,

the estimation of xh is given by

x̂h(r) =

p
∑

i=1

ŵisi(r),

si(r) = e
−(r−µi)

2

η2
i , (5.3)

where r = [fT , xT , ẋT ]T is the input to RBFNN, p is the NN nodes number, µi is the

center of the receptive field, ηi is the width of the Gaussian function, and ŵi is an

adjustable synaptic weight vector. Therefore, we have

xh(t) = x̂h(t) + ε, (5.4)

where ε is the estimation error, which is caused by both the NN approximation and

the developed updating law. To determine the parameters in (5.3), the following

rules of thumb can be considered [104]: a larger p normally results in the better

approximation while it leads to a higher computational complexity, so usually p is

chosen to be just large enough to meet the approximation requirement; the centers

µi span evenly in the input space of r; and the widths ηi are chose as d√
2
, where d is

the distance between intermediate centers.
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As si(r) is available by collecting data r, we employ the back propagation algo-

rithm [105] to obtain ŵi in (5.3). According to the discussion in Section 5.1, the

control objective is to make the robot “actively” move towards its human partner’s

intended position and thus the interaction force f as small as possible. Therefore,

ŵi is adjusted online in the direction of the steepest descent with respect to the cost

function E = 1
2
f 2. Equivalently, we have

˙̂wi(t) = −α′
i

∂E

∂ŵi

= −α′
i

∂E

∂f

∂f

∂xh

∂xh

∂ŵi

= −α′
if
∂f

∂xh

∂xh

∂ŵi

, (5.5)

where α′
i is a positive scalar. Theoretically, α′

i > 0 will guarantee the convergence

and a large α′
i will lead to a fast convergence. However, a large α′

i may also result

in instability in practice. Therefore, a tradeoff between the convergence rate and

stability has to be considered in implementations.

In the above equation, ∂fi

∂xh
can be obtained according to (5.2) as follows

∂f

∂xh

= Kh, (5.6)

and ∂xh

∂ŵi
can be obtained according to (5.4) as follows

∂xh

∂ŵi
= si(r). (5.7)

Substituting (5.6) and (5.7) into (5.5) leads to

˙̂wi(t) = −αifsi(r), (5.8)
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where αi = α′
iKh. As Kh is the parameter of human limb dynamics and unknown, it

is absorbed by αi which is set by the designer.

Then, we obtain the updating law of ŵi as below

ŵi(t) = ŵi(0) − αi

∫ t

0

[f(v)si(r(v))]dv. (5.9)

With the above equation, we obtain the estimated motion intention x̂h according to

(5.3).

Remark 24. Note that ŵi can be obtained online as in (5.9). This is a favorable

property in the sense that the human partner may change his motion intention at any

time.

Remark 25. In [72], the motion intention of the human partner is divided to two

states: active and passive. It is assumed to be a stochastic process and thus can be

estimated by the HMM. The robot is controlled in the following manner. If the motion

intention of the human partner is passive, which indicates that the robot’s current

motion is coherent with the motion intention, then the robot is in an active state

(stiff position control); if the motion intention is active, which indicates the human

partner wants to lead the task or to change the motion, then the robot complies to

the human limb motion (compliant control). Under this framework, the estimation of

the motion intention is obtained based on the estimation of Mh, Ch, and Kh in (5.1).

Different from that, the method proposed in this chapter is straightforward from the

data collection to the intention estimation. And the estimated intention is a trajectory

instead of two states.

Remark 26. In the practical implementation, the adaptation of ŵi can be switched

off to simplify the computation and improve the system robustness. The condition to
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5.3 Adaptive Impedance Control

switch the adaptation can be designed as: the adaptation is switched off if f < f , where

f is a design parameter. This condition indicates that the adaptation is switched off

when x is close to xh.

As the estimation error with NN is unavoidable and NN estimation usually falls

into local minimum, x̂h cannot be exactly the same as xh. Therefore, it is improper

to use position control to make the actual position x track the estimated motion

intention x̂h. Instead of that, x̂h can be used as the rest position in the target

impedance model (4.1), such that the error between the actual position x and the

estimated motion intention x̂h can be accommodated partly by impedance control.

This will be discussed in the following section. Nevertheless, it is important to note

that this is different from the pure impedance control with a fixed rest position, where

the error between the actual position and the motion intention is much larger and

thus the human partner consumes much more energy to move the robot arm.

5.3 Adaptive Impedance Control

As x̂h is obtained in the above section, we let x0 = x̂h and design adaptive impedance

control to make the robot arm dynamics (2.6) track the given impedance model (4.1).

The block diagram is shown in Fig. 5.3.

Remark 27. Adaptive impedance control to be developed below follows the framework

discussed in Chapters 2 and 3. The reason not to use learning impedance control

developed in Chapters 2 and 3 lies in that the estimated motion intention can be

integrated with adaptive impedance control but not learning impedance control which

requires a learning process. Besides, it can be also shown that the framework discussed

in Chapters 2 and 3 can be used for adaptive impedance control.
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Fig. 5.3: Adaptive impedance control with estimated motion intention

Construct the error signal wx = Mxëx + Cxėx +Gxex − f in the Cartesian space,

where ex = x0 − x as defined in Section 4.2. Then, similar augmented impedance

error in the Cartesian space is

w̄x = Kf,xwx = ëx +Kd,xėx +Kp,xex −Kf,xf, (5.10)

where Kd,x = M−1
x Cx, Kp,x = M−1

x Gx, and Kf,x = M−1
x . Choose two positive definite

matrices Λx and Γx such that

Λx + Γx = Kd,x, Λ̇x + ΓxΛx = Kp,x. (5.11)

Define the following variables in the Cartesian space similar to that in joint space

ḟl + Γfl = Kf,xf, zx = ėx + Λex − fl, ẋr = ẋ0 − Λe+ fl. (5.12)
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We propose the adaptive impedance control as below

u = −Kxzx −
3

∑

j=1

k̂jϕ
2
j

ϕj‖zx‖ + σj
zx − f, (5.13)

˙̂
kj = −aj k̂j +

bjϕ
2
j‖zx‖2

ϕj‖zx‖ + σj

, (5.14)

where j = 1, . . . , 3, k1 = kM , k2 = kC , k3 = kG, k̂j is the estimate of kj, and Kx

is a positive definite matrix. bj > 0, aj and σj are time varying positive functions

satisfying limt→∞ aj = 0,
∫ t

0
aj(v)dv = cj < ∞, limt→∞ σj = 0, and

∫ t

0
σj(v)dv =

dj < ∞. ϕ1 = ‖J−T‖‖J−1‖(‖ẍr‖ + ‖J−1‖‖J̇‖‖ẋr‖), ϕ2 = ‖J−T‖‖J−1‖‖q̇‖‖ẋr‖, and

ϕ3 = ‖J−T‖.

Considering (5.12), we rewrite (2.6) as

MRżx + CRzx = u+ f − (MRẍr + CRẋr +GR). (5.15)

Substituting the control input (5.13) into the above equation, we have

MRżx + CRzx

= −Kxzx −
3

∑

j=1

k̂jϕ
2
j

ϕj‖zx‖ + σj
zx − (MRẍr + CRẋr +GR). (5.16)

Theorem 6. Considering the robot dynamics described by (2.6), control (5.13) with

the updating law (5.14) guarantees the following results:

(i) the defined impedance error asymptotically converges to 0 as t → ∞, i.e.,

lim
t→∞

zx(t) = 0; and

(ii) all the signals in the closed-loop are bounded.
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Proof. Consider the following Lyapunov function candidate

V =
1

2
zT

xMRzx +

4
∑

j=1

1

2bi
k̃2

j , (5.17)

where k̃j = kj − k̂j .

The derivative of V with respect to time is

V̇ =
1

2
zT

x ṀRzx + zT
xMRżx +

4
∑

j=1

1

bj
k̃j

˙̃
kj. (5.18)

Considering Property 2, we have

V̇ = zT
xCRzx + zT

xMRżx +
4

∑

j=1

1

bj
k̃j

˙̃kj . (5.19)

According to the dynamics (5.16), we obtain

V̇ = zT
x (−Kxzx −

4
∑

j=1

k̂jϕ
2
j

ϕj‖zx‖ + σj
zx

−(MRẍr + CRẋr +GR)) +
4

∑

j=1

1

bj
k̃j

˙̃kj . (5.20)

According to (5.14), we have

˙̃
kj = − ˙̂

kj = ajk̂j −
bjϕ

2
j‖zx‖2

ϕj‖zx‖ + σj
. (5.21)
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Substituting the above equation to (5.20) leads to

V̇ = zT
x (−Kxzx −

4
∑

j=1

kjϕ
2
j

ϕj‖zx‖ + σj
zx

−(MRẍr + CRẋr +GR)) +

4
∑

j=1

aj

bj
k̃jk̂j. (5.22)

Considering the definitions of ϕj , we have

−zT
x (MRẍr + CRẋr +GR)

≤ ‖zx‖(‖MR‖‖ẍr‖ + ‖CR‖‖ẋr‖ + ‖GR‖)

= ‖zx‖(‖J−TMJ−1‖‖ẍr‖

+‖J−T (C −MJ−1J̇)J−1‖‖ẋr‖ + ‖J−TG‖)

≤ ‖zx‖‖J−T‖(‖M‖‖J−1‖‖ẍr‖

+(‖C‖ + ‖M‖‖J−1‖‖J̇‖)‖J−1‖‖ẋr‖ + ‖G‖)

≤ ‖zx‖‖J−T‖(kM‖J−1‖‖ẍr‖

+(kC‖q̇‖ + kM‖J−1‖‖J̇‖)‖J−1‖‖ẋr‖ + kG)

= ‖zx‖{kM‖J−T‖‖J−1‖(‖ẍr‖ + ‖J−1‖‖J̇‖‖ẋr‖)

+kC‖J−T‖‖J−1‖‖q̇‖‖ẋr‖ + kG‖J−T‖} = ‖zx‖
3

∑

j=1

kjϕj. (5.23)

Substituting the above inequality to (5.22), we obtain

V̇ ≤ −zT
xKxzx +

4
∑

j=1

σjkj +
4

∑

j=1

aj

bj
k̃jk̂j

≤ −zT
xKxzx +

4
∑

j=1

σjkj +
1

4

4
∑

j=1

aj

bj
k2

j

= −zT
xKxzx + δ, (5.24)
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where δ =
∑4

j=1 σjkj + 1
4

∑4
j=1

aj

bj
k2

j , and the last inequality comes from

k̃jk̂j = (kj − k̂j)k̂j =
1

4
k2

j − (
1

2
kj − k̂j)

2 ≤ 1

4
k2

j . (5.25)

Because limt→∞ aj = 0 and limt→∞ σj = 0, we have limt→∞ δ = 0. It indicates that

there exists t1 such that when t > t1, δ ≤ ε, where ε is a small finite constant. Then

we obtain zx ∈ Ln
∞. According to the definition of zx in (5.12), x ∈ Ln

∞ and ẋ ∈ Ln
∞,

and thus ẍr ∈ Ln
∞ and ẋr ∈ Ln

∞. Considering (5.16), we have żx ∈ Ln
∞.

Integrating both sides of (5.24) leads to

V (t) − V (0) ≤ −
∫ t

0

zT
x (v)Kxzx(v)dv +

∫ t

0

δ(v)dv, (5.26)

which leads to

∫ t

0

zT
x (v)Kxzx(v)dv ≤ V (0) − V (t) +

∫ t

0

δ(v)dv

≤ V (0) +

∫ t

0

δ(v)dv, (5.27)

because V (t) ≥ 0.

According to the definition of δ, we have

∫ t

0

δ(v)dv =
4

∑

j=1

kj

∫ t

0

σj(v)dv +
1

4

4
∑

j=1

k2
j

bj

∫ t

0

aj(v)dv

=
4

∑

j=1

kjdj +
1

4

4
∑

j=1

k2
j

bj
cj. (5.28)

The above equation indicates that
∫ t

0
δ(v)dv is bounded.

According to (5.27),
∫ t

0
zT

x (v)Kxzx(v)dv is bounded because V (0) is bounded,
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5.3 Adaptive Impedance Control

which results in zx ∈ Ln
2 . According to Barbalet’s Lemma, zx ∈ Ln

2 and żx ∈ Ln
∞ lead

to zx → 0 as t→ ∞, which completes the proof.

Remark 28. While the control input u is developed in the Cartesian space, we need

transform it to the joint space for the control of each joint. In the non-redundancy

case, the transformation is uniquely determined as τ = JTu, as discussed above and

shown in Fig. 5.3. In the redundancy case, the transformation is not uniquely deter-

mined and there exists freedom to improve some measures of the system performance,

such as singularity avoidance, obstacle avoidance, kinetic energy minimization, and

posture control.

In general, the control input in the joint space can be formulated as

τ = JTu+ (In − JT J̄T )uo, (5.29)

where uo is the control input in the operational space to improve the measures men-

tioned above, and J̄ is the dynamically consistent Jacobian inverse defined by

J̄ = M̂−1JT (JM̂−1JT )−1. (5.30)

For example, to produce a human-like motion, we may use the measure of “human

muscle effort” proposed in [106], which is defined to compensate for the gravity and

described by

Π = GT
R(KGK

T
G)GR, (5.31)

where KG represents the joint “strength”, and we obtain the following control input
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by minimizing the above measure

uo = −K1∇Π −K2q̇, (5.32)

where K1 and K2 are positive definite matrices. More details can be found in [107,

108, 109, 110, 106, 111].

5.4 Simulation Studies

In this section, we consider a scenario as described in Section 5.1 and shown in Fig.

5.1, where the human partner grasps the handle near the end-effector of a 2-DOF

robot arm and moves it in a plane. The robot arm under study includes two revolute

joints and it has a planar workspace. As the motion intention of the human partner

is not available for the control design, it is estimated using the proposed method and

integrated into the developed impedance control. The simulation is conducted with

the Robotics Toolbox introduced in [90].

The robot arm parameters are: m1 = m2 = 2.0kg, l1 = l2 = 0.2m, i1 = i2 =

0.02kgm2, and lc1 = lc2 = 0.1m. The initial positions of the robot arm are q1 = −π
3

and q2 = 2π
3

. The limb model of the human partner is assumed to be f = 0.5ẋ +

11(x − xh) − 0.1x−0.1ẋ
1+x2+ẋ2+t2

, where xh = xh,X/Y with xh,X = 0.2 + 0.1 sin(0.1t), xh,Y =

−0.1+0.1 cos(0.1t) andX, Y standing forX axis and Y axis, respectively. The desired

trajectory of the human partner indicates that he intents to move the end-effector of

the robot arm along a circle with the radius of 0.1m.

In the first step of this simulation study, we utilize impedance control with zero

stiffness as the benchmark. It is acknowledged that zero stiffness is necessary for
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impedance control in applications of physical human-robot interaction. In the second

step, we employ the proposed method with the estimated motion intention. In both

steps, the control parameters are the same, except the adaptation ratio in (5.9),

αX/Y = 0.06, in the second step. In particular, the impedance parameters in (4.1) are

Mx = 0.1I2, Cx = 10I2, and Gx = 0. With k(0) = 0, the parameters in control input

(5.13) and updating law (5.14) are Kx = I2, aj = 1
(t+10)2

, σj = 1
(t+10)2

, and bj = 2

for j = 1, . . . , 3. The NN parameters to estimate xh,X and xh,Y are as follows: the

input of the NN is rX/Y = [fX/Y , xX/Y , ẋX/Y ]T , the number of NN nodes in (5.3) is

pX/Y = 10, the centers of the functions are µi,X/Y = [0, 0, 0]T , and the variances are

ηi,X/Y = 20 for i = 1, 2, . . . , 10.

The results with impedance control are shown in Figs. 5.4-5.9. It is clearly found

from Fig. 5.4 that the robot arm fails to follow human partner’s motion intention

with impedance control. In the first 3s, there is an obvious oscillation, which happens

at the beginning of the adaptive process. This is also illustrated in Fig. 5.8, where

the defined impedance error zx is shown to converge to 0 as t → ∞. In Figs. 5.5

and 5.6, the tracking performance in a single axis is shown, which indicates that

although the robot arm acts compliantly to the human limb, it cannot follow the

motion intention of the human partner within an acceptable scale. Two ways can be

considered to achieve the better performance. One is to choose smaller impedance

parameters Mx and Cx, and make the robot arm “softer”. Unfortunately, it has been

proved that the desired inertia cannot be chosen to be arbitrarily small [47] and a

large damping is required to stabilize the whole system in practical implementations

[112]. The other one requires the human partner to stiffen his limb and make the limb

impedance dominate the impedance of the coupled system, but more control effort

from the human partner is the cost and it is not achievable when the robot arm has a
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large weight (and thus a large inertia). In this regard, to make the robot arm actively

follow human partner’s motion cannot be achieved by impedance control with a fixed

rest position. Fig. 5.7 shows the interaction force between the robot arm and human

limb, which is very large and will be compared with that when the proposed method

is employed. Besides, Fig. 5.9 indicates the convergence of the developed adaptive

control.
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Fig. 5.4: Motion intention and actual trajectory with impedance control

The results with the proposed method are shown in Figs. 5.10-5.15. From Fig.

5.10, we can find that the actual trajectory of the robot arm almost tracks the motion

intention of the human partner, which validates the effectiveness of the proposed

method. This is further illustrated in the tracking results of single axis, as shown in

Figs. 5.11 and 5.12. The interaction force with the proposed method is shown in Fig.

5.13, which is much smaller and about one tenth of that in Fig. 5.7. Therefore, it

can be concluded that much less effort is required from the human partner with the

proposed method, and the collaboration objective can be achieved more efficiently.
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Fig. 5.5: Motion intention and actual trajectory with impedance control, X axis
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Fig. 5.6: Motion intention and actual trajectory with impedance control, Y axis

110



5.4 Simulation Studies

0 1000 2000 3000 4000 5000 6000
−1.5

−1

−0.5

0

0.5

1

1.5

2

time(0.01s)

in
te

ra
ct

io
n 

fo
rc

e(
N

)

 

 

f
X

f
Y

Fig. 5.7: Interaction force with impedance control
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Fig. 5.8: Impedance error with impedance control
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Fig. 5.9: Adaptive parameters with impedance control

Similarly to that in Figs. 5.8 and 5.9, good performance of the developed adaptive

control can be seen in Figs. 5.14 and 5.15, which show the convergence of the defined

impedance error zx and the adaptive parameters.

5.5 Experiment

In this section, the proposed method is further examined through experiments. The

experiments are carried out on Nancy which is a humanoid introduced in Chapter 4.

In these experiments, the human partner holds a plate mounted on Nancy’s left wrist,

where there is an ATI mini-40 force/torque sensor, as shown in Fig. 5.16. Nancy’s

left wrist is moved by the human partner towards his intended position. Different

from the simulation, the human partner’s motion intention cannot be measured in the

experiment. Therefore, the actual trajectory of the robot arm cannot be compared

with the motion intention directly. In this situation, we can only understand the
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Fig. 5.10: Motion intention and actual trajectory with the proposed method
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Fig. 5.11: Motion intention and actual trajectory with the proposed method, X axis
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Fig. 5.12: Motion intention and actual trajectory with the proposed method, Y axis
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Fig. 5.13: Interaction force with the proposed method

114



5.5 Experiment

0 1000 2000 3000 4000 5000 6000
−0.05

0

0.05

0.1

0.15

0.2

time(0.01s)

im
pe

da
nc

e 
er

ro
r(

N
)

 

 

z
X

z
Y

Fig. 5.14: Impedance error with the proposed method
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Fig. 5.15: Adaptive parameters with the proposed method
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experiment results in an indirect way. In particular, a small external torque indicates

a small error between the actual trajectory and the motion intention. This has been

discussed when developing the intention estimation method in Section 5.2.

 
force/torque sensor human partner 

Fig. 5.16: Experiment scenario

Two cases of different motion intentions are considered. In the first case, the

human partner aims to move the wrist to a fixed angle and thus the intended motion

is a point-to-point movement. In the second case, the human partner aims to move

the wrist forward and back, and the intended motion is a time-varying trajectory. In

both cases, impedance control with zero stiffness is implemented for the comparison

purpose. Impedance parameters in (4.1) are Mx = 0.01, Cx = 0.8, and Gx = 0. The

number of NN nodes is p = 10, and the other parameters of NN in (5.3) are µi = 0

and ηi = 1 for i = 1, 2, . . . , 10. The adaptation ratio in (5.9) is α = 0.01. Other

values of the above parameters can be chosen to improve the control performance.

The results in the first case are shown in Figs. 5.17 and 5.18. In Fig. 5.17,
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the wrist angles with impedance control and the proposed method are shown. The

“target angle” in the figure stands for the position that the human partner intends

to move the robot arm to. It is found that the response with the proposed method

is faster than that with impedance control, which indicates that the wrist with the

proposed method follows human partner’s motion intention more “actively”. While

Fig. 5.17 illustrates that the wrist with two methods is moved to roughly the same

angle (the target angle), it is clearly found in Fig. 5.18 that much less torque is needed

with the proposed method. When the target angle is reached, the torque from the

human partner becomes zero with both impedance control and the proposed method.

Based on these results, it can be concluded that much less effort is required from

the human partner with the proposed method, although both impedance control and

the proposed method can be employed for human-robot collaboration in the case of

point-to-point movement.
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Fig. 5.17: Joint angle, in the case of point-to-point movement

Instead of point-to-point movement in the first case, a more common scenario in
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Fig. 5.18: External torque, in the case of point-to-point movement

practice is to move the robot arm along a time-varying trajectory. In the second case,

Nancy’s wrist is firstly moved toward a prescribed target position, and back to the

other target position. The results in this case are shown in Figs. 5.19 and 5.20. The

“target angle 1” and “target angle 2” in Fig. 5.19 stand for the target position in

the forward motion and in the back motion, respectively. Similarly as in Fig. 5.17, a

faster response is achieved with the proposed method as shown in Fig. 5.19. In Fig.

5.20, it is shown that the torque with the proposed method is about one fourth of

that with impedance control. These results indicate that Nancy’s wrist can be moved

to the target position with much less effort under the proposed method, even if the

human partner changes his motion intention. It has also well justified the validity

of Assumption 4. Comparatively, although impedance control with zero stiffness can

be employed in the case of time-varying trajectory, it makes the robot arm become a

load to the human partner, as discussed before.
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Fig. 5.19: Joint angle, in the case of time-varying trajectory
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Fig. 5.20: External torque, in the case of time-varying trajectory
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5.6 Conclusion

In this chapter, trajectory adaptation for human-robot collaboration has been in-

vestigated, in which the motion intention of the human partner has been observed

by employing the human limb model and estimating the desired trajectory. A NN

method has been proposed to cope with the problem of unknown human limb model.

The estimated motion intention has been integrated into impedance control of the

robot arm, such that it actively follows its human partner. Simulation and experiment

results have been provided to verify the validity of the proposed method.

In the discussion throughout this chapter, human partner and robot are considered

to be two separated subsystems. In particular, the motion intention of the human

partner is estimated by considering the human limb dynamics. The estimated motion

intention is integrated to impedance control of the robot arm. The performance of

the whole coupled collaboration system is yet to be rigorously analyzed, which is the

motivation of the following chapter.
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Chapter 6

Trajectory Adaptation: Zero Force

Regulation

In this chapter, human limb dynamics are described by the model introduced in the

previous chapter. Zero force regulation under the impedance control framework is

proposed to achieve natural human-robot collaboration, subject to uncertain human

limb dynamics. Adaptive control is proposed to deal with the point-to-point move-

ment, and learning control and NN control are developed to generate periodic and

non-periodic trajectories, respectively. The stability and tracking performance of the

whole coupled system are discussed through the rigorous analysis.

The rest of this chapter is organized as follows. In Section 6.1, the human-robot

collaboration system under study is introduced and the control objective of force reg-

ulation is discussed. In Section 6.2, three cases of trajectory adaptation are discussed

and the system performance for each case is rigorously analyzed. Section 6.3 is ded-

icated to discuss the system performance when the inner-loop dynamics are taken

into account. In Section 6.4, the simulation study is used to verify the effectiveness
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of the proposed method. In Section 6.5, further examination of the proposed method

is carried out with the practical implementation. Concluding remarks are given in

Section 6.6.

6.1 Problem Formulation

In this chapter, we further investigate the human-robot collaboration system intro-

duced in the previous chapter, which includes a robot arm and a human limb. The

human limb holds the end-effector of the robot arm and aims to move it along a

certain trajectory which is unknown to the robot arm.

For the analysis convenience, we consider the system dynamics in a single direction

as in the previous chapter. Considering the target impedance model (4.1), we have

x = x0 − f ′. (6.1)

The Laplace transformation of the signal f ′, i.e., f ′(s), satisfies

f ′(s) =
f(s)

Mxs2 + Cxs+Gx
, (6.2)

where f(s) is the Laplace transformation of the signal f .

The human limb model (5.2) has the following property:

Property 7. ∂δ
∂x

and ∂δ
∂ẋ

are bounded, and |δ(x, ẋ)| < b1|x| + b2|ẋ|, where b1 and b2

are unknown positive constants.

If no uncertainty is in (5.2), it is found that f → 0 leads to x→ xh which means

that the robot arm moves to the trajectory planned by the human partner and the
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collaboration objective is achieved. Therefore, the control objective in the following

is to make f → 0.

By substituting (6.1) into (5.2), we obtain

f

Kh
= x− xh +

Chẋ

Kh
+
δ(x, ẋ)

Kh

= x0 − f ′ − xh +
Chẋ

Kh
+
δ(x, ẋ)

Kh
. (6.3)

Let

x0 = f ′ + x̂h − Ĉhẋ+ xδ, (6.4)

where x̂h and Ĉh are the estimates of xh and Ch

Kh
, respectively, and

xδ = b̂1sgn(xf)x+ b̂2sgn(ẋf)ẋ (6.5)

with b̂1 and b̂2 as the estimates of b1
Kh

and b2
Kh

, respectively.

Remark 29. It will be shown in the analysis below that xδ is used to compensate

for δ(x,ẋ)
Kh

. Besides, for the rigorous analysis in the proof of Theorem 7, it is required

that the sign function in xδ is replaced by a smooth threshold function such that its

derivative is bounded and it is the function of only x and ẋ. This function can be

easily constructed in practice.

According to (6.3) and (6.4), we have

f

Kh
= x̃h − C̃hẋ+ (xδ +

δ(x, ẋ)

Kh
), (6.6)

where x̃h = x̂h − xh and C̃h = Ĉh − Ch

Kh
.
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Lemma 5. (xδ + δ(x,ẋ)
Kh

)f ≤ −b̃1sgn(xf)xf − b̃2sgn(ẋf)ẋf , where b̃1 = b̂1 − b1
Kh

and

b̃2 = b̂2 − b2
Kh

.

Proof. Considering Property 7 and (6.5), we obtain

(xδ +
δ(x, ẋ)

Kh
)f

≤ xδf + |δ(x, ẋ)
Kh

||f |

≤ xδf + (
b1
Kh

|x| + b2
Kh

|ẋ|)|f |

= xδf + [
b1
Kh

sgn(xf)xf +
b2
Kh

sgn(ẋf)ẋf ]

= −b̃1sgn(xf)xf − b̃2sgn(ẋf)ẋf. (6.7)

6.2 Zero Force Regulation

In the following, we discuss three cases where xh is assumed to be constant, periodic

and non-periodic, respectively. Zero force regulation for each case is accordingly

developed, i.e., to design x0 in (6.4) to make limt→∞ f = 0.

6.2.1 Point-to-Point Movement

In the case of point-to-point movement, we have the following assumption:

Assumption 5. The desired trajectory of the human limb xh is a constant, i.e.,

ẋh = 0.
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We develop the following updating law to obtain x̂h, Ĉh and xδ in (6.4):

˙̂xh = −γf, ˙̂
Ch = −γẋf, ˙̂

b1 = −γsgn(xf)xf,
˙̂
b2 = −γsgn(ẋf)ẋf, (6.8)

where γ is a positive scalar.

Theorem 7. Considering the closed-loop dynamics described by (6.6), the rest posi-

tion (6.4) with the updating law (6.8) guarantees the following results:

(i) the interaction force asymptotically converges to 0 as t→ ∞, i.e., lim
t→∞

f(t) = 0,

and

(ii) all the signals in the closed-loop system are bounded.

Proof. Denote θ = [xh,
Ch

Kh
, b1

Kh
, b2

Kh
]T , θ̂ = [x̂h, Ĉh, b̂1, b̂2]

T , θ̃ = [x̃h, C̃h, b̃1, b̃2]
T , and

φ = [1, ẋ, sgn(xf)x, sgn(ẋf)ẋ]T . (6.9)

Then, according to (6.8), we have

˙̂
θ = −γφf. (6.10)

Consider a Lyapunov function candidate

V1 =
1

2γ
θ̃T θ̃. (6.11)

Considering
˙̃
θ =

˙̂
θ, (6.10), (6.6), and Lemma 5, the derivative of V1 with respect to
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time is

V̇1 =
1

γ
θ̃T ˙̃
θ =

1

γ
θ̃T ˙̂
θ = −θ̃Tφf

≤ −[x̃h − C̃hẋ+ (xδ +
δ(x, ẋ)

Kh
)]f

= − f 2

Kh
≤ 0. (6.12)

As V1 is positive definite, the above equation shows that V1 ∈ L∞. According to the

inequality V̇1 ≤ − f2

Kh
, we have

∫ t

0
f(v)2

Kh
dv ≤ V1(0) − V1(t) ≤ V1(0), which indicates

that f ∈ L2 and f ∈ L∞.

According to (6.4), we have x = x̂h − Ĉhẋ + xδ and taking its derivative with

reference to time leads to ẋ = ˙̂xh − ˙̂
Chẋ− Ĉhẍ+ ẋδ. Note that ẋ, ˙̂xh,

˙̂
Chẋ, and Ĉh are

bounded. To obtain ẍ ∈ L∞, it is required to replace the sign function in (6.5) by a

smooth threshold function as mentioned in Remark 29. Considering Property 7 and

δ̇(x, ẋ) = ∂δ
∂x
ẋ+ ∂δ

∂ẋ
ẍ, we have δ̇(x, ẋ) ∈ L∞. Taking derivative of (5.2) with reference

to time, we have ḟ = Chẍ+Kh(ẋ− ẋh) + δ̇(x, ẋ). Thus, ḟ ∈ L∞ and f is uniformly

continuous. According to Barbalet’s lemma, f ∈ L2 and the uniform continuity of f

lead to f → 0 when t→ ∞. This completes the proof.

6.2.2 Periodic Trajectory

It is noted that xh in the the previous section is assumed to be a constant, which is

valid in the case of point-to-point movement. However, in many practical applications,

xh is usually a time-varying trajectory, which will be handled in this subsection and

the following subsection.

From the performance analysis in the previous section, it is found that the adaptive
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6.2 Zero Force Regulation

method is not applicable to the case of time-varying trajectory. In particular, the

existence of ẋh will result in the interaction force. In the following, we develop an

iterative learning method to deal with the periodic time-varying trajectory.

Assumption 6. The desired trajectory of the human limb xh is periodic with a known

period T , i.e.,

xh(t) = xh(t− T ),

xh(t) = 0, t < 0. (6.13)

Considering the rest position (6.4), we replace the updating law for ˙̂xh in (6.8) by

the following learning law

x̂h(t) = x̂h(t− T ) − γf,

x̂h(t) = 0, t < 0. (6.14)

Theorem 8. Considering the closed-loop dynamics described by (6.6), the rest posi-

tion (6.4) with the updating laws (6.8) and (6.14) guarantees the following results:

(i) the interaction force asymptotically converges to 0 as t→ ∞, i.e., lim
t→∞

f(t) = 0,

and

(ii) all the signals in the closed-loop system are bounded.

Proof. Denote ξ = [ Ch

Kh
, b1

Kh
, b2

Kh
]T , ξ̂ = [Ĉh, b̂1, b̂2]

T , ξ̃ = [C̃h, b̃1, b̃2]
T , and

ϕ = [ẋ, sgn(xf)x, sgn(ẋf)ẋ]T . (6.15)
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6.2 Zero Force Regulation

Then, we have
˙̂
ξ = −γϕf . Consider a Lyapunov function candidate

V2 = U +W, U =
1

2γ
ξ̃T ξ̃,

W =











1
2λ

∫ t

0
x̃2

h(τ)τ, 0 ≤ t < T ;

1
2λ

∫ t

t−T
x̃2

h(τ)τ, T ≤ t <∞.
(6.16)

where λ is a positive scalar.

The derivative of U with respect to time is

U̇ =
1

γ
ξ̃T ˙̃
ξ

= −ξ̃Tϕf

≤ −[−C̃hẋ+ (xδ +
δ(x, ẋ)

Kh
)]f

= −(
f

Kh
− x̃h)f. (6.17)

For 0 ≤ t < T , the derivative of W with respect to time is

Ẇ =
1

2λ
x̃2

h

=
1

2λ
(x̂2

h − 2x̂hxh + x2
h)

≤ 1

2λ
(2x̂2

h − 2x̂hxh + x2
h)

=
1

2λ
(2x̂hx̃h + x2

h)

=
1

2λ
(−2λx̃hf + x2

h)

= −x̃hf +
1

2λ
x2

h. (6.18)
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6.2 Zero Force Regulation

Therefore, for 0 ≤ t < T , we have

V̇2 = U̇ + Ẇ ≤ − f 2

Kh
+

1

2λ
x2

h. (6.19)

Since xh is bounded, V̇2 is bounded for 0 ≤ t < T , and thus V2 is bounded for

0 ≤ t < T .

For T ≤ t <∞, the derivative of W with respect to time is

Ẇ =
1

2λ
[x̃h(t)

2 − x̃h(t− T )2]

=
1

2λ
[x̃h(t)

2 − (x̃h(t) + λf)2]

=
1

2λ
(−2λx̃hf − λ2f 2)

= −x̃hf − λ

2
f 2. (6.20)

Therefore, for T ≤ t <∞, we have

V̇2 = U̇ + Ẇ

≤ −(
1

Kh
+
λ

2
)f 2. (6.21)

The following is similar to that in the proof of Theorem 7, and thus omitted.

Remark 30. In the case discussed in this section, xh is assumed to be periodic and

learning control is thus developed. For learning control, usually the repositioning

condition is required [113], i.e., the robot arm is required to move to the initial position

at the beginning of each period. To relax this assumption, much effort has been made

by adopting alignment condition instead, i.e., the robot arm is only required to start

from where it stops [114]. Motivated by adaptive learning control in [115], the method

proposed in this chapter requires neither the repositioning condition nor the alignment
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6.2 Zero Force Regulation

condition, which has been shown in the above proof.

6.2.3 Non-Periodic Trajectory

In the previous section, it is assumed in Assumption 6 that xh is periodic. Although

this is acceptable in many scenarios, it obviously limits the applications of the pro-

posed method. In this section, we make use of the linearly parameterized function

approximators, such as higher-order NN, fuzzy systems and splines, to relax this as-

sumption. The basic idea is to approximate a non-periodic trajectory by a linearly

parameterized function, and the adaptive method is developed to estimate the ideal

weights. As in the previous chapter, RBFNN is employed in this chapter as the

linearly parameterized function approximator.

The structure of RBFNN is expressed as

xNN (r) =

p
∑

i=1

wisi(r),

si(r) = e
−(r−µi)

2

η2
i , (6.22)

where r, p, µi, and ηi have the same meanings as in (5.3), and wi is the ideal weight

vector.

According to Assumption 4, xh(r) is a smooth function over a compact set Ωr.

Then, given a small constant real number ε > 0, if p is sufficiently large, there exist

a set of ideal bounded weights wi such that

|xh(r) − xNN (r)| < ε. (6.23)
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6.2 Zero Force Regulation

Considering the rest position (6.4), we replace the updating law for ˙̂xh in (6.8) by the

following updating law

x̂h =

p
∑

i=1

ŵisi(r) − sgn(f)ε,

˙̂wi = −γsif, for i = 1, . . . , p. (6.24)

The following analysis will show that sgn(f)ε is to compensate for the NN modeling

error.

Theorem 9. Considering the closed-loop dynamics described by (6.6), the rest posi-

tion (6.4) with the updating laws (6.8) and (6.24) guarantees the following results:

(i) the interaction force asymptotically converges to 0 as t→ ∞, i.e., lim
t→∞

f(t) = 0,

and

(ii) all the signals in the closed-loop system are bounded.

Proof. The proof is similar to that of Theorem 7, so we only highlight the differences.

First, we denote

ϑ = [w1, . . . , wp,
Ch

Kh

,
b1
Kh

,
b2
Kh

]T ,

ϑ̂ = [ŵ1, . . . , ŵp, Ĉh, b̂1, b̂2]
T ,

ϑ̃ = [w̃1, . . . , w̃p, C̃h, b̃1, b̃2]
T ,

ψ = [s1, . . . , sp, ẋ, sgn(xf)x, sgn(ẋf)ẋ]T . (6.25)

Then, we obtain
˙̂
ϑ = −γψf . Consider a Lyapunov function candidate

V3 =
1

2γ
ϑ̃T ϑ̃. (6.26)
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6.3 Inner-Loop Dynamics

The derivative of V3 along the time is

V̇3 =
1

γ
ϑ̃T ˙̃
ϑ

= −ϑ̃Tψf

≤ −[x̃h − C̃hẋ+ (xδ +
δ(x, ẋ)

Kh
) + (xh − xNN + sgn(f)ε)]f

≤ −[x̃h − C̃hẋ+ (xδ +
δ(x, ẋ)

Kh
)]f

= − f 2

Kh

≤ 0. (6.27)

The following is similar to that in the proof of Theorem 7, and thus omitted.

Remark 31. Comparing (5.8) and (6.24), we find that they have a similar formu-

lation. This is reasonable because two methods proposed in the previous chapter and

this chapter are based on the same control objective: to make the interaction force as

small as possible. By further observing (5.8) and (6.24), we find that in the rigor-

ous proof in the above, sgn(f)ε is needed to compensate for the NN modeling error.

Therefore, the proposed method in the previous chapter is an incomplete version of

the NN method developed in this chapter.

6.3 Inner-Loop Dynamics

In the above discussion, it is assumed that the robot dynamics perfectly follow the

target impedance model (4.1). In other words, the transient performance of the robot

dynamics during learning/adaptive impedance control have not been considered. In

this section, we aim to illustrate that zero force regulation will not be affected by the

transient performance of the robot dynamics, subject to a certain condition.
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6.3 Inner-Loop Dynamics

For the analysis convenience, position-based impedance control as shown in Fig.

6.1 is considered. In this framework, the outer-loop is dedicated to generate qd =
∫ t

0
J−1(q(v))ẋd(v)dv according to the target impedance model (4.1), where x is re-

placed by xd. The inner-loop is to guarantee the trajectory tracking, i.e., limt→∞ q(t) =

qd(t) and thus limt→∞ x(t) = xd.

Robot

Arm
+xdTrajectory 

Adaptation

 ,  

Inverse 

Kinematics

Position 

Control-

+

Fig. 6.1: Trajectory adaptation and its implementation

Denoting e1 = xd − x, we evaluate the force regulation performance under the

following condition: limt→∞ e1(t) = 0 and e1 ∈ L2. Similar arguments discussed in

this section can be found in [116].

Instead of (4.1), the target impedance model is given by

Mx(ẍd − ẍ0) + Cx(ẋd − ẋ0) +Gx(xd − x0) = −f. (6.28)

Accordingly, we have the below equation instead of (6.1)

xd = x0 − f ′. (6.29)

Then, instead of (6.6), the closed-loop dynamics including the human limb dynamics
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6.3 Inner-Loop Dynamics

(5.2) become

f

Kh
= x̃h − C̃hẋ+ (xδ +

δ(x, ẋ)

Kh
) − e1. (6.30)

Lemma 6. The results in Theorem 7, 8 and 9 are guaranteed if limt→∞ e1(t) = 0 and

e1 ∈ L2.

Proof. Since e1 ∈ L2, we have the following inequality

∫ t

0

e21(v)dv ≤ c, (6.31)

where c is a positive constant.

Consider a Lyapunov-like function

V = Vj +
c

4cj
− 1

4cj

∫ t

0

e21(v)dv, for j = 1, 2, 3, (6.32)

where c1 = c3 = 1
Kh

and c2 = 1
Kh

+ λ
2
. Then, the derivative of V with respect to time

is

V̇ = V̇j −
1

4cj
e21

≤ −cjf 2 + e1f − 1

4cj
e21

= −(
√
cjf − 1

2
√
cj
e1)

2 ≤ 0. (6.33)

Similarly as in the proofs of Theorem 7, 8 and 9, we have limt→∞(
√
cjf(t)− 1

2
√

cj
e1(t)) =

0. Because limt→∞ e1(t) = 0, we finally obtain limt→∞ f(t) = 0, and all the other sig-

nals are bounded.
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6.4 Simulation Studies

6.4 Simulation Studies

In this section, we consider the human-robot collaboration system as discussed in

the simulation study in Chapter 5. Three cases will be discussed and the desired

trajectory of the human limb will be a point-to-point movement, a periodic trajectory

and a non-periodic trajectory, respectively. The simulation is conducted with the

Robotics Toolbox [90]. Recalling the simulation results in Chapter 5, impedance

control with zero stiffness has been used as the benchmark and it has been shown

that the better performance can be guaranteed by the method developed in Chapter

5. As the following simulation conditions are similar to that in Chapter 5, impedance

control with zero stiffness will not be considered in this chapter, and only the results

with the proposed method in this chapter will be shown.

The robot arm includes two revolute joints and its parameters are: m1 = m2 =

2.0kg, l1 = l2 = 0.2m, i1 = i2 = 0.027kgm2, and lc1 = lc2 = 0.1m. The initial

positions of the robot arm are q1 = −π
3

and q2 = 2π
3

. It is assumed that the human

limb exerts the force only in X direction and thus the robot arm in Y direction

is interaction-free. Nevertheless, note that in the inner position control loop, the

dynamics in two directions are still coupled, i.e., the control performance in one

direction still affects that in the other direction. The human limb model is described

by f = ẋ+ 50(x− xh) − 0.4x−0.1ẋ
1+x2+ẋ2+t2

, where the last component 0.4x−0.1ẋ
1+x2+ẋ2+t2

stands for

the uncertainty.

By adopting the computed-torque control in [28], we set Y = [q̈r1, 2 cos(q2)q̈r1 +

cos(q2)q̈r2 − sin(q2)q̇r1 − sin(q2)(2q̇1 + q̇2)q̇r2, q̈r2; 0, cos(q2)q̈r1 + sin(q2)q̇1q̇r1, q̈r1 + q̈r2].

The updating ratio in (6.8), (6.14) and (6.24) is γ = 0.01.

In the first case, the desired trajectory of the human limb is xh = 0.25 and the
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6.4 Simulation Studies

updating law (6.8) is applied. The results in this case are shown in Figs. 6.2-6.6. In

Fig. 6.2, it is shown that the obtained desired trajectory of the robot arm, as well as

the actual trajectory, tracks the desired trajectory of the human limb. Accordingly, it

is found in Fig. 6.3 that the interaction force goes to zero. The above results indicate

that the robot arm follows the human limb in such a way that it is able to predict the

motion of the human limb. The result of the adaptation parameters is shown in Fig.

6.4, which illustrates that the parameters converge to some constants. The control

performance of the inner position control loop is also investigated and the results are

shown in Figs. 6.5 and 6.6. Fig. 6.5 shows that the tracking error goes to zero and

Fig. 6.6 indicates the convergence of the adaptation parameters.
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Fig. 6.2: Desired trajectory of human limb, desired trajectory of robot arm, and
actual trajectory, in the case of point-to-point movement

In the second case, we consider that the desired trajectory of the human limb is

time-varying and periodic, which is given by xh = 0.2+0.1 sin(π
2
t). Before evaluating

the developed updating law (6.14), we still employ the updating law (6.8) used in the

first case. The tracking performance and interaction force are shown in Figs. 6.7 and
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Fig. 6.3: Interaction force, in the case of point-to-point movement
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Fig. 6.4: Adaptation parameters, in the case of point-to-point movement
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Fig. 6.5: Tracking error of the inner position control loop, in the case of point-to-point
movement
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Fig. 6.6: Adaptation parameters of the inner position control loop, in the case of
point-to-point movement
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6.8, respectively. Obviously, due to the existence of the derivative of xh, the updating

law (6.8) used in the first case fails to guarantee the actual trajectory of the robot arm

to track the desired trajectory of the human limb, and thus the interaction force is

resulted. Therefore, we employ the updating law (6.14) instead and show the results

in Figs. 6.9 and 6.10. In Fig. 6.9, it is shown that after several iterations, the actual

trajectory tracks the desired trajectory of the human limb. In Fig. 6.10, it is shown

that the interaction force becomes smaller as the iteration number increases. The

control performance of the inner position control loop is similar to that in Figs. 6.5

and 6.6, and thus it is omitted. Note that the point-to-point movement in the first

case can be considered as a special case of the periodic time-varying trajectory, so the

updating law (6.14) is also applicable in the first case. In this regard, the updating

law (6.14) can be used in a more general class of applications.
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Fig. 6.7: Desired trajectory of human limb, desired trajectory of robot arm, and
actual trajectory, in the case of periodic trajectory, with updating law (6.8)

In the last case, we consider a non-periodic trajectory and illustrate that the

updating law (6.24) is applicable in this more general case by adopting NN. The
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Fig. 6.8: Interaction force, in the case of periodic trajectory, with updating law (6.8)
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Fig. 6.9: Desired trajectory of human limb, desired trajectory of robot arm, and
actual trajectory, in the case of periodic trajectory
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Fig. 6.10: Interaction force, in the case of periodic trajectory

desired trajectory of the human limb is the same as in the second case, which is given

by xh = 0.2 + 0.1 sin(π
2
t). Only one period is considered so it is non-periodic. The

results of trajectory tracking and interaction force are shown in Figs. 6.11 and 6.12,

respectively, which validate that the proposed method guarantees the robot arm to

follow the human limb actively. Note that the point-to-point movement and periodic

trajectory are two special cases of the non-periodic trajectory, so the NN method in

the third case is also applicable to the first two cases.

6.5 Experiment

In this section, the proposed method is examined on the robot Nancy which is intro-

duced in Chapters 4 and 5. In this experiment, the human partner uses his hand to

move the left wrist of Nancy as shown in Fig. 5.16. Nancy is under position control

while its rest position is 0 and its desired trajectory is generated by the proposed
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Fig. 6.11: Desired trajectory of human limb, desired trajectory of robot arm, and
actual trajectory, in the case of non-periodic trajectory
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Fig. 6.12: Interaction force, in the case of non-periodic trajectory
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method. The objective is to make the left wrist of Nancy follow the movement of

human limb and the interaction force measured by the force sensor go to zero. Sim-

ilarly as in Chapter 5, the human partner’s motion intention cannot be measured in

the experiment, and the actual trajectory of the robot arm cannot be compared with

the motion intention directly. In this situation, we can only understand the experi-

ment results through the actual trajectory and external torque. For the comparison

purpose, impedance control with zero stiffness in the previous chapter is employed.

Three cases are to be considered in the following, and impedance parameters in (4.1)

are Mx = 0.01, Cx = 0.8, and Gx = 0.

In the first case, Nancy’s wrist is moved to a target angle and the updating law

(6.8) is adopted. The updating ratio is γ = 0.06. The joint angle and external torque

are shown in Figs. 6.13 and 6.14, respectively. It is found that Nancy’s wrist can be

moved to the target angle and the external torque goes to zero. Compared to the result

obtained with impedance control, the external torque with the proposed adaptive

control is smaller while the performance of the joint angle is similar. This indicates

that the updating law (6.8) is applicable in the case of point-to-point movement.

Besides, less effort is needed from the human partner with the proposed method, so

the collaboration efficiency can be increased. To show that the updating law (6.8)

is only applicable for the point-to-pint movement, Nancy’s wrist is moved forward

and back between two target angles. The joint angle and external torque with the

updating law (6.8) in this case are shown in Figs. 6.15 and 6.16, respectively. These

results illustrate that an external torque of around 0.3Nm is needed when the motion

direction is changed, and Nancy’s wrist cannot follow the motion of human limb

“actively”.

In the second case, a periodic trajectory is considered. Particularly, Nancy’s wrist
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is moved forward and back between two target angles in every 12.6s. The updating

law (6.14) with the updating ratio γ = 0.36 is employed in this case. The results are

shown in Figs. 6.17 and 6.18. Note that in the first iteration, Nancy’s wrist is very

“stiff” so an external torque of around 0.4 Nm is needed to move it to the two target

angles. As the iteration number increases, the external torque becomes smaller. At

the 6th iteration, an external torque of smaller than 0.1Nm is needed to move Nancy’s

wrist to the target angles. These results indicate that Nancy’s wrist starts “actively”

following human partner’s motion intention, after several iterations. And the validity

of the learning method is verified.

In the third case, we consider the time-varying trajectory which has been discussed

at the end of the first case. Particularly, Nancy’s wrist is moved forward and back

between two target angles. The desired trajectory of the human limb in this case

is deemed to be an non-periodic trajectory, although it cannot be measured. As

discussed before, it stands for a more general situation. The NN method is employed

and the updating law (6.24) is adopted with the following parameters: p = 10,

ηi = 1, µi = 0, and γ = 0.01. The results in this case are shown in Figs. 6.19 and

6.20. It is noted that a small external torque of about 0.1Nm still exists, which is

different from that claimed in Theorem 9 and the simulation results. This may be

explained by the following fact. During the experiments, we note that the human

partner may change his motion intention according to robot trajectory. This is an

interesting issue but was not considered when developing the proposed method. In

particular, we assume implicitly that the human motion intention is stationary with

respect to the actual robot trajectory, i.e., the adaptation of the robot trajectory

has no effect on the human motion intention. However, human motion is also an

output of the neuromuscular control system, so the dynamic interaction with the
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robot could well result in concurrent adaptations in the human motion intention. This

makes the problem more tricky and it will be further investigated in the future work.

Nevertheless, it is found that the proposed NN method leads to a faster response and

smaller external torque, compared to impedance control with zero stiffness. Recalling

the experiment results in Chapter 5, there is not an obvious difference between the

method in this chapter and that in Chapter 5. Both of them can be used to guarantee

the robot arm to follow human partner “actively”, even in the case of non-periodic

trajectory.
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Fig. 6.13: Joint angle, in the case of point-to-point movement, with updating law
(6.8)

6.6 Conclusion

In this chapter, zero force regulation has been investigated for human-robot collab-

oration, such that the robot is able to “actively” follow its human partner. Force
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Fig. 6.14: External torque, in the case of point-to-point movement, with updating
law (6.8)
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Fig. 6.15: Joint angle, in the case of time-varying trajectory, with updating law (6.8)
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regulation has been achieved under the impedance control framework, subject to un-

certain human limb dynamics. Adaptive control has been proposed to deal with the

point-to-point movement, and learning control and NN control have been developed

to generate periodic and non-periodic trajectories, respectively. The stability and

tracking performance of the whole coupled system have been discussed through the

rigorous analysis. The validity of the proposed method has been verified through

simulation and experiment studies.

Together with Chapter 5, trajectory adaptation has been investigated for a typical

human-robot collaboration system. Therefore, the answer of how to obtain the desired

rest position in a target impedance model has been partially given. Nevertheless, the

discussion only focuses on such a specific case where the control objective is zero force

regulation. In many other applications where the control objectives are different, how

to obtain the desired rest position is still an open problem and needs to be resolved

in the future work.
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Chapter 7

Conclusion and Future Work

Robots are expected to participate in and learn from intuitive, long term interaction

with humans, and be safely deployed in myriad social applications ranging from el-

derly care, entertainment to education. They are also envisioned to collaborate and

co-work with human beings in the foreseeable future for productivity, service, and

operations with guaranteed quality. In all these applications, robots which are stiff

and tightly controlled in position will face problems such as saturation, instability,

and physical failure, when they interact with unknown environments. In this the-

sis, we have investigated the control problems of robots interacting with unknown

environments. The achievements, possible limitations, and possible future works are

summarized in the following sections.
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7.1 Conclusion

7.1.1 Impedance Control Design

Impedance control has been employed as the fundamental of this thesis. Impedance

control design subject to unknown and uncertain robot dynamics has been discussed

in the first part of this thesis. First, an auxiliary error variable has been introduced

such that it is possible to extend existing methods in position control to impedance

control. Based on the LIP property, learning impedance control has been developed

but it requires the knowledge of the robot structure. Based on the boundedness

property, learning impedance control which requires neither the knowledge of the

robot structure nor that of physical parameters has been developed. As further

discussed, if the bounds of the robot dynamics are known, the learning process is

avoided while the high-gain scheme can be adopted. Although the method based

on the boundedness property provides the design simplicity, it is found that there is

chattering when the defined impedance error becomes very small. This problem has

been resolved by utilizing function approximators. Finally, neither the LIP property

nor the boundedness property was needed in the proposed NN method. The control

performance of all the proposed methods has been discussed through rigorous proof

and remarking arguments. The simulation results have shown the validity of the

proposed methods and superiority over the existing methods.

7.1.2 Impedance Learning

Impedance learning for robots interacting with unknown environments has been in-

vestigated in Chapter 4. A learning framework has been developed to obtain desired
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impedance parameters subject to unknown dynamic environments. The proposed

impedance learning has employed gradient-following and betterment schemes, which

has a simple and straightforward formulation. It is applicable for different control ob-

jectives such as trajectory tracking, force regulation and the combination/comprimise

of these two. The resulted variant impedance control is preferred than impedance

control with fixed impedance parameters because the environments are dynamically

changing. Besides, the learning capability of the proposed method makes the control

design easier which is simply to choose a cost function determining the interaction

performance. The feasibility and validity of the proposed method have been verified

by simulation and experiment studies.

7.1.3 Trajectory Adaptation

Besides impedance learning, trajectory adaptation is another human skill which can

be realized by robot control. In Chapters 5 and 6, trajectory adaptation has been

investigated for a typical human-robot collaboration system. In Chapter 5, the mo-

tion intention of the human partner has been observed by employing the human limb

model and estimating the desired trajectory. A NN method has been proposed to

cope with the problem of unknown human limb model. The estimated motion in-

tention has been integrated into impedance control of the robot arm, such that it

actively follows its human partner. As human partner and robot are considered to

be two subsystems in Chapter 5, the performance of the whole coupled collabora-

tion system has been analyzed in Chapter 6. In particular, zero force regulation has

been investigated for human-robot collaboration and it has been achieved under the

impedance control framework, subject to uncertain human limb dynamics. Adaptive

control has been proposed to deal with the point-to-point movement, and learning
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control and NN control have been developed to generate periodic and non-periodic

trajectories, respectively. The stability and tracking performance of the whole cou-

pled system have been discussed through the rigorous analysis. The validity of the

proposed methods has been verified through simulation and experiment studies.

7.2 Future Work

By employing the methods discussed above, robots can be deployed in a large class of

applications where they interact with unknown environments, such as robotic reha-

bilitation [117], teleoperation [118], dexterous manipulation [119], and human-robot

collaboration [68]. However, it is obvious that robots are still not “intelligent” enough

to understand circumstances, make decisions and solve problems, like human beings.

One possible reason is sensory information limit. For example, the noncontact mea-

surement of the environment is allowed with the help of cameras in image-based

control, which will make robots to make decisions more easily [120]. Therefore, it is

important to take other sensory information (e.g, image), rather than only position

and force, into account for robots interacting with unknown environments. This will

be investigated in our future work.

Compared to impedance learning discussed in this thesis, impedance adaptation

seems more interesting but it is also more challenging. It is interesting because it does

not require the robot to repeat operations to learn the desired impedance parameters.

This is important because to make the robot repeat operations may cause inconve-

nience in many situations. It is challenging because to develop an adaptive scheme

usually requires that a certain variable is invariant but this is difficult to satisfy in

the case of dynamically changing environment. There has been research effort made
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on impedance adaptation in the literature [121], but it is limited in the case of known

environments. Therefore, how to adjust impedance parameters adaptively subject to

unknown dynamically changing environments needs to be further investigated. For

trajectory adaptation, the discussion in this thesis only focuses on human-robot col-

laboration which is a specific case of robots interacting with unknown environments,

and the control objective is zero force regulation. In many other applications where

the control objectives are different, how to obtain the desired rest position is still an

open problem [122]. Besides, impedance learning and trajectory adaptation have been

individually discussed in this thesis. From the experience of human beings physically

interacting with environments, it seems that impedance parameters and rest position

are supposed to be simultaneously adjusted during the interaction. This hypothesis

will be thoroughly justified and considered in the future work and applied to robot

control.

Furthermore, practical issues such as time-delay and human factor in the real-

world implementations will also be taken into account. For example, in the part

of trajectory adaptation in this thesis, we assume implicitly that the human motion

intention is stationary with respect to the actual robot trajectory. In other words, the

adaptation of the robot trajectory is assumed to have no effect on the human motion

intention. However, human motion is also an output of the neuromuscular control

system, so the dynamic interaction with the robot could well result in concurrent

adaptations in the human motion intention. This makes the problem more tricky but

also more interesting, which will be investigated in the future work.
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