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Summary

Coreference resolution is one of the central tasks in nltamguage processing. Success-
ful coreference resolution benefits many other naturaldlagg processing and information
extraction tasks. This thesis explores three importaetnes issues in coreference resolu-
tion.

A large body of prior research on coreference resolutioastxcthe problem as a two-
class classification problem. However, standard supetvisachine learning algorithms
that minimize classification errors on the training ins&sdo not always lead to maximiz-
ing the F-measure of the chosen evaluation metric for coerée resolution. We propose a
novel approach comprising the use of instance weightingoaadn search to maximize the
evaluation metric score on the training corpus during tr@nExperimental results show
that this approach achieves significant improvement owersthte of the art. We report
results on standard benchmark corpora (two MUC corporalaiee tACE corpora), when
evaluated using the link-based MUC metric and the mentased B-CUBED metric.

In the literature, most prior work on coreference resoluticorked on newswire do-
main. Although a coreference resolution system trainechemewswire domain performs
well on the same domain, there is a huge performance drop iviseapplied to the biomed-
ical domain. Annotating coreferential relations in a newnadn is very time-consuming.

This raises the question of how we can adapt a coreferenckities system trained on a

Vil



resource-rich domain to a new domain with minimum data aatiasts. We present an ap-
proach integrating domain adaptation with active learnogdapt coreference resolution
from newswire domain to biomedical domain, and explore ffeceof domain adaptation,
active learning, and target domain instance weighting éwef®rence resolution. Experi-
mental results show that domain adaptation with activeniagrand the weighting scheme
achieves performance on MEDLINE abstracts similar to aesgydtained on full corefer-
ence annotation, but with a hugely reduced number of trgimstances that we need to
annotate.

Lastly, we present a machine learning approach to the fitatton and resolution of
Chinese anaphoric zero pronouns. We perform both iderttdicand resolution automat-
ically, with two sets of easily computable features. Exmpemtal results show that our
proposed learning approach achieves anaphoric zero pnaesolution accuracy compa-
rable to a previous state-of-the-art, heuristic rule-daeggproach. To our knowledge, our
work is the first to perform both identification and resolatiof Chinese anaphoric zero

pronouns using a machine learning approach.

viii
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Chapter 1

Introduction

Natural language processing (NLP) is the field of using caemsuto manipulate human
languages. It has a long history in the area of artificialliigience (Al). Amongst many
of the subtopics in natural language processing, coreferegsolution is one of the most
challenging.

In the early days of the literature, coreference resolutias studied mainly from a
theoretical linguistics perspective. After the 1990s, ihablem of coreference resolution
has been subject to empirical evaluation. This thesis tigages the problems of maximiz-
ing coreference resolution metric score during trainirgnédin adaptation in coreference
resolution, as well as coreference resolution in non-Bhgkxts.

Coreference resolution is one of the core tasks in naturgjuage processing. It is
a key ingredient of discourse analysis. For example, colcerand information ordering
analysis depend on accurate coreference resolution cu¢Batzilay and Lapata, 2005;
Lapata and Barzilay, 2005). Successful coreference résolalso benefits other natural
language processing tasks, such as information extra@ehler, 1997; Zelenket al.,

2004), information retrieval (Na and Ng, 2009), questiosveering (Morton, 1999), text
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summarization (Bergleet al, 2003; Witte and Bergler, 2003; Steinbergxral., 2005;
Stoyanov and Cardie, 2006), and machine translation (Makand lkehara, 1992; He,
1998). Coreference resolution has become one of the sthatigs in many of these tasks.
We start the chapter with the definition of coreference rggmb. After that, we de-
scribe the motivations and contributions of the thesis.alymthe outline of the thesis is

given in Section 1.4.

1.1 Coreference Resolution

Coreference resolution refers to the process of deterigniwimether two or more phrases
refer to the same entity. In general, coreference resoluticdudes both intra-text (within
the same text) resolution and inter-text (across text)luéiso. In this thesis, we limit
the scope to intra-text resolution, in other words, resoiubf phrases within the same
document.

Although most prior work on coreference resolution was oonmphrase (NP) coref-
erence resolution, the research includes resolution df pbrases, events, etc. However,
we limit the scope of this thesis to noun phrase corefereaselution. In the remain-
ing part of this thesis, if not stated, coreference resotutefers to intra-text noun phrase
coreference resolution. The research on coreferencaitesotovers different languages.
Some non-English languages have specific language pheaowtgoh require extra ef-
forts in coreference resolution, e.g., zero anaphorauésalin Chinese. In this thesis, we
also investigate zero anaphora (which can be seen as alspaamphrase) resolution in

Chinese.



CHAPTER 1. INTRODUCTION 3

1.1.1 Noun Phrase Coreference Resolution

Noun phrase coreference resolution, by definition, referthé process of determining
whether two or more noun phrases refer to the same entity iscawurse. A noun phrase
can be a pronoun, common noun, or proper noun.

Here is an example:

[Bill Gateq,, [the chairmaih, of [Microsoft Corp]s, announcedHis], retire-

ment from fhe companjy.

In the above sentencBjll Gates the chairman andhis all refer to the same person
and hence are coreferential, whilecrosoft Corp.andthe companyoth refer to the same
company and hence are coreferential. All coreferentiahnuuases referring to the same
entity form a coreference chain. The task of coreferencelu@en is to determine these

coreferential relations.

1.1.2 Anaphora Resolution

In most languages, there is a language phenomenon calle@me€: some texts cannot
be interpreted semantically by their own, i.e., they makeremce to something else for
their interpretation. Halliday and Hasan (1976) categmtireference as exophora and
endorphora.

Exophora, or exophoric reference, is reference to somgthat has not been explicitly
encoded in the text. For examptherein The chair over there is Tom’s

Endophora, or endophoric reference, on the contrary, &eate to something within
the text. Depending on where the referential expressioendpphora can be further cat-
egorized as anaphora and cataphora, which are referenttes poeceding text and to the

following text, respectively.
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Some linguists prefer to use the term anaphora to repreeftthese referential ef-
fects. However, in this thesis, we follow the definitions iallitlay and Hasan (1976), in
which anaphora is reference to the preceding text. The thakaphora resolution is to
determine the antecedent which interprets the anaphora.

Although there are subtle differences between coreferessmution and anaphora res-
olution (for example, see van Deemter and Kibble (2000)),use the two terms inter-

changeably in this thesis, similar to most prior work in titerature.

1.1.3 Zero Pronoun Resolution

Every language has its own prominent language phenomenzhwhake the language
unique. Some of the phenomena in non-English languages &xina challenges for coref-
erence resolution in these languages compared to coreéererolution in English. One
of these challenges is the prevalence of zero pronounshvare very common in lan-
guages like Chinese, Japanese, Korean, Spanish, Itaitarmn ¢his thesis, we explore zero
pronouns in Chinese.

A zero pronoun (ZP) is a gap (null element) in a sentence wi@fdrs to an entity that
supplies the necessary information for interpreting the da the literature, zero pronoun
is also called ellipsis (Halliday and Hasan, 1976), or zeRo(N, 2004).

A coreferential zero pronoun is a zero pronoun that is in @feoence relation to one
or more overt noun phrases present in the same text. Hereelsaample of zero pronoun

in Chinese from the Penn Chinese TreeBank (CTB) (¥u&., 2005) (sentence ID=300):

[FFE LR J= b PEH R R BN

[China electronic products importand export triadecontinues increasing
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¢2 FSS i d i N W) LLE ks LTt o

¢, occupies total importandexport ’'s ratio continues indareas .

where the anaphoric zero pronoasrefers to the noun phrase [E#1 H ™ i 0
5.

Just like a coreferential noun phrase, a coreferential pgvaoun can also refer to a
noun phrase in the preceding or the following text, calledpdnoric zero pronoun (AZP)
or cataphoric zero pronoun, respectively. Most coreféaenéro pronouns in Chinese are
anaphoric. In the corpus used in our evaluation, 98% of tmefecential zero pronouns
have antecedents. Hence, for simplicity, we only considaphoric zero pronouns in this
thesis. That is, we only attempt to resolve a coreferengab pronoun to noun phrases
preceding it.

Based on the above definition, the task of zero pronoun résolis to resolve anaphoric
zero pronouns to their correct antecedents. A typical zevoqun resolution process com-
prises two stages. The first stage is the identification ofpitesence of the anaphoric
zero pronouns. The second stage is resolving the identifigpleric zero pronouns to the

correct antecedents.

1.2 Motivation

Although the definition of coreference resolution is refaly simple, the task is considered
a difficult natural language processing task. The resalubiocoreferential noun phrases
not only involves syntactic analysis, but also requireshssifrated semantic knowledge.

The semantic knowledge can either be external world knoydedr semantic knowledge
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acquired from the text itself. In the literature of corefere resolution, syntactic, gram-
matical, and semantic features have been heavily explo@éeer knowledge sources and
computational linguistics theories, e.g., semantic raleling and centering theory, play
an important role in coreference resolution as well. Tosdhe problem empirically, dif-
ferent machine learning approaches have been proposedriference resolution since
the 1990s.

In the literature of research on coreference resolutiorstrpdor work improves the
performance of coreference resolution by exploiting funeed feature sets and knowledge
sources, or adopting alternative machine learning tecl@si@nd resolution methods during
training and testing, respectively. However, most priorkngnores the fact that empirical
risk minimization in standard supervised machine learmilggrithms does not guarantee
maximizing the F-measure of the chosen coreference elahuatetric. How to maximize
the F-measure of the chosen coreference evaluation matriggdraining remains an open
problem. Besides, most prior work on coreference resaiutiorks on standard bench-
mark corpora in newswire domain in English. Relatively Ipasr research has explored
other domains and languages, e.g., coreference resolatimomedical texts or corefer-
ence resolution in Chinese. This motivates the need foioeixy coreference resolution in

non-newswire domain and non-English texts.

1.2.1 Maximum Metric Score Training

In the literature, most prior work on coreference resolutiecasts the problem as a two-
class classification problem. Machine learning-basedsifiass are applied to determine
whether a candidate anaphor and a potential antecederdraferential (Sooet al.,, 2001,

Ng and Cardie, 2002c; Stoyanetal., 2009).
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Soonet al. (2001) introduced a machine learning framework for tragnamd testing
coreference resolution in general domain and reportedpeence comparable to the non-
learning approaches. Under their framework, during tregna positive training instance is
formed by a pair of markables, i.e., the anaphor and its stiaa@ecedent. Each markable
between the two, together with the anaphor, form a negatameihg instance. For exam-
ple, in the sentencdn a news release, the company said the new name more a&tyrat
reflects its focus on high-technology communicatigrihé pair ofthe companyand its
forms a positive instance, while the pairtbE new namandits forms a negative instance.
A classifier is trained on all training instances by standasthine learning algorithms.
During testing, all preceding markables of a candidate lanapre considered as poten-
tial antecedents, and are tested in a back-to-front manites.process stops if either an
antecedent is found or the beginning of the text is reached.

Under this framework and its variants, a large body of presearch on coreference
resolution follows the same process: during training, tapply standard supervised ma-
chine learning algorithms to minimize the number of missiiiesd training instances; dur-
ing testing, they maximize either the local or the globalbatality of the coreferential
relation assignments according to the specific chosenutsoimethod.

However, minimizing the number of misclassified trainingtances during training
does not guarantee maximizing the score of the chosen éxaduaetric for coreference
resolution. First of all, coreference is a rare relation.efEhare far fewer positive train-
ing instances than negative ones. Simply minimizing the memof misclassified training
instances is suboptimal and favors negative training mt&ts. Second, evaluation metrics
for coreference resolution are based on global assignmalaisall errors have the same
impact on the metric score. Furthermore, the extracteditrgiinstances are not equally

easy to be classified. In addition, if all pairs of noun phreaedidates are used during
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training, data skewness is inevitable. If not all pairs ofimghrase candidates are used,
it results in a loss of information. There is a trade-off be¢w data skewness and loss of
information.

Most of the work which follows the traditional training anelsolution framework fails
to recognize the fact that standard supervised learningyiigns that minimize classifi-
cation errors over pair-wise training instances do not géMaad to maximizing the F-

measure of the chosen evaluation metric for coreferencdutéEm.

1.2.2 Domain Adaptation for Coreference Resolution

A large body of prior research on coreference resolutionges on texts in newswire do-
main. Standardized data sets, such as the MUC (DARPA Mess$aderstanding Confer-
ence, (MUC-6, 1995; MUC-7, 1998)) and the ACE (NIST Autoro&iontent Extraction
Entity Detection and Tracking task, (NIST, 2002)) data seeswidely used in the study
of coreference resolution. There is a relatively small bofigrior research on coreference
resolution in non-newswire domain.

Traditionally, in order to apply supervised machine leagrapproaches to natural lan-
guage processing problem in a specific domain, one needdléctca text corpus in the
domain and annotate training data. Annotating a data sehe@wadomain could be time-
consuming and expensive. Comparing to other NLP tasks,pag-of-speech (POS) tag-
ging or named entity (NE) tagging, the annotation for carafee resolution is even more
time-consuming and challenging. The reason is that in tHsk$OS tagging, the annota-
tor only needs to focus on the markable (a word, in the cas€& fagging) itself and a
small window of neighbors. On the contrary, to annotate afeoential relation, it takes the
annotator much more effort. Traditionally, the annotategds to first recognize whether a

certain text span is a markable, and then scan through thereseding the markable (a
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potential anaphor) to look for potential antecedents.db aequires that the annotator un-
derstands the text to annotate the coreferential relationlwis semantian nature. If this
markable is non-anaphoric, the annotator has to scan teetfiafing of the text to know it.
Furthermore, because coreferential relation is a paiewatation, the number of corefer-
ential relations in a text i© (n?), wheren is the number of markables in the text, compared
to O(n) in many other NLP tasks. This adds to the burden of data atiooti& corefer-
ence resolution. Cohest al.(2010) reported that it took an average of 20 hours to aneotat
coreferential relations on a single document with an avetaggth of 6,155 words, while
an annotator could annotate 3,000 words per hour in POS tagtation (Marcust al,,
1993).

It is time-consuming and expensive to annotate new datafeeteew domains. The
simplest approach to avoid this is to train a coreferenceluésn system on a resource-
rich domain and apply it to a different target domain withany additional data annotation.
Although coreference resolution systems work well on sistin the same domain as the
training texts, there is a huge performance drop when theeteated on a different domain,
as illustrated by our experimental results reported in @rag of this thesis. This moti-
vates the usage of domain adaptation techniques for cereferresolution: adapting or
transferring a coreference resolution system from oneceodomain that we have a large
collection of annotated data, to a second target domain ichmve need good perfor-
mance. It is almost inevitable to annota@medata in the target domain to achieve good
coreference resolution performance. The question is hawimimize the amount of an-
notation needed. In the literature, active learning has leeploited to reduce the amount
of annotation needed (Lewis and Gale, 1994). In contrasthotating the entire data set,
active learning queries only a subset of the data to annwotate iterative process. Active

learning is a less explored technique in the field of corefezeesolution. Gasperin (2009)
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tried to apply active learning for anaphora resolution,found that using active learning
was not better than randomly selecting the instances. Hoappdy active learning, es-
pecially integrating it with domain adaptation, remainsag@n problem for coreference
resolution.

In recent years, with the advances in biology and life s@eesearch, there is a rapidly
increasing number of biomedical texts, including resegq@&pers, patent documents, and
the Web. This results in an increasing demand for applyirigrablanguage processing
and information retrieval techniques to efficiently expl@ixt information in these large
amounts of texts. Lately, biomedical text processing andimgi has gained increasing
attention and study in the community of NLP and IR, includimag only biomedical text
processing techniques that are biomedical domain depgrugralso domain adaptation
techniques that adapt NLP/IR systems trained on other lyestuidied and resource-rich
domain to the biomedical domain with minimum data annotetidHowever, coreference
resolution, one of the core tasks in natural language pstogshas only a small body of
prior research in the biomedical domain. The need of cosefgs resolution on biomedical
texts and the small body of prior research make the biomkedaaain a desirable target

domain for evaluating domain adaptation for coreferenseltgion.

1.2.3 Zero Pronoun Resolution in Chinese

Much prior work on coreference resolution is on English dexRelatively less work has
been done on coreference resolution in other languagesrsfgfance, this is similar to
domain adaptation: adapting a coreference resolution #oglish to another language.
Many of the syntactic features for coreference resolutienlanguage dependent, which
makes a direct domain adaptation of coreference resoldteon English to other lan-

guages relatively more challenging than domain adaptati@ereference resolution from
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English Portuguese Italian Chinese Cantonese Korean dJspan
.96-.98 .56 .46-.56 .64 .58 .35-.45 .26-.38

Table 1.1: The percentages of the use of overt subjects eradanguages collected by
Kim (2000).

newswire domain to biomedical domain. Nevertheless, mangiples and approaches for
English coreference resolution are applicable to langsiagfeer than English.

However, there exist some language-specific linguistiopheena which make coref-
erence resolution in one language different from the oth®msne of these phenomena in
non-English languages bring extra challenges for coret@reesolution in these languages
compared to coreference resolution in English. One of tikhalenges is the prevalence
of zero pronouns.

Zero pronouns occur much more frequently in Chinese thannigligh, and pose a
unique challenge in coreference resolution for Chineststekor example, Kim (2000)
conducted a study to compare the use of overt subjects indbngThinese, and other
languages (as shown in Table 1.1). He found that the use of subjects in English is
over 96%, while this percentage is only 64% for Chinese,caiilig that zero pronouns
(lack of overt subjects) are much more prevalent in Chinleae in English.

In the literature, much of the work on coreference resotutsofor English text. Fur-
thermore, publicly available corpora for coreference gsan are mostly in English, e.qg.,
the MUC and ACE data sets. Relatively less work has been docereference resolution
for Chinese. Recently, the ACE Entity Detection and Tragkiask included annotated
Chinese corpora for coreference resolution. Flogaal. (2004), Zhouet al. (2005), and
Wang and Ngai (2006) reported research on Chinese coretemsolution. However,
they do not take into account zero pronouns, which is oneeofrtajor differences between
coreference resolution in Chinese and coreference résoluntEnglish.

Resolving an anaphoric zero pronoun to its correct antettedeChinese is a difficult



CHAPTER 1. INTRODUCTION 12

task. Although gender and number information is availabteah overt pronoun and has
proven to be useful in pronoun resolution in prior reseaactero pronoun in Chinese, un-
like an overt pronoun, provides no such gender or numbernmdton. At the same time,
identifying zero pronouns in Chinese is also a difficult ta3lere are only a few overt
pronoun types in English, Chinese, and many other languageésstate-of-the-art part-of-
speech taggers can successfully recognize most of thesepposaouns. However, zero
pronouns in Chinese, which are not explicitly marked in d,tare hard to identify. Fur-
thermore, even if a gap is a zero pronoun, it may not be caefied. All these difficulties
make the identification and resolution of anaphoric zermpums in Chinese a challenging
task.

Chinese zero pronouns have been studied in linguisticaurels€Li and Thompson,
1979; Lee, 2002; Li, 2004), but only a small body of prior wankcomputational linguis-
tics deals with Chinese zero pronoun identification andlugi®m (Yeh and Chen, 2004;
Converse, 2006). To our knowledge, all previous researcheom pronoun identification
and resolution in Chinese uses hand-engineered rules dastiesi How to recast the task
as a supervised machine learning problem and make use adpidyr growing machine

learning techniques to solve it remains an open problem.

1.3 Contributions of this Thesis

To address the issues described in Section 1.2, we propasgehmaximum metric score
training (MMST) framework for coreference resolution. Wepkre domain adaptation
for coreference resolution from newswire domain to bioroalddomain. And we further
explore coreference resolution in non-English texts, an@gse the first machine learning-

based zero pronoun identification and resolution systemhimé3e. In this section, we
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outline the work and the contributions of this thesis.

1.3.1 Maximum Metric Score Training

One of the conclusions which emerges particularly strofrgiy the review in the previous
section is that minimizing the number of misclassified tirggrinstances during training, as
most studies in the literature did, does not guarantee maixigithe F-measure of the cho-
sen evaluation metric for coreference resolution durisgrig. Maximizing the evaluation
metric score during testing, on the other hand, is time-gomsg (Ng, 2005). Besides, the
extracted training instances are not only not equally irtgrdgr but also not equally easy to
be classified. During testing, not all errors have the sanpaanon the evaluation metrics.
Furthermore, it remains unclear what the best trade-off/eéen data skewness and loss of
information is.

In this thesis, the aim is to develop a novel approach conmgrighe use of instance
weighting and beam search to address the issues abovefi&ilciwe propose a frame-

work to

e provide an approach to maximizing the chosen evaluationcrsgtore of coreference

resolution on the training corpus during training;
e iteratively assign higher weights to the hard-to-classi#yning instances;

e utilize all pairs of noun phrase candidates during trairtimgetain as much infor-
mation as possible, as well as solve the data skewness prabi®matically during

training.
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The approach proposed in this thesis closes a gap betwésingrand testing a coref-
erence resolution system that has not been addressed itethéure. The proposed maxi-
mum metric score training algorithm performs all metricrecmaximization during train-
ing, and outputs a standard classifier. Hence, during testinwill be much faster than
those approaches that optimize the assignment of coréfrezlations during testing. It
deepens the integration of coreference resolution and imatdarning, and sheds light on
the exploration of maximum metric score training on manyeotNLP tasks which tradi-
tionally train and test under different metrics.

In the study of maximum metric score training, we limit thege to noun phrase
coreference in English. However, the method is applicabtghier languages. The input of
the coreference resolution system is raw text. We do notnassiny manually annotated
information, e.g., part-of-speech tags, parse trees, mdidate markables. This results
in a fully automatic system. Experimental results show MMST achieves significant
improvements over other baselines. Unlike most of the presavork, we report improved
results over the state of the art on all five standard bendhowpora (two MUC corpora
and three ACE corpora), with both the link-based MUC metnd the mention-based B-
CUBED metric.

1.3.2 Domain Adaptation for Coreference Resolution

In the previous section, we have pointed out that one of thet wlmallenging obstacles in
applying supervised learning approaches to corefererscdutéon is the difficulty of data
annotation. It is much more time-consuming and expensigatotate a corpus for corefer-
ence resolution than to annotate a corpus for other naamgliage processing tasks. Most
existing annotated data sets for coreference resolutiennathe newswire domain. To

achieve good coreference resolution performance in a nemauhy it is almost inevitable
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to annotate some data. This raises the question of how tomzaithe amount of data
annotation needed while maintaining good coreferencdugso performance. Although

active learning has been successfully applied to otheraldanguage processing and in-
formation retrieval tasks to reduce the amount of annatatieeded, it remains an open
problem how to apply the active learning technique to coegfee resolution, especially
integrating it with domain adaptation.

In this thesis, the aim is to explore domain adaptation feef@ence resolution from
a source domain for which we have a large collection of artadtdata, to a second target
domain that we want good performance, and to integrate doadaptation with active
learning to reduce the effort of data annotation in corefeegesolution while maintaining
comparable coreference resolution performance.

The approach proposed in this thesis comprises domain ataapt active learning,
and target domain instance weighting together to leveragexisting annotated corpora
from newswire domain to reduce the cost of developing a eoeete resolution system
in biomedical domain. The approach achieves comparabtfar@nce resolution perfor-
mance on MEDLINE abstracts, but with a large reduction inrthenber of training in-
stances that we need to annotate. To the best of our knowledge&vork is not only the
first to use domain adaptation for coreference resolutionalso the first successful one to
use active learning for coreference resolution.

In the study of domain adaptation for coreference resatytiee limit the scope to noun
phrase coreference in English, and adapt from newswire giotagbiomedical domain.
However, the approach is generic and applicable to otheadwnAgain, the input of the

coreference resolution system in both the source and thettdomain is raw text.
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1.3.3 Zero Pronoun Resolution in Chinese

In the previous section, we have pointed out that there existe language-specific lin-
guistic phenomena, e.g., the use of zero pronouns, whicle raieference resolution in
one language different from the others. Zero pronouns aociwh more frequently in Chi-
nese than in English, and pose a unique challenge to conetemesolution in Chinese.
Although Chinese zero pronouns have been studied from trsp@etive of linguistics,
only a small body of prior research studied this phenomeram the perspective of com-
putational linguistics. Furthermore, all previous resbapn zero pronoun identification
and resolution in Chinese uses hand-engineered rules dstiesi How to recast the task
as a supervised machine learning problem and make use adpidyr growing machine
learning techniques to solve it remains an open problem.

In this thesis, we present a machine learning approach talémgification and reso-
lution of Chinese anaphoric zero pronouns. We perform kaehtification and resolution
automatically, with two sets of easily computable featutegoerimental results show that
our proposed learning approach achieves anaphoric zenoynaesolution accuracy com-
parable to a previous state-of-the-art, heuristic ruleedaapproach. To our knowledge, our
work is the first to perform both identification and resolatiof Chinese anaphoric zero
pronouns using a machine learning approach. Our proposecing framework enables
the application of rapidly growing machine learning tecjuds to further improve the per-
formance of both the identification and resolution of Chéasaphoric zero pronouns in
the future.

In the study of Chinese zero pronouns, instead of condutilihgoreference resolution
for both noun phrases and zero pronouns, we focus on the tastaphoric zero pronoun

identification and resolution, as this is the major differ@between coreference resolution
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in Chinese and English. Most state-of-the-art approadarasoun phrase coreference reso-
lution in English could be applied to noun phrase corefezgasolution in Chinese, but not
to anaphoric zero pronoun resolution in Chinese. Henceomeasfon this hard problem.
Although our approach can be applied directly to machingegeted parse trees from raw
text, in order to minimize errors introduced by preproaegsand focus on the task itself,
we use the gold standard word segmentation, POS tags, asel jpaes provided by the
Penn Chinese Treebank (CTB). However, we remove all nidlgmates and functional tags
from the CTB gold standard parse trees because null cagsgamd functional tags are not

typically present in the output of syntactic parsers, ¢lgp Berkeley Parser.

1.4 Guide to the Thesis

In this chapter, we introduced the task of coreference wéisol, outlined several research
issues in coreference resolution, and gave an overvieweahtdtivations and contributions
of this thesis. The remaining part of this thesis is orgatias follows. In Chapter 2,
we first review the prior research on coreference resolugtated to the research issues
we address in the thesis. We then propose a maximum metrie saming algorithm to
maximize the chosen evaluation metric score for corefereasolution during training in
Chapter 3. Chapter 4 describes the domain adaptation aneé &zrning techniques for
coreference resolution from newswire domain to biomedicahain. Chapter 5 presents
the work on anaphoric zero pronoun identification and reswldor Chinese texts. Finally,
we conclude the thesis and describe some potential futteetains in Chapter 6.

Research carried out in this thesis has been presentedfollthweing publications:

e Shanheng Zhaoand Hwee Tou Ng. ldentification and resolution of Chines® zer
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pronouns: A machine learning approach. Rroceedings of the 2007 Joint Con-
ference on Empirical Methods in Natural Language Procegsind Computational
Natural Language Learning (EMNLP-CoNLL200Qpages 208-215, Prague, Czech
Republic.

e Shanheng Zhacand Hwee Tou Ng. Maximum metric score training for corefesen
resolution. InProceedings of the 23rd International Conference on Comtarial

Linguistics (COLING201Q)pages 1308-1316, Belijing, China.



Chapter 2

Related Work

In Chapter 1, we have described the task of coreferenceutesanl The task has a long
history in natural language processing, dating back to ®®0&. In the early days of
the literature, coreference resolution was studied mamagn a linguistics perspective.
Only after the 1990s, the problem of coreference resolutesbeen subject to empirical
evaluation from the view of computational linguistics.

In this chapter, we first briefly review the history of coreflece resolution from the
perspective of computational linguistics in Section 2.hei we describe the work related
to maximum metric score training for coreference resotutio Section 2.2. After that,
we review the work related to domain adaptation for corefeeeresolution in Section 2.3.

Finally, we discuss the work related to zero pronoun regwiuh Chinese in Section 2.4.

2.1 A Brief Review for Coreference Resolution

Initially, coreference resolution, as a computationaliistics problem, was solved by rule-
based approaches (Hobbs, 1978). Aone and Bennett (1996¢rEt al. (1995), McCarthy
and Lehnert (1995), McCarthy (1996), Kehler (1997), andébal. (1998) are among

19
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the first few works to address the problem based on learnomg fin annotated corpus.
However, these approaches were either fine-tuned to a spacifiain or did not perform
as well as the rule-based systems.

Soonet al. (2001) introduced a general machine learning frameworkréoning and
testing coreference resolution and reported performanogarable to the non-learning
approaches. Under their framework, during training, atp@straining instance is formed
by a pair of markables, i,e., the anaphor and its closestadént. Each markable be-
tween the two, together with the anaphor, form a negativeitrginstance. A classifier is
trained on all training instances by standard machine legralgorithms. During testing,
all preceding markables of a candidate anaphor are coesides potential antecedents,
and are tested in a back-to-front manner. The process dtepisaér an antecedent is found
or the beginning of the text is reached. The motivation far filamework is straightfor-
ward. In both training and testing, it picks only the closastecedent for an anaphor, given
that coreference is a local linguistic phenomenon in masgsaThe framework has been
influential in the community of coreference resolution.

However, simply choosing the closest antecedent someti@&a drawback. For ex-
ample, in most situations, a pronoun is used as anaphomathstf cataphora. In the
coreference chaiflinton—he—the presidentit may not be appropriate to chooke as
the antecedent ahe president There are no direct connections between the two NPs.
They are coreferential to each other only because they gnecboeferential t&Clinton. Ng
and Cardie (2002c) proposed a training and testing frameslightly modified from Soon
et al. (2001): during training, the training instance selectiongronominal anaphor is the
same as in Sooet al.(2001), but for non-pronominal anaphor, a positive tragrimstance
is formed by the anaphoric NP and its closest non-prononaindcedent; during testing,

the most probable preceding NP instead of the closest NHdsted as the antecedent.
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Using this modified framework and an expanded feature seit, $igstem achieves higher
coreference resolution accuracies than Setcal. (2001).

Following the pioneering work of Soaat al.(2001) and Ng and Cardie (2002c), recent
work boosts the performance of coreference resolution pioding fine-tuned feature sets,
focusing on particular issues of coreference, or adoptltegreative resolution methods
during testing. For example, Ng and Cardie (2002c), Verstegl. (2008a), and Versley
et al. (2008b) employed expanded feature sets. Yetrg. (2004b), and Bergsma and Lin
(2006) focused on the problem of pronoun resolution, whigsg&rin and Vieira (2004),
Poesicet al.(2004), and Vieiraet al.(2006) investigated bridging reference. Ng and Cardie
(2002b) and Ng (2004b) pointed out that identifying the dmajeity of an NP before
resolving it significantly improves the performance of derence resolution.

Although these approaches gain improvement on the perfarenaf coreference reso-
lution, they all treat coreferential relation locally,.i.between two NPs, and simply cluster
all coreferential pairs of NPs together during testingyileg the information provided by
neighboring NPs unconsumed in both training and testingncelethey lack the ability of
providing a global picture on how the coreference chaind@med. Yanget al. (2003)
proposed a twin candidate model, in which during testinigyraiceding NPs of a potential
anaphor are competing against each other as an antecetlemtapproach differs from the
traditional framework by not creating training and testimgtance as a pair of two NPs, but
a group of three. This is a kind of approximations of glob&iance. Denis and Baldridge
(2007), on the other hand, proposed the use of integer Ipregramming (ILP) to jointly
determine anaphoricity and antecedents, and maximizeltalgorobability of corefer-
ential relation assignments during testing. Finkel and iMiagp (2008) improved the ILP
method by enforcing transitivity.

In recent years, exploiting semantic knowledge for corzfee resolution has gained
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attention in the community (Ng, 2007; Haghighi and Klein1@D Semantics is playing an
increasingly important role in coreference resolutionccssful exploitation of semantic
knowledge has the potential to boost the performance ofe&@mce resolution to the next
level. Other works on exploiting semantic knowledge foreference resolution include the
use of WordNet (Harabagiet al,, 2001), Wikipedia (Ponzetto and Strube, 2006), semantic
role labeling (Konget al, 2009), as well as various semantic patterns (Haghighi dethK

2009).

2.2 Maximum Metric Score Training

Most of the aforementioned work follows the same processinduraining, they apply
standard supervised machine learning algorithms to madrtiie number of misclassified
training instances; during testing, they maximize eitherlocal or the global probability of
the coreferential relation assignments according to tleeip chosen resolution method.
However, minimizing classification errors during trainidges not guarantee maximizing
the F-measure of the chosen coreference evaluation metric.

Ng (2005) proposed a ranking model to maximize F-measurmgltesting. In the
approachpn different coreference outputs for each test text are gésaray varying four
components in a coreference resolution system, i.e., #raileg algorithm, the instance
creation method, the feature set, and the clustering atgoriAn SVM-based ranker then
picks the output that is likely to have the highest F-meaddosvever, this approach is very
time-consuming during testing, as F-measure maximizasqgrerformed during testing.
This limits its usage on very large corpora.

In the community of machine learning, researchers havegsegapproaches for learn-

ing a model to optimize a chosen evaluation metric other ttassification accuracy on
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all training instances. Joachims (2005) suggested the fusepport vector machines to
optimize nonlinear evaluation metrics. Cost sensitiveriggy has also been explored in
machine learning research (Domingos, 1999; Elkan, 200@lrazay and Elkan, 2001;
Zadroznyet al, 2003). However, these approaches do not differentiatedsst the er-
rors in the same category in the contingency table. Furtbexnthey do not take into
account inter-instance relation (e.g., transitivity),ie¢hthe evaluation metric for corefer-
ence resolution cares about.

Daume 1l (2006) proposed a structured learning frameworlcbreference resolution
to approximately optimize the ACE metric. Our proposed apph differs in two aspects.
First, we directly optimize the evaluation metric itseiidanot by approximation. Second,
unlike the incremental local loss in Daume 111 (2006), welaage the metric score globally.

In contrast to Ng (2005), Ng and Cardie (2002a) proposedeainduction system that
maximizes the F-measure with rule-pruning during trainiipwever, their approach is
specific to rule induction, and is not applicable to otheresugsed learning classifiers. Ng
(2004a) varied different components of coreference réisoiuchoosing the combination
of components that results in a classifier with the highesigasure on a held-out develop-
ment set during training. In contrast, our proposed appr@meploys instance weighting
and beam search to maximize the F-measure of the evaluagticrduring training. Our
approach is general and applicable to any supervised repchassifiers.

Recently, Wick and McCallum (2009) proposed a partitiosevinodel for coreference
resolution to maximize a chosen evaluation metric using/te&opolis-Hastings algorithm
(Metropoliset al, 1953; Hastings, 1970). However, they found that in moségagain-
ing on classification accuracy outperformed training oncibreference evaluation metrics.
Furthermore, similar to Ng (2005), their approach requineggeneration of multiple coref-

erence assignments during testing.
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Vemulapalliet al.(2009) proposed a document-level boosting technique f@fecence
resolution by re-weighting the documents that have the $twWemeasures. By combining
multiple classifiers generated in multiple iterations ytlaghieved a CEAF (Constrained
Entity-Alignment F-Measure) score slightly better thaa baseline. Different from them,
our approach works at the instance level, and we output desthassifier.

In the community of natural language processing, learrorgptimize a particular met-
ric score has been studied, e.g., the well-known minimuroreate training (MERT) in
statistical machine translation (Och, 2003). Differeminfrmachine translation, corefer-
ence resolution requires more investigations into imstance relations because of the

transitivity property of coreference resolution.

2.3 Domain Adaptation for Coreference Resolution

Most prior studies on coreference resolution worked on #veswire domain. Not only is
there a relatively small body of prior research on corefeeamsolution in the biomedical
domain, there are also fewer annotated corpora in this don@astafncet al. (2002) are
among the first to annotate coreferential relations on bebhoaé domain. Their annota-
tion only concerned the pronominal and nominal anaphonressions in 46 biomedical
abstracts. Gasperet al. (2007) annotated coreferential relations on 5 full arddkethe
biomedical domain, but only on noun phrases referring tednitities. Yanget al. (2004a)
and Yanget al. (2004c) annotated full NP coreferential relations on bidio& abstracts of
the GENIA corpus. The ongoing project of the CRAFT corpusxjseeted to annotate all
coreferential relations on full text of biomedical artiglgCoheret al,, 2010).

Unlike the work of Castaiet al. (2002), Gasperin and Briscoe (2008), and Gasperin
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(2009) that resolved coreferential relations on certastrieted entities in biomedical do-
main, we resolve full NP coreferential relations in the bezhtal domain. Although the
GENIA corpus contains 1,999 biomedical abstracts, Yangl. (2004a) and Yangt al.
(2004c) experimented on a subset of 200 and 100 abstrasiseatevely. Yanget al.
(2004c) reported an F-measure of coreference resoluti@d@L o on 30 test abstracts.
Yanget al. (2004a) reported an F-measure of 68.3% under 5-fold crdgtatian on the
200 abstracts. In contrast, we randomly selected 399 absirathe 1,999 abstracts of the
GENIA corpus as the test set, which is much larger than théque work.

Domain adaptation has been studied and successfully dgplieany natural language
processing tasks (Jiang and Zhai, 2007; Daume Ill, 2007{rdaikr and Ng, 2010). On
the other hand, active learning has also been applied to E&#stto reduce the need of
data annotation in the literature (Taegal, 2002; Zhuet al, 2010). Unlike the afore-
mentioned work that applied one of domain adaptation ovadéarning to NLP tasks,
we combine both. There is relatively less research on camdpilomain adaptation and
active learning together for NLP tasks (Chan and Ng, 200ongtet al., 2008; Raiet al,,
2010). Chan and Ng (2007) and Zhoagal. (2008) useccount mergingand augment
respectively, as their domain adaptation techniques valsere apply and compare multi-
ple state-of-the-art domain adaptation techniques.eRal. (2010) exploited a streaming
active learning setting whereas ours is pool-based. Dabtraad Ng (2010) evaluated the
performance of three recently proposed domain adaptaamnithms for semantic role la-
beling. They evaluated the performance of domain adaptatith different sizes of target
domain training data. In each of their experiments with datertarget domain training
data size, the target domain training data were added aled.oln contrast, we add the
target domain training instances selectively and iteeltivCompared to Dahlmeier and

Ng (2010), we give weight to the target domain instances tihvéun boost the performance
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of domain adaptation. Most important, we work on corefeeergsolution, and this is the
first systematic study of domain adaptation with activeniesy for coreference resolution.
Although Gasperin (2009) tried to apply active learningdnaphora resolution, her results

were negative: using active learning was not better thadaty selecting the instances.

2.4 Zero Pronoun Resolution in Chinese

Zero pronoun identification and resolution have a relagigaetall body of prior work. Much
prior work on Chinese zero pronouns is from the view of lirggies or psycholinguistics
(Li and Thompson, 1979; He, 1998; Huang, 1992). Besides Rig®Q), Tao and Healy
(2005) also found that Chinese makes greater use of zerogwnsrthan English, and native
Chinese speakers are better than native English speakatsripreting zero pronouns.

From the perspective of computational linguistics, zemnpun resolution in Chinese
were resolved in a rule-based manner. Converse (2006) asistirat the gold standard
Chinese anaphoric zero pronouns and the gold standard ppeeseof the texts in Penn
Chinese TreeBank (CTB) were given as input to her systemg¢twigsolved anaphoric
zero pronouns using the Hobbs algorithm (Hobbs, 1978). k&em did not identify the
anaphoric zero pronouns automatically. Yeh and Chen (2p@osed an approach for
Chinese zero pronoun resolution based on the Centeringyf@ooszet al,, 1995). Their
system used a set of hand-engineered rules to perform zemmymm identification, and
resolved zero pronouns with a set of hand-engineered tesolules.

In languages other than Chinese, hand-engineered ruésttsgsproaches were also
applied to zero pronoun identification and resolution. Baneple, Ferrandez and Peral
(2000) proposed a hand-engineered rule-based approacthtadentifying and resolving

zero pronouns that are in the subject grammatical positi@pianish.
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Besides hand-engineered rule-based approaches, appigcigne learning approaches
to zero pronoun resolution has also been studied in theite. lidaet al. (2006) pro-
posed a machine learning approach to resolving zero praioutapanese using syntactic
patterns. Their system also did not perform zero pronountifigation, and assumed that
correctly identified zero pronouns were given as input tar tiyestem. The probabilistic
model of Sekiet al. (2002) both identified and resolved Japanese zero pronuaitisthe
help of a verb dictionary. Their model needed large-scafpara to estimate the proba-
bilities and to prevent data sparseness. Other works oméapaero pronoun resolution
include Nakaiwa and lkehara (1992), Nakaiwa and Shirai §.99kumura and Tamura
(1996), and Kawahara and Kurohashi (2004).

To our knowledge, all previous research on zero pronourtiitation and resolution in
Chinese uses hand-engineered rules or heuristics, andaskriswthe first to perform both
identification and resolution of Chinese anaphoric zermpums using a machine learning

approach.

2.5 Summary

In this chapter, we have reviewed the brief history of caesiee resolution, the work
related to maximum metric score training for coreferens®igion, domain adaptation

for coreference resolution, as well as zero pronoun resolut Chinese.
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Maximum Metric Score Training

In Chapter 1 and Chapter 2, we have shown that most prior wodoceference resolution
recasts the task as a two-class classification problem grigkapnachine learning-based
classifiers to determine whether a candidate anaphor angatj@b antecedent are corefer-
ential. However, minimizing the number of misclassifiedititag instances during training,
as most studies in the literature did, does not guaranteenmmmng the F-measure of the
chosen evaluation metric for coreference resolution du@sting. Maximizing the evalu-
ation metric score during testing, on the other hand, is4tmesuming. Besides, the ex-
tracted training instances are not only not equally impurtaut also not equally easy to be
classified. Furthermore, it remains unclear what the badetoff between data skewness
and loss of information is.

In this chapter, we describe a novel approach comprisingskef instance weighting
and beam search to address the above issues. Our proposieaumaxetric score train-
ing algorithm maximizes the chosen evaluation metric sooréhe training corpus during
training. It iteratively assigns higher weights to the htoetlassify training instances. The

output of training is a standard classifier. Hence, durisgiig, MMST is faster than the

28
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approaches which optimize the assignment of coreferergiations during testing. Ex-
perimental results show that MMST achieves significant ompments over the baselines.
Unlike most of the previous work, we report improved resolisr the state of the art on
all five standard benchmark corpora (two MUC corpora ancettWeE corpora), with both
the link-based MUC metric and the mention-based B-CUBEDrimet

Since our approach aims to maximize the evaluation metricdoeference resolution,
we start the chapter by first introducing the evaluation ioefor coreference resolution in
Section 3.1. Next, Section 3.2 describes the training asaluéon framework for corefer-
ence resolution. After that, we propose the novel maximurtmiogcore training algorithm
in Section 3.3. Experimental settings and results are pteden Section 3.4. Finally, we

conclude the chapter in Section 3.5.

3.1 Evaluation Metrics

In the literature, various evaluation metrics have beepgsed for coreference resolution,
including the MUC metric (Vilairet al,, 1995), the B-CUBED metric (Bagga and Baldwin,
1998), the ACE metric (NIST, 2002), and the CEAF metric (L2005). Besides the
evaluation metrics specifically designed for coreferereselution, resolution accuracies of
one or more particular NP types are also reported in somewark. Among all evaluation
metrics, the MUC and the B-CUBED metrics are the most widslgduin the literature. In
this chapter, similar to most prior work, we report resuttshe MUC and the B-CUBED
metrics.
The terminology used in the community of coreference ragwius mixed. Different

corpora or papers use different sets of terminology. Bef@tting into the details of the

evaluation metrics, we first introduce the terminology wé uge throughout this thesis.
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We define the following terms:

e Key: the coreference chains in the manually annotated gafdiard.
e Response: the coreference chains output by a coreferesmetien system.

e Markable or mention: a noun phrase which satisfies the mélddfinition in an

individual corpus.

e Coreference chain: a cluster, or an equivalence classgfibby a set of coreferential

markables in the key or the response.
e Link: a pair of coreferential markables.

e Singleton: a markable not coreferential to any other mddsafin other words, it

does not belong to any links).

Both the MUC and the B-CUBED metrics compare the coreferehegns in the key
and the response to compute the metric score. Like many etrsuation metrics for
natural language processing and information retrievagehwo metrics compute the scores
in terms of recall, precision, and F-measure.

Generally, recall measures how much relevant informatiengystem has extracted
from the text, while precision measures how much of the mfation that the system re-
turned is actually correct (Jurafsky and Martin, 2000). €asure combines recall and

precision, and it is computed as:

(14 %) x Recall x Precision

F =
Recall + p? x Precision

(3.1)

where 5 controls the importance of recall and precision. glf= 1, it will give equal

importance to recall and precision, and the F-measure bestime F-measure:
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2 - Recall - Precision

F =

Recall + Precision

In the rest of the thesis, if not stated, for simplicity, wee lsmeasure to represent

F,-measure.

3.1.1 The MUC Evaluation Metric

Vilain et al. (1995) introduced the link-based MUC evaluation metrictfer MUC-6 and
MUC-7 coreference tasks.

Let

S, be thei-th coreference chain, or equivalence class, in the key.

R; be thej-th coreference chain, or equivalence class, in the regpons

e p(S;) be a partition ofS; relative to the response.

p(R,;) be a partition ofR; relative to the key.

Recall is the number of correctly identified links over thenber of links in the key:

_ > (1Si] = [p(Si))
Recall = S ST = 1)

Precision, on the other hand, is defined in the opposite walitghing the role of key

and response:

2 (1R — Ip(R;)])
2 (Rl = 1)

F-measure is the trade-off between recall and precisiorssrithed above.

Precision =
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3.1.2 The B-CUBED Evaluation Metric

Bagga and Baldwin (1998) introduced the mention-based BEmetric. The B-CUBED
metric measures the accuracy of coreference resolutioedbas individual markables.
Hence, it also gives credit to the identification of singtetowhich the MUC metric does
not.

In the B-CUBED metric, recall is computed as

1 O]
Recall = N Z Z m

deD med

where D, d, andm are the set of documents, a document, and a markable, reghect
S 1s the coreference chain generated by the key that contaimgile O,,, is the overlap
of S,, and the coreference chain generated by the response thainson. N is the total
number of markables iw.

The precision, again, is computed by switching the role of &ed response. Like
the MUC metric, F-measure for the B-CUBED metric is the traffidbetween recall and

precision as described above.

3.2 The Coreference Resolution Framework

In Chapter 1, we have briefly described the coreferenceutsnlframework introduced
by Soonet al. (2001). In this section, we will describe the framework arsdvariants in
details.

Algorithm 3.1 and 3.2 show the general training and resoifufiesting) framework for
coreference resolution. Typically, in supervised leagrbased coreference resolution, the
method first extracts a set of markables from each text, ttensta model on them or

resolves them. The definition of markables is corpus-degetnd
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Algorithm 3.1 A general training framework for coreference resolution
INPUT: A set of annotated texts,, Ts, ..., T,
OUTPUT: A classifierC'

forall iin1,2,...,ndo
extract markables iff;
for each markable: in T; do
extract training instances, with being the 2nd markable in the pair
end for
end for
train a classifier’’ using the extracted training instances
return classifierC'

3.2.1 Training

In coreference training, a training instance is a pair diedént markables in the same
text. Different instance selection strategies have beepgsed in the literature. The most
widely used strategy is the one proposed by Sebal. (2001): a positive training in-
stancefu;, m;) (¢ < j) is formed by an anaphoric markable; and its closest antecedent
m,;. Each markable between the two, together with the anapbion & negative training
instance: {1, m;), (Mit2, m;), ..., (m;_1, m;).

Ng and Cardie (2002c) proposed a training framework shghtbdified from Soon
et al. (2001): the training instance selection for a pronominapdnor is the same as in
Soonet al.(2001), but for a non-pronominal anaphor, a positive trgnnstance is formed
by an anaphoric markable and its closest non-pronominatadent.

Both Soonet al. (2001) and Ng and Cardie (2002c) sample only a small subsat of
possible markable pairs. A large portion of information\pded by all possible pairs is
lost. To keep as much information as possible, one stratefgp/use all possible markable
pairs as training instances, in which a training instangmgstive if the two markables are

coreferential, and negative if they are not (McCarthy anbriet, 1995; Stoyanoet al,
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2009).

However, coreference is a rare relation with far fewer pessitraining instances than
negative ones. If all pairs of markables are used duringitrg] data skewness is inevitable.
If not all pairs of markables are used, it results in a losstrmation. It remains unclear
what the best trade-off between data skewness and lossoofiafion is.

Furthermore, some coreferential markable pairs do not tiaget connections between
the two markables. Including these pairs with positivelabels in the training data may
lead to an incorrect classifier. For example, in a corefexesi@minPresident Clintor
he-the presiden{appearing in the order of their locations in the text), withlooking at
other markables in the coreference chain, there might nstuffecient information and
knowledge to tell thathe presidents coreferential tdhe They are coreferential because
they both are coreferential Rresident Clinton

After extracting the training instances, a classifier igwed on all training instances by

standard machine learning algorithms.

3.2.2 Resolution

To determine the coreference relations of a given text,tartetance is a pair of markables
in the text. Similar to training, different resolution d&gies have also been proposed in
the literature. The most widely used strategy is the onegeeg by Soomet al. (2001): all
preceding markables of a candidate anaphor are consideneot@ntial antecedents, and
are tested in a back-to-front manner. In other words, we(test;, m;), (m;_2, m;), ...,
sequentially, to look for the antecedentof. If a pair of markablesif;, m;) is classified

as positive by the classifier, i.e., the two markables ardipied to be coreferential, the first
markablem, is chosen as the antecedentiof. The process stops if either an antecedent is

found or the beginning of the text is reached.
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Algorithm 3.2 A general resolution framework for coreference resolution
INPUT: An unannotated text’
A classifierC!
OUTPUT: T with coreferential annotations

extract markables ifi’
for each markable: in T" do
extract testing instances, with being the 2nd markable in the pair
classify all testing instances witt
select one or more antecedents/#obased on the classification decisions
end for
cluster the coreferential links to form coreferential cfsai
return 7 with the annotated coreferential chains

Ng and Cardie (2002c) used a slightly different resolutiwategy: the most probable
preceding markable instead of the closest one is selectina asitecedent.

Unlike Soonet al. (2001) and Ng and Cardie (2002c) which select only one adeste
for each anaphoric markable, McCarthy and Lehnert (1998)Stoyanovet al. (2009)
resolve an anaphoric markable to all coreferential antsuisd

After selecting the links for each markable, a clusteringoathm will group them
together to form coreference chains: the individual cfasdion decisions made by the
coreference classifier do not guarantee that transitivitpceferential NPs is obeyed. So it
can happen that the pairand B, and the pai3 andC' are both classified as coreferential,
but the paird andC' is not classified as coreferential by the classifier. Aftecaleferential
markable pairs are found (no matter by closest-first, bestt-6r resolving-all strategies as
in different prior work), all coreferential pairs are clestd together to form the coreference
output. By doing so, transitivity is kept: a markable is inaeeference chain if and only if
it is classified to be coreferential to at least one other @ialkin the chain. In the above
example, the markable$, B, andC will be clustered together into the same coreference

chain, even though the pairandC' is not classified as coreferential by the classifier.
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3.3 Maximum Metric Score Training

In this section, we describe the proposed maximum metricestaining algorithm. As
discussed in the previous section, if not all pairs of madsare selected as training
instances, there is information loss. In the MMST algoritwa use all pairs of markables
as training instances to keep as much information as pessibl

In Chapter 1 and the previous section, we have also noteddhatl extracted instances
are equally important or are equally easy to be classifiads treating them in the same
way might be sub-optimal. Our MMST algorithm comprises tse of beam search and
instance weighting to solve the problems. Initially all frers are equally weighted. We
then iteratively assign more weights to the hard-to-ctggsirs. The iterative process is

conducted by a beam search algorithm.

3.3.1 Instance Weighting

Supervised learning algorithms are not perfect. Duringjrigsthey make errors. If an
instance is positive in the gold standard but predicted gathe by the classifier, it is
calledfalse negativgif an instance is negative in the gold standard but prediatepositive
by the classifier, it is callethlse positivéRussell and Norvig, 2002). Different from many
other problems, in coreference resolution, these two tgpesrors have different impacts
on forming the coreference chains, and hence the evaluabnc score.

The motivation of the approach is simple. Because duringnggsclustering will im-
pose and guarantee transitivity amongst a coreference,civai do not need to (and as
discussed, in many cases it is almost impossible to) findoslitipe pairs (links).

If we treat each markable as a vertex in a graph, and there exige between two

coreferential markables, a coreference chain then formkyecbnnected graph. According
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to spanning tree theory, to connecvertices together, the least number of edges we need
isn — 1 (Cormenet al, 2001). If we can findh — 1 edges to form a spanning tree for
thesen vertices, it does not matter if we find the remaining edgesother words, some
false negative instances do not hurt, but we do want to finctlges that keep the graph
connected. On the other hand, false positive instanceshaagysnot desired because it
will add wrong connections.

Suppose there are, andm, coreferential links in the key and the response, respec-
tively, and a coreference resolution system successfudigtiptsn. correct links. The recall

and the precision are the&— and-2-, respectively.

The learnt classifier predicts false positive and false tngastances during testing.
For a false positive instance, if we could successfully tetl as negative, the recall is
unchanged, but the precision will be*—, which is higher than the original precisiof: .
For a false negative instance, it is more subtle. If the twokatdales in the instance are
determined to be in the same coreference chain by the dhugtelgorithm, it does not
matter whether we predict this instance as positive or nggate., this false negative does
not change the F-measure of the evaluation metric at alheftivo markables are not in

the same coreference chain under the clustering, in case/¢hean predict it as positive,

the recall will be"m—f, which is higher than the original recqcnﬁ;, and the precision will be

n 1 - - - . - - -

m:jrl, which is higher than the original precisigh, asn < m,..
In both cases, the F-measure improves. If we can instrucietiraing algorithm to

pay more attention to these false positive and false negatstances and to predict them

correctly by assigning them more weighive should be able to improve the F-measure.

LAssigning higher weights to the wrongly classified instarmed assigning lower weights to the correctly
classified instances have the same effect. Hence, in thissthee assign higher weights to the wrongly
classified instances.
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3.3.2 Beam Search

To instruct the learning algorithm to pay more attentiorf#@wrongly classified instances,
initially all instances are equally weighted, and we thenatively assign more weights to
the hard-to-classify pairs using a beam search algorithm.

The goal is to search for a set of weights to assign to theitigiimstances such that
the classifier trained on the weighted training instancessggthe maximum coreference
metric score when evaluated on the training instances. Beafch state corresponds to
a set of weighted training instances, a classifier trainetherweighted training instances
minimizing misclassifications, and the F-measure of thesifeer when evaluated on the
weighted training instances using the chosen corefererateaion metric.

Typically there are a large number of wrongly classifiedanses. To each wrongly
classified instance, we could rectify or not rectify it. Wachoose any subsets of wrongly
classified instances to rectify. The number of combinatiminshoosing the instances to
rectify is exponential, not to mention that we have manyedéht ways to rectify each
instance. It is impractical to explore all possibilities.e\8implify the search by using a
binary search tree. In the search tree, each search statedea The root of the search
tree is the initial search state where all the training ims¢s have identical weights of one.
Each search statecan expand into two different children search statékeft child) ands,.
(right child). s; ands, correspond to assigning higher weights to the false pesatind false
negative training instances kj respectively. An expanded node always has two children
in the binary search tree.

The binary search tree can grow infinitely. We use beam searolrrow down the
search space. During the search, all nodes are sorted ierabsg order of F-measure.
Only the topM nodes are kept, and the remaining nodes are discarded. Sterdid

nodes can either be leaf nodes or non-leaf nodes. Thewegorithm stops when all the
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nodes in the beam are non-leaf nodes, i.e., all the nodeg ingam have been expanded,
and expanding the nodes in the beam will not improve the atialu metric score.

Figure 3.1 shows an example of a binary search tree. Initidde tree has only one
node: the root (node 1 in the figure). In each iteration, tigedthm expands all the leaf
nodes in the beam. For example, in the first iteration, nodeekpanded to generate node
2 and 3, which correspond to adding weights to false posgne false negative training
instances, respectively. Node 5 is discarded because df{oweasure, and it will not be

expanded to generate children in the binary search tree.

Figure 3.1: An example of a binary search tree

3.3.3 The Algorithm

We have so far described instance weighting and beam searchximize the evaluation
metric score. Combining them, we come up with the maximunrimstore training algo-
rithm. An overview of the algorithm is shown in Algorithm 3.3he formal and detailed
description of the algorithm is shown in Algorithm 3.4. Irethlgorithm, we assume that
there areV textsT), Ts, ..., Ty in the training data setn;, andm;; are theith and the
jth markable in the texty, respectively. Hence, for all< j, (mg;, mx;, w;;) iS @ training

instance for the markable pdify;, ms;), in whichwy,; is the weight of the instance. Let
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Algorithm 3.3 Overview of the maximum metric score training (MMST) algbom
initialization
repeat
for each unexpanded beam natte
classify (predict)
update false positive instances
update false negative instances
end for
beam pruning
until all nodes in the beam have been expanded
return the classifier

Lyij andL;ij be the true and predicted label of the fait;;, my;), respectively. LetV, C,

F, andE be the set of weight§wy;;|1 < k < N,i < j}, the classifier, the F-measure, and
a Boolean indicator of whether the search state has beem@sgarespectively. Finally,
M is the beam size, andcontrols how much we update the weights in each iteration.

In the algorithm, we train a classifier by weighting all instas equally in line (4) to
(8). Inthe loop, we do coreference resolution using thesturelassifier in line (14) to (15),
update the weights of false positive instances in line (@§24), and update the weights of
false negative instances in line (25) to (34). This generat® classifiers to be evaluated
in the next iteration. According to our beam search setimdy the top)M classifiers are
kept in each iteration. The loop continues until the fdpclassifiers do not change. The

best classifier is then returned as the output of the alguarith

3.4 Experiments

In this section, we describe the experimental settings apdrt the results of both the

baseline systems and the results by the proposed MMST agiproa
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Algorithm 3.4 The maximum metric score training (MMST) algorithm
1: INPUT: Ty, Ts, ..., T

2: OUTPUT: classifierC'

3:

4: wy; < 1, foralll <k < Nandi < j

5: Cetrain({(mki,mkj,wkij)ﬂ <k< N,Z <j})

6: I' < resolve and evaluatg, . .., Ty with C

7. E « false

8: BEAM«+ {(W,C,F,E)}

9: repeat

10 BEAM' «+ {}

11:  forall (W,C, F, E)in BEAM do

12: BEAM’ «— BEAM' | J{(W, C, F, true)}

13: if E=falsethen

14: predict all Ly, with C' (1 < k < N,i < j)

15: cluster into coreference chains basedgy)
16: W'« W

17: forall 1< k< N,i<jdo

18: if Ly;; = falseandLy,;; = true then

19: Wi 4= Wy + 6

20: end if

21: end for

22: C" « train({ (mpi, myj, wy;;) |1 < k < N,yi < j})
23: I’ < resolve and evaluatg , . . ., Ty with ¢’
24: BEAM’ «— BEAM' | J{(W',C", F', false)}
25: W" «+ W

26: forall 1 < k< N,i<jdo

27: if Ly;; = true andLy,; = false and

28: Chain(my;) # Chain(my;) then

29: Wy 4= Wi + 6
30: end if
31 end for
32: C" <« train({ (mps, myz, wi;;) |1 < k < Nyi < j})
33: I < resolve and evaluatg , . .., Ty with C”
34: BEAM’ «— BEAM' | J{(W",C"  F", false)}
35: end if
36: end for
37: BEAM<« BEAM'

38: sort BEAM in descending order df, keep top)M elements
39: until for all £ of all elements in BEAME = true
40: return C, from the top elemenV, C, F, E') of BEAM
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3.4.1 Experimental Setup
The Coreference Resolution System

In the literature, some previous work on coreference résolassumed that gold standard
markables were known and resolved coreferential relaboahsamongst the gold standard
markables. In this thesis, we did not assume gold standarkialas and worked directly
on raw text input.

Stoyanowet al. (2009) presented the Reconcile pacKagepublicly available corefer-
ence resolution toolkit, that accepts raw text input andrea state-of-the-art coreference
resolution results. Reconcile employs a comprehensivef € features to represent each
training instance, including lexical, proximity, gramneat, and semantic features. To en-
sure that the improvement of our proposed approach is n@usecof a lower baseline,
we used the Reconcile package in our experiments, and ineplea the proposed MMST
algorithm on top of it.

In Reconcile, the raw texts are processed with a sequencemfgressing components,
including sentence segmentation, tokenization, padpafech tagging, syntactic parsing,
and named entity recognition. In our experiments, sentsegenentation, tokenization,
and part-of-speech tagging were performed using the OpBrtbalkit; syntactic parsing
was performed using the Berkeley Pafs@nd named entity recognition was performed
using the Stanford NEF. Markable extraction was as defined in the task definition of

each individual corpus.

2http://lwww.cs.utah.edu/nlp/reconcile/

Shttp://opennlp.sourceforge.net/

“http://code.google.com/p/berkeleyparser/

Shttp://nip.stanford.edu/ner/

6Besides the pre-trained NER model that came with Stanfor®,NEoyanowet al. (2009) also used the
NER model from LLNL (Lawrence Livermore National LaborathrHowever, since we do not have access
to the LLNL NER model, in this thesis, we used only the prénied NER model that came with the Stanford
NER in the experiments.
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Features for Coreference Resolution

In our experiments, we used two different feature sets foefeoence resolution. The first
feature set in our experiments consists of the same 62 &sainrStoyanoet al. (2009).
In the rest of this chapter, this feature set is referred toR&S” (standing for “Reconcile
Feature Set”).

In Zhao and Ng (2010), we used the BART pacKag@other open source coreference
resolution toolkit presented by Versley al. (2008a), in the experiments. BART uses an
extended feature set and tree kernel support vector mac(éM-light-TK, (Moschitti,
2006)) under the Sooet al.(2001) training and testing framework. In Zhao and Ng (2010)
the features we used were identical to the features outptlhdoypreprocessing code of
BART reported in Verslet al. (2008a), except that we did not use their tree-valued and
string-valued features. To have a further comparison,igithesis we also used the feature
set in Zhao and Ng (2010) but with the Reconcile package. dmreélt of this chapter, this
feature set is referred to as “BFS” (standing for “BART FeatBet”).

We describe the features of the two feature sets as followsoth feature sets, we

definem,; andm; as the first and second markable under consideration, rasggc

RFS

1. AgreementI if m; andm; agree on both number and gendgrif they disagree on

either number or gendeN A if gender or number is unknown faor,; or m;.
2. Alias: T'if m; is an alias ofn;; F' otherwise.
3. AlwaysCompatible: Alway§g".

4. Animacy:T if m; andm; agree on animacy;' otherwise.

"http:/lwww.sfs.uni-tuebingen.de/ ~versley/BART/
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10.

11.

12.

13.

14.

15.

16.

Appositive:T" if m; andm; are in an appositive constructiof;otherwise.

Binding: T" if m; andm; do not violate conditions B and C in Chomsky’s binding

theory (Chomsky, 1981} otherwise.

BothEmbedded! if both m,; andm; are embeddedY A if only one is; F if neither

iS.

BothInQuotes:T if both m; andm; are inside of quotesV A if only one is; F' if

neither is.
BothPronounsT' if both m; andm; are pronounsiN A if only one is; F' if neither is.

BothProperNouns!" if both m; andm; are proper nounsy A if only one is; F if

neither is.

BothSubjects:T" if both m; andm; are in the subject position relative to a verb

clause;N A if only one is; F' if neither is.
ClosestComp! if m; andm; are compatible and the closestotherwise.
ConsecutiveSentencé&sif m; andm; are in consecutive sentencésptherwise.

Constraints?’ if m; andm; are compatible in Gender, Number, Contraindices, Ani-

macy, Pronoun, and ContainsPN;otherwise.

ContainsPNF' if both m; andm; contain proper names and contain no words in

common;7 otherwise.

Contraindicest if m; andm,; violate either 1) two NPs separated by a preposition
cannot be coindexed; or 2) two non-pronominal NPs sepalsgtachon-copular verb

cannot be coindexed: otherwise.
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17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

Definite1l:T if m; starts with “the”;}" otherwise.
Definite2:T" if m; starts with “the”;F' otherwise.
Demostrative2I’ if m; starts with a demonstrativé; otherwise.
Embeddedl1T if m, is an embedded or nested NP ptherwise.
Embedded?2l" if m; is an embedded or nested NP ptherwise.

Gender:T' if m; andm; agree in genderf’ if they disagree;N A if the gender

information cannot be determined.
HeadMatchT if the head nouns af:; andm; match;F otherwise.

|IAntes:T" if one of m; andm; is the pronoun “I” and the other one is determined to

be the quoted speaker of the text containing the “I” pronoya kule; F' otherwise.
Indefinite:F if m; is an indefinite and is not an appositi‘eptherwise.

Indefinitel:F if m; is an indefinite and is not an appositi‘eptherwise. Similar to

Indefinite, but use a slightly different way to determine dnkable is indefinite.
InQuotelT if m; is inside of a quotef’ otherwise.

InQuote2T" if m; is inside of a quotef” otherwise.

MaximalNP:F' if m; andm; have the same maximal NP projectidnptherwise.

Modifier: T" if the prenominal modifiers of one ofi; andm; are a subset of the

prenominal modifiers of the otheF, otherwise.

Number:T if m; andm; agree in numberf" if they disagree;V A if the number

information cannot be determined.
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32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

PairType: The value of this featuretist;, wheret; andt; are the types ofn; and
m;, respectively. The values ofare:n if m is a proper name; if it is a pronoun;d

if it is definite; and; if it is indefinite.
ParNum: The distance betweenandm; in terms of paragraphs.
PNStr:7" if both m, andm; are proper names and the same strifigitherwise.

PNSubStrT if both m; andm; are proper names and one is a substring of the other;

F otherwise.
Prednom if m; andm, form a predicate nominal constructiof;otherwise.

ProCompI if m; andm; are both pronouns and are compatible in gender, number,

and personf’ otherwise.

Pronounl7 if m; is a pronounj’ otherwise.
Pronoun2T if m; is a pronoun}’ otherwise.

Pronoun¥' if m, is a pronoun aneh; is not; 7" otherwise.

ProperNamef’ if m; andm; are both proper names and share no words in common;

T otherwise.

ProperNounf if m; andm; are both proper nouns and share no words in common,;

T otherwise.

ProResolveT if one of m; andm; is a pronoun and the other is its antecedent

according to a rule-based algorithii;otherwise.

ProStr:T" if m; andm; are both pronouns and their strings match exadtlyther-

wise.
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45,

46.

47.

48.

49.

50.

51.

52.

53.

4.

55.

56.

S7.

58.

59.

Quantity:7T" if m; andm; form a pattern “sum of money” (e.g. loss of one thousand);

F otherwise.

RuleResolveT" if m; andm; are coreferential according to a rule-based algorithm;

F otherwise.

SameParagrapff: if m; andm; are in the same paragraphi;otherwise.
SameSentencé: if m; andm; are in the same sentendéotherwise.

SentNum: The distance betweenandm; in terms of sentences.

SoonStrT if m; andm; match after discarding uninformative wordsptherwise.
Span:F' if one of m; andm; spans the otheff’ otherwise.

SubClassT' if the WordNet (Fellbaum, 1998) class of onenefandm; is a subclass

of the WorNet class of the otheF; otherwise.
SubjectlT if m; is a subject}’ otherwise.
Subject2T if m; is a subject}’ otherwise.

Syntax:F' if m; andm; have incompatible values for Binding, Contraindices, Span

or MaximalNP;T otherwise.

WNSynonymsT' if m; andm; are WordNet synonyms otherwise.
WordNetClassT' if m; andm; have the same WordNet clagsotherwise.
WordNetDist: The distance in the WordNet synset treevéetm, andm;.

WordNetSense: The first WordNet sense thaandm,; share.
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60. WordOverlapT if the intersection of the content words @f andm; is not empty;

F otherwise.

61. WordStr:T' if m,; andm; are both non-pronominal and the strings matehother-

wise.

62. WordsSubStrT' if m; andm; are both non-pronominal and one of them is a proper

substring of the other with respect to content wordgytherwise.

BFS

1. Alias:T'if m, is an alias ofn;; F' otherwise.
2. AnalsDefiniteI" if m; starts with “the”;F' otherwise.
3. AnalsDemNominalT" if m; is a demonstrative nominak; otherwise.
4. AnalsDemostrativel if m; starts with a demonstrativé; otherwise.
5. AnalsDemPronouril’ if m; is a demonstrative pronou#; otherwise.
6. AnalsPN:'if m; is a proper nounf’ otherwise.
7. AnalsPronoun?’ if m; is a pronoun}’ otherwise.
8. AnalsReflPronount” if m; is a reflexive pronoun}’ otherwise.
9. AnalsPersPronour if m; is a personal pronout; otherwise.

10. AnalsPossPronouf: if m; is a possessive pronouh;otherwise.

11. AnaSemClass: The semantic classgf

12. AntlsDefinite:T" if m; starts with “the”; F’ otherwise.
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13

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

AntlsFirstMentionI" if m; is the first markable in the utterancé;otherwise.
AntIsPN:T if m; is a proper nounf’ otherwise.

AntlsPronoun?’ if m, is a pronoun¥’ otherwise.

AntSemClass: The semantic classrgf

Appositive:T" if m; andm; are in an appositive constructiof;otherwise.

AreProperNounI' if both m; andm; are proper nounsy A if only one is; F' if

neither is.
DistLast:T" if m; andm,; are in consecutive sentencésptherwise.
DistSameT' if m,; andm; are in the same sentendéotherwise.

Gender:T' if m; andm; agree in genderf’ if they disagree;N A if the gender

information cannot be determined.

IsWikiAlias: Similarity betweemn,; andm; based on the alias information encoded

in Wikipedi&® hyperlinks.
IsWikiRedir: Similarity betweem, andm; based on Wikipedia page redirection.
IsWikiLists: Similarity betweem; andm; based on Wikipedia list pages.

Number:T if m; andm; agree in numberf" if they disagree;V A if the number

information cannot be determined.

SemanticCompatibilityZ” if m; andm; are compatible in semantic class;if not

compatible;N A if either semantic classes is unknown.

8http://www.wikipedia.org/
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MUC6 | MUC7 | BNEWS | NPAPER | NWIRE
# of Training 30 30 216 76 130
Texts Test 30 20 51 17 29
# of Training | 13,404 | 16,313 | 66,630 68,463 70,820
Words Test 14,117 | 11,107 | 17,464 17,350 16,781
# of Training | 4,445 4,917 20,467 21,492 22,011
Markables| Test 4,546 3,236 5,428 5,153 5,230
Recall of | Training| 91.9 90.2 95.5 94.5 94.2
Markables| Test 92.2 87.0 95.6 95.5 95.3
# of Training | 505,534| 418,450 1,763,817| 3,365,680, 3,008,303
Instances| Test | 614,444| 282,256| 436,347 | 871,314 | 681,092

Table 3.1: Statistics of the two MUC and the three ACE corpora

27. StringMatchI" if m; andm; match after discarding uninformative words;other-

wise.

28. WebMatchT' if m; andm; match according to some patterns mined from the web.

Corpora

In the experiments, we used all five commonly used evaluatarpora for coreference
resolution, namely the two MUC corpora (MUC6 and MUC7) anel tttmee ACE corpora
(BNEWS, NPAPER, and NWIRE). The MUCG6 and the MUC7 corporaaengefined in the
DARPA Message Understanding Conference (MUC-6, 1995; M{JT998). The dry-run
texts were used as the training data sets. In both corpar,tesning data set contains 30
texts. The test data sets for MUC6 and MUCT7 consist of the 802&nformal evaluation
texts, respectively. The ACE corpora were defined in NISTofatic Content Extraction
phase 2 (ACE-2) (NIST, 2002). The three data sets are froi@rdift news sources: broad-
cast news (BNEWS), newspaper (NPAPER), and newswire (NWIRIEhough the official
test sets are only available to the ACE participants, thaitrg sets and development test

sets are available to the public. They were used as ournigaget and test set, respectively.
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The BNEWS, NPAPER, and NWIRE data sets contain 216, 76, a@draBing texts, and
51, 17, and 29 test texts, respectively. The statisticd @if’alcorpora are tabulated in Table
3.1. The numbers of training instances in Table 3.1 are thaews of all possible pairs of

markables in the data sets.

Evaluation Metrics

Since we used automatically extracted markables, it isiplesthat some extracted mark-
ables and the gold standard markables are unmatchéwjrdessas defined in Stoyanov
et al. (2009). How to use the B-CUBED metric to evaluate twinlesskalales has been
explored recently. In this thesis, we adopted fhe:/l variation proposed by Stoyanov

et al. (2009), which retains all twinless markables.

Learning Algorithms

In Zhao and Ng (2010), we used the C4.5 decision tree leaalgayithm (Quinlan, 1993)
in the experiments. Decision tree learning uses a tree tpatidecision making. It is
a widely used learning algorithm in research on corefergeselution and many other
natural language processing problems. It starts from tbheaobthe tree and recursively
splits the data set until most of the training instances asame node are of the same
class. Ateach node of the tree, C4.5 chooses a feature $hdtisrs the highest information
gain, which is the difference of information entropy befarel after the split. Information

entropy! is computed as follows:

n

I(P(c1), P(ca),..., Pcy)) = Y —P(c;)log P(c;) (3.2)

i=1
wherecy, ¢, . . ., ¢, are the classes of the training instances,argthe number of different

classes.
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Originally, P(c;), the probability of class;, is the number of training instances that

belong to class; over the number of all training instances:

(3.3)

where|c;| is the number of training instances that belong to class
With instance weighting, however, this is computed as tha stiweights of the in-

stances that belong tg, over the sum of weights of all training instances:

Zkeci Wk
Z]kvzl W

wherewy, is the weight of the:-th instance, andVv is the total number of instances.

It is easy to see that when all weights are 1, Equation 3.4 is the same as Equation
3.3. Furthermore, the effect of setting the weight of a trajnnstance ta is equivalent to
duplicating the instance — 1 times, i.e., a total of instances.

Besides decision tree, maximum entropy (ME) modeling (Beggjal., 1996) is another
widely used learning algorithm in the literature on corefere resolution. Also known as
logistic regression in the community of machine learninggtieet al,, 2001; Wasserman,
2004), a maximum entropy model predicts the class label e$@instance by maximizing
the conditional probability(c|z).

In maximum entropy learning, the goal is to learn a functjothat minimizes the

expected loss with respect to the distribution of the tragrdataP (z, y):

N
1
* = in— > L, y; .

feH
where L(z,y, f) is the loss functiong andy are the features and label of an instance,

respectivelyH is the hypothesis space, andis the total number of instances.
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Similar to instance weighting in decision tree learninghwnstance weighting, Equa-

tion 3.5 will become

N
= ar]%ergln m Z wiL (i, yi, ) (3.6)
k=1 "k =1

Itis also easy to see that when all weighisare 1, Equation 3.6 is the same as Equation
3.5. Similarly, the effect of setting the weight of a traigimstance to: is equivalent to
duplicating the instance — 1 times, i.e., a total of. instances.

In the experiments for maximum metric score training, weduseh decision tree mod-
els and maximum entropy models. For decision tree learmeg)sed the WEKA imple-
mentation of the C4.5 decision tree (Witten and Frank, 200Bj)le for maximum entropy
learning, we used the maximum entropy modeling implememeitie DALR package
(Jiang and Zhai, 2007). However, our proposed approachléstalibe applied to any su-

pervised machine learning algorithms.

Putting Things Together

Thus far, we have described two feature sets, five data setemvaluation metrics, and two
learning algorithms in the experimental settings. In iatare are 40 different combina-
tions. In our experiments, we evaluated all five data setsvorevaluation metrics. As for
the feature sets and learning algorithms, we tried the “BFfeecision tree” combination,
as in Zhao and Ng (2010), and the “RFS + maximum entropy” caation, as we will use
in Chapter 4. To bridge the two combinations, we tried the SBF maximum entropy”
combination as wef.

Specifically, results reported in Table 3.2 to 3.5 were olgdiusing BFS and decision

®We do not report “RFS + decision tree” because it requireg kage memory in the experiments but we
do not have a proper machine to do so.
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tree learning; results reported in Table 3.6 to 3.9 wereinbthusing BFS and maximum
entropy learning; and results reported in Table 3.10 to %é® obtained using RFS and

maximum entropy learning.

3.4.2 The Baseline Systems

We included state-of-the-art coreference resolutioresystin the literature for comparison.

Since we used the Reconcile package in our experiments, cigded the results of
the original Reconcile system reported in Stoyaet\al. (2009) as the first system for
comparison.

We used the BART package in Zhao and Ng (2010). In this the®islso used the fea-
ture set derived from BART. Thus, we also included the resaflthe original BART system
(with its extended feature set and SVM-light-TK, as repwiteVersleyet al. (2008a)) as
another system for comparison.

Stoyanovet al. (2009) reported only the results on the MUC6, MUC7, and NWIRE
data sets, but not the BNEWS and NPAPER data sets. Vezskdy(2008a) reported only
the results on the three ACE data sets with the MUC evaluatietnic. Since we used all
the five data sets in our experiments, for fair comparisoralae included the MUC results
reported in Ng (2004a). To the best of our knowledge, Ng (20@hs the only prior work
which reported MUC metric scores on all the five data sets.

The MUC metric scores of Stoyanaat al. (2009), Versleyet al. (2008a), and Ng
(2004a) are listed in the rows “Stoyanev al. 09", “Versley et al. 08” and “Ng 04",
respectively, in Table 3.2, 3.3, 3.6, 3.7, 3.10, and 3.11.

For the B-CUBED metric, we included Stoyanetal.(2009) and Ng (2005§ for com-

parison. The scores are listed in the rows “Stoyaaial. 09” and “Ng 05", respectively,

OHow Ng (2005) interpreted the B-CUBED metric for raw textingis not stated in his paper. However,
for comparison, we still list his results here.
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in Table 3.4, 3.5, 3.8, 3.9, 3.12, and 3.13.

Besides the state-of-the-art results reported in thealibee, we built our own baselines
to see how the proposed maximum metric score training dtgorimproves the perfor-
mance of coreference resolution. Our baselines that fall@Sooret al. (2001) frame-
work are shown in the rowsSNL-Style Baseline” in Table 3.2 to 3.13. Our proposed
MMST algorithm trains and tests on all pairs of markables.siiow the effectiveness of
weight updating of MMST, we also built baselines which tramd test on all pairs. The
performances of these systems are shown in the réNsStyle Baseline” in Table 3.2 to
3.13.

The results show that our baseline systems are comparalte tstate of the art in
the literature. When compared against Stoyaabal. (2009), which trained and tested
on all pairs and used the averaged perceptron algorithnuifdrand Schapire, 1999) as
their learning algorithm, ouhll-style baseline achieved F-measures comparable to theirs,
although we do not have access to their LLNL NER model. In scombinations, our
All-style baseline outperformed Stoyanetwal. (2009). For example, in Table 3.4, the
All-style baseline has an F-measure of 65.2% on MUC7, which3& Aigher than the
62.9% F-measure in Stoyanev al. (2009). To achieve good performance, Versial.
(2008a) used the time-consuming tree kernel support vectamhines (SVM-light-TK),
while Ng (2004a) and Ng (2005) used additional pipelinedjgonents in their system, e.g.,
anaphoricity determination. Although our baseline systeid not use additional compo-
nents or techniques, in some combinations, we achieve@hpgformance. For example.
in Table 3.11, theSNL-style baseline and thall-style baseline achieved F-measures of

0.9% and 4.9% higher than Ng (2004a) on NWIRE, respectively.
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Figure 3.2: TuningV/ on the held-out development set

3.4.3 Results Using Maximum Metric Score Training

Next, we show the results of using the proposed maximum owtadre training algorithm.
From the description of the algorithm, it can be seen thakthee two parameters in the
algorithm. One parameter &/, the size of the beam. The other parametef, ishich
controls how much we increase the weight of a training ircs#an each iteration.

Since the best/ andoé for the MUC evaluation metric were not known, we used held-
out development sets to tune the parameters. Specificalyrained classifiers with dif-
ferent combinations of\/ andj on a development training set, and evaluated their per-
formances on a development test set. In our experimentgjahelopment training set
contained 2/3 of the texts in the training set of each indigiccorpus, while the devel-

opment test set contained the remaining 1/3 of the textserAdicking the besfi/ and )
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Figure 3.3: Tuning on the held-out development set

values, we trained a classifier on the entire training set wie chosen parameters. The
learnt classifier was then applied to the test set.

To limit the search space, we tuned the two parameters seallenFirst, we fixed
0 = 1, which is equivalent to duplicating each training instanoee in decision tree and
maximum entropy learning, and evaluated= 2, 4, 6, ..., 20. After choosing the best
M that corresponded to the maximum F-measure, we fixed the wdll/, and evaluated
0 =0.1, 0.2, 0.3, ..., 3.0. Take MUCB6, with the MUC evaluation metric, using BFS
and decision tree learning, as an example. The results ofguvi under these settings,
are shown in Figure 3.2. The maximum F-measure was obtaihed W = 6 or M = 8.
On all the different)M values we have tried, MMST outperforms tA#-style baseline on

the development test set. Whaih > 4, MMST outperforms theSNL-style baseline on
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the development test set. We then fixeé = 6, and evaluated different values. The
results are shown in Figure 3.3. The best F-measure waseltaiheny = 0.8. Again,
on all the different values we have tried, MMST outperforms thk-style baseline on the
development test set. It also outperforms 8Ml-style baseline with mostvalues.

The rows “MMST” in Table 3.2 to 3.13 show the performance of BMon the test
sets, with the tuned parameters indicated. In our expetsnéme statistical significance
test was conducted as in Chinchor (1995and** stand forp < 0.05 andp < 0.01 over
the SNL-style baseline, respectively.and' stand forp < 0.05 andp < 0.01 over the
All-style baseline, respectively.

In all the different combinations of settings, MMST outmerhs both theSNL-style
baseline and thall-style baseline, with the only exception on NPAPER with BEED
evaluation metric, using RFS and maximum entropy learnMy|ST outperforms the
SNL-style baseline, but is 0.2% lower than tAk-style baseline in F-measure. For exam-
ple, with MUC evaluation metric, using BFS and decision tesgning, when compared to
the All-style baseline, MMST gained 4.8%, 0.5%, 8.5%, 3.2%, an#odrfiprovement in
F-measure on MUC6, MUC7, BNEWS, NPAPER, and NWIRE, respelsti Furthermore,
the experimental results clearly show that MMST achieve®nly consistent, but also sta-
tistically significant improvements over at least one oftthselines, and in most cases both

baselines (th&NL-style baseline and th&ll-style baseline) in the different settings.

3.4.4 Analysis

To see how MMST actually updates the weight, we use the MUCIcp&FS and decision
tree learning, as an example. Under the experimental gsftintook 5 — 7 iterations for
MMST to stop on the five data sets. The numbers of exploredsstatthe binary search

tree, including the root, were 31, 19, 9, 13, and 13 on MUC6 QMUBNEWS, NPAPER,
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MUC6 MUC7

Model R \ P \ F R \ P \ F
Stoyanowt al. 09 704 58.2

Ng 04 758 614 679 |64.2 60.2 621
SNL:-Style Baseling 68.9 49.4 57.5 56.4 55.8 56.1
All-Style Baseline| 54.6 71.3 61.8 |49.6 789 60.9
MMST 69.5 63.9 66.87[57.7 65.8 61.4

M=6,5=08 M=6,§=17

Table 3.2: Results for the two MUC corpora with MUC evaluatioetric, using BFS and
decision tree learning. Boldface indicates the best resulind** stand forp < 0.05 and
p < 0.01 significance levels over thBNL-style baseline, respectively.and ™ stand for
p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.

BNEWS NPAPER NWIRE

Model R \ P \ F R \ P \ F R \ P \ F

Stoyanowet al. 09 65.8
Versleyetal.08 | 60.7 654 63.0 |64.1 67.7 658 |604 652 62.7
Ng 04 63.1 678 654 |735 63.3 68.0 |531 60.6 56.6
SNL-Style Baseling 61.0 42.7 50.2 |69.3 47.0 56.0 |66.1 504 57.2
All-Style Baseline| 49.3 77.6 60.3 |56.9 786 66.0 |605 749 66.9
MMST 73.2 64.9 688~ | 67.5 71.1 69.2*' | 68.1 69.9 69.0*1

M=2 6§=09 M=4 6§=10 M=2,§=03

Table 3.3: Results for the three ACE corpora with MUC evatraimetric, using BFS and
decision tree learning. Boldface indicates the best resulind** stand forp < 0.05 and
p < 0.01 significance levels over thBNL-style baseline, respectively.and ™ stand for
p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.
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Model

MUCG6
R‘P‘F

MUC7
R‘P‘F

Stoyanowet al. 09

69.9

62.9

SNL:-Style Baseline
All-Style Baseline

60.8 69.5 64.9
54.1 84.5 66.0

53.9 78.7 64.0
50.3 92,5 65.2

MMST

62.7 75.8 68.6
M=86=11

55.4 82.0 66.1°
M=26=05

Table 3.4: Results for the two MUC corpora with B-CUBED ewalan metric, using BFS
and decision tree learning. Boldface indicates the besttee$ and** stand forp < 0.05
andp < 0.01 significance levels over th&NL-style baseline, respectively.and’’ stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.

BNEWS NPAPER NWIRE

Model R \ P \ F R \ P \ F R \ P \ F
Stoyanowet al. 09 77.3

Ng 05 570 771 656 |62.8 712 66.7 |59.3 754 664
SNL:-Style Baseling 64.1 74.3 68.8 |66.2 716 688 |694 780 734
All-Style Baseline| 59.1 945 72.7 |62.4 912 741 |68.9 90.1 78.1

MMST 72.3 83.4 77411 [70.8 82.0 76.0*' | 73.7 84.8 788"

M=6,5=0.2 M=6,5=0.7 M=6,6=12

Table 3.5: Results for the three ACE corpora with B-CUBEDIe&aon metric, using BFS
and decision tree learning. Boldface indicates the besttee$ and** stand forp < 0.05
andp < 0.01 significance levels over th8NL-style baseline, respectively.and’’ stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.
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MUC6 MUC7
Model R \ P \ F R \ P \ F
Stoyanowt al. 09 704 58.2
Ng 04 758 614 679 |64.2 60.2 621

SNL:-Style Baseling 66.1 54.2 59.5
All-Style Baseline| 43.1 77.5 55.4

56.1 585 57.3
42,9 80.2 55.9

MMST

755 52.9 6287
M=6,6=16

59.7 61.0 60.37
M =10, § =2.2

Table 3.6: Results for the two MUC corpora with MUC evaluatioetric, using BFS and
maximum entropy learning. Boldface indicates the bestit®suand** stand forp < 0.05
andp < 0.01 significance levels over th&NL-style baseline, respectively.and’’ stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.

BNEWS

Model R| P | F R |

NPAPER NWIRE

P| F R|P| F

Stoyanowet al. 09
Versleyetal.08 | 60.7
Ng 04 63.1

65.4 63.0 64.1
67.8 654 |735

65.8
67.7 658 |604 652 62.7
63.3 68.0 |53.1 60.6 56.6

SNL-Style Baseling 54.1
All-Style Baseline | 38.6

48.4 51.1 64.0
74.5 50.9 52.5

43.1 515 61.1 47.7 53.6
71.7 60.6 |44.7 776 56.7

MMST 74.7

M=20,6=16

58.9 65917 | 80.3

62.2 70111 | 69.0 61.6 65.1'"

M=4,6=17 M=6,5=23

Table 3.7: Results for the three ACE corpora with MUC evatraimetric, using BFS and
maximum entropy learning. Boldface indicates the bestit®suand** stand forp < 0.05
andp < 0.01 significance levels over thBNL-style baseline, respectively.andf stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.
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MUC6 MUC7
Model R \ P \ F R \ P \ F
Stoyanowt al. 09 69.9 62.9
SNL-Style Baseling 58.1 76.1 65.9 | 52.1 80.8 63.4
All-Style Baseline| 43.7 92.6 59.4 | 45.0 94.2 60.9
MMST 69.0 67.5 68.7 [56.3 77.2 651
M=6,6=1.0 M=6,6=15

Table 3.8: Results for the two MUC corpora with B-CUBED ewalan metric, using BFS
and maximum entropy learning. Boldface indicates the besilts. * and** stand for
p < 0.05 andp < 0.01 significance levels over th8NL-style baseline, respectively.

and T stand forp < 0.05 andp < 0.01 significance levels over thall-style baseline,
respectively.

BNEWS NPAPER NWIRE
Model R \ P \ F R \ P \ F R \ P \ F
Stoyanowet al. 09 77.3
Ng 05 570 771 656 |62.8 712 66.7 |59.3 754 664

SNL:-Style Baseling 59.5 81.0 68.6 59.5 70.3 645 65.0 786 71.1
All-Style Baseline| 54.3 95.0 69.1 |59.7 884 713 |[58.1 950 721

MMST 72.1 80.3 760~ | 72.9 76.1 7451 | 70.9 85.8 776~
M=6,6=26 M=6,6=1.0 M=6,5=19

Table 3.9: Results for the three ACE corpora with B-CUBEDI|eafion metric, using
BFS and maximum entropy learning. Boldface indicates ths tesults.” and** stand
for p < 0.05 andp < 0.01 significance levels over thBNL:-style baseline, respectively.
fand ' stand forp < 0.05 andp < 0.01 significance levels over thall-style baseline,
respectively.
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MUC6 MUC7
Model R \ P \ F R \ P \ F
Stoyanowt al. 09 704 58.2
Ng 04 758 614 679 |64.2 60.2 621
SNL:-Style Baseling 70.4 57.9 63.5 |59.2 59.9 59.6
All-Style Baseline| 54.9 78.2 645 |47.6 75.7 584
MMST 67.3 66.1 66.7T | 60.1 66.8 63.3f
M=206=17 M=256=15

Table 3.10: Results for the two MUC corpora with MUC evaloatimetric, using RFS and
maximum entropy learning. Boldface indicates the bestit®suand** stand forp < 0.05
andp < 0.01 significance levels over th&NL-style baseline, respectively.and’’ stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.

BNEWS NPAPER NWIRE

Model R \ P \ F R \ P \ F R \ P \ F

Stoyanowet al. 09 65.8
Versleyetal.08 | 60.7 654 63.0 |64.1 67.7 658 | 604 652 627
Ng 04 63.1 67.8 654 73.5 63.3 680 |53.1 60.6 56.6
SNL:-Style Baseling 64.7 49.3 56.0 |67.6 505 57.8 |66.3 509 575
All-Style Baseline| 50.7 73.3 60.0 |59.0 70.6 64.3 [50.1 79.5 61.5
MMST 61.7 66.6 64.07|74.7 59.2 66.% |65.7 61.9 63.7
M=38 6=1.1 M=6,86=20 M=10,6=1.3

Table 3.11: Results for the three ACE corpora with MUC eviadunemetric, using RFS and
maximum entropy learning. Boldface indicates the bestit®suand** stand forp < 0.05
andp < 0.01 significance levels over thBNL-style baseline, respectively.andf stand
for p < 0.05 andp < 0.01 significance levels over th&ll-style baseline, respectively.
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Model

MUCG6
R‘P‘F

MUC7
R‘P‘ F

Stoyanowt al. 09

69.9

62.9

SNL:-Style Baseline
All-Style Baseline

649 77.3 70.5
54.3 90.7 67.9

55.5 80.4 65.7
49.0 91.3 63.8

MMST

67.2 75.9 713
M=4,5=15

61.7 77.2 686~
M=6,5=0.8

Table 3.12: Results for the two MUC corpora with B-CUBED enxaion metric, using
RFS and maximum entropy learning. Boldface indicates tl# t8sults.* and** stand
for p < 0.05 andp < 0.01 significance levels over thBNL:-style baseline, respectively.
fand't stand forp < 0.05 andp < 0.01 significance levels over thall-style baseline,

respectively.
BNEWS NPAPER NWIRE
Model R \ P \ F R \ P \ F R \ P \ F
Stoyanowet al. 09 77.3
Ng 05 570 771 656 |62.8 71.2 66.7 |59.3 754 66.4
SNL-Style Baseling 65.1 77.6 70.8 |67.5 765 71.7 |71.3 787 74.8
All-Style Baseline| 60.1 92.4 728 |656 87.7 751 |63.9 94.2 76.2
MMST 64.6 88.2 74611 | 71.7 78.4 749 |69.5 88.3 77.8*
M=6,6=1.1 M=6,6=1.1 M=6,86=1.0

Table 3.13: Results for the three ACE corpora with B-CUBERIeation metric, using
RFS and maximum entropy learning. Boldface indicates tis¢ k@sults.* and** stand
for p < 0.05 andp < 0.01 significance levels over thBNL:-style baseline, respectively.
fand ' stand forp < 0.05 andp < 0.01 significance levels over thall-style baseline,

respectively.
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and NWIRE, respectively. It is instructive to find out the fimaeight of each instance.
Take MUCG6 under the above setting as an example, the numbgositive instances with
weight 1, 1.8, 2.6, 3.4, and 4.2 were 4,162, 1,286, 1,992, 8468 1,592, respectively,
while the numbers of negative instances with weight 1 andwieB 495,068 and 885,
respectively. Counting the weighted number of instances, (@n instance with weight 2 is
equivalent to 2 instances), we have 20,209 positive andb836)egative training instances.
This changes the ratio of the positive instances frof¥ to 3.9%. As a by-product,
MMST reduces data skewness, while using all possible NF fairtraining to keep as
much information as possible.

MMST tries to focus on the “critical links” which, if rectifag will lead to a higher score
of the coreference resolution evaluation metric. The cbasfgveights of the “targeted”
training instances is equivalent to the change of distidlouf the training instances. This
effectively changes the classification hypothesis to oaetdnds to yield higher evaluation
metric score.

Here is a more intuitive example. In the sentence

In a news releasehe company said the new name more accurately refletss
focus on high-technology communications, including bassiand entertain-

ment software, interactive media and wireless data ang\voansmission.

the pronounts is coreferential to the antecedent & companyn gold standard anno-
tation. The baseline classifier wrongly resolvisso another NRhe new namebut with
MMST, its is successfully resolved the companyThe baseline classifier made one false
positive and one false negative prediction. Take the fabs#tige instance as an example,
it is resolved to the wrong antecedent mainly becahsenew names the closest NP pre-

cedingits and is compatible to it. Because MMST has seen similar mestand learnt
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to correct them during training, it is able to predict it @rtly during testing, which the
baseline classifier fails to do so.

In addition, our MMST approach improves upon state-ofdheresults on most of the
five standard benchmark corpora (two MUC corpora and threE A@pora), with both
the link-based MUC metric and the mention-based B-CUBEDrimeaising BFS and RFS
feature sets, and with decision tree learning or maximumopgtiearning.

Last but not least, our approach performs all the F-measase@mization during train-
ing, and is very fast during testing, since the output of tfd3T algorithm is a standard
classifier. For example, on the MUCG6 data set with the MUC watsbn metric, using
BFS and decision tree learning, it took 51 minutes and 1 seémntraining and testing,

respectively, on an Intel Xeon 2.4GHz machine.

3.5 Summary

In this chapter, we have presented MMST, a generic framewaodknovel approach com-
prising the use of instance weighting and beam search to #&ralassifier to maximize
the chosen coreference metric score on the training corpusgitraining. Experimental
results showed that MMST achieves statistically significarprovements over th8oon

style andAll-style baselines on most of the five standard benchmark mippeo MUC

corpora and three ACE corpora), with both the link-based Mklric and the mention-
based B-CUBED metric, using BFS and RFS feature sets, amddaitision tree learning

or maximum entropy learning.



Chapter 4

Domain Adaptation for Coreference

Resolution

In Chapter 1, we have pointed out that one of the most chatigngpstacles in applying
supervised learning approaches to coreference resolstibre difficulty in data annota-
tion. It is much more time-consuming and expensive to ane@aorpus for coreference
resolution than to annotate a corpus for other natural laggyrocessing tasks. Most ex-
isting annotated corpora for coreference resolution atiedmewswire domain. To achieve
good coreference resolution performance in a new domais alimost inevitable that we
annotate some data. This raises the question of how to naaithe amount of data an-
notation needed while maintaining good coreference résolyperformance. Although
active learning has been successfully applied to otheraldanguage processing and in-
formation retrieval tasks to reduce the amount of annatatieeded, it remains an open
problem how to apply active learning for coreference resat) especially integrating it
with domain adaptation.

In this chapter, we explore domain adaptation for corefegersolution from a source

67
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domain that we have a large collection of annotated datasézand target domain that we
want good performance. We also integrate domain adaptatitbnactive learning to re-
duce the effort of data annotation in coreference resoiutibile maintaining comparable
performance. Our approach combines domain adaptatiomgdearning, and target do-
main instance weighting together to leverage the existimgptated corpora from newswire
domain to reduce the cost of developing a coreference rmesolsystem in biomedical do-
main. The approach achieves comparable coreference tiesoperformance on MED-
LINE abstracts, but with a greatly reduced number of tranimstances that we need to
annotate. To the best of our knowledge, our work is not ordyfitst to use domain adap-
tation for coreference resolution, but also the first susité®ne to use active learning for
coreference resolution.

The rest of this chapter is organized as follows. We firsouhtice the background of
domain adaptation in coreference resolution in Section Blien we describe the domain
adaptation and active learning techniques, as well as havertabine them together for
coreference resolution in Section 4.2. Experimental tesand analysis are presented in

Section 4.3. Finally, we conclude the chapter in Section 4.4

4.1 Background

4.1.1 Data Annotation in Coreference Resolution

In Chapter 1, we have explained that domain adaptation efem@nce resolution tradition-
ally needs much more effort than domain adaptation in oth&ural language processing
and information retrieval tasks. In order to apply supexdimmachine learning approaches,
one needs to collect a text corpus in the specific domain andtate it as training data.

Compared to many other NLP tasks, to annotate a corpus fefezence resolution, the
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annotator needs to read and understand much more mateddigace it takes him or her
much more time. Because of the nature of pairwise corefiatergations, the number
of annotations in coreference resolution($n?), wheren is the number of markables,
compared ta)(n) number of annotations in many other NLP tasks. Coéteal. (2010)
reported that it took an average of 20 hours to annotate @@netial relations on a single
document with an average length of 6,155 words, while an @toiocould annotate 3,000
words per hour in POS tag annotation (Maretaigl., 1993).

It is time-consuming and expensive to annotate new datafsetsach new domain.
If we want to save the efforts in applying coreference resmtufrom a resource-rich do-
main to a different domain that we want good performance dinect way is to train a
coreference resolution system on the resource-rich salano@in and apply it to the target
domain without any new data annotation. However, the domidfierences make this di-
rect application sub-optimal. In the next section, we exylais by introducing coreference

resolution in the biomedical domain.

4.1.2 Coreference Resolution in the Biomedical Domain

A large body of prior research on coreference resolutiondes on texts in the newswire
domain. Standardized data sets, such as the MUC and ACE etatare widely used in
the study of coreference resolution. We have used the caiparewswire domain in our
experiments in Chapter 3. There is a relatively small bodpradr research on corefer-
ence resolution in non-newswire domains. Similar to otheural language processing
problems, coreference resolution in different domaindctaiffer significantly from one
another. For example, coreference resolution in the nengsslomain is quite different
from coreference resolution in the biomedical domain.

Here is an example of coreference resolution in the bionaédmmain:
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Whenthe same MTHC lines are exposed to TNF-alpha in combination with

IFN-gammathe cellsinstead become DC.

In the above sentenc#)e same MTHC lines andthe cells are referring to the same
entity and hence are coreferential to each other.

Biomedical research has gained rapid progress over thégrastecades. With the ad-
vances in biology and life science research, there is alsgjpickeasing number of biomed-
ical texts, including research papers, patent documentsilee Web. This results in an
increasing demand of applying natural language processidgnformation retrieval tech-
niques to efficiently exploit text information in large quities. Lately, biomedical text
processing and mining has gained intensive attention ingdhemunity of natural language
processing and information retrieval. However, corefeeeresolution, one of the core
tasks in natural language processing, only has a small biqeiyoo study in the biomedical
domain.

The genre of biomedical texts are mostly scientific writin§everal factors contribute
to the differences between coreference resolution in tbenbdical domain and in the
newswire domain.

For example, biomedical texts use much fewer pronouns ties tn the newswire
domain. In fact, the uses of pronouns differ in a variety omdms. Gasperin (2008)
pointed out that in her biomedical corpus, Wall Street Jalucorpus, and Brown corpus,
the percentages of pronouns out of all noun phrases are 3%, 4nd 22%, respectively.
Different distribution of the data is known to be a signifita@ason of different perfor-
mances when applying the same model to different domainsachine learning. Given
that pronoun is one of the important types of noun phrasesrieference resolution, the
difference in the use of pronouns contributes significatatlihe difference of coreference

resolution in different domains.
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Another factor that contributes to the domain differencthesuse of name acronyms
or abbreviations. The alias feature, which utilizes th@inmfation of name acronyms or
abbreviations, is one of the most important features infeoeace resolution. As pointed
out by Soonret al. (2001), by using only the alias feature, the precisions oéfewence
resolution on MUC6 and MUCY7 data sets are 88.7% and 81.1%gctsely. This suggests
that alias is a strong indicator of coreferential relatigxithough state-of-the-art named
entity recognition achieves good performance in the nevesslomain (Finkeét al., 2005),
named entity recognition in the biomedical domain is sglatively poor (Zhouet al,
2004). Multiple reasons account for the relatively poof@enance. For example, the fact
that 62.89% of the words in biomedical named entities arewelcase makes the initial
uppercase feature, one of the important features in nantey estognition, less indicative
(Zhouet al,, 2004). In coreference resolution in the newswire doméone NP is an alias
of the other, they are very likely to be coreferential. Hoamvwn coreference resolution
in the biomedical domain, they are less likely because ofawer performance of named
entity recognition. Thus it is possible that two instancethvhe same feature values
have different class labels in different domains. Direeibyplying a coreference resolution
system trained in the newswire domain to the biomedical diomgl likely produce errors.

Furthermore, scientific writings in the biomedical domakequently compare similar

objects. For example,

In Cushing’s syndrome, the CR of GR was normal in spite of #ut that the

CR of plasma cortisol was disturbed.

The twoCRs refer to different entities and hence are not coreferer@a the contrary,
in the newswire domain, comparisons are less likely, egfigdor named entities. For
example, in the newswire domaingndonin most cases is coreferential to otth@ndors.

However, in the biomedical domaiBNAs as inDNA of human beinggndDNA of monkeys
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are different entities. A coreference resolution systeaméd from the newswire domain
will not be able to capture this difference, such as the @Rs or the twoDNAs in the
above examples.

Besides the above, there are other factors which accoutttiéatomain differences of
coreference resolution in different domains. Due to alséhdomain differences, directly
applying a coreference resolution system trained on a sawmain to a different target
domain will not achieve good performance. In this thesistaéad of developing specific
coreference resolution systems in different domains, wk ioto a more interesting prob-
lem: since we have a coreference resolution system whidbrpes well in the newswire
domain, is it possible to adapt the coreference resolutysitesn from the resource-rich
newswire domain to another domain, e.g., the biomedicalailoymvith limited resources

but still achieve good performance?

4.1.3 Domain Adaptation for Coreference Resolution

Although coreference resolution systems work well on testst from the same domain
as the training texts, there is a huge performance drop wienare tested on a different
domain. This motivates the usage of domain adaptation tgebs for coreference reso-
lution: adapting or transferring a coreference resoluggstem from one source domain
that we have a large collection of annotated data, to a seemget domain that we want
good performance. It is almost inevitable that we annadateedata in the target domain
to achieve good coreference resolution performance. Thstigun is how to minimize the
amount of annotation needed. In the literature, activaniagrhas been exploited to reduce
the amount of annotation needed (Lewis and Gale, 1994). mir&st to annotating the
entire data set, active learning queries only a subset afldkee to annotate in an iterative

process. Active learning is a less explored technique itigthe: of coreference resolution.
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Gasperin (2009) tried to apply active learning for anaphesalution, but found that using
active learning was not better than randomly selectingristances. How to apply active
learning, especially integrating it with domain adaptaticemains an open problem for
coreference resolution.

The need for coreference resolution on biomedical textstaadmall body of prior
research on it make the biomedical domain a desirable tdage&in for evaluating domain

adaptation for coreference resolution.

4.2 Domain Adaptation with Active Learning

In this section, we will first present the domain adaptatilgoathms and active learning
algorithm that we use in our study. Then we show how we comibameain adaptation and

active learning together for coreference resolution.

4.2.1 Domain Adaptation

Domain adaptation is applicable when one has a large amdwantnotated training data
in the source domain and a small amount or none of annotaedng data in the target
domain. Different domain adaptation techniques have begpoged in the literature. In
this thesis, we evaluate thed&MENT technique introduced by Daume 11 (2007), as well as
the INSTANCEWEIGHTING (IW) and the NSTANCE PRUNING (IP) techniques introduced

by Jiang and Zhai (2007).

Augment

Daume 1l (2007) introduced a very simple but effective domedaptation technique by

feature space augmentation. The motivation of the apprsaetry intuitive. The source
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and the target domains may not be completely different. @tise domain adaptation
between these two domains may not make sense. Then, thets@xie common charac-
teristics that hold in both domains, some characterigtiastiold only in the source domain,
and some characteristics that hold only in the target donTdie features of each instance
we used in the learning-based approaches are in fact cagtine characteristics of that
instance. The question is then how to exploit the featuresafiure the characteristics
shared by both domains and the characteristics that holacin @omain.

The AUGMENT technique proposed by Daume IIl (2007) maps the featureespfic
each instance into a feature space of higher dimension.dSepgs the feature vector of
an instance. Defin@* and®’ to be the mappings of an instance from the original feature

space to an augmented feature space in the source and tteckangain, respectively:

o%(z) = (x,z,0) (4.1)

¢! (z) = (2,0, ) 4.2)

where0 = (0,0,...,0) is a zero vector of lengtfx|. The mapping can be treated as taking
each feature in the original feature space and making tleestons of it: a general version,
a source-specific version, and a target-specific versioa.aligmented source domain data
will contain only the general and the source-specific vaisiovhile the augmented target
domain data will contain only the general and the targetifipeversions.

Using this augmented feature space, training and testingdmgping-based algorithms
are the same as using the original feature space. Despgeeis simplicity, it achieved
good performance in domain adaptation for many naturaldagg processing tasks, e.qg.

domain adaptation for named entity recognition (Daume27).
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Instance Weighting

Another way to perform domain adaptation is through instameighting.

Let z andy be the feature vector and the corresponding true label ohstance, re-
spectively. The joint probability?(x, y) will then represent the characteristics and the
distribution of the data set. Jiang and Zhai (2007) pointeictioat when applying a clas-
sifier trained on a source domain to a target domain, the pibability P;(x, y) in the
target domain may be different from the joint probabil®y(x, y) in the source domain.
To conduct domain adaptation, one needs to capture theatiffes betweef;(x, y) and
P,(z,y). They proposed a general framework to lisér, y) to estimateP; (x, y).

First of all, the joint probability?(z, y) can be decomposed into two components:

Plz,y) = P(yle) P(x) (4.3)

The first component is the conditional probability which taps the probability that
an instancer belongs to clasg. The second component captures the distribution of the
instances in the feature space.

Hence, when conducting domain adaptation, there are alstyjyes of domain differ-
ences we need to adapt. The adaptation of the first compalatling adaptation, while
the adaptation of the second component is instance adaptathe framework proposed
by Jiang and Zhai (2007) adapt the differences by instaneghtveg. In this thesis, we
explore only labeling adaptation.

In Section 3.4.1, we have reviewed empirical risk minim@atvith maximum entropy

models. More generally, we want to minimize the expectes:los

f* = argmin Z P(z,y)L(x,y, f) (4.4)

FeH  (exxy
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whereH is the hypothesis spaceandy are the feature vector and the label of an instance,
respectively, X andY are all the possible values efandy, respectively,P(z,y) is the
joint probability of x andy, andL(x, y, f) is the loss function.

Since we want good performance in the target domain, we want

ft* = arg min Z Pt(x7 y)L(ZE, Y, f) (45)

FeH (o exxy
However, we have limited resources in the target domain.cEletiere is not a good
estimator ofP;(z, y). But we have plenty of labeled data in the source domain, andén

a good estimator aoP;(x, y). We can rewrite Equation 4.5 as:

fi = argmin Z
feH
(z,y)EX XY
1l )
= arg min — — 7tz
feH Ns i—1 Ps )
. N, ( (4.6)
— arg min —
%EH Ns i1 Ps X; (

N,
1 S
= argmin — ;B L3, yi s f

fed N, ZZI ( )

where N, is the number of instances in the source doméif, y;) is thei-th instance in

the source domain, and

Py(z})
; X P.(x?) 4.7)
Bi o Bilyilai) (4.8)

Py(y;|xy)
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In this thesis, we only explore the effect Gf.

Although P,(y?|x) can be estimated from the source domain training data, threaes
tion of P,(y7|z$) is much harder. Jiang and Zhai (2007) proposed two methoeistimate
P,(y?|z3): INSTANCE WEIGHTING and INSTANCE PRUNING. Both methods first train a
classifier with a small amount of target domain training ddtaen, NSTANCE WEIGHT-
ING directly estimates’;(y;|z$) using the trained classifierNSTANCE PRUNING, on the
other hand, removes the tdp source domain instances that are predicted wrongly, ranked

by the prediction confidence.

Target Domain Instance Weighting

Different from AUGMENT, which conducts domain adaptation in terms of featurss, |
STANCE WEIGHTING and INSTANCE PRUNING conduct domain adaptation in terms of
instances.

Both INSTANCE WEIGHTING and INSTANCE PRUNING set the weights of the source
domain instances. In domain adaptation, there are tygicadny more source domain
training instances than target domain training instandesget domain instance weight-
ing can effectively reduce the imbalance. UnlikesfTANCE WEIGHTING and INSTANCE
PRUNING in which each source domain instance is weighted indiviguak give all target
domain instances the same weight. This target domain iostarighting scheme is not
only complementary toNSTANCE WEIGHTING and INSTANCE PRUNING, but is also ap-
plicable to AUIGMENT. Although target domain instance weighting is also a kindarhain

adaptation, we treat it as a separate component.

We have explored the effect af, but the performance was not good.
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Putting Things Together

Based on the above analysis, and following the single abgfiinction in Jiang and Zhai

(2007), our objective function is

Nt
fr = argminl> ALyt )+ MY LEhl ) ARG (49)
; i=1

whereH is the hypothesis space;, andy; are the feature vector and the label of thh
instance in the source domain, respectivelyandy! are the feature vector and the label of
thei-th instance in the target domain, respectivély,and N; are the number of instances
in the source and the target domain, respectivelys the weight of the-th instance in
the source domainy, is the weight of all instances in the target domain, aiti f) is a
regularization term.

INSTANCE WEIGHTING and INSTANCE PRUNING deal with 3;, while target domain
instance weighting dues witk,. AUGMENT lifts the feature space to higher dimensions.
In this thesis, we explore the effects of these domain atlapteechniques with respect to

coreference resolution.

4.2.2 Active Learning

As pointed out in Section 4.1, acquiring labeled data totgaipervised learning models
for coreference resolution is expensive and time-consgmiictive learning iteratively

queries the most informative instances to label, adds tleethe training data pool, and
trains a new classifier with the enlarged data pool. We follewis and Gale (1994) and

use the uncertainty sampling strategy in our active legraaiting.



CHAPTER 4. DOMAIN ADAPTATION FOR COREFERENCE RESOLUTION 79

Algorithm 4.1 Algorithm for domain adaptation with active learning
D, < the set of source domain training instances
D, + the set of target domain training instances
D, <+ 0
I' + coreference resolution system trained/on
T + number of iterations
for ifrom1toTdo
for eachd; € D, do
d; < prediction ofd; usingl’
p; < confidence of prediction;
end for
D! « top N instances with the lowegt
D, <« D,+ D,
D; + D, — D,
provide correct labels to the unlabeled instance®jn
I' «+ coreference resolution system trainedOnand D, using the chosen domain
adaptation technique
end for

4.2.3 Domain Adaptation with Active Learning

Active learning was originally designed for a single domalowever, it is possible
to combine it with domain adaptation. Combining domain daltipn and active learning
together, the algorithm is shown in Algorithm 4.1.

In our domain adaptation setting, there is a paramgtdor target domain instance
weighting. Because the numbers of target domain instameedifferent in each iteration,
the weight should be adjusted in each iteration. We givaaiktt domain training instances
an equal weight ok, = N,/N;, whereN, and N, are the numbers of instances in the source
domain and the target domain in the current iteration, retspay. We setNV = 10 to add
10 instances in each iteration to speed up the active leaprocess.

To provide the correct labels, the labeling process shoe/gekt on the screen, high-
lights the two NPs, and asks the annotator to decide if thegareferential. In our exper-

iments, this is simulated by providing the gold annotategfavential information on this



CHAPTER 4. DOMAIN ADAPTATION FOR COREFERENCE RESOLUTION 80

NP pair to the active learning process.

4.3 Experiments

In this section, we present the experimental settings amdesults of domain adaptation

with active learning for coreference resolution.

4.3.1 Coreference Resolution System

In the study of domain adaptation for coreference resatygamilar to the experiments in
Chapter 3, we use Reconcile, a state-of-the-art corefenasolution system implemented
by Stoyanowt al. (2009). The input to the coreference resolution systemwisteat, and
we apply a sequence of preprocessing components to pracedf&eiuse the same pre-
processing components as described in Section 3.4.1dingul) sentence segmentation
(using the OpenNLP toolkit); 2) tokenization (using the @NeP toolkit); 3) POS tag-
ging (using the OpenNLP toolkit); 4) syntactic parsing fgsihe Berkeley Parser); and 5)
named entity recognition (using the Stanford NER). Mar&alare extracted as defined in
each individual corpus. All possible markable pairs on thetng set and the test set are
extracted to form training instances and test instancepertively. The learning algorithm
we used is maximum entropy modeling, implemented in the DAdaRkage (Jiang and
Zhai, 2007). The feature set we use is RFS, which containspihensive set of 62 fea-
tures. We do not introduce additional features motivatethfthe biomedical domain, but
use the same feature set for both the source and the targeairdovie report coreference

resolution results using the MUC evaluation metric.
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4.3.2 The Corpora

We explore domain adaptation from the newswire domain tdtbmedical domain. The
newswire and biomedical domain data that we use are the AGE&H corpora and the
GENIA corpus, respectively. We have described the ACE aerfio Section 3.4.1. The
GENIA corpus contains 1,999 MEDLINE abstracts (Yaetaal, 2004a,c). We randomly
split the GENIA corpus into a training set and a test set, aioimg 1,600 and 399 texts,

respectively.

4.3.3 Preprocessing

For the ACE corpora, all preprocessing components use tgmalrmodels (provided by
the OpenNLP toolkit, the Berkeley Parser, and the Stanfd&N As for the GENIA cor-
pus, since it is from a very different domain, the originaldals do not perform well.
However, the GENIA corpus contains multiple layers of NLatations. We use these
annotations to re-train each of the preprocessing compgsunemg the 1,600 training texts
of the GENIA corpus, except tokenizatfore do not use any texts in the test set when
training these models. Also, we do not use any biomedicakdioohependent NLP toolkits,
but use general toolkits trained with biomedical trainiaged These re-trained preprocess-
ing components are then applied to process the entire GENIpus, including both the
training set and the test set.

Instead of using the entire ACE corpora, we choose the NPAR&Hon of the ACE
corpora as the source domain in the experiments, becausehie ibest performing one
among the three portions. Under these preprocessinggetimd markable extractions,

the recall of markables on the training set and the test sbedfIPAPER corpus are 94.5%

2t turned out that the re-trained tokenization model wongedrer and gave a lot of errors on punctuation
symbols. Thus, we stuck to using the original tokenizatiadsi.



CHAPTER 4. DOMAIN ADAPTATION FOR COREFERENCE RESOLUTION 82

NPAPER NPAPER GENIA GENIA
TRAIN TEST TRAIN  TEST
# of Docs
| 76 17 1600 399
# of Words
Sum| 68,463 17,350 391,380 95,405
Avg 900.8 1,020.6 244.6 239.1

# of Markables
Sum| 21,492 5,153 99,408 24,397
Avg 282.8 303.1 62.1 61.1

# of Instances
Sum| 3,365,680 871,314 3,335,640 798,844
Avg | 44,285.3 51,253.8 2,084.8 2,002.1

Table 4.1: Statistics of the NPAPER and the GENIA corpora

and 95.5%. respectively, while the recall of markables ertthining set and the test of the
GENIA corpus are 87.6% and 86.6%. respectively. The sizisf the NPAPER and the
GENIA corpora are listed in Table 4.1.

4.3.4 Baseline Results

Under the experimental settings, a coreference resolstystem that is trained on the
NPAPER training set and tested on the NPAPER test set achgenezall, precision, and F-
measure of 59.0%, 70.6%, and 64.3%, respectively, i.eNBAPER results of thall-style
baseline as in Table 3.11. Table 4.2 compares the perfoeraitesting on the GENIA test
set, but training with the GENIA training set and the NPAPERring set. Training with
in-domain data achieves an F-measure 9.1% higher thamigamth out-of-domain data.
Training with in-domain data is better than training witht-@f-domain data in both recall
and precision. This confirms the impact of domain differebesveen newswire domain

and biomedical domain for coreference resolution.
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Training Set Recall Precision F-measure
GENIA Training Set | 37.7 71.9 49.5
NPAPER Training Sef 30.3 60.7 40.4

Table 4.2: MUC F-measures on the GENIA test set
4.3.5 Domain Adaptation with Active Learning

In the experiments of domain adaptation with active leayhan coreference resolution, we
assume that the source domain training data are annotadtedaiget domain training data
arenot annotated but are used as a data pool for instance seletheralgorithm queries
the instances in the data pool to annotate and add them teoainengy data to update the
classifier. The target domain test set is strictly separftad this data pool, i.e., none of
the target domain test data are used in the instance selg@rboess of active learning.

From Table 4.1, one can see that both training sets in the ERA&nd the GENIA
corpora contain large numbers of training instances. &astd using the entire training
sets in the experiments, we use a smaller subset due to kex@&sans. First, to train a
coreference resolution classifier, we do not need so muctrtgedata (Sooret al., 2001).
Second, the large number of training instances will slowetttese learning process. Third,
a smaller source domain training corpus suggests a moresnadeotation effort even on
the source domain. Lastly, a smaller target domain trainorgus means that fewer words
need to be read by human annotators to label the data.

We randomly choose 10 NPAPER texts as the source domaimyaeat. A coreference
resolution system that is trained on these 10 texts anditestéhe entire NPAPER test set
achieves a recall, precision, and F-measure of 60.3%, 70a6fth 65.0%, respectively.
This is comparable to (actually slightly better than) aegstrained on the entire NPAPER
training set. As for the GENIA training set, we randomly ckedalO texts as the target

domain training data. To avoid selection bias, we perforrarislom trials, i.e., choosing 5



CHAPTER 4. DOMAIN ADAPTATION FOR COREFERENCE RESOLUTION 84

sets, each containing 40 randomly selected GENIA trairemtst In the rest of this chapter,
all performances of using0 GENIA training textare the average scores over 5 runs, each
of which uses a different set of 40 texts.

In the previous section, we have presented the domain dataptechniques, the active
learning algorithm, as well as the target domain instanaghteg scheme. In the rest of
this section, we present the experiments to show how donakiptation, active learning,
and target domain instance weighting help coreferencdut®o in a new domain. We
useAugmentIW, andIP to denote the three domain adaptation techniquessMENT,
INSTANCE WEIGHTING, and NSTANCE PRUNING, respectively. For a further comparison,
we explore another baseline method, which is simply comigitihne source and the target
domain data together, call€&bmbinen the rest of this chapter. In all the experiments with
active learning, we run 100 iterations, which result in tekestion of 1,000 target domain
instances.

The first experiment is to measure the effectiveness of talg@ain instance weight-
ing. We fix on the use of uncertainty based active learning, @mpare weighting and
without weighting of the target domain instances (denogd/eightedandUnweighted.
The learning curves fo€ombine Augment W, andIP are shown in Figures 4.1 to 4.4,
respectively. Fo€Combing AugmentandIP, it can be seen thafeighteds a clear winner.
As for IW, at the beginning of active learningnweightedoutperformsWeightedthough
it is unstable. At the end of the 100 iteratiolgeightedoutperformdJnweighted

SinceWeightedoutperformsUnweighted we fix on the use o¥Weightedand explore
the effectiveness of active learning. For comparison, wetiother iterative process that
randomly selects 10 instances in each iteration. Figutes4.8 show the learning curves
of comparing active learning and random selection (denagddincertaintyand Random

in the figures, respectively). From the curves, it can be fesrUncertaintyoutperforms
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Figure 4.3: Learning curves of comparing target domainamsts weighted vs. un-
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Figure 4.9: Learning curves of different domain adaptatioethods. All systems use
WeightedandUncertainty

Randomin all cases. This is becaugandommay select instances that the classifier has
very high confidence in, which will not help to improve thesddier.

In the third experiment, we fix on the use\&keightedandUncertaintysince they per-
form the best, and evaluate the effect of different domaapéation techniques. The learn-
ing curves are shown in Figure 4.9. It can be seen guwgiments the best performing
system. For a closer look, we tabulate the results at eventefdtions, and list them in

Table 4.3 with the statistical significance level indicated

4.3.6 Analysis

Using only the source domain training data, a coreferenselugon system achieves an
F-measure of 39.8% on the GENIA test set (the column of “tiensD” in Table 4.3). From

Figure 4.9 and Table 4.3, we can see that in the first few itgraibf active learning, domain
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Iteration 0 10 20 30 40 50
Combine+Unweighted 39.8| 40.7 40.9 41.1 41.4 41.2
Combine+Weighted | 39.8 | 40.9 44.0* | 44.8* | 45.2* | 47.2*
Augment+Weighted | 39.8| 44.1**1 | 46.0*1T | 47.01T | 47.8*11 | 48711
IW+Weighted 39.8| 24.3 33.1 36.8 38.1 41.1
IP+Weighted 39.8| 344 40.7 43.4* | 46.2*11 | 47.5*

Iteration 60 70 80 90 100
Combine+Unweighted 40.4 41.2 41.6 41.6 42.1
Combine+Weighted 48.0* | 48.0* | 47.7* | 47.8* | 47.6*
Augment+Weighted 49111 | 49211 [ 49,111 | 49,1411 | 49,0411
IW+Weighted 45.0% | 47.7 | 48.2*11 | 48.4~11 | 48.3+11
IP+Weighted 48.0* | 48.5*11 | 48.5*11 | 48.311 | 48511

Table 4.3: MUC F-measures of different active learningisgét on the GENIA test
set. All systems us&Jncertainty Statistical significance is compared agai@stm-
bine+Unweightedwhere * and ** stand fopp < 0.05 andp < 0.01, respectively, and
againstCombine+Weightedvheretandiistand forp < 0.05 andp < 0.01, respectively.

adaptation does not perform as well as using only the souwnc®h training data. This is
because when there are very limited target domain datasthmeation of the target domain
is unreliable. Dahlmeier and Ng (2010) reported similarifigd though they did not use
active learning. With more iterations, i.e., more targand training data, domain adap-
tation is clearly superior. Among the three domain adaptaechniquesiugments better
thanIW andIP. It not only achieves a higher F-measure, but also a fasesdsfp adapt
to a new domain in active learning. Also, similar to Dahlmeied Ng (2010), from Table
4.3, we can see thdP is generally better thatW. All systems withWeightedperforms
much better thatCombine+Unweighted This shows the effectiveness of target domain
instance weighting. The average recall, precision, anceRsure of our best modéug-
ment+Weightedafter 100 iterations are 37.3%, 71.5%, and 49.0%, resdtiCompared
to training with only the NPAPER training data, not only thenféasure, but also both the
recall and precision are greatly improved (cf Table 4.2).

Among all the target domain instances that were selectélgment+Weightedhe
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average distance of the two markables in an instance (mehgsuisentence) is 3.4 (av-
eraged over the 5 runs), which means an annotator needsd@treaost 4 sentences on
average to annotate an instance.

We also investigate the difference of coreference resmidietween the newswire do-
main and the biomedical domain, and the instances that vedeetsd in active learning
which represent this difference. As discussed in Sectidr24one of the reasons that
coreference resolution differs in the two domains is thatdtientific writings of biomedi-

cal texts frequently compare entities. For example,

In Cushing’s syndrome, the CR of GR was normal in spite of #ut that the

CR of plasma cortisol was disturbed.

The two CRs refer to different entities and hence are not coreferentibwever, a
system trained on NPAPER predicts them as coreferentidhdmewswire domain, com-
parisons are less likely, especially for named entities. ofeference resolution system
trained on the newswire domain is unable to capture therdiffee between these two
named entities, hence predicting them as coreferentiathabove sentence, after apply-
ing our method, the adapted coreference resolution sysehble to predict the tw€Rs
as non-coreferential.

Next, we show the effectiveness of our system using domaaptation with active
learning compared to a system trained with full corefesrdannotations. Figure 4.10
shows the learning curve of coreference resolution witfedéht sizes of GENIA training
texts, when tested on the GENIA test set. Averaged over 5 asystem trained on a
single GENIA training text achieves an F-measure of 25.9%iclvis significantly lower
than that achieved by our method. With more GENIA trainingd@dded, the F-measure
increases. After 80 texts are used, the system trained lemfinbtations finally achieves an

F-measure of 49.2%, which is 0.2% higher thiigment+Weightedfter 100 iterations.
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However, after 100 iterations, only 1,000 target domaitainses are annotated under our
framework. Considering that one single text in the GENIAptm contains an average of
over 2,000 instances (cf Table 4.1), effectively we anmotetly half of a text! Compared
to the 80 training texts needed, this is a huge reduction. ke meed to annotate 1/160
or 0.63% of the training instances under our framework of dionadaptation with active
learning.

Lastly, we tabulate the results with the B-CUBED evaluatiogtric, and list them in
Table 4.4 with the statistical significance level indicatéidcan be seen that the findings
with the MUC evaluation metric can also be seen with the B-EDBevaluation metric.
This suggests that our framework of domain adaptation vativelearning for coreference
resolution is applicable not only to the MUC evaluation rieetiout also to the B-CUBED

evaluation metric.
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Iteration 0 10 20 30 40 50
Combine+Unweighted 64.5| 64.6 64.7 64.7 64.8 64.7
Combine+Weighted | 64.5| 64.7 66.0* | 66.3* | 66.4* | 67.2"
Augment+Weighted | 64.5| 65811 | 66.71T | 67.1**1T | 67.4*1T | 68,01
IW+Weighted 64.5| 58.4 61.8 63.2 63.9 64.9
IP+Weighted 64.5| 62.9 65.0 65.8* | 66.9*1" | 67.4*1

Iteration 60 70 80 90 100
Combine+Unweighted 64.4 64.7 65.0 64.9 65.1
Combine+Weighted 67.6* | 67.5* |67.4* |67.4*" |67.3*
Augment+Weighted 68.211 | 68.3*11 | 68.2"*T | 68.2*1T | 68.2**1T
IW+Weighted 66.3* | 67.6* | 67.7 | 67.9*1 | 67.8*f
IP+Weighted 67.6* | 67.9* | 68.0*1" | 67.8*1T | 68.0*1"

Table 4.4: B-CUBED F-measures of different active learngagtings on the GENIA
test set. All systems udédncertainty Statistical significance is compared agai@sim-
bine+Unweightedwhere * and ** stand fopp < 0.05 andp < 0.01, respectively, and
againstCombine+Weightedvheretandiistand forp < 0.05 andp < 0.01, respectively.

4.4 Summary

In this chapter, we presented an approach using domainaaaptvith active learning to

adapt coreference resolution from the newswire domainddibmedical domain. We ex-
plored the effect of domain adaptation, active learning, tanget domain instance weight-
ing for coreference resolution. Experimental results stwb¥hat domain adaptation with
active learning and the target instance weighting schermewaed a similar performance
on MEDLINE abstracts but with a greatly reduced number ofodated training instances,

compared to a system trained on full coreference annotation



Chapter 5

Zero Pronoun Resolution in Chinese

In this chapter, we present a machine learning approacletiolémtification and resolution
of Chinese anaphoric zero pronouns. We perform both ideatidéin and resolution auto-
matically, with two sets of easily computable features. étkpental results show that our
proposed learning approach achieves anaphoric zero pnaesolution accuracy compa-
rable to a previous state-of-the-art, heuristic rule-daeggproach. To our knowledge, our
work is the first to perform both identification and resolatiof Chinese anaphoric zero
pronouns using a machine learning approach.

We start the chapter by first giving a clear task definitionerozpronouns in Chinese
and its resolution in Section 5.1. We then give an overviewwf approach in Section
5.2. Anaphoric zero pronoun identification and resolutim@esented in Section 5.3 and
Section 5.4, respectively. We present the experimentaltsasn the blind test set in Section

5.5. Finally, we conclude the chapter in Section 5.6.

94
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5.1 Task Definition

In this section, we clearly explain what a zero pronoun isinéethe goal of the task, and

describe the data sets and evaluation metrics.

5.1.1 Zero Pronouns

As mentioned in Chapter 1, a zero pronoun (ZP) is a gap (netheht) in a sentence
which refers to an entity that supplies the necessary irdition for interpreting the gap. A
coreferential zero pronoun is a zero pronoun that is in afemace relation to one or more
overt noun phrases present in the same text.

To facilitate discussion, we reproduce here the examplenaplaoric zero pronoun
which we have shown in Chapter 1 (originally from the Pennn€ke TreeBank (CTB)
(Xueet al, 2005) (sentence 1D=300)):

[FE - LE I i prigage "o 4ksE N
[China electronic products importand export tradecontinues increasing
¢p 15 SN | W) PLE 4REE BTt

¢, occupies total importandexport ’'s ratio continues inareas .

The anaphoric zero pronouf refers to the noun phrasé [E # & 7= 5 i7F H 1 5
%;. The corresponding parse tree of the above example is shokigire 5.1. In CTB, IP
refers to a simple clause that does not have complementBr®n the other hand, refers
to a clause introduced by a complementizer.

Just like it is possible that an overt pronoun refers to a N&rentity, a zero pronoun is

not always coreferential with overt noun phrases. Here xample:
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i 4% WA KT Sl - HE® ER
Hong Kong famous syndicate Cheung Kong Holdings , Peregramse
fEs Tt WEE S O GYN T Bwmlk ER

strategic investors already purchased LE “ Shenye Holdirigs

ozt B BB, 6 o B WEE W

twenty percent 's share , ¢3 fully reflects out investors s
(U s

confidence

where the zero pronoupy refers to the events i3 & W KLk < 5 & EHE M
EEMERTEEHE TN T GRS B2+ 2R

As mentioned in Chapter 1, in this thesis, instead of condgdull coreference res-
olution task for both noun phrases and zero pronouns in Ghinge focus only on the
task of anaphoric zero pronoun identification and resatys this is the major difference
between coreference resolution in Chinese and in English.

Based on the above definition, the task of zero pronoun reésolis to resolve anaphoric
zero pronouns to their correct antecedents. A typical zevoqun resolution process com-
prises two stages. The first stage is the identification opteeence of the anaphoric zero
pronouns. The second stage is resolving the identified amaphero pronouns to their
correct antecedents.

Resolving an anaphoric zero pronoun to its correct antettedeChinese is a difficult
task. Although gender and number information is availabteah overt pronoun and has
proven to be useful in pronoun resolution in prior reseaeckero pronoun in Chinese,

unlike an overt pronoun, provides no such gender or numbernration. At the same
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time, identifying zero pronouns in Chinese is also a diftitagk. There are only a few overt
pronouns in English, Chinese, and many other languagete-&tdhe-art part-of-speech
taggers can successfully recognize most of these overbpran However, zero pronouns
in Chinese, which are not explicitly marked in a text, aredniar identify. Furthermore,
even if a gap is a zero pronoun, it may not be coreferentidlth&ke difficulties make the

identification and resolution of anaphoric zero pronounShimese a challenging task.

5.1.2 Corpus

In the study of Chinese anaphoric zero pronouns, we usedraostaad third-person pro-
noun and zero pronoun coreference corpus from Conversé&)200he corpus contains
205 texts from the Penn Chinese Treebank, with annotationg directly on the parse
trees. In the corpus, coreferential zero pronouns, théndgn pronouns, and noun phrases
are annotated as coreference chains. If a noun phrase is anyicoreference chain, it is
not annotated. If a coreference chain does not contain ardslerson pronoun or zero
pronoun, the whole chain is not annotated.

In the corpus, if a pronoun is not coreferential with any oweun phrases, itis assigned

one of the following six categories:

discourse deictic (#DD);

existential (#EXT);

inferrable (#INFR);

ambiguity between possible referents in the text (#AMB);

e arbitrary reference (#ARB); and

1The data set we obtained is a subset of the one used in Cor{266%).



CHAPTER 5. ZERO PRONOUN RESOLUTION IN CHINESE 99

e unknown (#UNK).

For example, in the second example shown in Section 5¢k.iefers to an event in
the preceding text, with no corresponding antecedent nbwasps. So no antecedent is
annotated, ands is labeled as #DD.

Converse (2006) assumed that all correctly identified AZfekstae gold standard parse
trees are given as input to her system. She applied the Hddpstlam (Hobbs, 1978) to
resolve antecedents for the given AZPs.

In our study, we are only interested in zero pronouns withieikpoun phrase referents.
If a coreference chain does not contain AZPs, we discardthencWe also discard the 6
occurrences of zero pronouns with split antecedentsaizero pronoun with an antecedent
that is split into two separate noun phrases. A total of 38P#&remain in the data set used
in our experiments.

Among the 205 texts in the corpus, texts 1-155 are reserveaining, and the re-
maining texts (156—205) are used for blind test. The siesisif the training and test data

sets are shown in Table 5.1.

Training Test
Doc ID 1-155 156-201
# of Texts 155 50
# of Characters 96,338 15,710
# of Words 55,348 9,183
# of ZPs 665 87
# of AZPs 343 40

Table 5.1: Statistics of the corpus for Chinese zero prosoun
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5.1.3 Evaluation Metrics

In the evaluation of identification and resolution of anagphiwero pronouns in Chinese, we
use the same terminology for key and response as in Secfioke3 is the manually anno-
tated gold standard, and response is the output by an anagkow pronoun identification
and resolution system.

Similar to most prior research on pronoun resolution, wduata the performance of
the identification and resolution of Chinese anaphoric peonouns in terms of recall, pre-
cision, and F-measure. Similar to the MUC and the B-CUBEDriteetve have described
in Section 3.1, the overall recall and precision on the testase computed by micro-
averaging over all test instances. The overall F-measuhe i§ -measure, combining both
recall and precision, as we have described in Section 3.1.

For AZP identification, recall and precision are defined as:

Recall _ #AZPHit
COaAZE = W AZP in Key
. # AZP Hit
Preciston zp =

# AZP in Response

An “AZP Hit” occurs when an AZP as reported in the responseshasunterpart in the
same position in the gold standard answer key.

For AZP resolution, recall and precision are defined as:

Recall # Resol Hit
eca esol — T o,
fesol = 4 AZP in Key
. # Resol Hit
Precisiongeso =

# AZP in Response
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A “Resol Hit” occurs when an AZP is correctly identified, anidisi correctly resolved

to a noun phrase that is in the same coreference chain aslpdowi the answer key.

5.2 Overview of Our Approach

In this section, we give an overview of our approach for Ce@AZP identification and
resolution, as well as the experimental settings.

Similar to coreference resolution in English as descrie&ection 3.4, we need to
process the input raw texts before resolving the zero pnestothe raw texts need to be
processed by a Chinese word segmenter, a part-of-spee@) (B@ger, and a parser se-
guentially. Although our approach can apply directly to tmae-generated parse trees
from raw text, in order to minimize errors introduced by prgessing, and focus mainly
on Chinese zero pronoun resolution, we used the gold stdwdand segmentation, POS
tags, and parse trees provided by CTB in our experiments.eMexywe removed all null
categories and functional tags from the CTB gold standarsiepaees. Figure 5.1 shows a
parse tree after such removal.

A set of zero pronoun candidates and a set of noun phrasededesliare then extracted.
If W is the leftmost word in the word sequence that is spanned e 36°P node, the gap
G that is immediately to the left ofi” qualifies as a ZP candidate. For example, in Figure
5.1, gaps immediately to the left of the two occurrencegtdf:, and i, &, b F are
all ZP candidates. All noun phrageasat are either maximal NPs or modifier NPs qualify
as NP candidates. For example, in Figure 5.1;,N¥P,, NP5, NP5, and NR are all NP
candidates. With these ZP and NP candidate extractionsetladl percentages of ZPs on

the training and test data sets were both 100%, and the Eaikntages of NPs on the

2A noun phrase can either be NP or QP (a number or a quantifigii8TB. We simply use NP hereafter.
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training and test data sets were 98.6% and 99.0%, resplgctive

After the ZP and NP candidates are determined, we perform ilgRtification and
resolution in a sequential manner. We build two classifitbes AZP identification classifier
and the AZP resolution classifier. The AZP identificatiorssifier determines the positions
of AZPs, while the AZP resolution classifier finds an antecédeun phrase for each AZP
identified by the AZP identification classifier. Both clas=i$i are built using machine
learning techniques. The features of both classifiers agellasyntactic features based on
parse trees and are easily computed.

In the experiments, we performed 5-fold cross validatiothertraining data set to tune
parameters and to pick the best model. We then retrainecesterindel with all data in the
training data set, and applied it to the blind test set. Ifdewing sections, all accuracies

reported on the training data set are based on 5-fold crdisstian.

5.3 Anaphoric Zero Pronoun ldentification

In this section, we describe how we identify the anaphorio peonouns, and present the

experimental results.

5.3.1 The Features

We use machine learning techniques to build the AZP ideatiba classifier. Each training
or test instance is formed by a ZP candidate. A set of feaisrased for the learning-
based approach and is extracted for each instance. For essyadion of the features, we
introduce some notations before describing the features.

Let Z be a ZP candidaté); and W, be the words immediately to the left and to the

right of Z, respectively,P the parse tree node that is the lowest common ancestor node
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of W, andW,, P, and P, the child nodes ofP that are ancestor nodes @f; and IV/,.,
respectively. IfZ is the first gap of the sentence, the values$iof P, P, and P, are all
NA. Furthermore, let” be the highest VP node in the parse tree that is immediateheto
right of Z, i.e., the leftmost word in the word sequence that is spabgédis WW,. If Z is
not the first gap in the sentence, define the ceiling ndde be P, otherwise to be the root
node of the parse tree. In the example shown in Figure 5.1h&ZP candidaté, (which
is immediately to the left of), Wy, W,, P, P, P,, V,andC are *, ", &, IP;, IP, IPs,
VPs, and IR, respectively.

The list of features is given below. For easy understandiregfeature values of the ZP

candidatep, in Figure 5.1 are given as an example after the descripti@ach feature.

1. FirstGap: If Z is the first gap in the sentence, T; else/k:F)

2. P_Is.NP: If Z is the first gap in the sentence, NA; otherwiseRjiis an NP node, T;
else F. {5:F)

3. P._Is_VP: If Z is the first gap in the sentence, NA; otherwisePjifis a VP node, T;
else F. {5:F)

4. P,Is_.NP & P,_Is.VP: If Z is the first gap in the sentence, NA; otherwiseRifs an
NP node and’, is a VP node, T; else Fo(:F)

5. P_Is.VP: If Z is the first gap in the sentence, NA; otherwisePifs a VP node, T;
else F. {5:F)

6. IP-VP: If in the path from¥V,. to C, there is a VP node such that its parent node is an
IP node, T; else F¢(:T)

7. HasAncestorNP: If VV has an NP node as ancestor, T; else/ET)
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Model R P F
Heuristic 99.7 15.0 26.]
AZP ldent 19.8 51.1 28.4

AZP Ident ¢ = 8) | 59.8 44.3 50.9

Table 5.2: Results of AZP identification on the training deg#aunder 5-fold cross valida-
tion.

8. HasAncestorVP: If V' has a VP node as ancestor, T; elsef:K)

9. HasAncestorCP: If V has a CP node as ancestor, T, else/ET)
10. LeftComma: IfZ is the first gap, NA; otherwise ifl; is a comma, T; else Fog:T)
11. SubjeciRole: If the grammatical role of is subject, S; else X¢6:X)

12. Clause: IfV is in a matrix clause, an independent clause, a subordiheise; or

none of the above, the value is M, |, S, X, respectiveby:|}

13. IsIn_Headline: IfZ is in the headline of the text, T; else Bs(F)

5.3.2 Training and Testing

To train an AZP identification classifier, we generate tragninstances from the training
data set. Each ZP candidate we have extracted from thengadlaita set forms one training
instance. A training instance is positive if the ZP candddatan AZP, and negative if it is
not.

After generating all training instances, we train an AZPnidfecation classifier using
J48, the WEKA implementation of the C4.5 decision tree. Bgiriesting, each ZP can-
didate is presented to the learned classifier to determirehg&hit is an AZP. The experi-
mental results of AZP identification of 5-fold cross validaton the training data set are

shown in the row “AZP Ident” in Table 5.2. It achieved an F-s@wa of 28.6%.
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We use heuristic rules as a baseline for comparison. Thse uded by the heuristic

model are as follows. For a nodeéin the parse tree, if

1. T'is a VP node; and
2. T's parent node is not a VP node; and

3. T has no left sibling, or its left sibling is not an NP node,

then the gap that is immediately to the left of the word seqaespanned by is an AZP.
The results of the heuristic baseline are shown in the rowuttddc” in Table 5.2. This

simple AZP identification heuristic achieved an F-meastiZ6dl %.

5.3.3 Imbalanced Training Data

From Table 5.2, one can see that the F-measure of the malelaimeed AZP identification
model is 28.6%, which is only slightly higher than the baselheuristic model. It has a
relatively high precision, but much lower recall. The pehllies in the highly imbalanced
number of positive and negative training instances. Amdhtha 155 texts in the train-
ing set, there are 343 positive and 10,098 negative traimsignces. The ratio of the
number of negative training instances to the number of peditaining instances is 29.4.
A classifier trained on such highly imbalanced traininganses tends to predict more test
instances as negative instances. This explains why thésmeds high, but the recall is
low.

To overcome this problem, we varyby varying the weights of the positive training
instances, which is equivalent to sampling more positiming instances. The values of
r that we have tried arg, 2, 3, ..., 29. The larger the value of, the higher the precision,

and the lower the recall. By tuning we get a balance between precision and recall, and
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Figure 5.2: Effect of tuning on AZP identification (the defauitin our dataset is 29.4)

hence an optimal F-measure. Figure 5.2 shows the effechofgu on AZP identification.
Whenr = 8, the optimal F-measure is 50.9%, which is much higher tharFtimeasure
without tuningr. The result is shown in the row “AZP Ident & 8)” in Table 5.2.

Ng and Cardie (2002b) reported that the accuracies of tloein phrase anaphoricity
determination classifier were 86.1% and 84.0% on the MUCGlea®IUC7 data sets, re-
spectively. Noun phrases provide much fruitful informatfor anaphoricity identification.
However, useful information such as gender, number, I&sicimg, etc, is not available in
the case of zero pronouns. This makes AZP identification ehmumre challenging task,

and hence it has a relatively low accuracy.
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5.4 Anaphoric Zero Pronoun Resolution

In this section, we describe how we resolve the identifiegphodc zero pronouns to their

NP antecedents, and present the experimental results.

5.4.1 The Features

Similar to AZP identification, we also use machine learnexhnhiques to build a classifier
for AZP resolution. Aninstance is an NP—ZP pair. A set oftiees is used for the learning-
based approach. Again, &t be the anaphoric zero pronoun that is under consideration,
and A be the potential NP antecedent #6r V' is the same as in AZP identification, i.e.,
the highest VP node in the parse tree that is immediatelygtoigint of 7.

The features for learning the classifier for anaphoric zeom@un resolution are de-
scribed as follows. For easy understanding, the featurgesadf the pair of the potential
NP antecedent and the ZP candidateNR in Figure 5.1 are given as an example after

the description of each feature.

e Features betweer and A

1. DistSentence: IZ and A are in the same sentence, O; if they are one sentence

apart, 1; and so on. (NPp,:0)

2. DistSegment: IfZ and A are in the same segment (where a segment is a se-

guence of words separated by punctuation marks includingy “ ; ", “ - 7,

“ 17 and*“?"),0; if they are one segment apart, 1; and so on.,(NR:1)

3. SiblingNP_VP: If Z and A are in different sentences, F; Otherwise, if both
A and Z are child nodes of the root node, and they are siblings (orcstm

separated by one comma), T; else F. {NR:F)
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4. ClosesiNP: If A is the closest preceding NP candidateZioT; else F. (NP—
$2:T)

e Features oml

5. A_HasAnc_NP: If A has an ancestor NP node, T; else F. {NRB:F)

6. A_HasAnc_NP_In_IP: If A has an ancestor NP node which is a descendant of

A's lowest ancestor IP node, T, else F. (NB,:F)
7. A_HasAnc_VP: If A has an ancestor VP node, T; else F. (NR3:F)

8. A_HasAnc_VP_In_IP: If A has an ancestor VP node which is a descendant of

A's lowest ancestor IP node, T; else F. (NB;:F)
9. A_HasAnc_CP: If A has an ancestor CP node, T; else F.{(INB:F)

10. A.GrammaticalRole: If the grammatical role ofl is subject, object, or others,

the value is S, O, or X, respectively. (INR,:S)

11. AClause: IfA is in a matrix clause, an independent clause, a subordinate

clause, or none of the above, the value is M, I, S, X, respalgtiyNP,—¢5:M)
12. AlIs ADV: If Ais an adverbial NP, T; else F. (NRb,:F)
13. AIs_TMP: If Ais atemporal NP, T; else F. (NR),:F)
14. Als_Pronoun: IfA is a pronoun, T; else F. (NPp,:F)
15. Alls_.NE: If Ais a named entity, T; else F. (NRp2:F)

16. AIn_Headline: IfA is in the headline of the text, T; else F. (Nf®,:F)
e Features oY

17. ZHasAnc NP: If V has an ancestor NP node, T; else F. {NRB:T)
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18.

19.

20.

21.

22.

23.

24.

25.

26.

Z HasAnc_NP_In_IP: If V' has an ancestor NP node which is a descendant of

V’s lowest ancestor IP node, T; else F. (NB;:F)
Z HasAnc_VP: If V has an ancestor VP node, T; else F. {NR:F)

Z HasAnc_VP_In_IP: If V has an ancestor VP node which is a descendant of

V’s lowest ancestor IP node, T; else F. (NBs:F)
Z HasAnc_CP: If V has an ancestor CP node, T; else F.{NB:T)

Z GrammaticalRole: If the grammatical role of is subject, S; else X. (NP
$2:X)
ZClause: IfV is in a matrix clause, an independent clause, a subordinate

clause, or none of the above, the value is M, I, S, X, respalgtiyNP, —¢p,:1)

ZIs_FirstZP: If Z is the first ZP candidate in the sentence, T; else F.,{NP
¢2:F)
Zls_LastZP: If Z is the last ZP candidate in the sentence, T; else F-{8PF)

Z In_Headline: IfZ is in the headline of the text, T; else F. (Nf3:F)

5.4.2 Training and Testing

To train an AZP resolution classifier, we generate trainirggances from the training data

set. We generate training instances in the following way.AX® Z and its immediately

preceding coreferential NP antecedehin the gold standard coreference chain form a

positive training instance. Betweehand 7, there are other NP candidates. Each one of

these NP candidates, together with form a negative training instance. This is similar

to the approach adopted in Soehal. (2001). We also train the AZP resolution classifier

using the J48 decision tree learning algorithm.
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After building both AZP identification and resolution cléd&ss, we perform AZP iden-
tification and resolution in a sequential manner. For a ZRlickte 7, the AZP identifi-
cation classifier determines whethgris an AZP. If it is an AZP, all NP candidates that
are to the left ofZ in textual order are considered as potential antecedeheselpotential
antecedents are tested from back to front. We start from thedhdidated,; that is im-
mediately to the left of/. A; andZ form a pair. If the pair is classified as positive by the
resolution classifierd; is the antecedent far. If it is classified as negative, we proceed
to the NP candidatel, that is immediately to the left ofi;, and test again. The process
continues until we find an antecedent foror there is no more NP candidate to test.

This right-to-left search attempts to find the closest airamtecedent for an AZP. We
do not choose the best-first search strategy proposed by dlg€ardie (2002c). This is
because we generate training instances and build the tesotlassifier by pairing each
zero pronoun with its closest preceding antecedent. Irtiadda zero pronoun is typically
not too far away from its antecedent. In our data set, 92.6%eAZPs have antecedents
that are at most 2 sentences apart. Our experiment showthihatiosest-first strategy
performs better than the best-first strategy for Chinese AegBlution.

Table 5.3 shows the experimental results of 5-fold crosslaabn on the training data
set. The results of AZP identification followed by resoluatiare shown in the row “AZP
Ident (=8 t=0.5)" in the table. We achieved an F-measure of 20.1%. Forpasison,
we show three baseline systems. In all three baseline sgsteendo not perform AZP
identification, but directly apply the AZP resolution cldigs. In the first baseline, we
apply the AZP resolution classifier on all ZP candidateshingecond baseline, we apply
the classifier only on ZPs annotated in the gold standarttadof all ZP candidates. In the
third baseline, we further restrict it to resolve only AZR&e results of the three baselines

are reported in the rows “All ZP Candidates”, “Gold ZP”, artédid AZP”, respectively, in
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Model R P F
All ZP Candidates | 405 1.3 25
Gold zP 40.5 209 27.6
Gold AZP 40.5 40.6 40.6

AZP Ident (=8¢=0.5) | 23.6 17.5 20.1
AZP Ident ¢=11¢=0.6) | 22.4 20.3 21.3

Table 5.3: Results of AZP resolution on the training datauseer 5-fold cross validation.

Table 5.3. The F-measures of the three baselines are 2.56862and 40.6%, respectively.

5.4.3 Tuning of Parameters

Ng (2004b) showed that an NP anaphoricity identificatiossifger with a cut-off threshold
t = 0.5 pruned away many correct anaphoric NPs and harmed the nezxall. By varying

t, the overall resolution F-measure was improved. We ad@s#ime tuning strategy and
accept a ZP candidateP; as an AZP and proceed to find its antecedent on(# P;) > .
The possible values farthat we have tried ar@ 0.05,0.1,...,0.95.

In Section 5.3, we have shown that 8 yields the best AZP identification F-measure.
When we fixr = 8 and varyt, the overall F-measure for AZP resolution is the best at
t = 0.65, as shown in Figure 5.3. We then try tuningndt at the same time. An overall
optimal F-measure of 21.3% is obtained whea 11 andt = 0.6. The results are shown
in the row “AZP Ident {=11¢=0.6)" in Table 5.3. We compare this tuned F-measure with
the F-measure of 20.1% when= 8 andt¢ = 0.5, obtained without tuning. Although the

improvement is modest, it is statistically significapt< 0.05).
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Figure 5.3: Effect of tuning t on AZP resolution
5.5 Experimental Results

In the previous section, we have shown that when 11 andt = 0.6, our sequential AZP
identification and resolution achieves the best F-measudenb-fold cross validation on
the 155 training texts. In order to utilize all availableitiag data, we generate training
instances for the AZP identification classifier with= 11, and generate training instances
for the AZP resolution classifier, on all 155 training text8oth classifiers are trained
again with the newly generated training instances. We tipgtyaboth classifiers with
anaphoricity identification cut-off threshotd= 0.6 to the blind test data. The results are

shown in Table 5.4. We achieved an F-measure of 25.9% on ithe st set.
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R P F
275 244 259

Table 5.4: Results of AZP resolution on blind test data.

Converse (2006) assumed all AZPs are given and correctlyt itopher system. She
found an antecedent for each known AZP by utilizing all afal# information on the
gold standard parse trees. The accuracy of her rule-baggdeagh was 43.0%. As a
comparison, given gold standard AZPs, under 5-fold crobdatson of all 205 texts in the
corpus, our system achieved recall, precision, and F-measd2.3%, 42.7%, and 42.5%,
respectively. This shows that our proposed machine legrapproach for Chinese zero

pronoun resolution is comparable to her rule-based approac

5.6 Summary

In this chapter, we presented a machine learning approattie identification and resolu-
tion of Chinese anaphoric zero pronouns. We performed lo@htification and resolution
automatically, with two sets of easily computable featurgégperimental results showed
that our proposed learning approach achieved anaphoongizenoun resolution accuracy
comparable to a previous state-of-the-art, heuristichbalged approach. To our knowledge,
our work is the first to perform both identification and resiain of Chinese anaphoric zero

pronouns using a machine learning approach.



Chapter 6

Conclusion

In this thesis, we presented a novel maximum metric sconeitigaapproach comprising
the use of instance weighting and beam search to maximizehtteen coreference metric
score on the training corpus during training. We also exgaldhe integration of domain
adaptation and active learning for coreference resoldtimm a newswire source domain
where we have a large collection of annotated data, to a ddsiomedical target domain in
which we want good performance. Lastly, we presented thanfimshine learning approach
to the identification and resolution of Chinese anaphonio peonouns. This chapter sum-

marizes our work and outlines possible future researcleiinmes.

6.1 Summary

Most previous work on coreference resolution either fail@dnaximize the evaluation
metric score of coreference resolution, or maximized iirdutesting. Typically, during
training, a coreference resolution system minimizes thabar of misclassified training
instances without considering the evaluation metric. Hexethe extracted training in-

stances are not only not equally easy to be classified, botaisequally important. To

114
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address this deficiency, we proposed MMST, a generic frametotrain a classifier to
maximize the chosen metric score for coreference resolbiateratively assigning higher
weights to the hard-to-classify training instances. Expental results showed that MMST
achieved statistically significant improvements over $lm®nstyle and theAll-style base-
lines on all the five standard benchmark corpora (two MUC e@@nd three ACE cor-
pora), with both the link-based MUC metric and the mentiasdrd B-CUBED metric.

One of the most challenging obstacles in applying supeiMisarning approaches to
coreference resolution is the difficulty of data annotatibrs much more time-consuming
and expensive to annotate a corpus for coreference remolthtan to annotate a corpus
for other natural language processing tasks. To achievd goreference resolution per-
formance in a new domain, it is almost inevitable that we da@osome data. This raises
the question of how to minimize the amount of data annotatieeded while maintain-
ing good coreference resolution performance. In this fhese presented an approach
comprising domain adaptation and active learning togdthadapt coreference resolution
from the newswire source domain to the biomedical targetadlonWe explored the effect
of domain adaptation, active learning, and target domastairce weighting for corefer-
ence resolution. Experimental results showed that dongaptation with active learning
and the target instance weighting scheme achieved a sipgldormance on MEDLINE
abstracts, but with a greatly reduced number of trainintamses that we need to annotate,
compared to a system trained on full coreference annotation

There exist some language-specific linguistic phenomenehwhake coreference res-
olution in one language different from the others. Zero prors, one of these phenomena,
occur much more frequently in Chinese than in English, arse@ounique challenge for

coreference resolution in Chinese. Although Chinese zesaquns have been studied
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from the perspective of linguistics, only a small body ofgpniesearch studied this phe-
nomenon from the perspective of computational linguistAdsprevious research on zero
pronoun identification and resolution in Chinese uses rargineered rules or heuristics.
In this thesis, we presented a machine learning approadtetméntification and resolu-
tion of Chinese anaphoric zero pronouns. We performed loi@htification and resolution
automatically, with two sets of easily computable featurgégperimental results showed
that our proposed learning approach achieved anaphoongizenoun resolution accuracy
comparable to a previous state-of-the-art, heuristichbalged approach. To our knowledge,
our work is the first to perform both identification and resiain of Chinese anaphoric zero

pronouns using a machine learning approach.

6.2 Future Directions

There are numerous avenues to extend the current work. diséation, we discuss some
of these possibilities.

Many natural language processing tasks benefit from ceneterresolution. However,
recall and precision for coreference resolution may noeleggual importance for all tasks.
Furthermore, not all noun phrase types are equally impbitadifferent tasks, too. For
example, in question answering, resolving a pronoun toitgect antecedent may be more
critical than resolving a named entity to its correct andiece. Directly applying a corefer-
ence resolution system with the highest MUC or B-CUBED nedtrsiquestion answering
may be sub-optimal. In this thesis, we have evaluated the MbiCthe B-CUBED met-
rics in standard benchmark corpora. Under the MMST framkwibis possible to apply

our method to other scenarios by simply replacing the etialnanetric with the desired
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ones. Exploring alternative evaluation metrics of corefiee resolution for different appli-
cations in NLP and IR, and adopting our MMST framework to maxe the contribution
of coreference resolution to these tasks are interesthnegttthins to pursue in the future.

It can also be seen that in the beam search algorithm, thenecdentially other ways
of updating the weights. In this thesis, we explored the Weigpdating method in the
beam search algorithm by differentiating false positive fatse negative training instances.
There are potentially other ways to update the weights, sefting the weight of an in-
stance to be proportional to its impact on the chosen evaluatetric score.

To adapt a coreference resolution system to a new domainawedxplored the inte-
gration of domain adaptation and active learning to gre&itjce the number of instances
we need to annotate in the desired target domain. In ouredewrning setting, we followed
Lewis and Gale (1994) and used the uncertainty samplinteglyaAs pointed out by prior
work, compared to uncertainty based sampling, densitydosa@pling (Cohret al., 1996)
has the potential to perform better when very few iterationactive learning have been
conducted, because it samples from dense unlabeled reidnscks the instances that af-
fect the most remaining unlabeled data. The DUAL algorittmmch combines uncertainty
and density based sampling, may improve it even further (Dexet al., 2007).

Our work is the first to perform both identification and resian of Chinese anaphoric
zero pronouns using a machine learning approach. Giventhleaperformance of our
zero pronoun identification and resolution system is stddest, there is much room for
improvement in both the identification and the resolutiont.pd8esides, applying zero
pronoun identification and resolution directly on machgeserated parse trees need to
be investigated. Finally, applying zero pronoun identtfma and resolution in Chinese
to other natural language processing tasks, e.g., maai@nglation, is one of the fruitful

areas for future research.
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