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Summary

Coreference resolution is one of the central tasks in natural language processing. Success-

ful coreference resolution benefits many other natural language processing and information

extraction tasks. This thesis explores three important research issues in coreference resolu-

tion.

A large body of prior research on coreference resolution recasts the problem as a two-

class classification problem. However, standard supervised machine learning algorithms

that minimize classification errors on the training instances do not always lead to maximiz-

ing the F-measure of the chosen evaluation metric for coreference resolution. We propose a

novel approach comprising the use of instance weighting andbeam search to maximize the

evaluation metric score on the training corpus during training. Experimental results show

that this approach achieves significant improvement over the state of the art. We report

results on standard benchmark corpora (two MUC corpora and three ACE corpora), when

evaluated using the link-based MUC metric and the mention-based B-CUBED metric.

In the literature, most prior work on coreference resolution worked on newswire do-

main. Although a coreference resolution system trained on the newswire domain performs

well on the same domain, there is a huge performance drop whenit is applied to the biomed-

ical domain. Annotating coreferential relations in a new domain is very time-consuming.

This raises the question of how we can adapt a coreference resolution system trained on a

vii



resource-rich domain to a new domain with minimum data annotations. We present an ap-

proach integrating domain adaptation with active learningto adapt coreference resolution

from newswire domain to biomedical domain, and explore the effect of domain adaptation,

active learning, and target domain instance weighting for coreference resolution. Experi-

mental results show that domain adaptation with active learning and the weighting scheme

achieves performance on MEDLINE abstracts similar to a system trained on full corefer-

ence annotation, but with a hugely reduced number of training instances that we need to

annotate.

Lastly, we present a machine learning approach to the identification and resolution of

Chinese anaphoric zero pronouns. We perform both identification and resolution automat-

ically, with two sets of easily computable features. Experimental results show that our

proposed learning approach achieves anaphoric zero pronoun resolution accuracy compa-

rable to a previous state-of-the-art, heuristic rule-based approach. To our knowledge, our

work is the first to perform both identification and resolution of Chinese anaphoric zero

pronouns using a machine learning approach.
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Chapter 1

Introduction

Natural language processing (NLP) is the field of using computers to manipulate human

languages. It has a long history in the area of artificial intelligence (AI). Amongst many

of the subtopics in natural language processing, coreference resolution is one of the most

challenging.

In the early days of the literature, coreference resolutionwas studied mainly from a

theoretical linguistics perspective. After the 1990s, theproblem of coreference resolution

has been subject to empirical evaluation. This thesis investigates the problems of maximiz-

ing coreference resolution metric score during training, domain adaptation in coreference

resolution, as well as coreference resolution in non-English texts.

Coreference resolution is one of the core tasks in natural language processing. It is

a key ingredient of discourse analysis. For example, coherence and information ordering

analysis depend on accurate coreference resolution outputs (Barzilay and Lapata, 2005;

Lapata and Barzilay, 2005). Successful coreference resolution also benefits other natural

language processing tasks, such as information extraction(Kehler, 1997; Zelenkoet al.,

2004), information retrieval (Na and Ng, 2009), question answering (Morton, 1999), text

1
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summarization (Bergleret al., 2003; Witte and Bergler, 2003; Steinbergeret al., 2005;

Stoyanov and Cardie, 2006), and machine translation (Nakaiwa and Ikehara, 1992; He,

1998). Coreference resolution has become one of the standard steps in many of these tasks.

We start the chapter with the definition of coreference resolution. After that, we de-

scribe the motivations and contributions of the thesis. Finally, the outline of the thesis is

given in Section 1.4.

1.1 Coreference Resolution

Coreference resolution refers to the process of determining whether two or more phrases

refer to the same entity. In general, coreference resolution includes both intra-text (within

the same text) resolution and inter-text (across text) resolution. In this thesis, we limit

the scope to intra-text resolution, in other words, resolution of phrases within the same

document.

Although most prior work on coreference resolution was on noun phrase (NP) coref-

erence resolution, the research includes resolution of verb phrases, events, etc. However,

we limit the scope of this thesis to noun phrase coreference resolution. In the remain-

ing part of this thesis, if not stated, coreference resolution refers to intra-text noun phrase

coreference resolution. The research on coreference resolution covers different languages.

Some non-English languages have specific language phenomena which require extra ef-

forts in coreference resolution, e.g., zero anaphora resolution in Chinese. In this thesis, we

also investigate zero anaphora (which can be seen as a special noun phrase) resolution in

Chinese.
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1.1.1 Noun Phrase Coreference Resolution

Noun phrase coreference resolution, by definition, refers to the process of determining

whether two or more noun phrases refer to the same entity in a discourse. A noun phrase

can be a pronoun, common noun, or proper noun.

Here is an example:

[Bill Gates]1, [the chairman]2 of [Microsoft Corp.]3, announced [his]4 retire-

ment from [the company]5.

In the above sentence,Bill Gates, the chairman, andhis all refer to the same person

and hence are coreferential, whileMicrosoft Corp.andthe companyboth refer to the same

company and hence are coreferential. All coreferential noun phrases referring to the same

entity form a coreference chain. The task of coreference resolution is to determine these

coreferential relations.

1.1.2 Anaphora Resolution

In most languages, there is a language phenomenon called reference: some texts cannot

be interpreted semantically by their own, i.e., they make reference to something else for

their interpretation. Halliday and Hasan (1976) categorized reference as exophora and

endorphora.

Exophora, or exophoric reference, is reference to something that has not been explicitly

encoded in the text. For example,therein The chair over there is Tom’s.

Endophora, or endophoric reference, on the contrary, is reference to something within

the text. Depending on where the referential expression is,endophora can be further cat-

egorized as anaphora and cataphora, which are references tothe preceding text and to the

following text, respectively.
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Some linguists prefer to use the term anaphora to represent all of these referential ef-

fects. However, in this thesis, we follow the definitions in Halliday and Hasan (1976), in

which anaphora is reference to the preceding text. The task of anaphora resolution is to

determine the antecedent which interprets the anaphora.

Although there are subtle differences between coreferenceresolution and anaphora res-

olution (for example, see van Deemter and Kibble (2000)), weuse the two terms inter-

changeably in this thesis, similar to most prior work in the literature.

1.1.3 Zero Pronoun Resolution

Every language has its own prominent language phenomena which make the language

unique. Some of the phenomena in non-English languages bring extra challenges for coref-

erence resolution in these languages compared to coreference resolution in English. One

of these challenges is the prevalence of zero pronouns, which are very common in lan-

guages like Chinese, Japanese, Korean, Spanish, Italian, etc. In this thesis, we explore zero

pronouns in Chinese.

A zero pronoun (ZP) is a gap (null element) in a sentence whichrefers to an entity that

supplies the necessary information for interpreting the gap. In the literature, zero pronoun

is also called ellipsis (Halliday and Hasan, 1976), or zero NP (Li, 2004).

A coreferential zero pronoun is a zero pronoun that is in a coreference relation to one

or more overt noun phrases present in the same text. Here is anexample of zero pronoun

in Chinese from the Penn Chinese TreeBank (CTB) (Xueet al., 2005) (sentence ID=300):

[¥) å� �¬ �ñ= �4]1 �� �� Ç

[China electronic products import and export trade]1 continues increasing ,
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φ2 3 � �ñ= { �­ �� Þ� �

φ2 occupies total import and export ’s ratio continues increasing .

where the anaphoric zero pronounφ2 refers to the noun phrase¥)å��¬�ñ=�

4.

Just like a coreferential noun phrase, a coreferential zeropronoun can also refer to a

noun phrase in the preceding or the following text, called anaphoric zero pronoun (AZP)

or cataphoric zero pronoun, respectively. Most coreferential zero pronouns in Chinese are

anaphoric. In the corpus used in our evaluation, 98% of the coreferential zero pronouns

have antecedents. Hence, for simplicity, we only consider anaphoric zero pronouns in this

thesis. That is, we only attempt to resolve a coreferential zero pronoun to noun phrases

preceding it.

Based on the above definition, the task of zero pronoun resolution is to resolve anaphoric

zero pronouns to their correct antecedents. A typical zero pronoun resolution process com-

prises two stages. The first stage is the identification of thepresence of the anaphoric

zero pronouns. The second stage is resolving the identified anaphoric zero pronouns to the

correct antecedents.

1.2 Motivation

Although the definition of coreference resolution is relatively simple, the task is considered

a difficult natural language processing task. The resolution of coreferential noun phrases

not only involves syntactic analysis, but also requires sophisticated semantic knowledge.

The semantic knowledge can either be external world knowledge, or semantic knowledge
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acquired from the text itself. In the literature of coreference resolution, syntactic, gram-

matical, and semantic features have been heavily exploited. Other knowledge sources and

computational linguistics theories, e.g., semantic role labeling and centering theory, play

an important role in coreference resolution as well. To solve the problem empirically, dif-

ferent machine learning approaches have been proposed for coreference resolution since

the 1990s.

In the literature of research on coreference resolution, most prior work improves the

performance of coreference resolution by exploiting fine-tuned feature sets and knowledge

sources, or adopting alternative machine learning techniques and resolution methods during

training and testing, respectively. However, most prior work ignores the fact that empirical

risk minimization in standard supervised machine learningalgorithms does not guarantee

maximizing the F-measure of the chosen coreference evaluation metric. How to maximize

the F-measure of the chosen coreference evaluation metric during training remains an open

problem. Besides, most prior work on coreference resolution works on standard bench-

mark corpora in newswire domain in English. Relatively lessprior research has explored

other domains and languages, e.g., coreference resolutionin biomedical texts or corefer-

ence resolution in Chinese. This motivates the need for exploring coreference resolution in

non-newswire domain and non-English texts.

1.2.1 Maximum Metric Score Training

In the literature, most prior work on coreference resolution recasts the problem as a two-

class classification problem. Machine learning-based classifiers are applied to determine

whether a candidate anaphor and a potential antecedent are coreferential (Soonet al., 2001;

Ng and Cardie, 2002c; Stoyanovet al., 2009).
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Soonet al. (2001) introduced a machine learning framework for training and testing

coreference resolution in general domain and reported performance comparable to the non-

learning approaches. Under their framework, during training, a positive training instance is

formed by a pair of markables, i.e., the anaphor and its closest antecedent. Each markable

between the two, together with the anaphor, form a negative training instance. For exam-

ple, in the sentence“In a news release, the company said the new name more accurately

reflects its focus on high-technology communications.”, the pair ofthe companyand its

forms a positive instance, while the pair ofthe new nameandits forms a negative instance.

A classifier is trained on all training instances by standardmachine learning algorithms.

During testing, all preceding markables of a candidate anaphor are considered as poten-

tial antecedents, and are tested in a back-to-front manner.The process stops if either an

antecedent is found or the beginning of the text is reached.

Under this framework and its variants, a large body of prior research on coreference

resolution follows the same process: during training, theyapply standard supervised ma-

chine learning algorithms to minimize the number of misclassified training instances; dur-

ing testing, they maximize either the local or the global probability of the coreferential

relation assignments according to the specific chosen resolution method.

However, minimizing the number of misclassified training instances during training

does not guarantee maximizing the score of the chosen evaluation metric for coreference

resolution. First of all, coreference is a rare relation. There are far fewer positive train-

ing instances than negative ones. Simply minimizing the number of misclassified training

instances is suboptimal and favors negative training instances. Second, evaluation metrics

for coreference resolution are based on global assignments. Not all errors have the same

impact on the metric score. Furthermore, the extracted training instances are not equally

easy to be classified. In addition, if all pairs of noun phrasecandidates are used during
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training, data skewness is inevitable. If not all pairs of noun phrase candidates are used,

it results in a loss of information. There is a trade-off between data skewness and loss of

information.

Most of the work which follows the traditional training and resolution framework fails

to recognize the fact that standard supervised learning algorithms that minimize classifi-

cation errors over pair-wise training instances do not always lead to maximizing the F-

measure of the chosen evaluation metric for coreference resolution.

1.2.2 Domain Adaptation for Coreference Resolution

A large body of prior research on coreference resolution focuses on texts in newswire do-

main. Standardized data sets, such as the MUC (DARPA MessageUnderstanding Confer-

ence, (MUC-6, 1995; MUC-7, 1998)) and the ACE (NIST Automatic Content Extraction

Entity Detection and Tracking task, (NIST, 2002)) data setsare widely used in the study

of coreference resolution. There is a relatively small bodyof prior research on coreference

resolution in non-newswire domain.

Traditionally, in order to apply supervised machine learning approaches to natural lan-

guage processing problem in a specific domain, one needs to collect a text corpus in the

domain and annotate training data. Annotating a data set in anew domain could be time-

consuming and expensive. Comparing to other NLP tasks, e.g., part-of-speech (POS) tag-

ging or named entity (NE) tagging, the annotation for coreference resolution is even more

time-consuming and challenging. The reason is that in taskslike POS tagging, the annota-

tor only needs to focus on the markable (a word, in the case of POS tagging) itself and a

small window of neighbors. On the contrary, to annotate a coreferential relation, it takes the

annotator much more effort. Traditionally, the annotator needs to first recognize whether a

certain text span is a markable, and then scan through the text preceding the markable (a



CHAPTER 1. INTRODUCTION 9

potential anaphor) to look for potential antecedents. It also requires that the annotator un-

derstands the text to annotate the coreferential relation which issemanticin nature. If this

markable is non-anaphoric, the annotator has to scan to the beginning of the text to know it.

Furthermore, because coreferential relation is a pair-wise relation, the number of corefer-

ential relations in a text isO(n2), wheren is the number of markables in the text, compared

to O(n) in many other NLP tasks. This adds to the burden of data annotation in corefer-

ence resolution. Cohenet al.(2010) reported that it took an average of 20 hours to annotate

coreferential relations on a single document with an average length of 6,155 words, while

an annotator could annotate 3,000 words per hour in POS tag annotation (Marcuset al.,

1993).

It is time-consuming and expensive to annotate new data setsfor new domains. The

simplest approach to avoid this is to train a coreference resolution system on a resource-

rich domain and apply it to a different target domain withoutany additional data annotation.

Although coreference resolution systems work well on test texts in the same domain as the

training texts, there is a huge performance drop when they are tested on a different domain,

as illustrated by our experimental results reported in Chapter 4 of this thesis. This moti-

vates the usage of domain adaptation techniques for coreference resolution: adapting or

transferring a coreference resolution system from one source domain that we have a large

collection of annotated data, to a second target domain in which we need good perfor-

mance. It is almost inevitable to annotatesomedata in the target domain to achieve good

coreference resolution performance. The question is how tominimize the amount of an-

notation needed. In the literature, active learning has been exploited to reduce the amount

of annotation needed (Lewis and Gale, 1994). In contrast to annotating the entire data set,

active learning queries only a subset of the data to annotatein an iterative process. Active

learning is a less explored technique in the field of coreference resolution. Gasperin (2009)
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tried to apply active learning for anaphora resolution, butfound that using active learning

was not better than randomly selecting the instances. How toapply active learning, es-

pecially integrating it with domain adaptation, remains anopen problem for coreference

resolution.

In recent years, with the advances in biology and life science research, there is a rapidly

increasing number of biomedical texts, including researchpapers, patent documents, and

the Web. This results in an increasing demand for applying natural language processing

and information retrieval techniques to efficiently exploit text information in these large

amounts of texts. Lately, biomedical text processing and mining has gained increasing

attention and study in the community of NLP and IR, includingnot only biomedical text

processing techniques that are biomedical domain dependent, but also domain adaptation

techniques that adapt NLP/IR systems trained on other heavily studied and resource-rich

domain to the biomedical domain with minimum data annotations. However, coreference

resolution, one of the core tasks in natural language processing, has only a small body of

prior research in the biomedical domain. The need of coreference resolution on biomedical

texts and the small body of prior research make the biomedical domain a desirable target

domain for evaluating domain adaptation for coreference resolution.

1.2.3 Zero Pronoun Resolution in Chinese

Much prior work on coreference resolution is on English texts. Relatively less work has

been done on coreference resolution in other languages. At first glance, this is similar to

domain adaptation: adapting a coreference resolution fromEnglish to another language.

Many of the syntactic features for coreference resolution are language dependent, which

makes a direct domain adaptation of coreference resolutionfrom English to other lan-

guages relatively more challenging than domain adaptationof coreference resolution from
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English Portuguese Italian Chinese Cantonese Korean Japanese
.96–.98 .56 .46–.56 .64 .58 .35–.45 .26–.38

Table 1.1: The percentages of the use of overt subjects in several languages collected by
Kim (2000).

newswire domain to biomedical domain. Nevertheless, many principles and approaches for

English coreference resolution are applicable to languages other than English.

However, there exist some language-specific linguistic phenomena which make coref-

erence resolution in one language different from the others. Some of these phenomena in

non-English languages bring extra challenges for coreference resolution in these languages

compared to coreference resolution in English. One of thesechallenges is the prevalence

of zero pronouns.

Zero pronouns occur much more frequently in Chinese than in English, and pose a

unique challenge in coreference resolution for Chinese texts. For example, Kim (2000)

conducted a study to compare the use of overt subjects in English, Chinese, and other

languages (as shown in Table 1.1). He found that the use of overt subjects in English is

over 96%, while this percentage is only 64% for Chinese, indicating that zero pronouns

(lack of overt subjects) are much more prevalent in Chinese than in English.

In the literature, much of the work on coreference resolution is for English text. Fur-

thermore, publicly available corpora for coreference resolution are mostly in English, e.g.,

the MUC and ACE data sets. Relatively less work has been done on coreference resolution

for Chinese. Recently, the ACE Entity Detection and Tracking task included annotated

Chinese corpora for coreference resolution. Florianet al. (2004), Zhouet al. (2005), and

Wang and Ngai (2006) reported research on Chinese coreference resolution. However,

they do not take into account zero pronouns, which is one of the major differences between

coreference resolution in Chinese and coreference resolution in English.

Resolving an anaphoric zero pronoun to its correct antecedent in Chinese is a difficult
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task. Although gender and number information is available for an overt pronoun and has

proven to be useful in pronoun resolution in prior research,a zero pronoun in Chinese, un-

like an overt pronoun, provides no such gender or number information. At the same time,

identifying zero pronouns in Chinese is also a difficult task. There are only a few overt

pronoun types in English, Chinese, and many other languages, and state-of-the-art part-of-

speech taggers can successfully recognize most of these overt pronouns. However, zero

pronouns in Chinese, which are not explicitly marked in a text, are hard to identify. Fur-

thermore, even if a gap is a zero pronoun, it may not be coreferential. All these difficulties

make the identification and resolution of anaphoric zero pronouns in Chinese a challenging

task.

Chinese zero pronouns have been studied in linguistics research (Li and Thompson,

1979; Lee, 2002; Li, 2004), but only a small body of prior workin computational linguis-

tics deals with Chinese zero pronoun identification and resolution (Yeh and Chen, 2004;

Converse, 2006). To our knowledge, all previous research onzero pronoun identification

and resolution in Chinese uses hand-engineered rules or heuristics. How to recast the task

as a supervised machine learning problem and make use of the rapidly growing machine

learning techniques to solve it remains an open problem.

1.3 Contributions of this Thesis

To address the issues described in Section 1.2, we propose a novel maximum metric score

training (MMST) framework for coreference resolution. We explore domain adaptation

for coreference resolution from newswire domain to biomedical domain. And we further

explore coreference resolution in non-English texts, and propose the first machine learning-

based zero pronoun identification and resolution system in Chinese. In this section, we
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outline the work and the contributions of this thesis.

1.3.1 Maximum Metric Score Training

One of the conclusions which emerges particularly stronglyfrom the review in the previous

section is that minimizing the number of misclassified training instances during training, as

most studies in the literature did, does not guarantee maximizing the F-measure of the cho-

sen evaluation metric for coreference resolution during testing. Maximizing the evaluation

metric score during testing, on the other hand, is time-consuming (Ng, 2005). Besides, the

extracted training instances are not only not equally important, but also not equally easy to

be classified. During testing, not all errors have the same impact on the evaluation metrics.

Furthermore, it remains unclear what the best trade-off between data skewness and loss of

information is.

In this thesis, the aim is to develop a novel approach comprising the use of instance

weighting and beam search to address the issues above. Specifically, we propose a frame-

work to

• provide an approach to maximizing the chosen evaluation metric score of coreference

resolution on the training corpus during training;

• iteratively assign higher weights to the hard-to-classifytraining instances;

• utilize all pairs of noun phrase candidates during trainingto retain as much infor-

mation as possible, as well as solve the data skewness problem automatically during

training.
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The approach proposed in this thesis closes a gap between training and testing a coref-

erence resolution system that has not been addressed in the literature. The proposed maxi-

mum metric score training algorithm performs all metric score maximization during train-

ing, and outputs a standard classifier. Hence, during testing, it will be much faster than

those approaches that optimize the assignment of coreferential relations during testing. It

deepens the integration of coreference resolution and machine learning, and sheds light on

the exploration of maximum metric score training on many other NLP tasks which tradi-

tionally train and test under different metrics.

In the study of maximum metric score training, we limit the scope to noun phrase

coreference in English. However, the method is applicable to other languages. The input of

the coreference resolution system is raw text. We do not assume any manually annotated

information, e.g., part-of-speech tags, parse trees, or candidate markables. This results

in a fully automatic system. Experimental results show thatMMST achieves significant

improvements over other baselines. Unlike most of the previous work, we report improved

results over the state of the art on all five standard benchmark corpora (two MUC corpora

and three ACE corpora), with both the link-based MUC metric and the mention-based B-

CUBED metric.

1.3.2 Domain Adaptation for Coreference Resolution

In the previous section, we have pointed out that one of the most challenging obstacles in

applying supervised learning approaches to coreference resolution is the difficulty of data

annotation. It is much more time-consuming and expensive toannotate a corpus for corefer-

ence resolution than to annotate a corpus for other natural language processing tasks. Most

existing annotated data sets for coreference resolution are in the newswire domain. To

achieve good coreference resolution performance in a new domain, it is almost inevitable
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to annotate some data. This raises the question of how to minimize the amount of data

annotation needed while maintaining good coreference resolution performance. Although

active learning has been successfully applied to other natural language processing and in-

formation retrieval tasks to reduce the amount of annotation needed, it remains an open

problem how to apply the active learning technique to coreference resolution, especially

integrating it with domain adaptation.

In this thesis, the aim is to explore domain adaptation for coreference resolution from

a source domain for which we have a large collection of annotated data, to a second target

domain that we want good performance, and to integrate domain adaptation with active

learning to reduce the effort of data annotation in coreference resolution while maintaining

comparable coreference resolution performance.

The approach proposed in this thesis comprises domain adaptation, active learning,

and target domain instance weighting together to leverage the existing annotated corpora

from newswire domain to reduce the cost of developing a coreference resolution system

in biomedical domain. The approach achieves comparable coreference resolution perfor-

mance on MEDLINE abstracts, but with a large reduction in thenumber of training in-

stances that we need to annotate. To the best of our knowledge, our work is not only the

first to use domain adaptation for coreference resolution, but also the first successful one to

use active learning for coreference resolution.

In the study of domain adaptation for coreference resolution, we limit the scope to noun

phrase coreference in English, and adapt from newswire domain to biomedical domain.

However, the approach is generic and applicable to other domains. Again, the input of the

coreference resolution system in both the source and the target domain is raw text.
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1.3.3 Zero Pronoun Resolution in Chinese

In the previous section, we have pointed out that there existsome language-specific lin-

guistic phenomena, e.g., the use of zero pronouns, which make coreference resolution in

one language different from the others. Zero pronouns occurmuch more frequently in Chi-

nese than in English, and pose a unique challenge to coreference resolution in Chinese.

Although Chinese zero pronouns have been studied from the perspective of linguistics,

only a small body of prior research studied this phenomenon from the perspective of com-

putational linguistics. Furthermore, all previous research on zero pronoun identification

and resolution in Chinese uses hand-engineered rules or heuristics. How to recast the task

as a supervised machine learning problem and make use of the rapidly growing machine

learning techniques to solve it remains an open problem.

In this thesis, we present a machine learning approach to theidentification and reso-

lution of Chinese anaphoric zero pronouns. We perform both identification and resolution

automatically, with two sets of easily computable features. Experimental results show that

our proposed learning approach achieves anaphoric zero pronoun resolution accuracy com-

parable to a previous state-of-the-art, heuristic rule-based approach. To our knowledge, our

work is the first to perform both identification and resolution of Chinese anaphoric zero

pronouns using a machine learning approach. Our proposed learning framework enables

the application of rapidly growing machine learning techniques to further improve the per-

formance of both the identification and resolution of Chinese anaphoric zero pronouns in

the future.

In the study of Chinese zero pronouns, instead of conductingfull coreference resolution

for both noun phrases and zero pronouns, we focus on the task of anaphoric zero pronoun

identification and resolution, as this is the major difference between coreference resolution
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in Chinese and English. Most state-of-the-art approaches for noun phrase coreference reso-

lution in English could be applied to noun phrase coreference resolution in Chinese, but not

to anaphoric zero pronoun resolution in Chinese. Hence, we focus on this hard problem.

Although our approach can be applied directly to machine-generated parse trees from raw

text, in order to minimize errors introduced by preprocessing, and focus on the task itself,

we use the gold standard word segmentation, POS tags, and parse trees provided by the

Penn Chinese Treebank (CTB). However, we remove all null categories and functional tags

from the CTB gold standard parse trees because null categories and functional tags are not

typically present in the output of syntactic parsers, e.g.,the Berkeley Parser.

1.4 Guide to the Thesis

In this chapter, we introduced the task of coreference resolution, outlined several research

issues in coreference resolution, and gave an overview of the motivations and contributions

of this thesis. The remaining part of this thesis is organized as follows. In Chapter 2,

we first review the prior research on coreference resolutionrelated to the research issues

we address in the thesis. We then propose a maximum metric score training algorithm to

maximize the chosen evaluation metric score for coreference resolution during training in

Chapter 3. Chapter 4 describes the domain adaptation and active learning techniques for

coreference resolution from newswire domain to biomedicaldomain. Chapter 5 presents

the work on anaphoric zero pronoun identification and resolution for Chinese texts. Finally,

we conclude the thesis and describe some potential future directions in Chapter 6.

Research carried out in this thesis has been presented in thefollowing publications:

• Shanheng Zhaoand Hwee Tou Ng. Identification and resolution of Chinese zero
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pronouns: A machine learning approach. InProceedings of the 2007 Joint Con-

ference on Empirical Methods in Natural Language Processing and Computational

Natural Language Learning (EMNLP-CoNLL2007), pages 208–215, Prague, Czech

Republic.

• Shanheng Zhaoand Hwee Tou Ng. Maximum metric score training for coreference

resolution. InProceedings of the 23rd International Conference on Computational

Linguistics (COLING2010), pages 1308–1316, Beijing, China.



Chapter 2

Related Work

In Chapter 1, we have described the task of coreference resolution. The task has a long

history in natural language processing, dating back to the 1960s. In the early days of

the literature, coreference resolution was studied mainlyfrom a linguistics perspective.

Only after the 1990s, the problem of coreference resolutionhas been subject to empirical

evaluation from the view of computational linguistics.

In this chapter, we first briefly review the history of coreference resolution from the

perspective of computational linguistics in Section 2.1. Then we describe the work related

to maximum metric score training for coreference resolution in Section 2.2. After that,

we review the work related to domain adaptation for coreference resolution in Section 2.3.

Finally, we discuss the work related to zero pronoun resolution in Chinese in Section 2.4.

2.1 A Brief Review for Coreference Resolution

Initially, coreference resolution, as a computational linguistics problem, was solved by rule-

based approaches (Hobbs, 1978). Aone and Bennett (1995), Fisheret al.(1995), McCarthy

and Lehnert (1995), McCarthy (1996), Kehler (1997), and Geet al. (1998) are among

19
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the first few works to address the problem based on learning from an annotated corpus.

However, these approaches were either fine-tuned to a specific domain or did not perform

as well as the rule-based systems.

Soonet al. (2001) introduced a general machine learning framework fortraining and

testing coreference resolution and reported performance comparable to the non-learning

approaches. Under their framework, during training, a positive training instance is formed

by a pair of markables, i,e., the anaphor and its closest antecedent. Each markable be-

tween the two, together with the anaphor, form a negative training instance. A classifier is

trained on all training instances by standard machine learning algorithms. During testing,

all preceding markables of a candidate anaphor are considered as potential antecedents,

and are tested in a back-to-front manner. The process stops if either an antecedent is found

or the beginning of the text is reached. The motivation for the framework is straightfor-

ward. In both training and testing, it picks only the closestantecedent for an anaphor, given

that coreference is a local linguistic phenomenon in many cases. The framework has been

influential in the community of coreference resolution.

However, simply choosing the closest antecedent sometimeshas a drawback. For ex-

ample, in most situations, a pronoun is used as anaphora instead of cataphora. In the

coreference chainClinton—he—the president, it may not be appropriate to choosehe as

the antecedent ofthe president. There are no direct connections between the two NPs.

They are coreferential to each other only because they are both coreferential toClinton. Ng

and Cardie (2002c) proposed a training and testing framework slightly modified from Soon

et al. (2001): during training, the training instance selection for pronominal anaphor is the

same as in Soonet al. (2001), but for non-pronominal anaphor, a positive training instance

is formed by the anaphoric NP and its closest non-pronominalantecedent; during testing,

the most probable preceding NP instead of the closest NP is selected as the antecedent.
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Using this modified framework and an expanded feature set, their system achieves higher

coreference resolution accuracies than Soonet al. (2001).

Following the pioneering work of Soonet al.(2001) and Ng and Cardie (2002c), recent

work boosts the performance of coreference resolution by exploiting fine-tuned feature sets,

focusing on particular issues of coreference, or adopting alternative resolution methods

during testing. For example, Ng and Cardie (2002c), Versleyet al. (2008a), and Versley

et al. (2008b) employed expanded feature sets. Yanget al. (2004b), and Bergsma and Lin

(2006) focused on the problem of pronoun resolution, while Gasperin and Vieira (2004),

Poesioet al.(2004), and Vieiraet al.(2006) investigated bridging reference. Ng and Cardie

(2002b) and Ng (2004b) pointed out that identifying the anaphoricity of an NP before

resolving it significantly improves the performance of coreference resolution.

Although these approaches gain improvement on the performance of coreference reso-

lution, they all treat coreferential relation locally, i.e., between two NPs, and simply cluster

all coreferential pairs of NPs together during testing, leaving the information provided by

neighboring NPs unconsumed in both training and testing. Hence, they lack the ability of

providing a global picture on how the coreference chains areformed. Yanget al. (2003)

proposed a twin candidate model, in which during testing, all preceding NPs of a potential

anaphor are competing against each other as an antecedent. Their approach differs from the

traditional framework by not creating training and testinginstance as a pair of two NPs, but

a group of three. This is a kind of approximations of global inference. Denis and Baldridge

(2007), on the other hand, proposed the use of integer linearprogramming (ILP) to jointly

determine anaphoricity and antecedents, and maximize the global probability of corefer-

ential relation assignments during testing. Finkel and Manning (2008) improved the ILP

method by enforcing transitivity.

In recent years, exploiting semantic knowledge for coreference resolution has gained
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attention in the community (Ng, 2007; Haghighi and Klein, 2010). Semantics is playing an

increasingly important role in coreference resolution. Successful exploitation of semantic

knowledge has the potential to boost the performance of coreference resolution to the next

level. Other works on exploiting semantic knowledge for coreference resolution include the

use of WordNet (Harabagiuet al., 2001), Wikipedia (Ponzetto and Strube, 2006), semantic

role labeling (Konget al., 2009), as well as various semantic patterns (Haghighi and Klein,

2009).

2.2 Maximum Metric Score Training

Most of the aforementioned work follows the same process: during training, they apply

standard supervised machine learning algorithms to minimize the number of misclassified

training instances; during testing, they maximize either the local or the global probability of

the coreferential relation assignments according to the specific chosen resolution method.

However, minimizing classification errors during trainingdoes not guarantee maximizing

the F-measure of the chosen coreference evaluation metric.

Ng (2005) proposed a ranking model to maximize F-measure during testing. In the

approach,n different coreference outputs for each test text are generated, by varying four

components in a coreference resolution system, i.e., the learning algorithm, the instance

creation method, the feature set, and the clustering algorithm. An SVM-based ranker then

picks the output that is likely to have the highest F-measure. However, this approach is very

time-consuming during testing, as F-measure maximizationis performed during testing.

This limits its usage on very large corpora.

In the community of machine learning, researchers have proposed approaches for learn-

ing a model to optimize a chosen evaluation metric other thanclassification accuracy on



CHAPTER 2. RELATED WORK 23

all training instances. Joachims (2005) suggested the use of support vector machines to

optimize nonlinear evaluation metrics. Cost sensitive learning has also been explored in

machine learning research (Domingos, 1999; Elkan, 2001; Zadrozny and Elkan, 2001;

Zadroznyet al., 2003). However, these approaches do not differentiate between the er-

rors in the same category in the contingency table. Furthermore, they do not take into

account inter-instance relation (e.g., transitivity), which the evaluation metric for corefer-

ence resolution cares about.

Daume III (2006) proposed a structured learning framework for coreference resolution

to approximately optimize the ACE metric. Our proposed approach differs in two aspects.

First, we directly optimize the evaluation metric itself, and not by approximation. Second,

unlike the incremental local loss in Daume III (2006), we evaluate the metric score globally.

In contrast to Ng (2005), Ng and Cardie (2002a) proposed a rule-induction system that

maximizes the F-measure with rule-pruning during training. However, their approach is

specific to rule induction, and is not applicable to other supervised learning classifiers. Ng

(2004a) varied different components of coreference resolution, choosing the combination

of components that results in a classifier with the highest F-measure on a held-out develop-

ment set during training. In contrast, our proposed approach employs instance weighting

and beam search to maximize the F-measure of the evaluation metric during training. Our

approach is general and applicable to any supervised learning classifiers.

Recently, Wick and McCallum (2009) proposed a partition-wise model for coreference

resolution to maximize a chosen evaluation metric using theMetropolis-Hastings algorithm

(Metropoliset al., 1953; Hastings, 1970). However, they found that in most cases, train-

ing on classification accuracy outperformed training on thecoreference evaluation metrics.

Furthermore, similar to Ng (2005), their approach requiresthe generation of multiple coref-

erence assignments during testing.
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Vemulapalliet al.(2009) proposed a document-level boosting technique for coreference

resolution by re-weighting the documents that have the lowest F-measures. By combining

multiple classifiers generated in multiple iterations, they achieved a CEAF (Constrained

Entity-Alignment F-Measure) score slightly better than the baseline. Different from them,

our approach works at the instance level, and we output a single classifier.

In the community of natural language processing, learning to optimize a particular met-

ric score has been studied, e.g., the well-known minimum error rate training (MERT) in

statistical machine translation (Och, 2003). Different from machine translation, corefer-

ence resolution requires more investigations into inter-instance relations because of the

transitivity property of coreference resolution.

2.3 Domain Adaptation for Coreference Resolution

Most prior studies on coreference resolution worked on the newswire domain. Not only is

there a relatively small body of prior research on coreference resolution in the biomedical

domain, there are also fewer annotated corpora in this domain. Castañoet al. (2002) are

among the first to annotate coreferential relations on biomedical domain. Their annota-

tion only concerned the pronominal and nominal anaphoric expressions in 46 biomedical

abstracts. Gasperinet al. (2007) annotated coreferential relations on 5 full articles in the

biomedical domain, but only on noun phrases referring to bio-entities. Yanget al. (2004a)

and Yanget al.(2004c) annotated full NP coreferential relations on biomedical abstracts of

the GENIA corpus. The ongoing project of the CRAFT corpus is expected to annotate all

coreferential relations on full text of biomedical articles (Cohenet al., 2010).

Unlike the work of Castañoet al. (2002), Gasperin and Briscoe (2008), and Gasperin
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(2009) that resolved coreferential relations on certain restricted entities in biomedical do-

main, we resolve full NP coreferential relations in the biomedical domain. Although the

GENIA corpus contains 1,999 biomedical abstracts, Yanget al. (2004a) and Yanget al.

(2004c) experimented on a subset of 200 and 100 abstracts, respectively. Yanget al.

(2004c) reported an F-measure of coreference resolution of81.7% on 30 test abstracts.

Yanget al. (2004a) reported an F-measure of 68.3% under 5-fold cross validation on the

200 abstracts. In contrast, we randomly selected 399 abstracts in the 1,999 abstracts of the

GENIA corpus as the test set, which is much larger than the previous work.

Domain adaptation has been studied and successfully applied to many natural language

processing tasks (Jiang and Zhai, 2007; Daume III, 2007; Dahlmeier and Ng, 2010). On

the other hand, active learning has also been applied to NLP tasks to reduce the need of

data annotation in the literature (Tanget al., 2002; Zhuet al., 2010). Unlike the afore-

mentioned work that applied one of domain adaptation or active learning to NLP tasks,

we combine both. There is relatively less research on combining domain adaptation and

active learning together for NLP tasks (Chan and Ng, 2007; Zhonget al., 2008; Raiet al.,

2010). Chan and Ng (2007) and Zhonget al. (2008) usedcount mergingandaugment,

respectively, as their domain adaptation techniques whereas we apply and compare multi-

ple state-of-the-art domain adaptation techniques. Raiet al. (2010) exploited a streaming

active learning setting whereas ours is pool-based. Dahlmeier and Ng (2010) evaluated the

performance of three recently proposed domain adaptation algorithms for semantic role la-

beling. They evaluated the performance of domain adaptation with different sizes of target

domain training data. In each of their experiments with a certain target domain training

data size, the target domain training data were added all at once. In contrast, we add the

target domain training instances selectively and iteratively. Compared to Dahlmeier and

Ng (2010), we give weight to the target domain instances to further boost the performance
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of domain adaptation. Most important, we work on coreference resolution, and this is the

first systematic study of domain adaptation with active learning for coreference resolution.

Although Gasperin (2009) tried to apply active learning foranaphora resolution, her results

were negative: using active learning was not better than randomly selecting the instances.

2.4 Zero Pronoun Resolution in Chinese

Zero pronoun identification and resolution have a relatively small body of prior work. Much

prior work on Chinese zero pronouns is from the view of linguistics or psycholinguistics

(Li and Thompson, 1979; He, 1998; Huang, 1992). Besides Kim (2000), Tao and Healy

(2005) also found that Chinese makes greater use of zero pronouns than English, and native

Chinese speakers are better than native English speakers ininterpreting zero pronouns.

From the perspective of computational linguistics, zero pronoun resolution in Chinese

were resolved in a rule-based manner. Converse (2006) assumed that the gold standard

Chinese anaphoric zero pronouns and the gold standard parsetrees of the texts in Penn

Chinese TreeBank (CTB) were given as input to her system, which resolved anaphoric

zero pronouns using the Hobbs algorithm (Hobbs, 1978). Her system did not identify the

anaphoric zero pronouns automatically. Yeh and Chen (2004)proposed an approach for

Chinese zero pronoun resolution based on the Centering Theory (Groszet al., 1995). Their

system used a set of hand-engineered rules to perform zero pronoun identification, and

resolved zero pronouns with a set of hand-engineered resolution rules.

In languages other than Chinese, hand-engineered rule-based approaches were also

applied to zero pronoun identification and resolution. For example, Ferrández and Peral

(2000) proposed a hand-engineered rule-based approach to both identifying and resolving

zero pronouns that are in the subject grammatical position in Spanish.
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Besides hand-engineered rule-based approaches, applyingmachine learning approaches

to zero pronoun resolution has also been studied in the literature. Iidaet al. (2006) pro-

posed a machine learning approach to resolving zero pronouns in Japanese using syntactic

patterns. Their system also did not perform zero pronoun identification, and assumed that

correctly identified zero pronouns were given as input to their system. The probabilistic

model of Sekiet al. (2002) both identified and resolved Japanese zero pronouns,with the

help of a verb dictionary. Their model needed large-scale corpora to estimate the proba-

bilities and to prevent data sparseness. Other works on Japanese zero pronoun resolution

include Nakaiwa and Ikehara (1992), Nakaiwa and Shirai (1996), Okumura and Tamura

(1996), and Kawahara and Kurohashi (2004).

To our knowledge, all previous research on zero pronoun identification and resolution in

Chinese uses hand-engineered rules or heuristics, and our work is the first to perform both

identification and resolution of Chinese anaphoric zero pronouns using a machine learning

approach.

2.5 Summary

In this chapter, we have reviewed the brief history of coreference resolution, the work

related to maximum metric score training for coreference resolution, domain adaptation

for coreference resolution, as well as zero pronoun resolution in Chinese.



Chapter 3

Maximum Metric Score Training

In Chapter 1 and Chapter 2, we have shown that most prior work on coreference resolution

recasts the task as a two-class classification problem and applies machine learning-based

classifiers to determine whether a candidate anaphor and a potential antecedent are corefer-

ential. However, minimizing the number of misclassified training instances during training,

as most studies in the literature did, does not guarantee maximizing the F-measure of the

chosen evaluation metric for coreference resolution during testing. Maximizing the evalu-

ation metric score during testing, on the other hand, is time-consuming. Besides, the ex-

tracted training instances are not only not equally important, but also not equally easy to be

classified. Furthermore, it remains unclear what the best trade-off between data skewness

and loss of information is.

In this chapter, we describe a novel approach comprising theuse of instance weighting

and beam search to address the above issues. Our proposed maximum metric score train-

ing algorithm maximizes the chosen evaluation metric scoreon the training corpus during

training. It iteratively assigns higher weights to the hard-to-classify training instances. The

output of training is a standard classifier. Hence, during testing, MMST is faster than the

28
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approaches which optimize the assignment of coreferentialrelations during testing. Ex-

perimental results show that MMST achieves significant improvements over the baselines.

Unlike most of the previous work, we report improved resultsover the state of the art on

all five standard benchmark corpora (two MUC corpora and three ACE corpora), with both

the link-based MUC metric and the mention-based B-CUBED metric.

Since our approach aims to maximize the evaluation metric for coreference resolution,

we start the chapter by first introducing the evaluation metrics for coreference resolution in

Section 3.1. Next, Section 3.2 describes the training and resolution framework for corefer-

ence resolution. After that, we propose the novel maximum metric score training algorithm

in Section 3.3. Experimental settings and results are presented in Section 3.4. Finally, we

conclude the chapter in Section 3.5.

3.1 Evaluation Metrics

In the literature, various evaluation metrics have been proposed for coreference resolution,

including the MUC metric (Vilainet al., 1995), the B-CUBED metric (Bagga and Baldwin,

1998), the ACE metric (NIST, 2002), and the CEAF metric (Luo,2005). Besides the

evaluation metrics specifically designed for coreference resolution, resolution accuracies of

one or more particular NP types are also reported in some prior work. Among all evaluation

metrics, the MUC and the B-CUBED metrics are the most widely used in the literature. In

this chapter, similar to most prior work, we report results in the MUC and the B-CUBED

metrics.

The terminology used in the community of coreference resolution is mixed. Different

corpora or papers use different sets of terminology. Beforegetting into the details of the

evaluation metrics, we first introduce the terminology we will use throughout this thesis.
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We define the following terms:

• Key: the coreference chains in the manually annotated gold standard.

• Response: the coreference chains output by a coreference resolution system.

• Markable or mention: a noun phrase which satisfies the markable definition in an

individual corpus.

• Coreference chain: a cluster, or an equivalence class, formed by a set of coreferential

markables in the key or the response.

• Link: a pair of coreferential markables.

• Singleton: a markable not coreferential to any other markables (in other words, it

does not belong to any links).

Both the MUC and the B-CUBED metrics compare the coreferencechains in the key

and the response to compute the metric score. Like many otherevaluation metrics for

natural language processing and information retrieval, these two metrics compute the scores

in terms of recall, precision, and F-measure.

Generally, recall measures how much relevant information the system has extracted

from the text, while precision measures how much of the information that the system re-

turned is actually correct (Jurafsky and Martin, 2000). F-measure combines recall and

precision, and it is computed as:

F =
(1 + β2)×Recall × Precision

Recall + β2 × Precision
(3.1)

whereβ controls the importance of recall and precision. Ifβ = 1, it will give equal

importance to recall and precision, and the F-measure becomes the F1-measure:
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F1 =
2 · Recall · Precision

Recall + Precision

In the rest of the thesis, if not stated, for simplicity, we use F-measure to represent

F1-measure.

3.1.1 The MUC Evaluation Metric

Vilain et al. (1995) introduced the link-based MUC evaluation metric forthe MUC-6 and

MUC-7 coreference tasks.

Let

• Si be thei-th coreference chain, or equivalence class, in the key.

• Rj be thej-th coreference chain, or equivalence class, in the response.

• p(Si) be a partition ofSi relative to the response.

• p(Rj) be a partition ofRj relative to the key.

Recall is the number of correctly identified links over the number of links in the key:

Recall =

∑
(|Si| − |p(Si)|)∑

(|Si| − 1)

Precision, on the other hand, is defined in the opposite way byswitching the role of key

and response:

Precision =

∑
(|Rj| − |p(Rj)|)∑

(|Rj| − 1)

F-measure is the trade-off between recall and precision as described above.
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3.1.2 The B-CUBED Evaluation Metric

Bagga and Baldwin (1998) introduced the mention-based B-CUBED metric. The B-CUBED

metric measures the accuracy of coreference resolution based on individual markables.

Hence, it also gives credit to the identification of singletons, which the MUC metric does

not.

In the B-CUBED metric, recall is computed as

Recall =
1

N

∑

d∈D

∑

m∈d

|Om|

|Sm|

whereD, d, andm are the set of documents, a document, and a markable, respectively.

Sm is the coreference chain generated by the key that containsm, whileOm is the overlap

of Sm and the coreference chain generated by the response that containsm. N is the total

number of markables inD.

The precision, again, is computed by switching the role of key and response. Like

the MUC metric, F-measure for the B-CUBED metric is the trade-off between recall and

precision as described above.

3.2 The Coreference Resolution Framework

In Chapter 1, we have briefly described the coreference resolution framework introduced

by Soonet al. (2001). In this section, we will describe the framework and its variants in

details.

Algorithm 3.1 and 3.2 show the general training and resolution (testing) framework for

coreference resolution. Typically, in supervised learning-based coreference resolution, the

method first extracts a set of markables from each text, then trains a model on them or

resolves them. The definition of markables is corpus-dependent.
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Algorithm 3.1 A general training framework for coreference resolution
INPUT: A set of annotated textsT1, T2, . . . , Tn

OUTPUT: A classifierC

for all i in 1, 2, . . ., n do
extract markables inTi

for each markablem in Ti do
extract training instances, withm being the 2nd markable in the pair

end for
end for
train a classifierC using the extracted training instances
return classifierC

3.2.1 Training

In coreference training, a training instance is a pair of different markables in the same

text. Different instance selection strategies have been proposed in the literature. The most

widely used strategy is the one proposed by Soonet al. (2001): a positive training in-

stance (mi, mj) (i < j) is formed by an anaphoric markablemj and its closest antecedent

mi. Each markable between the two, together with the anaphor, form a negative training

instance: (mi+1, mj), (mi+2, mj), . . ., (mj−1, mj).

Ng and Cardie (2002c) proposed a training framework slightly modified from Soon

et al. (2001): the training instance selection for a pronominal anaphor is the same as in

Soonet al.(2001), but for a non-pronominal anaphor, a positive training instance is formed

by an anaphoric markable and its closest non-pronominal antecedent.

Both Soonet al. (2001) and Ng and Cardie (2002c) sample only a small subset ofall

possible markable pairs. A large portion of information provided by all possible pairs is

lost. To keep as much information as possible, one strategy is to use all possible markable

pairs as training instances, in which a training instance ispositive if the two markables are

coreferential, and negative if they are not (McCarthy and Lehnert, 1995; Stoyanovet al.,
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2009).

However, coreference is a rare relation with far fewer positive training instances than

negative ones. If all pairs of markables are used during training, data skewness is inevitable.

If not all pairs of markables are used, it results in a loss of information. It remains unclear

what the best trade-off between data skewness and loss of information is.

Furthermore, some coreferential markable pairs do not havedirect connections between

the two markables. Including these pairs with positive class labels in the training data may

lead to an incorrect classifier. For example, in a coreference chainPresident Clinton–

he–the president(appearing in the order of their locations in the text), without looking at

other markables in the coreference chain, there might not besufficient information and

knowledge to tell thatthe presidentis coreferential tohe. They are coreferential because

they both are coreferential toPresident Clinton.

After extracting the training instances, a classifier is trained on all training instances by

standard machine learning algorithms.

3.2.2 Resolution

To determine the coreference relations of a given text, a test instance is a pair of markables

in the text. Similar to training, different resolution strategies have also been proposed in

the literature. The most widely used strategy is the one proposed by Soonet al. (2001): all

preceding markables of a candidate anaphor are considered as potential antecedents, and

are tested in a back-to-front manner. In other words, we test(mj−1, mj), (mj−2, mj), . . . ,

sequentially, to look for the antecedent ofmj. If a pair of markables (mi, mj) is classified

as positive by the classifier, i.e., the two markables are predicted to be coreferential, the first

markablemi is chosen as the antecedent ofmj . The process stops if either an antecedent is

found or the beginning of the text is reached.
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Algorithm 3.2 A general resolution framework for coreference resolution
INPUT: An unannotated textT

A classifierC
OUTPUT: T with coreferential annotations

extract markables inT
for each markablem in T do

extract testing instances, withm being the 2nd markable in the pair
classify all testing instances withC
select one or more antecedents form based on the classification decisions

end for
cluster the coreferential links to form coreferential chains
return T with the annotated coreferential chains

Ng and Cardie (2002c) used a slightly different resolution strategy: the most probable

preceding markable instead of the closest one is selected asthe antecedent.

Unlike Soonet al. (2001) and Ng and Cardie (2002c) which select only one antecedent

for each anaphoric markable, McCarthy and Lehnert (1995) and Stoyanovet al. (2009)

resolve an anaphoric markable to all coreferential antecedents.

After selecting the links for each markable, a clustering algorithm will group them

together to form coreference chains: the individual classification decisions made by the

coreference classifier do not guarantee that transitivity of coreferential NPs is obeyed. So it

can happen that the pairA andB, and the pairB andC are both classified as coreferential,

but the pairA andC is not classified as coreferential by the classifier. After all coreferential

markable pairs are found (no matter by closest-first, best-first, or resolving-all strategies as

in different prior work), all coreferential pairs are clustered together to form the coreference

output. By doing so, transitivity is kept: a markable is in a coreference chain if and only if

it is classified to be coreferential to at least one other markable in the chain. In the above

example, the markablesA, B, andC will be clustered together into the same coreference

chain, even though the pairA andC is not classified as coreferential by the classifier.
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3.3 Maximum Metric Score Training

In this section, we describe the proposed maximum metric score training algorithm. As

discussed in the previous section, if not all pairs of markables are selected as training

instances, there is information loss. In the MMST algorithm, we use all pairs of markables

as training instances to keep as much information as possible.

In Chapter 1 and the previous section, we have also noted thatnot all extracted instances

are equally important or are equally easy to be classified, thus treating them in the same

way might be sub-optimal. Our MMST algorithm comprises the use of beam search and

instance weighting to solve the problems. Initially all thepairs are equally weighted. We

then iteratively assign more weights to the hard-to-classify pairs. The iterative process is

conducted by a beam search algorithm.

3.3.1 Instance Weighting

Supervised learning algorithms are not perfect. During testing, they make errors. If an

instance is positive in the gold standard but predicted as negative by the classifier, it is

calledfalse negative; if an instance is negative in the gold standard but predicted as positive

by the classifier, it is calledfalse positive(Russell and Norvig, 2002). Different from many

other problems, in coreference resolution, these two typesof errors have different impacts

on forming the coreference chains, and hence the evaluationmetric score.

The motivation of the approach is simple. Because during testing, clustering will im-

pose and guarantee transitivity amongst a coreference chain, we do not need to (and as

discussed, in many cases it is almost impossible to) find all positive pairs (links).

If we treat each markable as a vertex in a graph, and there is anedge between two

coreferential markables, a coreference chain then forms a fully connected graph. According
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to spanning tree theory, to connectn vertices together, the least number of edges we need

is n − 1 (Cormenet al., 2001). If we can findn − 1 edges to form a spanning tree for

thesen vertices, it does not matter if we find the remaining edges. Inother words, some

false negative instances do not hurt, but we do want to find theedges that keep the graph

connected. On the other hand, false positive instances are always not desired because it

will add wrong connections.

Suppose there aremk andmr coreferential links in the key and the response, respec-

tively, and a coreference resolution system successfully predictsn correct links. The recall

and the precision are thenn
mk

and n
mr

, respectively.

The learnt classifier predicts false positive and false negative instances during testing.

For a false positive instance, if we could successfully predict it as negative, the recall is

unchanged, but the precision will ben
mr−1

, which is higher than the original precisionn
mr

.

For a false negative instance, it is more subtle. If the two markables in the instance are

determined to be in the same coreference chain by the clustering algorithm, it does not

matter whether we predict this instance as positive or negative, i.e., this false negative does

not change the F-measure of the evaluation metric at all. If the two markables are not in

the same coreference chain under the clustering, in case that we can predict it as positive,

the recall will ben+1
mk

, which is higher than the original recalln
mk

, and the precision will be

n+1
mr+1

, which is higher than the original precisionn
mr

, asn < mr.

In both cases, the F-measure improves. If we can instruct thelearning algorithm to

pay more attention to these false positive and false negative instances and to predict them

correctly by assigning them more weight1, we should be able to improve the F-measure.

1Assigning higher weights to the wrongly classified instances and assigning lower weights to the correctly
classified instances have the same effect. Hence, in this thesis, we assign higher weights to the wrongly
classified instances.
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3.3.2 Beam Search

To instruct the learning algorithm to pay more attention to the wrongly classified instances,

initially all instances are equally weighted, and we then iteratively assign more weights to

the hard-to-classify pairs using a beam search algorithm.

The goal is to search for a set of weights to assign to the training instances such that

the classifier trained on the weighted training instances gives the maximum coreference

metric score when evaluated on the training instances. Eachsearch state corresponds to

a set of weighted training instances, a classifier trained onthe weighted training instances

minimizing misclassifications, and the F-measure of the classifier when evaluated on the

weighted training instances using the chosen coreference evaluation metric.

Typically there are a large number of wrongly classified instances. To each wrongly

classified instance, we could rectify or not rectify it. We can choose any subsets of wrongly

classified instances to rectify. The number of combinationsof choosing the instances to

rectify is exponential, not to mention that we have many different ways to rectify each

instance. It is impractical to explore all possibilities. We simplify the search by using a

binary search tree. In the search tree, each search state is anode. The root of the search

tree is the initial search state where all the training instances have identical weights of one.

Each search states can expand into two different children search statessl (left child) andsr

(right child). sl andsr correspond to assigning higher weights to the false positive and false

negative training instances ins, respectively. An expanded node always has two children

in the binary search tree.

The binary search tree can grow infinitely. We use beam searchto narrow down the

search space. During the search, all nodes are sorted in descending order of F-measure.

Only the topM nodes are kept, and the remaining nodes are discarded. The discarded

nodes can either be leaf nodes or non-leaf nodes. The iterative algorithm stops when all the
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nodes in the beam are non-leaf nodes, i.e., all the nodes in the beam have been expanded,

and expanding the nodes in the beam will not improve the evaluation metric score.

Figure 3.1 shows an example of a binary search tree. Initially, the tree has only one

node: the root (node 1 in the figure). In each iteration, the algorithm expands all the leaf

nodes in the beam. For example, in the first iteration, node 1 is expanded to generate node

2 and 3, which correspond to adding weights to false positiveand false negative training

instances, respectively. Node 5 is discarded because of lowF-measure, and it will not be

expanded to generate children in the binary search tree.

1

2 3

4 5 6 7

8 9 10 11

Figure 3.1: An example of a binary search tree

3.3.3 The Algorithm

We have so far described instance weighting and beam search to maximize the evaluation

metric score. Combining them, we come up with the maximum metric score training algo-

rithm. An overview of the algorithm is shown in Algorithm 3.3. The formal and detailed

description of the algorithm is shown in Algorithm 3.4. In the algorithm, we assume that

there areN textsT1, T2, . . ., TN in the training data set.mki andmkj are theith and the

jth markable in the textTk, respectively. Hence, for alli < j, (mki, mkj, wkij) is a training

instance for the markable pair(mki, mkj), in whichwkij is the weight of the instance. Let
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Algorithm 3.3 Overview of the maximum metric score training (MMST) algorithm
initialization
repeat

for each unexpanded beam nodedo
classify (predict)
update false positive instances
update false negative instances

end for
beam pruning

until all nodes in the beam have been expanded
return the classifier

Lkij andL′
kij be the true and predicted label of the pair(mki, mkj), respectively. LetW , C,

F , andE be the set of weights{wkij|1 ≤ k ≤ N, i < j}, the classifier, the F-measure, and

a Boolean indicator of whether the search state has been expanded, respectively. Finally,

M is the beam size, andδ controls how much we update the weights in each iteration.

In the algorithm, we train a classifier by weighting all instances equally in line (4) to

(8). In the loop, we do coreference resolution using the current classifier in line (14) to (15),

update the weights of false positive instances in line (16) to (24), and update the weights of

false negative instances in line (25) to (34). This generates two classifiers to be evaluated

in the next iteration. According to our beam search setting,only the topM classifiers are

kept in each iteration. The loop continues until the topM classifiers do not change. The

best classifier is then returned as the output of the algorithm.

3.4 Experiments

In this section, we describe the experimental settings and report the results of both the

baseline systems and the results by the proposed MMST approach.
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Algorithm 3.4 The maximum metric score training (MMST) algorithm
1: INPUT: T1, T2, . . . , TN

2: OUTPUT: classifierC
3:

4: wkij ← 1, for all 1 ≤ k ≤ N andi < j
5: C ← train({(mki, mkj, wkij)|1 ≤ k ≤ N, i < j})
6: F ← resolve and evaluateT1, . . . , TN with C
7: E ← false
8: BEAM← {(W,C, F, E)}
9: repeat

10: BEAM ′ ← {}
11: for all (W,C, F, E) in BEAM do
12: BEAM ′ ← BEAM ′

⋃
{(W,C, F, true)}

13: if E=falsethen
14: predict allL′

kij with C (1 ≤ k ≤ N, i < j)
15: cluster into coreference chains based onL′

kij

16: W ′ ← W
17: for all 1 ≤ k ≤ N, i < j do
18: if Lkij = false andL′

kij = true then
19: w′

kij ← w′
kij + δ

20: end if
21: end for
22: C ′ ← train({(mki, mkj, w

′
kij)|1 ≤ k ≤ N, i < j})

23: F ′ ← resolve and evaluateT1, . . . , TN with C ′

24: BEAM ′ ← BEAM ′
⋃
{(W ′, C ′, F ′, false)}

25: W ′′ ← W
26: for all 1 ≤ k ≤ N, i < j do
27: if Lkij = true andL′

kij = false and
28: Chain(mki) 6= Chain(mkj) then
29: w′′

kij ← w′′
kij + δ

30: end if
31: end for
32: C ′′ ← train({(mki, mkj, w

′′
kij)|1 ≤ k ≤ N, i < j})

33: F ′′ ← resolve and evaluateT1, . . . , TN with C ′′

34: BEAM ′ ← BEAM ′
⋃
{(W ′′, C ′′, F ′′, false)}

35: end if
36: end for
37: BEAM← BEAM ′

38: sort BEAM in descending order ofF , keep topM elements
39: until for all E of all elements in BEAM,E = true
40: return C, from the top element(W,C, F, E) of BEAM
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3.4.1 Experimental Setup

The Coreference Resolution System

In the literature, some previous work on coreference resolution assumed that gold standard

markables were known and resolved coreferential relationsonly amongst the gold standard

markables. In this thesis, we did not assume gold standard markables and worked directly

on raw text input.

Stoyanovet al. (2009) presented the Reconcile package2, a publicly available corefer-

ence resolution toolkit, that accepts raw text input and reported state-of-the-art coreference

resolution results. Reconcile employs a comprehensive setof 62 features to represent each

training instance, including lexical, proximity, grammatical, and semantic features. To en-

sure that the improvement of our proposed approach is not because of a lower baseline,

we used the Reconcile package in our experiments, and implemented the proposed MMST

algorithm on top of it.

In Reconcile, the raw texts are processed with a sequence of preprocessing components,

including sentence segmentation, tokenization, part-of-speech tagging, syntactic parsing,

and named entity recognition. In our experiments, sentencesegmentation, tokenization,

and part-of-speech tagging were performed using the OpenNLP toolkit3; syntactic parsing

was performed using the Berkeley Parser4; and named entity recognition was performed

using the Stanford NER5,6. Markable extraction was as defined in the task definition of

each individual corpus.

2http://www.cs.utah.edu/nlp/reconcile/
3http://opennlp.sourceforge.net/
4http://code.google.com/p/berkeleyparser/
5http://nlp.stanford.edu/ner/
6Besides the pre-trained NER model that came with Stanford NER, Stoyanovet al. (2009) also used the

NER model from LLNL (Lawrence Livermore National Laboratory). However, since we do not have access
to the LLNL NER model, in this thesis, we used only the pre-trained NER model that came with the Stanford
NER in the experiments.
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Features for Coreference Resolution

In our experiments, we used two different feature sets for coreference resolution. The first

feature set in our experiments consists of the same 62 features in Stoyanovet al. (2009).

In the rest of this chapter, this feature set is referred to as“RFS” (standing for “Reconcile

Feature Set”).

In Zhao and Ng (2010), we used the BART package7, another open source coreference

resolution toolkit presented by Versleyet al. (2008a), in the experiments. BART uses an

extended feature set and tree kernel support vector machines (SVM-light-TK, (Moschitti,

2006)) under the Soonet al.(2001) training and testing framework. In Zhao and Ng (2010),

the features we used were identical to the features output bythe preprocessing code of

BART reported in Versleyet al. (2008a), except that we did not use their tree-valued and

string-valued features. To have a further comparison, in this thesis we also used the feature

set in Zhao and Ng (2010) but with the Reconcile package. In the rest of this chapter, this

feature set is referred to as “BFS” (standing for “BART Feature Set”).

We describe the features of the two feature sets as follows. In both feature sets, we

definemi andmj as the first and second markable under consideration, respectively.

RFS

1. Agreement:T if mi andmj agree on both number and gender;F if they disagree on

either number or gender;NA if gender or number is unknown formi ormj.

2. Alias:T if mi is an alias ofmj ; F otherwise.

3. AlwaysCompatible: AlwaysT .

4. Animacy:T if mi andmj agree on animacy;F otherwise.

7http://www.sfs.uni-tuebingen.de/ ˜ versley/BART/
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5. Appositive:T if mi andmj are in an appositive construction;F otherwise.

6. Binding: T if mi andmj do not violate conditions B and C in Chomsky’s binding

theory (Chomsky, 1981);F otherwise.

7. BothEmbedded:T if bothmi andmj are embedded;NA if only one is;F if neither

is.

8. BothInQuotes:T if both mi andmj are inside of quotes;NA if only one is;F if

neither is.

9. BothPronouns:T if bothmi andmj are pronouns;NA if only one is;F if neither is.

10. BothProperNouns:T if both mi andmj are proper nouns;NA if only one is;F if

neither is.

11. BothSubjects:T if both mi andmj are in the subject position relative to a verb

clause;NA if only one is;F if neither is.

12. ClosestComp:T if mi andmj are compatible and the closest;F otherwise.

13. ConsecutiveSentences:T if mi andmj are in consecutive sentences;F otherwise.

14. Constraints:T if mi andmj are compatible in Gender, Number, Contraindices, Ani-

macy, Pronoun, and ContainsPN;F otherwise.

15. ContainsPN:F if both mi andmj contain proper names and contain no words in

common;T otherwise.

16. Contraindices:F if mi andmj violate either 1) two NPs separated by a preposition

cannot be coindexed; or 2) two non-pronominal NPs separatedby a non-copular verb

cannot be coindexed;T otherwise.
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17. Definite1:T if mi starts with “the”;F otherwise.

18. Definite2:T if mj starts with “the”;F otherwise.

19. Demostrative2:T if mj starts with a demonstrative;F otherwise.

20. Embedded1:T if mi is an embedded or nested NP;F otherwise.

21. Embedded2:T if mj is an embedded or nested NP;F otherwise.

22. Gender:T if mi andmj agree in gender;F if they disagree;NA if the gender

information cannot be determined.

23. HeadMatch:T if the head nouns ofmi andmj match;F otherwise.

24. IAntes:T if one ofmi andmj is the pronoun “I” and the other one is determined to

be the quoted speaker of the text containing the “I” pronoun by a rule;F otherwise.

25. Indefinite:F if mj is an indefinite and is not an appositive;T otherwise.

26. Indefinite1:F if mj is an indefinite and is not an appositive;T otherwise. Similar to

Indefinite, but use a slightly different way to determine if markable is indefinite.

27. InQuote1:T if mi is inside of a quote;F otherwise.

28. InQuote2:T if mj is inside of a quote;F otherwise.

29. MaximalNP:F if mi andmj have the same maximal NP projection;T otherwise.

30. Modifier: T if the prenominal modifiers of one ofmi andmj are a subset of the

prenominal modifiers of the other;F otherwise.

31. Number:T if mi andmj agree in number;F if they disagree;NA if the number

information cannot be determined.
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32. PairType: The value of this feature isti–tj , whereti andtj are the types ofmi and

mj, respectively. The values oft are:n if m is a proper name;p if it is a pronoun;d

if it is definite; andi if it is indefinite.

33. ParNum: The distance betweenmi andmj in terms of paragraphs.

34. PNStr:T if bothmi andmj are proper names and the same string;F otherwise.

35. PNSubStr:T if bothmi andmj are proper names and one is a substring of the other;

F otherwise.

36. Prednom:T if mi andmj form a predicate nominal construction;F otherwise.

37. ProComp:T if mi andmj are both pronouns and are compatible in gender, number,

and person;F otherwise.

38. Pronoun1:T if mi is a pronoun;F otherwise.

39. Pronoun2:T if mj is a pronoun;F otherwise.

40. Pronoun:F if mi is a pronoun andmj is not;T otherwise.

41. ProperName:F if mi andmj are both proper names and share no words in common;

T otherwise.

42. ProperNoun:F if mi andmj are both proper nouns and share no words in common;

T otherwise.

43. ProResolve:T if one of mi andmj is a pronoun and the other is its antecedent

according to a rule-based algorithm;F otherwise.

44. ProStr:T if mi andmj are both pronouns and their strings match exactly;F other-

wise.
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45. Quantity:T if mi andmj form a pattern “sum of money” (e.g. loss of one thousand);

F otherwise.

46. RuleResolve:T if mi andmj are coreferential according to a rule-based algorithm;

F otherwise.

47. SameParagraph:T if mi andmj are in the same paragraph;F otherwise.

48. SameSentence:T if mi andmj are in the same sentence;F otherwise.

49. SentNum: The distance betweenmi andmj in terms of sentences.

50. SoonStr:T if mi andmj match after discarding uninformative words;F otherwise.

51. Span:F if one ofmi andmj spans the other;T otherwise.

52. SubClass:T if the WordNet (Fellbaum, 1998) class of one ofmi andmj is a subclass

of the WorNet class of the other;F otherwise.

53. Subject1:T if mi is a subject;F otherwise.

54. Subject2:T if mj is a subject;F otherwise.

55. Syntax:F if mi andmj have incompatible values for Binding, Contraindices, Span,

or MaximalNP;T otherwise.

56. WNSynonyms:T if mi andmj are WordNet synonyms;F otherwise.

57. WordNetClass:T if mi andmj have the same WordNet class;F otherwise.

58. WordNetDist: The distance in the WordNet synset tree betweenmi andmj .

59. WordNetSense: The first WordNet sense thatmi andmj share.
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60. WordOverlap:T if the intersection of the content words ofmi andmj is not empty;

F otherwise.

61. WordStr:T if mi andmj are both non-pronominal and the strings match;F other-

wise.

62. WordsSubStr:T if mi andmj are both non-pronominal and one of them is a proper

substring of the other with respect to content words;F otherwise.

BFS

1. Alias:T if mi is an alias ofmj ; F otherwise.

2. AnaIsDefinite:T if mj starts with “the”;F otherwise.

3. AnaIsDemNominal:T if mj is a demonstrative nominal;F otherwise.

4. AnaIsDemostrative:T if mj starts with a demonstrative;F otherwise.

5. AnaIsDemPronoun:T if mj is a demonstrative pronoun;F otherwise.

6. AnaIsPN:T if mj is a proper noun;F otherwise.

7. AnaIsPronoun:T if mj is a pronoun;F otherwise.

8. AnaIsReflPronoun:T if mj is a reflexive pronoun;F otherwise.

9. AnaIsPersPronoun:T if mj is a personal pronoun;F otherwise.

10. AnaIsPossPronoun:T if mj is a possessive pronoun;F otherwise.

11. AnaSemClass: The semantic class ofmj.

12. AntIsDefinite:T if mi starts with “the”;F otherwise.
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13. AntIsFirstMention:T if mi is the first markable in the utterance;F otherwise.

14. AntIsPN:T if mi is a proper noun;F otherwise.

15. AntIsPronoun:T if mi is a pronoun;F otherwise.

16. AntSemClass: The semantic class ofmi.

17. Appositive:T if mi andmj are in an appositive construction;F otherwise.

18. AreProperNoun:T if both mi andmj are proper nouns;NA if only one is;F if

neither is.

19. DistLast:T if mi andmj are in consecutive sentences;F otherwise.

20. DistSame:T if mi andmj are in the same sentence;F otherwise.

21. Gender:T if mi andmj agree in gender;F if they disagree;NA if the gender

information cannot be determined.

22. IsWikiAlias: Similarity betweenmi andmj based on the alias information encoded

in Wikipedia8 hyperlinks.

23. IsWikiRedir: Similarity betweenmi andmj based on Wikipedia page redirection.

24. IsWikiLists: Similarity betweenmi andmj based on Wikipedia list pages.

25. Number:T if mi andmj agree in number;F if they disagree;NA if the number

information cannot be determined.

26. SemanticCompatibility:T if mi andmj are compatible in semantic class;F if not

compatible;NA if either semantic classes is unknown.

8http://www.wikipedia.org/
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MUC6 MUC7 BNEWS NPAPER NWIRE
# of Training 30 30 216 76 130

Texts Test 30 20 51 17 29
# of Training 13,404 16,313 66,630 68,463 70,820

Words Test 14,117 11,107 17,464 17,350 16,781
# of Training 4,445 4,917 20,467 21,492 22,011

Markables Test 4,546 3,236 5,428 5,153 5,230
Recall of Training 91.9 90.2 95.5 94.5 94.2

Markables Test 92.2 87.0 95.6 95.5 95.3
# of Training 505,534 418,450 1,763,817 3,365,680 3,008,303

Instances Test 614,444 282,256 436,347 871,314 681,092

Table 3.1: Statistics of the two MUC and the three ACE corpora.

27. StringMatch:T if mi andmj match after discarding uninformative words;F other-

wise.

28. WebMatch:T if mi andmj match according to some patterns mined from the web.

Corpora

In the experiments, we used all five commonly used evaluationcorpora for coreference

resolution, namely the two MUC corpora (MUC6 and MUC7) and the three ACE corpora

(BNEWS, NPAPER, and NWIRE). The MUC6 and the MUC7 corpora were defined in the

DARPA Message Understanding Conference (MUC-6, 1995; MUC-7, 1998). The dry-run

texts were used as the training data sets. In both corpora, each training data set contains 30

texts. The test data sets for MUC6 and MUC7 consist of the 30 and 20 formal evaluation

texts, respectively. The ACE corpora were defined in NIST Automatic Content Extraction

phase 2 (ACE-2) (NIST, 2002). The three data sets are from different news sources: broad-

cast news (BNEWS), newspaper (NPAPER), and newswire (NWIRE). Although the official

test sets are only available to the ACE participants, the training sets and development test

sets are available to the public. They were used as our training set and test set, respectively.
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The BNEWS, NPAPER, and NWIRE data sets contain 216, 76, and 130 training texts, and

51, 17, and 29 test texts, respectively. The statistics of all five corpora are tabulated in Table

3.1. The numbers of training instances in Table 3.1 are the numbers of all possible pairs of

markables in the data sets.

Evaluation Metrics

Since we used automatically extracted markables, it is possible that some extracted mark-

ables and the gold standard markables are unmatched, ortwinlessas defined in Stoyanov

et al. (2009). How to use the B-CUBED metric to evaluate twinless markables has been

explored recently. In this thesis, we adopted theB3all variation proposed by Stoyanov

et al. (2009), which retains all twinless markables.

Learning Algorithms

In Zhao and Ng (2010), we used the C4.5 decision tree learningalgorithm (Quinlan, 1993)

in the experiments. Decision tree learning uses a tree to support decision making. It is

a widely used learning algorithm in research on coreferenceresolution and many other

natural language processing problems. It starts from the root of the tree and recursively

splits the data set until most of the training instances in the same node are of the same

class. At each node of the tree, C4.5 chooses a feature that results in the highest information

gain, which is the difference of information entropy beforeand after the split. Information

entropyI is computed as follows:

I(P (c1), P (c2), . . . , P (cn)) =
n∑

i=1

−P (ci) logP (ci) (3.2)

wherec1, c2, . . ., cn are the classes of the training instances, andn is the number of different

classes.
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Originally, P (ci), the probability of classci, is the number of training instances that

belong to classci over the number of all training instances:

P (ci) =
|ci|∑n

k=1 |ck|
(3.3)

where|ci| is the number of training instances that belong to classci.

With instance weighting, however, this is computed as the sum of weights of the in-

stances that belong toci, over the sum of weights of all training instances:

P (ci) =

∑
k∈ci

wk∑N

k=1wk

(3.4)

wherewk is the weight of thek-th instance, andN is the total number of instances.

It is easy to see that when all weightswk are 1, Equation 3.4 is the same as Equation

3.3. Furthermore, the effect of setting the weight of a training instance ton is equivalent to

duplicating the instancen− 1 times, i.e., a total ofn instances.

Besides decision tree, maximum entropy (ME) modeling (Bergeret al., 1996) is another

widely used learning algorithm in the literature on coreference resolution. Also known as

logistic regression in the community of machine learning (Hastieet al., 2001; Wasserman,

2004), a maximum entropy model predicts the class label of a test instance by maximizing

the conditional probabilityp(c|x).

In maximum entropy learning, the goal is to learn a functionf that minimizes the

expected loss with respect to the distribution of the training dataP (x, y):

f ∗ = argmin
f∈H

1

N

N∑

i=1

L(xi, yi, f) (3.5)

whereL(x, y, f) is the loss function,x andy are the features and label of an instance,

respectively,H is the hypothesis space, andN is the total number of instances.
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Similar to instance weighting in decision tree learning, with instance weighting, Equa-

tion 3.5 will become

f ∗ = argmin
f∈H

1
∑N

k=1wk

N∑

i=1

wiL(xi, yi, f) (3.6)

It is also easy to see that when all weightswk are 1, Equation 3.6 is the same as Equation

3.5. Similarly, the effect of setting the weight of a training instance ton is equivalent to

duplicating the instancen− 1 times, i.e., a total ofn instances.

In the experiments for maximum metric score training, we used both decision tree mod-

els and maximum entropy models. For decision tree learning,we used the WEKA imple-

mentation of the C4.5 decision tree (Witten and Frank, 2005), while for maximum entropy

learning, we used the maximum entropy modeling implementedin the DALR package

(Jiang and Zhai, 2007). However, our proposed approach is able to be applied to any su-

pervised machine learning algorithms.

Putting Things Together

Thus far, we have described two feature sets, five data sets, two evaluation metrics, and two

learning algorithms in the experimental settings. In total, there are 40 different combina-

tions. In our experiments, we evaluated all five data sets on two evaluation metrics. As for

the feature sets and learning algorithms, we tried the “BFS +decision tree” combination,

as in Zhao and Ng (2010), and the “RFS + maximum entropy” combination, as we will use

in Chapter 4. To bridge the two combinations, we tried the “BFS + maximum entropy”

combination as well9.

Specifically, results reported in Table 3.2 to 3.5 were obtained using BFS and decision

9We do not report “RFS + decision tree” because it requires very large memory in the experiments but we
do not have a proper machine to do so.
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tree learning; results reported in Table 3.6 to 3.9 were obtained using BFS and maximum

entropy learning; and results reported in Table 3.10 to 3.13were obtained using RFS and

maximum entropy learning.

3.4.2 The Baseline Systems

We included state-of-the-art coreference resolution systems in the literature for comparison.

Since we used the Reconcile package in our experiments, we included the results of

the original Reconcile system reported in Stoyanovet al. (2009) as the first system for

comparison.

We used the BART package in Zhao and Ng (2010). In this thesis,we also used the fea-

ture set derived from BART. Thus, we also included the results of the original BART system

(with its extended feature set and SVM-light-TK, as reported in Versleyet al. (2008a)) as

another system for comparison.

Stoyanovet al. (2009) reported only the results on the MUC6, MUC7, and NWIRE

data sets, but not the BNEWS and NPAPER data sets. Versleyet al. (2008a) reported only

the results on the three ACE data sets with the MUC evaluationmetric. Since we used all

the five data sets in our experiments, for fair comparison, wealso included the MUC results

reported in Ng (2004a). To the best of our knowledge, Ng (2004a) was the only prior work

which reported MUC metric scores on all the five data sets.

The MUC metric scores of Stoyanovet al. (2009), Versleyet al. (2008a), and Ng

(2004a) are listed in the rows “Stoyanovet al. 09”, “Versley et al. 08” and “Ng 04”,

respectively, in Table 3.2, 3.3, 3.6, 3.7, 3.10, and 3.11.

For the B-CUBED metric, we included Stoyanovet al.(2009) and Ng (2005)10 for com-

parison. The scores are listed in the rows “Stoyanovet al. 09” and “Ng 05”, respectively,

10How Ng (2005) interpreted the B-CUBED metric for raw text inputs is not stated in his paper. However,
for comparison, we still list his results here.
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in Table 3.4, 3.5, 3.8, 3.9, 3.12, and 3.13.

Besides the state-of-the-art results reported in the literature, we built our own baselines

to see how the proposed maximum metric score training algorithm improves the perfor-

mance of coreference resolution. Our baselines that followthe Soonet al. (2001) frame-

work are shown in the rows “SNL-Style Baseline” in Table 3.2 to 3.13. Our proposed

MMST algorithm trains and tests on all pairs of markables. Toshow the effectiveness of

weight updating of MMST, we also built baselines which trainand test on all pairs. The

performances of these systems are shown in the rows “All-Style Baseline” in Table 3.2 to

3.13.

The results show that our baseline systems are comparable tothe state of the art in

the literature. When compared against Stoyanovet al. (2009), which trained and tested

on all pairs and used the averaged perceptron algorithm (Freund and Schapire, 1999) as

their learning algorithm, ourAll-style baseline achieved F-measures comparable to theirs,

although we do not have access to their LLNL NER model. In somecombinations, our

All-style baseline outperformed Stoyanovet al. (2009). For example, in Table 3.4, the

All-style baseline has an F-measure of 65.2% on MUC7, which is 2.3% higher than the

62.9% F-measure in Stoyanovet al. (2009). To achieve good performance, Versleyet al.

(2008a) used the time-consuming tree kernel support vectormachines (SVM-light-TK),

while Ng (2004a) and Ng (2005) used additional pipelined components in their system, e.g.,

anaphoricity determination. Although our baseline systems did not use additional compo-

nents or techniques, in some combinations, we achieved higher performance. For example.

in Table 3.11, theSNL-style baseline and theAll-style baseline achieved F-measures of

0.9% and 4.9% higher than Ng (2004a) on NWIRE, respectively.
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Figure 3.2: TuningM on the held-out development set

3.4.3 Results Using Maximum Metric Score Training

Next, we show the results of using the proposed maximum metric score training algorithm.

From the description of the algorithm, it can be seen that there are two parameters in the

algorithm. One parameter isM , the size of the beam. The other parameter isδ, which

controls how much we increase the weight of a training instance in each iteration.

Since the bestM andδ for the MUC evaluation metric were not known, we used held-

out development sets to tune the parameters. Specifically, we trained classifiers with dif-

ferent combinations ofM andδ on a development training set, and evaluated their per-

formances on a development test set. In our experiments, thedevelopment training set

contained 2/3 of the texts in the training set of each individual corpus, while the devel-

opment test set contained the remaining 1/3 of the texts. After picking the bestM andδ
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Figure 3.3: Tuningδ on the held-out development set

values, we trained a classifier on the entire training set with the chosen parameters. The

learnt classifier was then applied to the test set.

To limit the search space, we tuned the two parameters sequentially. First, we fixed

δ = 1, which is equivalent to duplicating each training instanceonce in decision tree and

maximum entropy learning, and evaluatedM = 2, 4, 6, . . . , 20. After choosing the best

M that corresponded to the maximum F-measure, we fixed the value ofM , and evaluated

δ = 0.1, 0.2, 0.3, . . . , 3.0. Take MUC6, with the MUC evaluation metric, using BFS

and decision tree learning, as an example. The results of tuning M under these settings,

are shown in Figure 3.2. The maximum F-measure was obtained whenM = 6 or M = 8.

On all the differentM values we have tried, MMST outperforms theAll-style baseline on

the development test set. WhenM > 4, MMST outperforms theSNL-style baseline on
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the development test set. We then fixedM = 6, and evaluated differentδ values. The

results are shown in Figure 3.3. The best F-measure was obtained whenδ = 0.8. Again,

on all the differentδ values we have tried, MMST outperforms theAll-style baseline on the

development test set. It also outperforms theSNL-style baseline with mostδ values.

The rows “MMST” in Table 3.2 to 3.13 show the performance of MMST on the test

sets, with the tuned parameters indicated. In our experiments, the statistical significance

test was conducted as in Chinchor (1995).∗ and∗∗ stand forp < 0.05 andp < 0.01 over

the SNL-style baseline, respectively.† and †† stand forp < 0.05 andp < 0.01 over the

All-style baseline, respectively.

In all the different combinations of settings, MMST outperforms both theSNL-style

baseline and theAll-style baseline, with the only exception on NPAPER with B-CUBED

evaluation metric, using RFS and maximum entropy learning,MMST outperforms the

SNL-style baseline, but is 0.2% lower than theAll-style baseline in F-measure. For exam-

ple, with MUC evaluation metric, using BFS and decision treelearning, when compared to

theAll-style baseline, MMST gained 4.8%, 0.5%, 8.5%, 3.2%, and 2.1% improvement in

F-measure on MUC6, MUC7, BNEWS, NPAPER, and NWIRE, respectively. Furthermore,

the experimental results clearly show that MMST achieves not only consistent, but also sta-

tistically significant improvements over at least one of thebaselines, and in most cases both

baselines (theSNL-style baseline and theAll-style baseline) in the different settings.

3.4.4 Analysis

To see how MMST actually updates the weight, we use the MUC metric, BFS and decision

tree learning, as an example. Under the experimental settings, it took 5 – 7 iterations for

MMST to stop on the five data sets. The numbers of explored states in the binary search

tree, including the root, were 31, 19, 9, 13, and 13 on MUC6, MUC7, BNEWS, NPAPER,
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 70.4 58.2
Ng 04 75.8 61.4 67.9 64.2 60.2 62.1

SNL-Style Baseline 68.9 49.4 57.5 56.4 55.8 56.1
All-Style Baseline 54.6 71.3 61.8 49.6 78.9 60.9

MMST 69.5 63.9 66.6∗∗†† 57.7 65.8 61.4∗∗

M = 6, δ = 0.8 M = 6, δ = 1.7

Table 3.2: Results for the two MUC corpora with MUC evaluation metric, using BFS and
decision tree learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05 and
p < 0.01 significance levels over theSNL-style baseline, respectively.† and †† stand for
p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 65.8
Versleyet al. 08 60.7 65.4 63.0 64.1 67.7 65.8 60.4 65.2 62.7

Ng 04 63.1 67.8 65.4 73.5 63.3 68.0 53.1 60.6 56.6
SNL-Style Baseline 61.0 42.7 50.2 69.3 47.0 56.0 66.1 50.4 57.2
All-Style Baseline 49.3 77.6 60.3 56.9 78.6 66.0 60.5 74.9 66.9

MMST 73.2 64.9 68.8∗∗†† 67.5 71.1 69.2∗∗†† 68.1 69.9 69.0∗∗†

M = 2, δ = 0.9 M = 4, δ = 1.0 M = 2, δ = 0.3

Table 3.3: Results for the three ACE corpora with MUC evaluation metric, using BFS and
decision tree learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05 and
p < 0.01 significance levels over theSNL-style baseline, respectively.† and †† stand for
p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 69.9 62.9
SNL-Style Baseline 60.8 69.5 64.9 53.9 78.7 64.0
All-Style Baseline 54.1 84.5 66.0 50.3 92.5 65.2

MMST 62.7 75.8 68.6∗∗ 55.4 82.0 66.1∗

M = 8, δ = 1.1 M = 2, δ = 0.5

Table 3.4: Results for the two MUC corpora with B-CUBED evaluation metric, using BFS
and decision tree learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 77.3
Ng 05 57.0 77.1 65.6 62.8 71.2 66.7 59.3 75.4 66.4

SNL-Style Baseline 64.1 74.3 68.8 66.2 71.6 68.8 69.4 78.0 73.4
All-Style Baseline 59.1 94.5 72.7 62.4 91.2 74.1 68.9 90.1 78.1

MMST 72.3 83.4 77.4∗∗†† 70.8 82.0 76.0∗∗†† 73.7 84.8 78.8∗∗†

M = 6, δ = 0.2 M = 6, δ = 0.7 M = 6, δ = 1.2

Table 3.5: Results for the three ACE corpora with B-CUBED evaluation metric, using BFS
and decision tree learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 70.4 58.2
Ng 04 75.8 61.4 67.9 64.2 60.2 62.1

SNL-Style Baseline 66.1 54.2 59.5 56.1 58.5 57.3
All-Style Baseline 43.1 77.5 55.4 42.9 80.2 55.9

MMST 75.5 52.9 62.2∗†† 59.7 61.0 60.3∗††

M = 6, δ = 1.6 M = 10, δ = 2.2

Table 3.6: Results for the two MUC corpora with MUC evaluation metric, using BFS and
maximum entropy learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 65.8
Versleyet al. 08 60.7 65.4 63.0 64.1 67.7 65.8 60.4 65.2 62.7

Ng 04 63.1 67.8 65.4 73.5 63.3 68.0 53.1 60.6 56.6
SNL-Style Baseline 54.1 48.4 51.1 64.0 43.1 51.5 61.1 47.7 53.6
All-Style Baseline 38.6 74.5 50.9 52.5 71.7 60.6 44.7 77.6 56.7

MMST 74.7 58.9 65.9∗∗†† 80.3 62.2 70.1∗∗†† 69.0 61.6 65.1∗∗††

M = 20, δ = 1.6 M = 4, δ = 1.7 M = 6, δ = 2.3

Table 3.7: Results for the three ACE corpora with MUC evaluation metric, using BFS and
maximum entropy learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 69.9 62.9
SNL-Style Baseline 58.1 76.1 65.9 52.1 80.8 63.4
All-Style Baseline 43.7 92.6 59.4 45.0 94.2 60.9

MMST 69.0 67.5 68.2†† 56.3 77.2 65.1††

M = 6, δ = 1.0 M = 6, δ = 1.5

Table 3.8: Results for the two MUC corpora with B-CUBED evaluation metric, using BFS
and maximum entropy learning. Boldface indicates the best results. ∗ and ∗∗ stand for
p < 0.05 andp < 0.01 significance levels over theSNL-style baseline, respectively.†

and †† stand forp < 0.05 and p < 0.01 significance levels over theAll-style baseline,
respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 77.3
Ng 05 57.0 77.1 65.6 62.8 71.2 66.7 59.3 75.4 66.4

SNL-Style Baseline 59.5 81.0 68.6 59.5 70.3 64.5 65.0 78.6 71.1
All-Style Baseline 54.3 95.0 69.1 59.7 88.4 71.3 58.1 95.0 72.1

MMST 72.1 80.3 76.0∗∗†† 72.9 76.1 74.5∗∗†† 70.9 85.8 77.6∗∗††

M = 6, δ = 2.6 M = 6, δ = 1.0 M = 6, δ = 1.9

Table 3.9: Results for the three ACE corpora with B-CUBED evaluation metric, using
BFS and maximum entropy learning. Boldface indicates the best results.∗ and ∗∗ stand
for p < 0.05 andp < 0.01 significance levels over theSNL-style baseline, respectively.
† and †† stand forp < 0.05 andp < 0.01 significance levels over theAll-style baseline,
respectively.
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 70.4 58.2
Ng 04 75.8 61.4 67.9 64.2 60.2 62.1

SNL-Style Baseline 70.4 57.9 63.5 59.2 59.9 59.6
All-Style Baseline 54.9 78.2 64.5 47.6 75.7 58.4

MMST 67.3 66.1 66.7∗∗† 60.1 66.8 63.3∗∗††

M = 2, δ = 1.7 M = 2, δ = 1.5

Table 3.10: Results for the two MUC corpora with MUC evaluation metric, using RFS and
maximum entropy learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 65.8
Versleyet al. 08 60.7 65.4 63.0 64.1 67.7 65.8 60.4 65.2 62.7

Ng 04 63.1 67.8 65.4 73.5 63.3 68.0 53.1 60.6 56.6
SNL-Style Baseline 64.7 49.3 56.0 67.6 50.5 57.8 66.3 50.9 57.5
All-Style Baseline 50.7 73.3 60.0 59.0 70.6 64.3 50.1 79.5 61.5

MMST 61.7 66.6 64.0∗∗†† 74.7 59.2 66.1∗∗ 65.7 61.9 63.7∗∗

M = 8, δ = 1.1 M = 6, δ = 2.0 M = 10, δ = 1.3

Table 3.11: Results for the three ACE corpora with MUC evaluation metric, using RFS and
maximum entropy learning. Boldface indicates the best results. ∗ and∗∗ stand forp < 0.05
andp < 0.01 significance levels over theSNL-style baseline, respectively.† and†† stand
for p < 0.05 andp < 0.01 significance levels over theAll-style baseline, respectively.
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MUC6 MUC7
Model R P F R P F

Stoyanovet al. 09 69.9 62.9
SNL-Style Baseline 64.9 77.3 70.5 55.5 80.4 65.7
All-Style Baseline 54.3 90.7 67.9 49.0 91.3 63.8

MMST 67.2 75.9 71.3†† 61.7 77.2 68.6∗∗††

M = 4, δ = 1.5 M = 6, δ = 0.8

Table 3.12: Results for the two MUC corpora with B-CUBED evaluation metric, using
RFS and maximum entropy learning. Boldface indicates the best results.∗ and ∗∗ stand
for p < 0.05 andp < 0.01 significance levels over theSNL-style baseline, respectively.
† and †† stand forp < 0.05 andp < 0.01 significance levels over theAll-style baseline,
respectively.

BNEWS NPAPER NWIRE
Model R P F R P F R P F

Stoyanovet al. 09 77.3
Ng 05 57.0 77.1 65.6 62.8 71.2 66.7 59.3 75.4 66.4

SNL-Style Baseline 65.1 77.6 70.8 67.5 76.5 71.7 71.3 78.7 74.8
All-Style Baseline 60.1 92.4 72.8 65.6 87.7 75.1 63.9 94.2 76.2

MMST 64.6 88.2 74.6∗∗†† 71.7 78.4 74.9∗∗ 69.5 88.3 77.8∗∗††

M = 6, δ = 1.1 M = 6, δ = 1.1 M = 6, δ = 1.0

Table 3.13: Results for the three ACE corpora with B-CUBED evaluation metric, using
RFS and maximum entropy learning. Boldface indicates the best results.∗ and ∗∗ stand
for p < 0.05 andp < 0.01 significance levels over theSNL-style baseline, respectively.
† and †† stand forp < 0.05 andp < 0.01 significance levels over theAll-style baseline,
respectively.
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and NWIRE, respectively. It is instructive to find out the final weight of each instance.

Take MUC6 under the above setting as an example, the numbers of positive instances with

weight 1, 1.8, 2.6, 3.4, and 4.2 were 4,162, 1,286, 1,992, 549, and 1,592, respectively,

while the numbers of negative instances with weight 1 and 1.8were 495,068 and 885,

respectively. Counting the weighted number of instances (e.g., an instance with weight 2 is

equivalent to 2 instances), we have 20,209 positive and 496,661 negative training instances.

This changes the ratio of the positive instances from1.9% to 3.9%. As a by-product,

MMST reduces data skewness, while using all possible NP pairs for training to keep as

much information as possible.

MMST tries to focus on the “critical links” which, if rectified, will lead to a higher score

of the coreference resolution evaluation metric. The change of weights of the “targeted”

training instances is equivalent to the change of distribution of the training instances. This

effectively changes the classification hypothesis to one that tends to yield higher evaluation

metric score.

Here is a more intuitive example. In the sentence

In a news release,the company said the new name more accurately reflectsits

focus on high-technology communications, including business and entertain-

ment software, interactive media and wireless data and voice transmission.

the pronounits is coreferential to the antecedent NPthe companyin gold standard anno-

tation. The baseline classifier wrongly resolvesits to another NPthe new name, but with

MMST, its is successfully resolved tothe company. The baseline classifier made one false

positive and one false negative prediction. Take the false positive instance as an example,

it is resolved to the wrong antecedent mainly becausethe new nameis the closest NP pre-

cedingits and is compatible to it. Because MMST has seen similar mistakes and learnt
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to correct them during training, it is able to predict it correctly during testing, which the

baseline classifier fails to do so.

In addition, our MMST approach improves upon state-of-the-art results on most of the

five standard benchmark corpora (two MUC corpora and three ACE corpora), with both

the link-based MUC metric and the mention-based B-CUBED metric, using BFS and RFS

feature sets, and with decision tree learning or maximum entropy learning.

Last but not least, our approach performs all the F-measure maximization during train-

ing, and is very fast during testing, since the output of the MMST algorithm is a standard

classifier. For example, on the MUC6 data set with the MUC evaluation metric, using

BFS and decision tree learning, it took 51 minutes and 1 second for training and testing,

respectively, on an Intel Xeon 2.4GHz machine.

3.5 Summary

In this chapter, we have presented MMST, a generic frameworkand novel approach com-

prising the use of instance weighting and beam search to train a classifier to maximize

the chosen coreference metric score on the training corpus during training. Experimental

results showed that MMST achieves statistically significant improvements over theSoon-

style andAll-style baselines on most of the five standard benchmark corpora (two MUC

corpora and three ACE corpora), with both the link-based MUCmetric and the mention-

based B-CUBED metric, using BFS and RFS feature sets, and with decision tree learning

or maximum entropy learning.



Chapter 4

Domain Adaptation for Coreference

Resolution

In Chapter 1, we have pointed out that one of the most challenging obstacles in applying

supervised learning approaches to coreference resolutionis the difficulty in data annota-

tion. It is much more time-consuming and expensive to annotate a corpus for coreference

resolution than to annotate a corpus for other natural language processing tasks. Most ex-

isting annotated corpora for coreference resolution are inthe newswire domain. To achieve

good coreference resolution performance in a new domain, itis almost inevitable that we

annotate some data. This raises the question of how to minimize the amount of data an-

notation needed while maintaining good coreference resolution performance. Although

active learning has been successfully applied to other natural language processing and in-

formation retrieval tasks to reduce the amount of annotation needed, it remains an open

problem how to apply active learning for coreference resolution, especially integrating it

with domain adaptation.

In this chapter, we explore domain adaptation for coreference resolution from a source

67
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domain that we have a large collection of annotated data, to asecond target domain that we

want good performance. We also integrate domain adaptationwith active learning to re-

duce the effort of data annotation in coreference resolution while maintaining comparable

performance. Our approach combines domain adaptation, active learning, and target do-

main instance weighting together to leverage the existing annotated corpora from newswire

domain to reduce the cost of developing a coreference resolution system in biomedical do-

main. The approach achieves comparable coreference resolution performance on MED-

LINE abstracts, but with a greatly reduced number of training instances that we need to

annotate. To the best of our knowledge, our work is not only the first to use domain adap-

tation for coreference resolution, but also the first successful one to use active learning for

coreference resolution.

The rest of this chapter is organized as follows. We first introduce the background of

domain adaptation in coreference resolution in Section 4.1. Then we describe the domain

adaptation and active learning techniques, as well as how tocombine them together for

coreference resolution in Section 4.2. Experimental results and analysis are presented in

Section 4.3. Finally, we conclude the chapter in Section 4.4.

4.1 Background

4.1.1 Data Annotation in Coreference Resolution

In Chapter 1, we have explained that domain adaptation in coreference resolution tradition-

ally needs much more effort than domain adaptation in other natural language processing

and information retrieval tasks. In order to apply supervised machine learning approaches,

one needs to collect a text corpus in the specific domain and annotate it as training data.

Compared to many other NLP tasks, to annotate a corpus for coreference resolution, the
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annotator needs to read and understand much more material, and hence it takes him or her

much more time. Because of the nature of pairwise coreferential relations, the number

of annotations in coreference resolution isO(n2), wheren is the number of markables,

compared toO(n) number of annotations in many other NLP tasks. Cohenet al. (2010)

reported that it took an average of 20 hours to annotate coreferential relations on a single

document with an average length of 6,155 words, while an annotator could annotate 3,000

words per hour in POS tag annotation (Marcuset al., 1993).

It is time-consuming and expensive to annotate new data setsfor each new domain.

If we want to save the efforts in applying coreference resolution from a resource-rich do-

main to a different domain that we want good performance, thedirect way is to train a

coreference resolution system on the resource-rich sourcedomain and apply it to the target

domain without any new data annotation. However, the domaindifferences make this di-

rect application sub-optimal. In the next section, we explain this by introducing coreference

resolution in the biomedical domain.

4.1.2 Coreference Resolution in the Biomedical Domain

A large body of prior research on coreference resolution focuses on texts in the newswire

domain. Standardized data sets, such as the MUC and ACE data sets are widely used in

the study of coreference resolution. We have used the corpora in newswire domain in our

experiments in Chapter 3. There is a relatively small body ofprior research on corefer-

ence resolution in non-newswire domains. Similar to other natural language processing

problems, coreference resolution in different domains could differ significantly from one

another. For example, coreference resolution in the newswire domain is quite different

from coreference resolution in the biomedical domain.

Here is an example of coreference resolution in the biomedical domain:
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Whenthe same MTHC lines are exposed to TNF-alpha in combination with

IFN-gamma,the cells instead become DC.

In the above sentence,the same MTHC lines and the cells are referring to the same

entity and hence are coreferential to each other.

Biomedical research has gained rapid progress over the pastfew decades. With the ad-

vances in biology and life science research, there is a rapidly increasing number of biomed-

ical texts, including research papers, patent documents, and the Web. This results in an

increasing demand of applying natural language processingand information retrieval tech-

niques to efficiently exploit text information in large quantities. Lately, biomedical text

processing and mining has gained intensive attention in thecommunity of natural language

processing and information retrieval. However, coreference resolution, one of the core

tasks in natural language processing, only has a small body of prior study in the biomedical

domain.

The genre of biomedical texts are mostly scientific writings. Several factors contribute

to the differences between coreference resolution in the biomedical domain and in the

newswire domain.

For example, biomedical texts use much fewer pronouns than texts in the newswire

domain. In fact, the uses of pronouns differ in a variety of domains. Gasperin (2008)

pointed out that in her biomedical corpus, Wall Street Journal corpus, and Brown corpus,

the percentages of pronouns out of all noun phrases are 3%, 4.5%, and 22%, respectively.

Different distribution of the data is known to be a significant reason of different perfor-

mances when applying the same model to different domains in machine learning. Given

that pronoun is one of the important types of noun phrases in coreference resolution, the

difference in the use of pronouns contributes significantlyto the difference of coreference

resolution in different domains.
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Another factor that contributes to the domain difference isthe use of name acronyms

or abbreviations. The alias feature, which utilizes the information of name acronyms or

abbreviations, is one of the most important features in coreference resolution. As pointed

out by Soonet al. (2001), by using only the alias feature, the precisions of coreference

resolution on MUC6 and MUC7 data sets are 88.7% and 81.1%, respectively. This suggests

that alias is a strong indicator of coreferential relation.Although state-of-the-art named

entity recognition achieves good performance in the newswire domain (Finkelet al., 2005),

named entity recognition in the biomedical domain is still relatively poor (Zhouet al.,

2004). Multiple reasons account for the relatively poor performance. For example, the fact

that 62.89% of the words in biomedical named entities are in lowercase makes the initial

uppercase feature, one of the important features in named entity recognition, less indicative

(Zhouet al., 2004). In coreference resolution in the newswire domain, if one NP is an alias

of the other, they are very likely to be coreferential. However, in coreference resolution

in the biomedical domain, they are less likely because of thelower performance of named

entity recognition. Thus it is possible that two instances with the same feature values

have different class labels in different domains. Directlyapplying a coreference resolution

system trained in the newswire domain to the biomedical domain will likely produce errors.

Furthermore, scientific writings in the biomedical domain frequently compare similar

objects. For example,

In Cushing’s syndrome, the CR of GR was normal in spite of the fact that the

CR of plasma cortisol was disturbed.

The twoCRs refer to different entities and hence are not coreferential. On the contrary,

in the newswire domain, comparisons are less likely, especially for named entities. For

example, in the newswire domain,Londonin most cases is coreferential to otherLondons.

However, in the biomedical domain,DNAs as inDNA of human beingsandDNA of monkeys
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are different entities. A coreference resolution system trained from the newswire domain

will not be able to capture this difference, such as the twoCRs or the twoDNAs in the

above examples.

Besides the above, there are other factors which account forthe domain differences of

coreference resolution in different domains. Due to all these domain differences, directly

applying a coreference resolution system trained on a source domain to a different target

domain will not achieve good performance. In this thesis, instead of developing specific

coreference resolution systems in different domains, we look into a more interesting prob-

lem: since we have a coreference resolution system which performs well in the newswire

domain, is it possible to adapt the coreference resolution system from the resource-rich

newswire domain to another domain, e.g., the biomedical domain, with limited resources

but still achieve good performance?

4.1.3 Domain Adaptation for Coreference Resolution

Although coreference resolution systems work well on test texts from the same domain

as the training texts, there is a huge performance drop when they are tested on a different

domain. This motivates the usage of domain adaptation techniques for coreference reso-

lution: adapting or transferring a coreference resolutionsystem from one source domain

that we have a large collection of annotated data, to a secondtarget domain that we want

good performance. It is almost inevitable that we annotatesomedata in the target domain

to achieve good coreference resolution performance. The question is how to minimize the

amount of annotation needed. In the literature, active learning has been exploited to reduce

the amount of annotation needed (Lewis and Gale, 1994). In contrast to annotating the

entire data set, active learning queries only a subset of thedata to annotate in an iterative

process. Active learning is a less explored technique in thefield of coreference resolution.
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Gasperin (2009) tried to apply active learning for anaphoraresolution, but found that using

active learning was not better than randomly selecting the instances. How to apply active

learning, especially integrating it with domain adaptation, remains an open problem for

coreference resolution.

The need for coreference resolution on biomedical texts andthe small body of prior

research on it make the biomedical domain a desirable targetdomain for evaluating domain

adaptation for coreference resolution.

4.2 Domain Adaptation with Active Learning

In this section, we will first present the domain adaptation algorithms and active learning

algorithm that we use in our study. Then we show how we combinedomain adaptation and

active learning together for coreference resolution.

4.2.1 Domain Adaptation

Domain adaptation is applicable when one has a large amount of annotated training data

in the source domain and a small amount or none of annotated training data in the target

domain. Different domain adaptation techniques have been proposed in the literature. In

this thesis, we evaluate the AUGMENT technique introduced by Daume III (2007), as well as

the INSTANCE WEIGHTING (IW) and the INSTANCE PRUNING (IP) techniques introduced

by Jiang and Zhai (2007).

Augment

Daume III (2007) introduced a very simple but effective domain adaptation technique by

feature space augmentation. The motivation of the approachis very intuitive. The source
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and the target domains may not be completely different. Otherwise domain adaptation

between these two domains may not make sense. Then, there exist some common charac-

teristics that hold in both domains, some characteristics that hold only in the source domain,

and some characteristics that hold only in the target domain. The features of each instance

we used in the learning-based approaches are in fact capturing the characteristics of that

instance. The question is then how to exploit the features tocapture the characteristics

shared by both domains and the characteristics that hold in each domain.

The AUGMENT technique proposed by Daume III (2007) maps the feature space of

each instance into a feature space of higher dimension. Supposex is the feature vector of

an instance. DefineΦs andΦt to be the mappings of an instance from the original feature

space to an augmented feature space in the source and the target domain, respectively:

Φs(x) = 〈x, x, 0〉 (4.1)

Φt(x) = 〈x, 0, x〉 (4.2)

where0 = 〈0, 0, . . . , 0〉 is a zero vector of length|x|. The mapping can be treated as taking

each feature in the original feature space and making three versions of it: a general version,

a source-specific version, and a target-specific version. The augmented source domain data

will contain only the general and the source-specific versions, while the augmented target

domain data will contain only the general and the target-specific versions.

Using this augmented feature space, training and testing bylearning-based algorithms

are the same as using the original feature space. Despite itsgreat simplicity, it achieved

good performance in domain adaptation for many natural language processing tasks, e.g.

domain adaptation for named entity recognition (Daume III,2007).
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Instance Weighting

Another way to perform domain adaptation is through instance weighting.

Let x andy be the feature vector and the corresponding true label of an instance, re-

spectively. The joint probabilityP (x, y) will then represent the characteristics and the

distribution of the data set. Jiang and Zhai (2007) pointed out that when applying a clas-

sifier trained on a source domain to a target domain, the jointprobabilityPt(x, y) in the

target domain may be different from the joint probabilityPs(x, y) in the source domain.

To conduct domain adaptation, one needs to capture the differences betweenPs(x, y) and

Pt(x, y). They proposed a general framework to usePs(x, y) to estimatePt(x, y).

First of all, the joint probabilityP (x, y) can be decomposed into two components:

P (x, y) = P (y|x)P (x) (4.3)

The first component is the conditional probability which captures the probability that

an instancex belongs to classy. The second component captures the distribution of the

instances in the feature space.

Hence, when conducting domain adaptation, there are also two types of domain differ-

ences we need to adapt. The adaptation of the first component is labeling adaptation, while

the adaptation of the second component is instance adaptation. The framework proposed

by Jiang and Zhai (2007) adapt the differences by instance weighting. In this thesis, we

explore only labeling adaptation.

In Section 3.4.1, we have reviewed empirical risk minimization with maximum entropy

models. More generally, we want to minimize the expected loss:

f ∗ = argmin
f∈H

∑

(x,y)∈X×Y

P (x, y)L(x, y, f) (4.4)
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whereH is the hypothesis space,x andy are the feature vector and the label of an instance,

respectively,X andY are all the possible values ofx andy, respectively,P (x, y) is the

joint probability ofx andy, andL(x, y, f) is the loss function.

Since we want good performance in the target domain, we want

f ∗
t = argmin

f∈H

∑

(x,y)∈X×Y

Pt(x, y)L(x, y, f) (4.5)

However, we have limited resources in the target domain. Hence, there is not a good

estimator ofPt(x, y). But we have plenty of labeled data in the source domain, and hence

a good estimator ofPs(x, y). We can rewrite Equation 4.5 as:

f ∗
t = argmin

f∈H

∑

(x,y)∈X×Y

Pt(x, y)

Ps(x, y)
Ps(x, y)L(x, y, f)

= argmin
f∈H
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whereNs is the number of instances in the source domain,(xs
i , y

s
i ) is thei-th instance in

the source domain, and

αi ∝
Pt(x

s
i )

Ps(x
s
i )

(4.7)

βi ∝
Pt(y

s
i |x

s
i )

Ps(ysi |x
s
i )

(4.8)
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In this thesis, we only explore the effect ofβi
1.

AlthoughPs(y
s
i |x

s
i ) can be estimated from the source domain training data, the estima-

tion of Pt(y
s
i |x

s
i ) is much harder. Jiang and Zhai (2007) proposed two methods toestimate

Pt(y
s
i |x

s
i ): INSTANCE WEIGHTING and INSTANCE PRUNING. Both methods first train a

classifier with a small amount of target domain training data. Then, INSTANCE WEIGHT-

ING directly estimatesPt(y
s
i |x

s
i ) using the trained classifier. INSTANCE PRUNING, on the

other hand, removes the topN source domain instances that are predicted wrongly, ranked

by the prediction confidence.

Target Domain Instance Weighting

Different from AUGMENT, which conducts domain adaptation in terms of features, IN-

STANCE WEIGHTING and INSTANCE PRUNING conduct domain adaptation in terms of

instances.

Both INSTANCE WEIGHTING and INSTANCE PRUNING set the weights of the source

domain instances. In domain adaptation, there are typically many more source domain

training instances than target domain training instances.Target domain instance weight-

ing can effectively reduce the imbalance. Unlike INSTANCE WEIGHTING and INSTANCE

PRUNING in which each source domain instance is weighted individually, we give all target

domain instances the same weight. This target domain instance weighting scheme is not

only complementary to INSTANCE WEIGHTING and INSTANCE PRUNING, but is also ap-

plicable to AUGMENT. Although target domain instance weighting is also a kind ofdomain

adaptation, we treat it as a separate component.

1We have explored the effect ofαi, but the performance was not good.
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Putting Things Together

Based on the above analysis, and following the single objective function in Jiang and Zhai

(2007), our objective function is

f ∗
t = argmin

f∈H

[
Ns∑

i=1

βiL(x
s
i , y

s
i , f) + λt

Nt∑

i=1

L(xt
i, y

t
i , f) + λR(f)] (4.9)

whereH is the hypothesis space,xs
i andysi are the feature vector and the label of thei-th

instance in the source domain, respectively,xt
i andyti are the feature vector and the label of

thei-th instance in the target domain, respectively,Ns andNt are the number of instances

in the source and the target domain, respectively,βi is the weight of thei-th instance in

the source domain,λt is the weight of all instances in the target domain, andλR(f) is a

regularization term.

INSTANCE WEIGHTING and INSTANCE PRUNING deal withβi, while target domain

instance weighting dues withλt. AUGMENT lifts the feature space to higher dimensions.

In this thesis, we explore the effects of these domain adaptation techniques with respect to

coreference resolution.

4.2.2 Active Learning

As pointed out in Section 4.1, acquiring labeled data to train supervised learning models

for coreference resolution is expensive and time-consuming. Active learning iteratively

queries the most informative instances to label, adds them to the training data pool, and

trains a new classifier with the enlarged data pool. We followLewis and Gale (1994) and

use the uncertainty sampling strategy in our active learning setting.
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Algorithm 4.1 Algorithm for domain adaptation with active learning
Ds ← the set of source domain training instances
Dt ← the set of target domain training instances
Da ← ∅
Γ← coreference resolution system trained onDs

T ← number of iterations
for i from 1 to T do

for eachdi ∈ Dt do
d̂i ← prediction ofdi usingΓ
pi ← confidence of prediction̂di

end for
D′

a ← topN instances with the lowestpi
Da ← Da +D′

a

Dt ← Dt −D′
a

provide correct labels to the unlabeled instances inD′
a

Γ ← coreference resolution system trained onDs andDa using the chosen domain
adaptation technique

end for

4.2.3 Domain Adaptation with Active Learning

Active learning was originally designed for a single domain. However, it is possible

to combine it with domain adaptation. Combining domain adaptation and active learning

together, the algorithm is shown in Algorithm 4.1.

In our domain adaptation setting, there is a parameterλt for target domain instance

weighting. Because the numbers of target domain instances are different in each iteration,

the weight should be adjusted in each iteration. We give all target domain training instances

an equal weight ofλt = Ns/Nt, whereNs andNt are the numbers of instances in the source

domain and the target domain in the current iteration, respectively. We setN = 10 to add

10 instances in each iteration to speed up the active learning process.

To provide the correct labels, the labeling process shows the text on the screen, high-

lights the two NPs, and asks the annotator to decide if they are coreferential. In our exper-

iments, this is simulated by providing the gold annotated coreferential information on this
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NP pair to the active learning process.

4.3 Experiments

In this section, we present the experimental settings and the results of domain adaptation

with active learning for coreference resolution.

4.3.1 Coreference Resolution System

In the study of domain adaptation for coreference resolution, similar to the experiments in

Chapter 3, we use Reconcile, a state-of-the-art coreference resolution system implemented

by Stoyanovet al. (2009). The input to the coreference resolution system is raw text, and

we apply a sequence of preprocessing components to process it. We use the same pre-

processing components as described in Section 3.4.1, including: 1) sentence segmentation

(using the OpenNLP toolkit); 2) tokenization (using the OpenNLP toolkit); 3) POS tag-

ging (using the OpenNLP toolkit); 4) syntactic parsing (using the Berkeley Parser); and 5)

named entity recognition (using the Stanford NER). Markables are extracted as defined in

each individual corpus. All possible markable pairs on the training set and the test set are

extracted to form training instances and test instances, respectively. The learning algorithm

we used is maximum entropy modeling, implemented in the DALRpackage (Jiang and

Zhai, 2007). The feature set we use is RFS, which contains a comprehensive set of 62 fea-

tures. We do not introduce additional features motivated from the biomedical domain, but

use the same feature set for both the source and the target domain. We report coreference

resolution results using the MUC evaluation metric.
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4.3.2 The Corpora

We explore domain adaptation from the newswire domain to thebiomedical domain. The

newswire and biomedical domain data that we use are the ACE Phase-2 corpora and the

GENIA corpus, respectively. We have described the ACE corpora in Section 3.4.1. The

GENIA corpus contains 1,999 MEDLINE abstracts (Yanget al., 2004a,c). We randomly

split the GENIA corpus into a training set and a test set, containing 1,600 and 399 texts,

respectively.

4.3.3 Preprocessing

For the ACE corpora, all preprocessing components use the original models (provided by

the OpenNLP toolkit, the Berkeley Parser, and the Stanford NER). As for the GENIA cor-

pus, since it is from a very different domain, the original models do not perform well.

However, the GENIA corpus contains multiple layers of NLP annotations. We use these

annotations to re-train each of the preprocessing components using the 1,600 training texts

of the GENIA corpus, except tokenization2. We do not use any texts in the test set when

training these models. Also, we do not use any biomedical domain dependent NLP toolkits,

but use general toolkits trained with biomedical training data. These re-trained preprocess-

ing components are then applied to process the entire GENIA corpus, including both the

training set and the test set.

Instead of using the entire ACE corpora, we choose the NPAPERportion of the ACE

corpora as the source domain in the experiments, because it is the best performing one

among the three portions. Under these preprocessing settings and markable extractions,

the recall of markables on the training set and the test set ofthe NPAPER corpus are 94.5%

2It turned out that the re-trained tokenization model workedpoorer and gave a lot of errors on punctuation
symbols. Thus, we stuck to using the original tokenization model.
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NPAPER NPAPER GENIA GENIA
TRAIN TEST TRAIN TEST

# of Docs
76 17 1600 399

# of Words
Sum 68,463 17,350 391,380 95,405
Avg 900.8 1,020.6 244.6 239.1

# of Markables
Sum 21,492 5,153 99,408 24,397
Avg 282.8 303.1 62.1 61.1

# of Instances
Sum 3,365,680 871,314 3,335,640 798,844
Avg 44,285.3 51,253.8 2,084.8 2,002.1

Table 4.1: Statistics of the NPAPER and the GENIA corpora

and 95.5%. respectively, while the recall of markables on the training set and the test of the

GENIA corpus are 87.6% and 86.6%. respectively. The statistics of the NPAPER and the

GENIA corpora are listed in Table 4.1.

4.3.4 Baseline Results

Under the experimental settings, a coreference resolutionsystem that is trained on the

NPAPER training set and tested on the NPAPER test set achieves a recall, precision, and F-

measure of 59.0%, 70.6%, and 64.3%, respectively, i.e., theNPAPER results of theAll-style

baseline as in Table 3.11. Table 4.2 compares the performance of testing on the GENIA test

set, but training with the GENIA training set and the NPAPER training set. Training with

in-domain data achieves an F-measure 9.1% higher than training with out-of-domain data.

Training with in-domain data is better than training with out-of-domain data in both recall

and precision. This confirms the impact of domain differencebetween newswire domain

and biomedical domain for coreference resolution.
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Training Set Recall Precision F-measure
GENIA Training Set 37.7 71.9 49.5

NPAPER Training Set 30.3 60.7 40.4

Table 4.2: MUC F-measures on the GENIA test set

4.3.5 Domain Adaptation with Active Learning

In the experiments of domain adaptation with active learning for coreference resolution, we

assume that the source domain training data are annotated. The target domain training data

arenot annotated but are used as a data pool for instance selection.The algorithm queries

the instances in the data pool to annotate and add them to the training data to update the

classifier. The target domain test set is strictly separatedfrom this data pool, i.e., none of

the target domain test data are used in the instance selection process of active learning.

From Table 4.1, one can see that both training sets in the NPAPER and the GENIA

corpora contain large numbers of training instances. Instead of using the entire training

sets in the experiments, we use a smaller subset due to several reasons. First, to train a

coreference resolution classifier, we do not need so much training data (Soonet al., 2001).

Second, the large number of training instances will slow theactive learning process. Third,

a smaller source domain training corpus suggests a more modest annotation effort even on

the source domain. Lastly, a smaller target domain trainingcorpus means that fewer words

need to be read by human annotators to label the data.

We randomly choose 10 NPAPER texts as the source domain training set. A coreference

resolution system that is trained on these 10 texts and tested on the entire NPAPER test set

achieves a recall, precision, and F-measure of 60.3%, 70.6%, and 65.0%, respectively.

This is comparable to (actually slightly better than) a system trained on the entire NPAPER

training set. As for the GENIA training set, we randomly choose 40 texts as the target

domain training data. To avoid selection bias, we perform 5 random trials, i.e., choosing 5
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sets, each containing 40 randomly selected GENIA training texts. In the rest of this chapter,

all performances of using40 GENIA training textsare the average scores over 5 runs, each

of which uses a different set of 40 texts.

In the previous section, we have presented the domain adaptation techniques, the active

learning algorithm, as well as the target domain instance weighting scheme. In the rest of

this section, we present the experiments to show how domain adaptation, active learning,

and target domain instance weighting help coreference resolution in a new domain. We

useAugment, IW, andIP to denote the three domain adaptation techniques: AUGMENT,

INSTANCE WEIGHTING, and INSTANCE PRUNING, respectively. For a further comparison,

we explore another baseline method, which is simply combining the source and the target

domain data together, calledCombinein the rest of this chapter. In all the experiments with

active learning, we run 100 iterations, which result in the selection of 1,000 target domain

instances.

The first experiment is to measure the effectiveness of target domain instance weight-

ing. We fix on the use of uncertainty based active learning, and compare weighting and

without weighting of the target domain instances (denoted as WeightedandUnweighted).

The learning curves forCombine, Augment, IW, andIP are shown in Figures 4.1 to 4.4,

respectively. ForCombine, Augment, andIP, it can be seen thatWeightedis a clear winner.

As for IW, at the beginning of active learning,UnweightedoutperformsWeighted, though

it is unstable. At the end of the 100 iterations,WeightedoutperformsUnweighted.

SinceWeightedoutperformsUnweighted, we fix on the use ofWeightedand explore

the effectiveness of active learning. For comparison, we try another iterative process that

randomly selects 10 instances in each iteration. Figures 4.5 to 4.8 show the learning curves

of comparing active learning and random selection (denotedasUncertaintyandRandom

in the figures, respectively). From the curves, it can be seenthatUncertaintyoutperforms
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Figure 4.1: Learning curves of comparing target domain instances weighted vs. un-
weighted. All systems useCombineand uncertainty based active learning.
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Figure 4.2: Learning curves of comparing target domain instances weighted vs. un-
weighted. All systems useAugmentand uncertainty based active learning.
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Figure 4.3: Learning curves of comparing target domain instances weighted vs. un-
weighted. All systems useIW and uncertainty based active learning.
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Figure 4.4: Learning curves of comparing target domain instances weighted vs. un-
weighted. All systems useIP and uncertainty based active learning.
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Figure 4.5: Learning curves of comparing uncertainty basedactive learning vs. random.
All systems useCombineandWeighted.
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Figure 4.6: Learning curves of comparing uncertainty basedactive learning vs. random.
All systems useAugmentandWeighted.
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Figure 4.7: Learning curves of comparing uncertainty basedactive learning vs. random.
All systems useIW andWeighted.
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Figure 4.8: Learning curves of comparing uncertainty basedactive learning vs. random.
All systems useIP andWeighted.
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Figure 4.9: Learning curves of different domain adaptationmethods. All systems use
WeightedandUncertainty.

Randomin all cases. This is becauseRandommay select instances that the classifier has

very high confidence in, which will not help to improve the classifier.

In the third experiment, we fix on the use ofWeightedandUncertaintysince they per-

form the best, and evaluate the effect of different domain adaptation techniques. The learn-

ing curves are shown in Figure 4.9. It can be seen thatAugmentis the best performing

system. For a closer look, we tabulate the results at every 10iterations, and list them in

Table 4.3 with the statistical significance level indicated.

4.3.6 Analysis

Using only the source domain training data, a coreference resolution system achieves an

F-measure of 39.8% on the GENIA test set (the column of “Iteration 0” in Table 4.3). From

Figure 4.9 and Table 4.3, we can see that in the first few iterations of active learning, domain
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Iteration 0 10 20 30 40 50
Combine+Unweighted 39.8 40.7 40.9 41.1 41.4 41.2
Combine+Weighted 39.8 40.9 44.0∗∗ 44.8∗∗ 45.2∗∗ 47.2∗∗

Augment+Weighted 39.8 44.1∗∗†† 46.0∗∗†† 47.0∗∗†† 47.8∗∗†† 48.7∗∗††

IW+Weighted 39.8 24.3 33.1 36.8 38.1 41.1
IP+Weighted 39.8 34.4 40.7 43.4∗∗ 46.2∗∗†† 47.5∗∗

Iteration 60 70 80 90 100
Combine+Unweighted 40.4 41.2 41.6 41.6 42.1
Combine+Weighted 48.0∗∗ 48.0∗∗ 47.7∗∗ 47.8∗∗ 47.6∗∗

Augment+Weighted 49.1∗∗†† 49.2∗∗†† 49.1∗∗†† 49.1∗∗†† 49.0∗∗††

IW+Weighted 45.0∗∗ 47.7∗∗ 48.2∗∗†† 48.4∗∗†† 48.3∗∗††

IP+Weighted 48.0∗∗ 48.5∗∗†† 48.5∗∗†† 48.3∗∗†† 48.5∗∗††

Table 4.3: MUC F-measures of different active learning settings on the GENIA test
set. All systems useUncertainty. Statistical significance is compared againstCom-
bine+Unweighted, where * and ** stand forp < 0.05 andp < 0.01, respectively, and
againstCombine+Weighted, where†and††stand forp < 0.05 andp < 0.01, respectively.

adaptation does not perform as well as using only the source domain training data. This is

because when there are very limited target domain data, the estimation of the target domain

is unreliable. Dahlmeier and Ng (2010) reported similar findings though they did not use

active learning. With more iterations, i.e., more target domain training data, domain adap-

tation is clearly superior. Among the three domain adaptation techniques,Augmentis better

thanIW and IP. It not only achieves a higher F-measure, but also a faster speed to adapt

to a new domain in active learning. Also, similar to Dahlmeier and Ng (2010), from Table

4.3, we can see thatIP is generally better thanIW. All systems withWeightedperforms

much better thanCombine+Unweighted. This shows the effectiveness of target domain

instance weighting. The average recall, precision, and F-measure of our best model,Aug-

ment+Weighted, after 100 iterations are 37.3%, 71.5%, and 49.0%, respectively. Compared

to training with only the NPAPER training data, not only the F-measure, but also both the

recall and precision are greatly improved (cf Table 4.2).

Among all the target domain instances that were selected inAugment+Weighted, the
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average distance of the two markables in an instance (measured in sentence) is 3.4 (av-

eraged over the 5 runs), which means an annotator needs to read at most 4 sentences on

average to annotate an instance.

We also investigate the difference of coreference resolution between the newswire do-

main and the biomedical domain, and the instances that were selected in active learning

which represent this difference. As discussed in Section 4.1.2, one of the reasons that

coreference resolution differs in the two domains is that the scientific writings of biomedi-

cal texts frequently compare entities. For example,

In Cushing’s syndrome, the CR of GR was normal in spite of the fact that the

CR of plasma cortisol was disturbed.

The two CRs refer to different entities and hence are not coreferential. However, a

system trained on NPAPER predicts them as coreferential. Inthe newswire domain, com-

parisons are less likely, especially for named entities. A coreference resolution system

trained on the newswire domain is unable to capture the difference between these two

named entities, hence predicting them as coreferential. For the above sentence, after apply-

ing our method, the adapted coreference resolution system is able to predict the twoCRs

as non-coreferential.

Next, we show the effectiveness of our system using domain adaptation with active

learning compared to a system trained with full coreferential annotations. Figure 4.10

shows the learning curve of coreference resolution with different sizes of GENIA training

texts, when tested on the GENIA test set. Averaged over 5 runs, a system trained on a

single GENIA training text achieves an F-measure of 25.9%, which is significantly lower

than that achieved by our method. With more GENIA training texts added, the F-measure

increases. After 80 texts are used, the system trained on full annotations finally achieves an

F-measure of 49.2%, which is 0.2% higher thanAugment+Weightedafter 100 iterations.
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Figure 4.10: The learning curve of coreference resolution with different sizes of GENIA
training texts. The F-measures are averaged over 5 runs.

However, after 100 iterations, only 1,000 target domain instances are annotated under our

framework. Considering that one single text in the GENIA corpus contains an average of

over 2,000 instances (cf Table 4.1), effectively we annotate only half of a text! Compared

to the 80 training texts needed, this is a huge reduction. We only need to annotate 1/160

or 0.63% of the training instances under our framework of domain adaptation with active

learning.

Lastly, we tabulate the results with the B-CUBED evaluationmetric, and list them in

Table 4.4 with the statistical significance level indicated. It can be seen that the findings

with the MUC evaluation metric can also be seen with the B-CUBED evaluation metric.

This suggests that our framework of domain adaptation with active learning for coreference

resolution is applicable not only to the MUC evaluation metric, but also to the B-CUBED

evaluation metric.
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Iteration 0 10 20 30 40 50
Combine+Unweighted 64.5 64.6 64.7 64.7 64.8 64.7
Combine+Weighted 64.5 64.7 66.0∗∗ 66.3∗∗ 66.4∗∗ 67.2∗∗

Augment+Weighted 64.5 65.8∗∗†† 66.7∗∗†† 67.1∗∗†† 67.4∗∗†† 68.0∗∗††

IW+Weighted 64.5 58.4 61.8 63.2 63.9 64.9∗

IP+Weighted 64.5 62.9 65.0∗ 65.8∗∗ 66.9∗∗†† 67.4∗∗†

Iteration 60 70 80 90 100
Combine+Unweighted 64.4 64.7 65.0 64.9 65.1
Combine+Weighted 67.6∗∗ 67.5∗∗ 67.4∗∗ 67.4∗∗ 67.3∗∗

Augment+Weighted 68.2∗∗†† 68.3∗∗†† 68.2∗∗†† 68.2∗∗†† 68.2∗∗††

IW+Weighted 66.3∗∗ 67.6∗∗ 67.7∗∗†† 67.9∗∗†† 67.8∗∗††

IP+Weighted 67.6∗∗ 67.9∗∗†† 68.0∗∗†† 67.8∗∗†† 68.0∗∗††

Table 4.4: B-CUBED F-measures of different active learningsettings on the GENIA
test set. All systems useUncertainty. Statistical significance is compared againstCom-
bine+Unweighted, where * and ** stand forp < 0.05 andp < 0.01, respectively, and
againstCombine+Weighted, where†and††stand forp < 0.05 andp < 0.01, respectively.

4.4 Summary

In this chapter, we presented an approach using domain adaptation with active learning to

adapt coreference resolution from the newswire domain to the biomedical domain. We ex-

plored the effect of domain adaptation, active learning, and target domain instance weight-

ing for coreference resolution. Experimental results showed that domain adaptation with

active learning and the target instance weighting scheme achieved a similar performance

on MEDLINE abstracts but with a greatly reduced number of annotated training instances,

compared to a system trained on full coreference annotations.



Chapter 5

Zero Pronoun Resolution in Chinese

In this chapter, we present a machine learning approach to the identification and resolution

of Chinese anaphoric zero pronouns. We perform both identification and resolution auto-

matically, with two sets of easily computable features. Experimental results show that our

proposed learning approach achieves anaphoric zero pronoun resolution accuracy compa-

rable to a previous state-of-the-art, heuristic rule-based approach. To our knowledge, our

work is the first to perform both identification and resolution of Chinese anaphoric zero

pronouns using a machine learning approach.

We start the chapter by first giving a clear task definition of zero pronouns in Chinese

and its resolution in Section 5.1. We then give an overview ofour approach in Section

5.2. Anaphoric zero pronoun identification and resolution are presented in Section 5.3 and

Section 5.4, respectively. We present the experimental results on the blind test set in Section

5.5. Finally, we conclude the chapter in Section 5.6.

94
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5.1 Task Definition

In this section, we clearly explain what a zero pronoun is, define the goal of the task, and

describe the data sets and evaluation metrics.

5.1.1 Zero Pronouns

As mentioned in Chapter 1, a zero pronoun (ZP) is a gap (null element) in a sentence

which refers to an entity that supplies the necessary information for interpreting the gap. A

coreferential zero pronoun is a zero pronoun that is in a coreference relation to one or more

overt noun phrases present in the same text.

To facilitate discussion, we reproduce here the example of anaphoric zero pronoun

which we have shown in Chapter 1 (originally from the Penn Chinese TreeBank (CTB)

(Xueet al., 2005) (sentence ID=300)):

[¥) å� �¬ �ñ= �4]1 �� �� Ç

[China electronic products import and export trade]1 continues increasing ,

φ2 3 � �ñ= { �­ �� Þ� �

φ2 occupies total import and export ’s ratio continues increasing .

The anaphoric zero pronounφ2 refers to the noun phrase¥)å��¬�ñ=�

4. The corresponding parse tree of the above example is shown in Figure 5.1. In CTB, IP

refers to a simple clause that does not have complementizers; CP, on the other hand, refers

to a clause introduced by a complementizer.

Just like it is possible that an overt pronoun refers to a non-NP entity, a zero pronoun is

not always coreferential with overt noun phrases. Here is anexample:
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&¬ ÍÖ cL �T "� � º�- *�

Hong Kong famous syndicate Cheung Kong Holdings , Peregrineas

4Qu =ýV . é� ê � ý� ;ø �

strategic investors already purchased LE “ Shenye Holdings”

ºI��� { øY Ç φ3 ßI 'n ñ =ýV {

twenty percent ’s share , φ3 fully reflects out investors ’s

fe �

confidence .

where the zero pronounφ3 refers to the event&¬ÍÖcL�T"��º�-*�4

Qu=ýV.é�ê�ý�;ø�ºI���{øY.

As mentioned in Chapter 1, in this thesis, instead of conducting full coreference res-

olution task for both noun phrases and zero pronouns in Chinese, we focus only on the

task of anaphoric zero pronoun identification and resolution, as this is the major difference

between coreference resolution in Chinese and in English.

Based on the above definition, the task of zero pronoun resolution is to resolve anaphoric

zero pronouns to their correct antecedents. A typical zero pronoun resolution process com-

prises two stages. The first stage is the identification of thepresence of the anaphoric zero

pronouns. The second stage is resolving the identified anaphoric zero pronouns to their

correct antecedents.

Resolving an anaphoric zero pronoun to its correct antecedent in Chinese is a difficult

task. Although gender and number information is available for an overt pronoun and has

proven to be useful in pronoun resolution in prior research,a zero pronoun in Chinese,

unlike an overt pronoun, provides no such gender or number information. At the same
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time, identifying zero pronouns in Chinese is also a difficult task. There are only a few overt

pronouns in English, Chinese, and many other languages. State-of-the-art part-of-speech

taggers can successfully recognize most of these overt pronouns. However, zero pronouns

in Chinese, which are not explicitly marked in a text, are hard to identify. Furthermore,

even if a gap is a zero pronoun, it may not be coreferential. All these difficulties make the

identification and resolution of anaphoric zero pronouns inChinese a challenging task.

5.1.2 Corpus

In the study of Chinese anaphoric zero pronouns, we used an annotated third-person pro-

noun and zero pronoun coreference corpus from Converse (2006)1. The corpus contains

205 texts from the Penn Chinese Treebank, with annotations done directly on the parse

trees. In the corpus, coreferential zero pronouns, third-person pronouns, and noun phrases

are annotated as coreference chains. If a noun phrase is not in any coreference chain, it is

not annotated. If a coreference chain does not contain any third-person pronoun or zero

pronoun, the whole chain is not annotated.

In the corpus, if a pronoun is not coreferential with any overt noun phrases, it is assigned

one of the following six categories:

• discourse deictic (#DD);

• existential (#EXT);

• inferrable (#INFR);

• ambiguity between possible referents in the text (#AMB);

• arbitrary reference (#ARB); and

1The data set we obtained is a subset of the one used in Converse(2006).
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• unknown (#UNK).

For example, in the second example shown in Section 5.1.1,φ3 refers to an event in

the preceding text, with no corresponding antecedent noun phrases. So no antecedent is

annotated, andφ3 is labeled as #DD.

Converse (2006) assumed that all correctly identified AZPs and the gold standard parse

trees are given as input to her system. She applied the Hobbs algorithm (Hobbs, 1978) to

resolve antecedents for the given AZPs.

In our study, we are only interested in zero pronouns with explicit noun phrase referents.

If a coreference chain does not contain AZPs, we discard the chain. We also discard the 6

occurrences of zero pronouns with split antecedents, i.e.,a zero pronoun with an antecedent

that is split into two separate noun phrases. A total of 383 AZPs remain in the data set used

in our experiments.

Among the 205 texts in the corpus, texts 1–155 are reserved for training, and the re-

maining texts (156–205) are used for blind test. The statistics of the training and test data

sets are shown in Table 5.1.

Training Test
Doc ID 1–155 156–205

# of Texts 155 50
# of Characters 96,338 15,710

# of Words 55,348 9,183
# of ZPs 665 87

# of AZPs 343 40

Table 5.1: Statistics of the corpus for Chinese zero pronouns.
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5.1.3 Evaluation Metrics

In the evaluation of identification and resolution of anaphoric zero pronouns in Chinese, we

use the same terminology for key and response as in Section 3.1: key is the manually anno-

tated gold standard, and response is the output by an anaphoric zero pronoun identification

and resolution system.

Similar to most prior research on pronoun resolution, we evaluate the performance of

the identification and resolution of Chinese anaphoric zeropronouns in terms of recall, pre-

cision, and F-measure. Similar to the MUC and the B-CUBED metrics we have described

in Section 3.1, the overall recall and precision on the test set are computed by micro-

averaging over all test instances. The overall F-measure isthe F1-measure, combining both

recall and precision, as we have described in Section 3.1.

For AZP identification, recall and precision are defined as:

RecallAZP =
# AZP Hit

# AZP in Key

PrecisionAZP =
# AZP Hit

# AZP in Response

An “AZP Hit” occurs when an AZP as reported in the response hasa counterpart in the

same position in the gold standard answer key.

For AZP resolution, recall and precision are defined as:

RecallResol =
# Resol Hit

# AZP in Key

PrecisionResol =
# Resol Hit

# AZP in Response
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A “Resol Hit” occurs when an AZP is correctly identified, and it is correctly resolved

to a noun phrase that is in the same coreference chain as provided in the answer key.

5.2 Overview of Our Approach

In this section, we give an overview of our approach for Chinese AZP identification and

resolution, as well as the experimental settings.

Similar to coreference resolution in English as described in Section 3.4, we need to

process the input raw texts before resolving the zero pronouns: the raw texts need to be

processed by a Chinese word segmenter, a part-of-speech (POS) tagger, and a parser se-

quentially. Although our approach can apply directly to machine-generated parse trees

from raw text, in order to minimize errors introduced by preprocessing, and focus mainly

on Chinese zero pronoun resolution, we used the gold standard word segmentation, POS

tags, and parse trees provided by CTB in our experiments. However, we removed all null

categories and functional tags from the CTB gold standard parse trees. Figure 5.1 shows a

parse tree after such removal.

A set of zero pronoun candidates and a set of noun phrase candidates are then extracted.

If W is the leftmost word in the word sequence that is spanned by some VP node, the gap

G that is immediately to the left ofW qualifies as a ZP candidate. For example, in Figure

5.1, gaps immediately to the left of the two occurrences of��, and��,3,Þ� are

all ZP candidates. All noun phrases2 that are either maximal NPs or modifier NPs qualify

as NP candidates. For example, in Figure 5.1, NP1, NP2, NP3, NP5, and NP6 are all NP

candidates. With these ZP and NP candidate extractions, therecall percentages of ZPs on

the training and test data sets were both 100%, and the recallpercentages of NPs on the

2A noun phrase can either be NP or QP (a number or a quantifier) inthe CTB. We simply use NP hereafter.
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training and test data sets were 98.6% and 99.0%, respectively.

After the ZP and NP candidates are determined, we perform AZPidentification and

resolution in a sequential manner. We build two classifiers,the AZP identification classifier

and the AZP resolution classifier. The AZP identification classifier determines the positions

of AZPs, while the AZP resolution classifier finds an antecedent noun phrase for each AZP

identified by the AZP identification classifier. Both classifiers are built using machine

learning techniques. The features of both classifiers are largely syntactic features based on

parse trees and are easily computed.

In the experiments, we performed 5-fold cross validation onthe training data set to tune

parameters and to pick the best model. We then retrained the best model with all data in the

training data set, and applied it to the blind test set. In thefollowing sections, all accuracies

reported on the training data set are based on 5-fold cross validation.

5.3 Anaphoric Zero Pronoun Identification

In this section, we describe how we identify the anaphoric zero pronouns, and present the

experimental results.

5.3.1 The Features

We use machine learning techniques to build the AZP identification classifier. Each training

or test instance is formed by a ZP candidate. A set of featuresis used for the learning-

based approach and is extracted for each instance. For easy description of the features, we

introduce some notations before describing the features.

Let Z be a ZP candidate,Wl andWr be the words immediately to the left and to the

right of Z, respectively,P the parse tree node that is the lowest common ancestor node
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of Wl andWr, Pl andPr the child nodes ofP that are ancestor nodes ofWl andWr,

respectively. IfZ is the first gap of the sentence, the values ofWl, P , Pl, andPr are all

NA. Furthermore, letV be the highest VP node in the parse tree that is immediately tothe

right of Z, i.e., the leftmost word in the word sequence that is spannedby V is Wr. If Z is

not the first gap in the sentence, define the ceiling nodeC to beP , otherwise to be the root

node of the parse tree. In the example shown in Figure 5.1, forthe ZP candidateφ2 (which

is immediately to the left of3), Wl, Wr, P , Pl, Pr, V , andC are “Ç”, 3, IP1, IP2, IP3,

VP3, and IP1, respectively.

The list of features is given below. For easy understanding,the feature values of the ZP

candidateφ2 in Figure 5.1 are given as an example after the description ofeach feature.

1. First Gap: IfZ is the first gap in the sentence, T; else F (φ2:F)

2. Pl Is NP: If Z is the first gap in the sentence, NA; otherwise, ifPl is an NP node, T;

else F. (φ2:F)

3. Pr Is VP: If Z is the first gap in the sentence, NA; otherwise, ifPr is a VP node, T;

else F. (φ2:F)

4. Pl Is NP & Pr Is VP: If Z is the first gap in the sentence, NA; otherwise, ifPl is an

NP node andPr is a VP node, T; else F. (φ2:F)

5. P Is VP: If Z is the first gap in the sentence, NA; otherwise, ifP is a VP node, T;

else F. (φ2:F)

6. IP-VP: If in the path fromWr toC, there is a VP node such that its parent node is an

IP node, T; else F. (φ2:T)

7. HasAncestorNP: If V has an NP node as ancestor, T; else F. (φ2:T)
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Model R P F
Heuristic 99.7 15.0 26.1
AZP Ident 19.8 51.1 28.6

AZP Ident (r = 8) 59.8 44.3 50.9

Table 5.2: Results of AZP identification on the training dataset under 5-fold cross valida-
tion.

8. HasAncestorVP: If V has a VP node as ancestor, T; else F. (φ2:F)

9. HasAncestorCP: If V has a CP node as ancestor, T; else F. (φ2:T)

10. Left Comma: IfZ is the first gap, NA; otherwise ifWl is a comma, T; else F. (φ2:T)

11. SubjectRole: If the grammatical role ofZ is subject, S; else X. (φ2:X)

12. Clause: IfV is in a matrix clause, an independent clause, a subordinate clause, or

none of the above, the value is M, I, S, X, respectively. (φ2:I)

13. Is In Headline: IfZ is in the headline of the text, T; else F. (φ2:F)

5.3.2 Training and Testing

To train an AZP identification classifier, we generate training instances from the training

data set. Each ZP candidate we have extracted from the training data set forms one training

instance. A training instance is positive if the ZP candidate is an AZP, and negative if it is

not.

After generating all training instances, we train an AZP identification classifier using

J48, the WEKA implementation of the C4.5 decision tree. During testing, each ZP can-

didate is presented to the learned classifier to determine whether it is an AZP. The experi-

mental results of AZP identification of 5-fold cross validation on the training data set are

shown in the row “AZP Ident” in Table 5.2. It achieved an F-measure of 28.6%.
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We use heuristic rules as a baseline for comparison. The rules used by the heuristic

model are as follows. For a nodeT in the parse tree, if

1. T is a VP node; and

2. T ’s parent node is not a VP node; and

3. T has no left sibling, or its left sibling is not an NP node,

then the gap that is immediately to the left of the word sequence spanned byT is an AZP.

The results of the heuristic baseline are shown in the row “Heuristic” in Table 5.2. This

simple AZP identification heuristic achieved an F-measure of 26.1%.

5.3.3 Imbalanced Training Data

From Table 5.2, one can see that the F-measure of the machine-learned AZP identification

model is 28.6%, which is only slightly higher than the baseline heuristic model. It has a

relatively high precision, but much lower recall. The problem lies in the highly imbalanced

number of positive and negative training instances. Among all the 155 texts in the train-

ing set, there are 343 positive and 10,098 negative traininginstances. The ratior of the

number of negative training instances to the number of positive training instances is 29.4.

A classifier trained on such highly imbalanced training instances tends to predict more test

instances as negative instances. This explains why the precision is high, but the recall is

low.

To overcome this problem, we varyr by varying the weights of the positive training

instances, which is equivalent to sampling more positive training instances. The values of

r that we have tried are1, 2, 3, . . . , 29. The larger the value ofr, the higher the precision,

and the lower the recall. By tuningr, we get a balance between precision and recall, and
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Figure 5.2: Effect of tuningr on AZP identification (the defaultr in our dataset is 29.4)

hence an optimal F-measure. Figure 5.2 shows the effect of tuningr on AZP identification.

Whenr = 8, the optimal F-measure is 50.9%, which is much higher than the F-measure

without tuningr. The result is shown in the row “AZP Ident (r = 8)” in Table 5.2.

Ng and Cardie (2002b) reported that the accuracies of their noun phrase anaphoricity

determination classifier were 86.1% and 84.0% on the MUC6 andthe MUC7 data sets, re-

spectively. Noun phrases provide much fruitful information for anaphoricity identification.

However, useful information such as gender, number, lexical string, etc, is not available in

the case of zero pronouns. This makes AZP identification a much more challenging task,

and hence it has a relatively low accuracy.
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5.4 Anaphoric Zero Pronoun Resolution

In this section, we describe how we resolve the identified anaphoric zero pronouns to their

NP antecedents, and present the experimental results.

5.4.1 The Features

Similar to AZP identification, we also use machine learning techniques to build a classifier

for AZP resolution. An instance is an NP–ZP pair. A set of features is used for the learning-

based approach. Again, letZ be the anaphoric zero pronoun that is under consideration,

andA be the potential NP antecedent forZ. V is the same as in AZP identification, i.e.,

the highest VP node in the parse tree that is immediately to the right ofZ.

The features for learning the classifier for anaphoric zero pronoun resolution are de-

scribed as follows. For easy understanding, the feature values of the pair of the potential

NP antecedent and the ZP candidate NP1–φ2 in Figure 5.1 are given as an example after

the description of each feature.

• Features betweenZ andA

1. Dist Sentence: IfZ andA are in the same sentence, 0; if they are one sentence

apart, 1; and so on. (NP1–φ2:0)

2. Dist Segment: IfZ andA are in the same segment (where a segment is a se-

quence of words separated by punctuation marks including “Ç”, “Ö”, “�”,

“¼”, and “Ú”), 0; if they are one segment apart, 1; and so on. (NP1–φ2:1)

3. Sibling NP VP: If Z andA are in different sentences, F; Otherwise, if both

A andZ are child nodes of the root node, and they are siblings (or at most

separated by one comma), T; else F. (NP1–φ2:F)
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4. ClosestNP: If A is the closest preceding NP candidate toZ, T; else F. (NP1–

φ2:T)

• Features onA

5. A Has Anc NP: If A has an ancestor NP node, T; else F. (NP1–φ2:F)

6. A Has Anc NP In IP: If A has an ancestor NP node which is a descendant of

A’s lowest ancestor IP node, T; else F. (NP1–φ2:F)

7. A Has Anc VP: If A has an ancestor VP node, T; else F. (NP1–φ2:F)

8. A Has Anc VP In IP: If A has an ancestor VP node which is a descendant of

A’s lowest ancestor IP node, T; else F. (NP1–φ2:F)

9. A Has Anc CP: IfA has an ancestor CP node, T; else F. (NP1–φ2:F)

10. A GrammaticalRole: If the grammatical role ofA is subject, object, or others,

the value is S, O, or X, respectively. (NP1–φ2:S)

11. A Clause: IfA is in a matrix clause, an independent clause, a subordinate

clause, or none of the above, the value is M, I, S, X, respectively. (NP1–φ2:M)

12. A Is ADV: If A is an adverbial NP, T; else F. (NP1–φ2:F)

13. A Is TMP: If A is a temporal NP, T; else F. (NP1–φ2:F)

14. A Is Pronoun: IfA is a pronoun, T; else F. (NP1–φ2:F)

15. A Is NE: If A is a named entity, T; else F. (NP1–φ2:F)

16. A In Headline: IfA is in the headline of the text, T; else F. (NP1–φ2:F)

• Features onZ

17. Z Has Anc NP: If V has an ancestor NP node, T; else F. (NP1–φ2:T)
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18. Z Has Anc NP In IP: If V has an ancestor NP node which is a descendant of

V’s lowest ancestor IP node, T; else F. (NP1–φ2:F)

19. Z Has Anc VP: If V has an ancestor VP node, T; else F. (NP1–φ2:F)

20. Z Has Anc VP In IP: If V has an ancestor VP node which is a descendant of

V’s lowest ancestor IP node, T; else F. (NP1–φ2:F)

21. Z Has Anc CP: If V has an ancestor CP node, T; else F. (NP1–φ2:T)

22. Z GrammaticalRole: If the grammatical role ofZ is subject, S; else X. (NP1–

φ2:X)

23. Z Clause: IfV is in a matrix clause, an independent clause, a subordinate

clause, or none of the above, the value is M, I, S, X, respectively. (NP1–φ2:I)

24. Z Is First ZP: If Z is the first ZP candidate in the sentence, T; else F. (NP1–

φ2:F)

25. Z Is Last ZP: If Z is the last ZP candidate in the sentence, T; else F. (NP1–φ2:F)

26. Z In Headline: IfZ is in the headline of the text, T; else F. (NP1–φ2:F)

5.4.2 Training and Testing

To train an AZP resolution classifier, we generate training instances from the training data

set. We generate training instances in the following way. AnAZP Z and its immediately

preceding coreferential NP antecedentA in the gold standard coreference chain form a

positive training instance. BetweenA andZ, there are other NP candidates. Each one of

these NP candidates, together withZ, form a negative training instance. This is similar

to the approach adopted in Soonet al. (2001). We also train the AZP resolution classifier

using the J48 decision tree learning algorithm.
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After building both AZP identification and resolution classifiers, we perform AZP iden-

tification and resolution in a sequential manner. For a ZP candidateZ, the AZP identifi-

cation classifier determines whetherZ is an AZP. If it is an AZP, all NP candidates that

are to the left ofZ in textual order are considered as potential antecedents. These potential

antecedents are tested from back to front. We start from the NP candidateA1 that is im-

mediately to the left ofZ. A1 andZ form a pair. If the pair is classified as positive by the

resolution classifier,A1 is the antecedent forZ. If it is classified as negative, we proceed

to the NP candidateA2 that is immediately to the left ofA1, and test again. The process

continues until we find an antecedent forZ, or there is no more NP candidate to test.

This right-to-left search attempts to find the closest correct antecedent for an AZP. We

do not choose the best-first search strategy proposed by Ng and Cardie (2002c). This is

because we generate training instances and build the resolution classifier by pairing each

zero pronoun with its closest preceding antecedent. In addition, a zero pronoun is typically

not too far away from its antecedent. In our data set, 92.6% ofthe AZPs have antecedents

that are at most 2 sentences apart. Our experiment shows thatthis closest-first strategy

performs better than the best-first strategy for Chinese AZPresolution.

Table 5.3 shows the experimental results of 5-fold cross validation on the training data

set. The results of AZP identification followed by resolution are shown in the row “AZP

Ident (r=8 t=0.5)” in the table. We achieved an F-measure of 20.1%. For comparison,

we show three baseline systems. In all three baseline systems, we do not perform AZP

identification, but directly apply the AZP resolution classifier. In the first baseline, we

apply the AZP resolution classifier on all ZP candidates. In the second baseline, we apply

the classifier only on ZPs annotated in the gold standard, instead of all ZP candidates. In the

third baseline, we further restrict it to resolve only AZPs.The results of the three baselines

are reported in the rows “All ZP Candidates”, “Gold ZP”, and “Gold AZP”, respectively, in
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Model R P F
All ZP Candidates 40.5 1.3 2.5

Gold ZP 40.5 20.9 27.6
Gold AZP 40.5 40.6 40.6

AZP Ident (r=8 t=0.5) 23.6 17.5 20.1
AZP Ident (r=11 t=0.6) 22.4 20.3 21.3

Table 5.3: Results of AZP resolution on the training data setunder 5-fold cross validation.

Table 5.3. The F-measures of the three baselines are 2.5%, 27.6%, and 40.6%, respectively.

5.4.3 Tuning of Parameters

Ng (2004b) showed that an NP anaphoricity identification classifier with a cut-off threshold

t = 0.5 pruned away many correct anaphoric NPs and harmed the overall recall. By varying

t, the overall resolution F-measure was improved. We adopt the same tuning strategy and

accept a ZP candidateZPi as an AZP and proceed to find its antecedent only ifP (ZPi) ≥ t.

The possible values fort that we have tried are0, 0.05, 0.1, . . . , 0.95.

In Section 5.3, we have shown thatr = 8 yields the best AZP identification F-measure.

When we fixr = 8 and varyt, the overall F-measure for AZP resolution is the best at

t = 0.65, as shown in Figure 5.3. We then try tuningr andt at the same time. An overall

optimal F-measure of 21.3% is obtained whenr = 11 andt = 0.6. The results are shown

in the row “AZP Ident (r=11 t=0.6)” in Table 5.3. We compare this tuned F-measure with

the F-measure of 20.1% whenr = 8 andt = 0.5, obtained without tuningt. Although the

improvement is modest, it is statistically significant (p < 0.05).
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Figure 5.3: Effect of tuning t on AZP resolution

5.5 Experimental Results

In the previous section, we have shown that whenr = 11 andt = 0.6, our sequential AZP

identification and resolution achieves the best F-measure under 5-fold cross validation on

the 155 training texts. In order to utilize all available training data, we generate training

instances for the AZP identification classifier withr = 11, and generate training instances

for the AZP resolution classifier, on all 155 training texts.Both classifiers are trained

again with the newly generated training instances. We then apply both classifiers with

anaphoricity identification cut-off thresholdt = 0.6 to the blind test data. The results are

shown in Table 5.4. We achieved an F-measure of 25.9% on the blind test set.
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R P F
27.5 24.4 25.9

Table 5.4: Results of AZP resolution on blind test data.

Converse (2006) assumed all AZPs are given and correctly input to her system. She

found an antecedent for each known AZP by utilizing all available information on the

gold standard parse trees. The accuracy of her rule-based approach was 43.0%. As a

comparison, given gold standard AZPs, under 5-fold cross validation of all 205 texts in the

corpus, our system achieved recall, precision, and F-measure of 42.3%, 42.7%, and 42.5%,

respectively. This shows that our proposed machine learning approach for Chinese zero

pronoun resolution is comparable to her rule-based approach.

5.6 Summary

In this chapter, we presented a machine learning approach tothe identification and resolu-

tion of Chinese anaphoric zero pronouns. We performed both identification and resolution

automatically, with two sets of easily computable features. Experimental results showed

that our proposed learning approach achieved anaphoric zero pronoun resolution accuracy

comparable to a previous state-of-the-art, heuristic rule-based approach. To our knowledge,

our work is the first to perform both identification and resolution of Chinese anaphoric zero

pronouns using a machine learning approach.



Chapter 6

Conclusion

In this thesis, we presented a novel maximum metric score training approach comprising

the use of instance weighting and beam search to maximize thechosen coreference metric

score on the training corpus during training. We also explored the integration of domain

adaptation and active learning for coreference resolutionfrom a newswire source domain

where we have a large collection of annotated data, to a second biomedical target domain in

which we want good performance. Lastly, we presented the first machine learning approach

to the identification and resolution of Chinese anaphoric zero pronouns. This chapter sum-

marizes our work and outlines possible future research directions.

6.1 Summary

Most previous work on coreference resolution either failedto maximize the evaluation

metric score of coreference resolution, or maximized it during testing. Typically, during

training, a coreference resolution system minimizes the number of misclassified training

instances without considering the evaluation metric. However, the extracted training in-

stances are not only not equally easy to be classified, but also not equally important. To
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address this deficiency, we proposed MMST, a generic framework to train a classifier to

maximize the chosen metric score for coreference resolution by iteratively assigning higher

weights to the hard-to-classify training instances. Experimental results showed that MMST

achieved statistically significant improvements over theSoon-style and theAll-style base-

lines on all the five standard benchmark corpora (two MUC corpora and three ACE cor-

pora), with both the link-based MUC metric and the mention-based B-CUBED metric.

One of the most challenging obstacles in applying supervised learning approaches to

coreference resolution is the difficulty of data annotation. It is much more time-consuming

and expensive to annotate a corpus for coreference resolution than to annotate a corpus

for other natural language processing tasks. To achieve good coreference resolution per-

formance in a new domain, it is almost inevitable that we annotate some data. This raises

the question of how to minimize the amount of data annotationneeded while maintain-

ing good coreference resolution performance. In this thesis, we presented an approach

comprising domain adaptation and active learning togetherto adapt coreference resolution

from the newswire source domain to the biomedical target domain. We explored the effect

of domain adaptation, active learning, and target domain instance weighting for corefer-

ence resolution. Experimental results showed that domain adaptation with active learning

and the target instance weighting scheme achieved a similarperformance on MEDLINE

abstracts, but with a greatly reduced number of training instances that we need to annotate,

compared to a system trained on full coreference annotations.

There exist some language-specific linguistic phenomena which make coreference res-

olution in one language different from the others. Zero pronouns, one of these phenomena,

occur much more frequently in Chinese than in English, and pose a unique challenge for

coreference resolution in Chinese. Although Chinese zero pronouns have been studied
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from the perspective of linguistics, only a small body of prior research studied this phe-

nomenon from the perspective of computational linguistics. All previous research on zero

pronoun identification and resolution in Chinese uses hand-engineered rules or heuristics.

In this thesis, we presented a machine learning approach to the identification and resolu-

tion of Chinese anaphoric zero pronouns. We performed both identification and resolution

automatically, with two sets of easily computable features. Experimental results showed

that our proposed learning approach achieved anaphoric zero pronoun resolution accuracy

comparable to a previous state-of-the-art, heuristic rule-based approach. To our knowledge,

our work is the first to perform both identification and resolution of Chinese anaphoric zero

pronouns using a machine learning approach.

6.2 Future Directions

There are numerous avenues to extend the current work. In this section, we discuss some

of these possibilities.

Many natural language processing tasks benefit from coreference resolution. However,

recall and precision for coreference resolution may not have equal importance for all tasks.

Furthermore, not all noun phrase types are equally important in different tasks, too. For

example, in question answering, resolving a pronoun to its correct antecedent may be more

critical than resolving a named entity to its correct antecedent. Directly applying a corefer-

ence resolution system with the highest MUC or B-CUBED metric to question answering

may be sub-optimal. In this thesis, we have evaluated the MUCand the B-CUBED met-

rics in standard benchmark corpora. Under the MMST framework, it is possible to apply

our method to other scenarios by simply replacing the evaluation metric with the desired
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ones. Exploring alternative evaluation metrics of coreference resolution for different appli-

cations in NLP and IR, and adopting our MMST framework to maximize the contribution

of coreference resolution to these tasks are interesting directions to pursue in the future.

It can also be seen that in the beam search algorithm, there are potentially other ways

of updating the weights. In this thesis, we explored the weight updating method in the

beam search algorithm by differentiating false positive and false negative training instances.

There are potentially other ways to update the weights, e.g., setting the weight of an in-

stance to be proportional to its impact on the chosen evaluation metric score.

To adapt a coreference resolution system to a new domain, we have explored the inte-

gration of domain adaptation and active learning to greatlyreduce the number of instances

we need to annotate in the desired target domain. In our active learning setting, we followed

Lewis and Gale (1994) and used the uncertainty sampling strategy. As pointed out by prior

work, compared to uncertainty based sampling, density based sampling (Cohnet al., 1996)

has the potential to perform better when very few iterationsin active learning have been

conducted, because it samples from dense unlabeled regionsand picks the instances that af-

fect the most remaining unlabeled data. The DUAL algorithm,which combines uncertainty

and density based sampling, may improve it even further (Donmezet al., 2007).

Our work is the first to perform both identification and resolution of Chinese anaphoric

zero pronouns using a machine learning approach. Given thatthe performance of our

zero pronoun identification and resolution system is still modest, there is much room for

improvement in both the identification and the resolution part. Besides, applying zero

pronoun identification and resolution directly on machine-generated parse trees need to

be investigated. Finally, applying zero pronoun identification and resolution in Chinese

to other natural language processing tasks, e.g., machine translation, is one of the fruitful

areas for future research.
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