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Summary

The nonlinear dispersive equations, including a large body of classes, are wildely

used models for a great number of problems in the fields of physics, chemistry and

biology, and have gained a surge of attention from mathematicians ever since they

were derived. In addition to mathematical analysis, the numerics of these equations

is also a beautiful world and the studies on it have never stopped.

The aim of this thesis is to propose and analyze various numerical methods for

some representative classes of nonlinear dispersive equations, which mainly arise

in the problems of quantum mechanics and nonlinear optics. Extensive numerical

results are also reported, which are geared towards demonstrating the efficiency

and accuracy of the methods, as well as illustrating the numerical analysis and

applications. Although the subjects considered here is merely a small sample of

nonlinear dispersive equations, it is believed that the methods and results achieved

for these equations can be applied or extended to more general cases.

The first part of this thesis is concerned with the Schrödinger–Poisson (SP) type

equations, which can be derived as the single-particle approximations in taking the

mean-field limit of Coulomb many-body quantum systems, in both nonrelativity and

relativity theories. First, various numerical methods are proposed and compared for

computing the ground states and dynamics of a nonrelativistic SP type equation,

v



Summary vi

with motivation for the systems of electrons (fermions), in all space dimensions.

In particular, when the equation is of spherical symmetry, the preferred methods

suggested by extensive comparisons in general settings are significantly simplified.

Later, as a benefit of the observations drawn in the nonrelativistic problem, efficient

and accurate numerical methods are proposed for computing the ground states and

dynamics of a SP type equation when relativity is taken into account.

The second part is to understand and compare various numerical methods for

solving the nonlinear Klein–Gordon (KG) equation. The nonlinear KG equation

might be viewed as the most simplest form of wave equations; however, here it is

considered in a nonrelativistic scaling involving a small parameter ε > 0, in which

scaling the solutions are highly oscillatory in time. Frequently used second-order

finite difference time domain (FDTD) methods are first analyzed, concluding with

rigorous and optimal error estimates with respect to the small ε. Then a new

numerical integration, namely a Gautschi-type exponential wave integrator in time

advances, is proposed and analyzed. Rigorous and optimal error estimates show

that the Gautschi-type integrator offers compelling advantages over those FDTD

methods regarding the meshing strategy requirement for resolving the oscillation

structure.

The last part is to investigate the sine–Gordon (SG) equation and perturbed

nonlinear Schrödinger (perturbed NLS) equation for modeling the light bullets in

two space dimensions. Here, the primary focus is in the time regime beyond the

collapse time of critical (cubic focusing) NLS equation. To this purpose, efficient

and accurate numerical methods are proposed with rigorous error estimates. Com-

prehensive comparisons among the light bullets solutions of the SG, perturbed NLS

and critical NLS equations are carried out. The results validate people’s anticipation

that cubic NLS fails to match SG well before and beyond the collapse time, whereas

the perturbed NLS still agrees with SG beyond the critical collapse. Consequently,

propagation of light bullets over long time is traced by solving the perturbed NLS

equation.
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f ∗ conjugate of a complex function f
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Gautschi-FD/-SP Gautschi-type exponential wave integrator finite differ-
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GFDN gradient flow with discrete normalization

h mesh size

I interpolation operator
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Chapter 1
Introduction

The term dispersion, occurring in a partial differential equation, generally refers

to a frequency-dependent phenomenon in its wave propagation [33,38,103,122,142,

143]. It accounts for the fact that different frequencies in this equation tend to prop-

agate at different phase velocities; and thus, a wave packet of mixed wavelengths

tends to spread out in space over time. Dispersive equations are in contrast to

transport equations, in which various frequencies travel at the same velocity, or dis-

sipative equations such as the heat equation, in which frequencies do not propagate

but instead simply attenuate to vanish.

1.1 Motivations of the study

The applications of dispersive equations are found in many branches of physical

sciences from fluid dynamics, quantum machines, plasma physics to nonlinear optics

and so forth, and in chemistry and biology as well [103, 122]. For instance, the

Korteweg-de Vries equation and its various modifications serve as the modeling

equations in several physical problems, such as the Fermi–Pasta–Ulam problem and

the evolution of one-dimensional (1D) long waves in many settings [122, 124]. The

Schrödinger equation is the fundamental governing equation in quantum machines

and quantum field theory [33,38,46,128,142], which is used to describe, for example,

1



1.1 Motivations of the study 2

many-body theory and condensed matter physics like the Bose–Einstein condensate.

It is also a classical field equation with extensive applications to optics [6, 119] and

water waves [33, 38, 142]. Also, certain problems in chemistry and biology obey the

Schrödinger–Poisson type equations [27, 76]. The nonlinear wave equations such

as the Klein–Gordon equation and sine–Gordon equation arise in the fields from

acoustics, electromagnetics, fluid dynamics, to relativity in physics [3,35,36,122,143].

Over the past few decades, an extensive body of studies have contributed to the

mathematical theories of various classes of dispersive equations; and the analytical

results, like local and global well-posedness theory, existence and uniqueness of sta-

tionary states and so forth, are rich and vast in the literature (see, e.g., some recent

monographs on this topic [103, 122, 143]). In parallel with the analytical studies, a

surge of efforts have been devoted to the numerics of these equations, which is a

topic of great interests from the point of view of concrete real-world applications to

physics and other sciences. Although the numerical approximation of solutions of

differential equations is a traditional topic in numerical analysis, has a long history

of development and has never stopped, it remains as the beating heart in this field

that to propose more sophisticated numerical methods for dispersive equations.

For some nonlinear dispersive equations, the computation concern involves sev-

eral challenges. For example, long-time simulations call for much efficient and stable

temporal solvers since the round-off error in discretizing dispersive equations will ac-

cumulate dramatically for the discretization with poor stability. And, applications

to real-world problems in two or three space dimensions (2D, 3D) give rise to a de-

mand placed on the spatial discretizing formulations with high resolution capacity

and low computational and memory cost. Also, in some singular limit regimes (like

semi-classical limit, nonrelativistic limit, subsonic limit, and so forth), the oscillatory

nature inherent in the solutions would build up severe numerical burdens. In the

scenario that oscillation occurs, even for those stable discretizations the oscillations

may very well pollute the solutions unless the oscillatory profiles are fully resolved

numerically, i.e., using many grid points per wavelength.
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These potentials in applications and challenges in numerical solutions propel this

study. In this work, the focus is put on some specific classes of nonlinear dispersive

equations, which will be discussed in a nutshell in the forthcoming section.

1.2 The subjects

This thesis focuses primarily on five equations: the Schrödinger–Poisson–Slater

equation, the nonlinear relativistic Hartree equation, the nonlinear Klein–Gordon

equation, the sine–Gordon equation, and the perturbed nonlinear Schrödinger (per-

turbed NLS) equation. The former two equations can be viewed as the single-particle

approximations, in the mean-field theory, of the multi-body quantum systems with

Coulomb interaction in nonrelativity and relativity theories, respectively, from the

point of view of mathematical physics. In fact, the relativistic Hartree equation

is also called the relativistic Schrödinger–Poisson equation, which is a degenerate

case of Schrödinger–Poisson–Slater and valid only for bosons. The nonlinear Klein–

Gordon equation is considered in a nonrelativistic limit scaling, which explicitly

leaves the inverse of the speed of light as a small parameter. The last two equa-

tions are investigated with motivation of their applications to nonlinear optics for

modeling 2D localized optical pulses, i.e., the so-called 2D light bullets. These five

equations are of course only a very small sample of the nonlinear dispersive equa-

tions, but they are reasonably representative in that the numerics of them showcase

many of the techniques applicable or generalizable for more general equations.

I. The Schrödinger–Poisson–Slater equation

The Schrödinger–Poisson–Slater (SPS) equation, also named as the Schrödinger–

Poisson–Xα equation, serves as a local single-particle approximation of the time-

dependent Hartree-Fock system as the mean-field equations of N -particle quantum
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systems [23, 32, 111]. It reads, in scaled form,

i∂tψ(x, t) =

[
−1

2
∆ + Vext(x) + CPVP − α|ψ| 2d

]
ψ, t > 0, (1.1)

∆VP (x, t) = −|ψ|2, x ∈ Rd (d = 1, 2, 3), t ≥ 0, (1.2)

with the following initial condition for dynamics

ψ(x, 0) = ψ0(x), x ∈ Rd. (1.3)

Here, the complex-valued function ψ(x, t) (t is time, x is the Cartesian coordinates)

with lim|x|→∞ |ψ(x, t)| = 0 stands for the single-particle wave function, Vext(x) is

a given external potential, for example a confining potential, VP (x, t) denotes the

Hartree potential with the same asymptotic far-field behavior as the fundamental

solution of Poisson equation in Rd, and CP and α are interaction constants. The sign

of Poisson constant CP depends on the type of interaction considered: CP > 0 in

the repulsive case and CP < 0 in the attractive case. Physically, the Slater constant

α > 0 for electrons. Note that if the Slater term is not considered, i.e. α = 0, then

the SPS equation (1.1)–(1.3) coincides with the Schrödinger–Poisson (SP) equation.

Also, the attractive SP equation, i.e. (1.1)–(1.3) with CP < 0 and α = 0, is usually

called as the Schrödinger–Newton (SN) equation which describes the particle moving

in its own gravitational potential. Note that the rigorous derivation of SP equation,

as a mean-field approximation, is only valid for bosons in that it disregards the

“Pauli exclusion principle” for fermions. Derivation of the SPS equation (1.1)–(1.3)

as an effective approximation of a Coulomb system of N electrons will be discussed

in Chapter 2.

The SPS equation (1.1)–(1.2) is equivalent to a nonlinear Schrödinger (NLS)

equation:

i∂tψ(x, t) =

[
−1

2
∆ + Vext(x) + CPVP

(
|ψ|2

)
− α|ψ| 2d

]
ψ. (1.4)

Here, the Hartree potential VP is rewritten as a function of |ψ|2,

VP
(
|ψ|2

)
= Gd(x) ∗ |ψ|2, (1.5)
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where Gd(x) denotes the Green’s function of the Laplacian on Rd (d = 1, 2, 3):

Gd(x) =





−1
2
|x| , d = 1,

− 1
2π

ln(|x|) , d = 2,

1
4π
|x|−1 , d = 3.

(1.6)

In addition, the initial condition is usually normalized under the normalization

condition by a proper non-dimensionalization

‖ψ0‖2 :=
∫

Rd

|ψ0(x)|2 dx = 1. (1.7)

Part of this study will deal with the computation for the dynamics of the SPS

equation and its ground states, i.e., one particular class of stationary states which

minimize the total energy functional of the equation in its energy space under the

normalization constraint (1.7).

II. The nonlinear relativistic Hartree equation for boson stars

The nonlinear relativistic Hartree equation in 3D, i.e. the relativistic Schrödinger–

Poisson equation, is given as [55, 96, 97]

i∂tψ(x, t) =
√
−∆+m2 ψ+ Vext(x)ψ+ λ

(
|x|−1 ∗ |ψ|2

)
ψ, x ∈ R3, t > 0, (1.8)

with the following initial condition for dynamics

ψ(x, 0) = ψ0(x), x ∈ R3. (1.9)

Here, t is time, x = (x, y, z)T is the Cartesian coordinates, ψ = ψ(x, t) is a complex-

valued dimensionless single-particle wave function, a real-valued function Vext(x)

stands for an external potential, m ≥ 0 denotes the scaled particle mass (m = 1

in most cases) with m = 0 corresponding to massless particles, and λ ∈ R is a

dimensionless constant describing the interaction strength. The sign of λ depends

on the type of interaction: positive for the repulsive interaction and negative for the

attractive interaction. The pseudodifferential operator
√
−∆+m2 for the kinetic

energy is defined via multiplication in the Fourier space with the symbol
√
|ξ|2 +m2
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for ξ ∈ R3, which is frequently used in relativistic quantum mechanical models as a

convenient replacement of the full (matrix-valued) Dirac operator [9,55,96,97]. The

symbol ∗ stands for the convolution in R3.

The above nonlinear relativistic Hartree equation (1.8) was rigorously derived

recently in [55] for a quantum mechanical system of N bosons with relativistic dis-

persion interacting through a gravitational attractive or repulsive Coulomb poten-

tial, which is often referred to as a boson star. Also, the initial condition is usually

normalized under the normalization condition by a proper non-dimensionalization

‖ψ0‖2 :=
∫

R3

|ψ0(x)|2 dx = 1. (1.10)

Again, the concern here is the computation for its dynamics and ground states.

III. The nonlinear Klein–Gordon equation in the nonrelativistic limit

regime

The Klein–Gordon equation, which is also known as the relativistic version of the

Schrödinger equation, describes the motion of a spinless particle with mass m > 0

(see, e.g. [46, 128], for its derivation). Denoting by c the speed of light and ~ the

Planck constant, the nonlinear Klein–Gordon (KG) equation reads

~2

mc2
∂ttu−

~2

m
∆u+mc2u+ g(u) = 0, x ∈ Rd (d = 1, 2, 3), t > 0, (1.11)

where, u = u(x, t) is a real-valued field and g(u) is a real-valued function, indepen-

dent of c and m, describing the nonlinear interaction and satisfying g(0) = 0.

By introducing the dimensionless variables in (1.11): t → ~
mε2c2

t and x → ~
mεc

x

with a dimensionless parameter ε > 0 which is inversely proportional to the speed

of light c, the following dimensionless KG equation is obtained,

ε2∂ttu−∆u+
1

ε2
u+ f(u) = 0, x ∈ Rd, t > 0, (1.12)

with initial conditions given as

u(x, 0) = φ(x), ∂tu(x, 0) =
1

ε2
γ(x), x ∈ Rd. (1.13)
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Here, φ and γ are given real-valued functions and f(u) is a dimensionless real-valued

function independent of ε and satisfying f(0) = 0.

The KG equation (1.12) in the O(1)-speed of light regime, i.e., for fixed ε > 0,

has been extensively studied in the literature. This study will mainly work in the

regime that 0 < ε ≪ 1 (i.e. if the speed of light goes to infinity), under which limit

the issues become substantially complicated in that in this regime the solutions

are highly oscillating in time. In fact, the solutions are propagating waves with

wavelength of O(ε2) and O(1) in time and space, respectively.

IV. Sine–Gordon and perturbed NLS equations for light bullets

The light bullets (LBs), i.e., spatially localized particle-matter optical pulses,

have been observed in the numerical simulations of the full Maxwell system with

instantaneous Kerr (χ(3) or cubic) nonlinearity in 2D [70]. Recently, by examining a

distinguished asymptotic limit of the two level dissipationless Maxwell–Bloch system

in the transverse electric regime, Xin [149] found that the well-known (2+1) sine–

Gordon (SG) equation

∂ttu(x, t)− c2∆u+ sin(u) = 0, t > 0, (1.14)

with initial conditions

u(x, 0) = u(0)(x), ∂tu(x, 0) = u(1)(x), x = (x, y) ∈ R2, (1.15)

where u(x, t) is a real-valued function and c is a given constant, has its own LBs

solutions.

On the other hand, a new and complete perturbed NLS equation was also derived

in [149] by Xin via removing all resonance terms (complete NLS approximation) in

carrying out the envelope expansion of the SG-LBs solutions. Upon a proper re-

scaling, the perturbed NLS equation derived in [149] reads

i∂TA(X, T )−
ε2

4ω2
∂TTA = −∆A− εck

ω
∂XTA+ fε

(
|A|2

)
A, T > 0, (1.16)

with initial conditions,

A(X, 0) = A(0)(X), ∂TA(X, 0) = A(1)(X), X ∈ R2, (1.17)
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where, A(X, T ) (X = (X, Y ) ∈ R2) is a complex-valued function, and

ρ = |A|2, fε(ρ) =

∞∑

l=0

(−1)l+1ε2lρl+1

(l + 1)!(l + 2)!
. (1.18)

In this study, numerical comparisons will be carried out among the LBs solutions

of the SG equation (1.14), the perturbed NLS equation (1.16) and its finite terms

approximation in nonlinearity, and the critical (cubic focusing) NLS equation (ε = 0

in (1.16)).

1.3 Overview of the thesis

Each subsequent chapter is devoted to one of the mentioned subjects. For each

problem, various classes of numerical methods will be proposed and compared, and

some of them will be rigourously analyzed in the concepts of stability and conver-

gence.

The first part of Chapter 2 is devoted to the computation of ground states and

dynamics of the Schrodinger–Poisson–Slater (SPS) equation (1.1)–(1.2) (or equiva-

lently (1.4)–(1.5)) with general external potential and initial condition. To this end,

efficient numerical methods, namely backward Euler and time-splitting pseudospec-

tral methods are proposed for the NLS equation (1.4) with the nonlocal Hartree

potential (1.5) approximated by various approaches. These approaches include fast

convolution algorithms, which are accelerated by using FFT in 1D and fast multipole

method (FMM) in 2D and 3D, and sine/Fourier pseudospectral methods. Numer-

ical comparisons among all these approaches show that the methods based on sine

pseudospectral formulation are the best candidates. Applications of the backward

Euler and time-splitting sine pseudospectral methods to study the ground states and

dynamics in different setups are also reported. The second part of Chapter 2 is con-

cerned with the case that the external potential and initial condition are spherically

symmetric. For the SPS equation with spherical symmetry, via applying a proper

change of variables into the reduced quasi-1D model, the methods proposed for the
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general 3D case are simplified, such that both the memory and computational load

are significantly reduced.

Chapter 3, to some extents, can be regarded as one application of the observa-

tions drawn in Chapter 2; in this chapter, efficient and accurate numerical methods

are presented for computing the ground states and dynamics of 3D nonlinear rela-

tivistic Hartree equation (1.8) for boson stars. Those preferred numerical methods

discussed in Chapter 2 are extended to the relativistic Hartree equation, i.e. rel-

ativistic Schrödinger–Poisson equation (α = 0 in (1.4)). Also, when the external

potential and initial data for dynamics are spherically symmetric, the original 3D

problem collapses to a quasi-1D problem, for which the 3D spectral-type methods

are extended and simplified successfully with a proper change of variables. Exten-

sive numerical results are also reported to demonstrate the spectral accuracy of the

methods and to show very intriguing and complicated phenomena in the mean-field

dynamics of boson stars.

Chapter 4 analyzes rigourously error estimates and compares numerically tem-

poral/spatial resolution of various numerical methods for solving the Klein–Gordon

equation (1.12) in the nonrelativistic limit regime (0 < ε≪ 1). We begin with four

frequently used finite difference time domain (FDTD) methods and obtain their

rigorous error estimates for 0 < ε ≪ 1. The results show that, besides of the

second-order accuracy, in order to compute “correct” solutions when 0 < ε ≪ 1,

the four FDTD methods follow the same meshing strategy requirement: τ = O(ε3)

(τ is time step). Then new numerical methods are proposed by using either sine

pseudospectral or finite difference approximation for spatial derivatives combined

with the Gautschi-type exponential wave integrator for temporal derivatives. The

new methods are unconditionally stable and their meshing strategy requirement is

loosen to τ = O(1) and τ = O(ε2) for linear and nonlinear problems, respectively,

which is also rigorously proved.

In Chapter 5, the sine–Gordon (SG) equation (1.14) and the perturbed NLS

equation (1.16) are studied numerically for modeling the 2D light bullets (LBs).
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We begin with the derivation of the perturbed NLS equation (1.16) for the SG-LBs

envelopes, which is globally well-posed and has all the relevant higher order terms

to regularize the collapse of the standard critical (cubic focusing) NLS equation

(ε = 0 in (1.16)), followed by the discussion that the perturbed NLS equation (1.16)

is approximated by truncating the saturating nonlinearity into finite higher order

terms undergoing focusing-defocusing cycles. Efficient methods for solving the SG

and perturbed NLS equations are proposed with rigorous error estimates. Numerical

comparison results validate that the LBs solutions of the perturbed NLS equation

and its finite-term truncations are in qualitative and quantitative agreement with the

ones of the SG equation even beyond the critical collapse time of the cubic focusing

NLS equation. In contrast, the critical NLS-LBs is in qualitative agreement with

the SG-LBs merely before the collapse time. As a benefit of such observations,

LBs propagations are studied via solving the perturbed NLS equation truncated by

reasonably many nonlinear terms, which is a much cheaper task than solving the

SG equation directly.

Finally, the main results obtained for these subjects are summarized in Chapter

6. Also, some interesting topics for further work are addressed in Chapter 6.



Chapter 2
Methods for the

Schrödinger–Poisson–Slater equation

In this chapter, various classes of efficient numerical methods are proposed

and compared for computing the ground states and dynamics of the Schrödinger–

Poisson–Slater (SPS) equation (1.1)–(1.2) (or equivalently (1.4)–(1.5)). The first

part of this chapter (Sections 2.2 and 2.3) is concerned with the case of general

external potential Vext and initial condition in (1.3), and different methods are dis-

cussed there. The second part (Section 2.4) is devoted to a special 3D case where

the SPS equation is of spherical symmetry.

2.1 The SPS equation: derivation and contempo-

rary studies

One of the fundamental problems of many body quantum mechanics is seeking

for the approximation of exact N -body problems by simpler models, in particular

single-body equations. The following will sketch the formal derivation of the SPS

equation (1.1)–(1.3) as an effective time-dependent single-particle approximation of

a quantum system of N electrons interacting via Coulomb potential, with a local

exchange correction term to the so-called mean-field approximation.

11
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The linear Schrödinger equation for the wave function Ψ = Ψ(x1,x2, . . . ,xN , t)

of N electrons interacting via the Coulomb potential reads

i∂tΨ(x1, . . . ,xN , t) = −1

2

N∑

j=1

∆
xj
Ψ+

N∑

j=1

N∑

k=j+1

1

|xj − xk|
Ψ, t > 0, (2.1)

Ψ(x1, . . . ,xN , 0) = Ψ0(x1, . . . ,xN), xj ∈ R3, j = 1, . . . , N. (2.2)

Here, the Planck constant, the mass and other physical constants are kept fixed and

scaled to 1. To obtain the mean-field approximation from (2.1), the Hartree ansatz

for the N -particle wave function Ψ, i.e.,

Ψ(x1, . . . ,xN , t) = ΠN
j=1ψ(xj , t), j = 1, . . . , N, (2.3)

yields the Schrödinger–Poisson (SP) equation (α = 0 in (1.1)), for which rigorous

derivations were given recently in [10] for the stationary case, and respectively, in [12]

for the time-dependent case. However, the Hartree ansatz (2.3) writes the N -particle

wave function as a simple product of single-particle wave functions; hence, in the

SP model the “Pauli exclusion principle” for fermions is disregarded (the SP model

is thus only valid for bosons), and the exchange effects of electrons are missing.

In contrast, the Hartree–Fock (HF) ansatz takes the N -particle wave function as

a Slater determinant:

Ψ(x1, . . . ,xN , t) =
1√
N !

det (ψj(xk, t))j,k=1,...,N , (2.4)

which vanishes for two particles occupying the same position, and thus realizes the

antisymmetrization of the N -particle wave function so that the Pauli principle is

respected. In the context of minimizing the total energy of an N -body system

(therefore the variable t is not taken into account), with the HF ansatz (2.4), the

original N -body problem reduces to a system of N coupled stationary one-electron

Schrödinger equations. The stationary HF equations for the set of N orthonormal

single-particle wavefunctions ψj are

−1

2
∆ψj + Vextψj + VPψj + (Vexcψ)j = Ejψj , j = 1, . . . , N, (2.5)
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where Ej is the j-th eigenvalue, Vext refers to some given external potential, VP is

the Hartree potential with the local density ρ:

VP (x) :=

∫

R3

ρ(y)

|x− y|dy, ρ(x) :=

N∑

j=1

|ψj(x)|2 , x ∈ R3, (2.6)

and (Vexcψ)j stands for the exchange term, defined by

(Vexcψ)j (x) := −
N∑

k=1

[∫

R3

ψj(y)ψ
∗
k(y)

|x− y| dy

]
ψk(x), j = 1, . . . , N. (2.7)

This HF model has been used to analyze vast phenomena in quantum chemistry and

solid state physics. For the rigorous analysis of the stationary HF system, one can

refer to [104] and references therein. For the time-dependent case, the HF equations

formulated for the density matrix were rigorously derived by means of “mean-field

limits” in [13] for the bounded interactions and, respectively, in [14] for the Coulomb

case.

The HF equations (2.5) are too complex for numerical simulations since the

nonlocal exchange term (2.7) is quite costly to calculate. Slater in [135] gave one

simple approximation to the exchange term (2.7), which is (Vexcψ)j (x) = Cραψj

with α = 1/3 and some constant C. This local expression was actually first in-

troduced implicitly by Dirac while considering the exchange energy as a correction

in the Thomas–Fermi model [49]. Such kind of ρα approximation is usually named

as Xα-approach, in which α is taken as a parameter and differs as various limits.

Such local approximation to the nonlocal HF exchange potential provides excellent

results in the study of stationary states [51, 100, 101]. The rigorous derivations of

this Xα approximation in the stationary case were given in [30,31] and the argument

in time-dependent case is still an active research topic.

Therefore, so far only the SP equation has been rigorously derived as the time-

dependent single-particle approximation. Hence, it is imperative to find appropriate

corrections to the mean-field potential in the SP model so as to take into account the

exchange effects. To this end, taking the more or less rigorously derived expression

of the stationary case and hence adding the local Xα-approximated exchange term
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(with α = 1/d for the problem in d = 1, 2, 3 space dimensions according to the

derivation in [13]) with t as an additional variable, to the effective potential in the

SP model, the SPS model (1.1)–(1.3) was proposed in [111].

There are at least two important invariants of (1.1)–(1.2) or equivalently (1.4):

the mass of particles

N (ψ(·, t)) := ‖ψ(x, t)‖2 =
∫

Rd

|ψ(x, t)|2 dx = 1, t ≥ 0, (2.8)

and the total energy

E (ψ(·, t)) :=

∫

Rd

[
1

2
|∇ψ|2 +

(
Vext(x) +

CP

2
VP (|ψ|2)

)
|ψ|2 − αd

d+ 1
|ψ| 2d+2

]
dx

≡ E(ψ0), t ≥ 0. (2.9)

The NLS equations have drawn a surge of attention from mathematicians, and

for an overview of this subject one can refer to [33,38,142]. Also, there is a series of

analytical results on the SPS equation in the literature. For (1.1)–(1.2) (or (1.4)),

by the standard results in [38] the global existence of a unique solution in its energy

space H1 can be established for 3D [30]. The existence theory in 1D was given

in [138] and the analysis in 2D was recently announced in [109]. Another interesting

problem is the existence and uniqueness of the ground states, i.e. the solutions

which minimize the total energy functional (2.9) under the normalization constraint

(1.7). For the most simple-looking equation in the form of (1.1)–(1.3), i.e. the SN

equation without external potential, the existence of a unique spherically symmetric

ground state in 3D was proven by Lieb in [99], and in any dimension d ≤ 6 was

given in [43]. There is no global minimum of the energy functional for the repulsive

SP equation without external potential since the infimum of its energy is always

zero. When the Slater term in (1.4) is considered and in the absence of any external

potential, the existence analysis of ground states in 3D was given in [129], and in

particular the existence of a unique spherically symmetric ground state is proven

in [32] for the attractive case. To our knowledge, so far the existence analysis of

higher bound states remains open.
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Along the numerical front, self-consistent solutions of the SPS equation are im-

portant in the simulations of a quantum system. For example, time-independent

SP equation was solved in [27, 39] for the eigenstates of the quantum system, and

time-dependent spherically symmetric SP equation was considered in [54] and time-

dependent SN equation was treated in [78] with three kinds of symmetry: spherical,

axial and translational symmetry. Most of the pervious work apply Crank–Nicholson

time integration and finite difference for space discretization. Also, note that in gen-

eral the ground states of the SPS equation will lose the symmetric profile due to

the external potential and therefore one cannot obtain a reduced quasi-1D model

from (1.1)–(1.3) as for the SN system, by studying which the SN equation was ex-

tensively investigated in [78]. On the other hand, the computation of stationary

states and dynamics of the NLS equation (1.4) without Hartree potential, has been

extensively studied. Among the numerical methods proposed in the literature, dis-

cretizations based on a gradient flow with discrete normalization (GFDN) [17,18,62]

show more efficient in finding the ground and excited states of NLS modeling the

Bose–Einstein condensates (BEC). For dynamics, a time-splitting pseudospectral

discretization [20, 21, 26] shows its accuracy and efficiency in practice. Such results

suggest that we can extend these successful tools to the computation of ground

states and dynamics of the SPS equation. For example, similar methods were ex-

tended in [16] to treat a Gross–Pitaevskii–Poisson type system which is used to

model dipolar BEC, and a time-splitting approach was used in [23] for computing

the dynamics of the SPS equation with periodic boundary conditions in all space

dimensions. However, there still remains an issue that how to approximate the

Hartree potential (1.5) properly, which definitely affects the overall accuracy and

efficiency.
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2.2 Numerical studies for ground states

In this section, the GFDN of the SPS equation is given, and different numerical

methods are presented and compared for computing the ground states.

2.2.1 Ground states and normalized gradient flow

To find the stationary states of (1.1)–(1.2), we take the ansatz

ψ(x, t) = e−iµtφ(x), x ∈ Rd, t ≥ 0, (2.10)

where µ ∈ R is the chemical potential and φ := φ(x) is a time-independent real-

valued function with lim|x|→∞ |φ(x)| = 0. Inserting (2.10) into (1.1)–(1.3) leads to

the time-independent Schrödinger equation (or a nonlinear eigenvalue problem)

µφ(x) =

[
−1

2
∆ + Vext(x) + CPVP (|φ|2)− α|φ| 2dφ

]
φ, x ∈ Rd, (2.11)

under the constraint

‖φ‖2 :=
∫

Rd

|φ(x)|2 dx = 1, (2.12)

where, VP (|φ|2) satisfies (1.5). Mathematically the ground state is defined as the

minimizer of the following nonconvex minimization problem:

Find φg ∈ S and µg ∈ R such that

Eg := E(φg) = min
φ∈S

E(φ), µg := µ(φg), (2.13)

where the constraint set S is defined as S := {φ | ‖φ‖2 = 1, E(φ) <∞} and the

chemical potential (or eigenvalue of (2.11)) is defined as

µ(φ) :=

∫

Rd

[
1

2
|∇φ|2 + Vext(x)|φ|2 + CPVP (|φ|2)|φ|2 − α|φ| 2d+2

]
dx

≡ E(φ) +

∫

Rd

[
CP

2
VP (|φ|2)|φ|2 −

α

d+ 1
|φ| 2d+2

]
dx. (2.14)

In above the energy functional E(φ) is defined according to (2.9). In fact, only the

positive solution of (2.13) is of interests since for any φ(x) ∈ S we always have
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E(φ) ≥ E(|φ|). Also, the nonlinear eigenvalue problem (2.11) under the constraint

(2.12) can be viewed as the Euler–Lagrangian equation of the nonconvex mini-

mization problem (2.13). Any eigenfunction of (2.11) under the constraint (2.12)

corresponds to the critical point of energy functional E(φ) over the unit sphere S.

The eigenfunctions whose energy are larger than Eg are usually called as excited

states in physics literature.

In order to solve the minimization problem (2.13) numerically, the gradient flow

with discrete normalization (GFDN) is constructed via the similar procedure as

in [5,18,41] for computing the stationary states of an NLS modeling BEC. Choose a

time step τ = ∆t > 0 and set tn = nτ for n = 0, 1, . . . . Applying the steepest decent

method to the energy functional E(φ) in (2.9) without the constraint (2.12), and

then projecting the solution back to the unit sphere S at the end of each time interval

[tn, tn+1] to enforce the constraint (2.12), one can obtain the following gradient flow

for φ(x, t) with discrete normalization:

∂tφ(x, t) = −1

2

δE(φ)

δφ
=

[
1

2
∆− Vext(x)− CPVP (|φ|2) + α|φ| 2d

]
φ, (2.15)

φ(x, tn+1) := φ(x, t+n+1) =
φ(x, t−n+1)

‖φ(x, t−n+1)‖
, (2.16)

lim
|x|→∞

|φ(x, t)| = 0, φ(x, 0) = φ0(x), with ‖φ0‖ = 1, (2.17)

for x ∈ Rd, tn ≤ t < tn+1 and n ≥ 0, where φ(x, t±n ) := limt→t±n
φ(x, t). In fact, the

gradient flow (2.15) can also be obtained from the NLS equation (1.4) by setting

time t to t̃ = it, which refers to the imaginary time method in physics literature

[45, 95, 126].

Letting τ → 0 in the GFDN (2.15)–(2.17), one can obtain the following contin-

uous normalized gradient flow (CNGF) [18]:

∂tφ(x, t) =

[
1

2
∇2 − Vext(x)− CPVP (|φ|2) + α|φ| 2d + µ(φ)

‖φ‖2
]
φ, (2.18)

lim
|x|→∞

|φ(x, t)| = 0, φ(x, 0) = φ0(x), with ‖φ0‖ = 1, (2.19)

for x ∈ Rd and t ≥ 0, where µ(φ) is defined by (2.14). It can be justified by simple
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calculation that the CNGF (2.18)–(2.19) is normalization conserved and energy

diminishing, i.e.,

‖φ(x, t)‖2 ≡ ‖φ0‖2 = 1,
d

dt
E(φ(x, t)) = −2‖∂tφ(x, t)‖2 ≤ 0, t ≥ 0,

which also implies that E(φ(x, t2)) ≤ E(φ(x, t1)) for 0 ≤ t1 ≤ t2 <∞.

The positive ground state φg(x) and its corresponding chemical potential µg can

be obtained from the stationary solution of GFDN (2.15)–(2.17) or CNGF (2.18)–

(2.19) with a positive initial condition φ0(x) ≥ 0.

2.2.2 Backward Euler spectral discretization

To compute the ground states, the starting model is the GFDN (2.15)–(2.17)

constructed before. In practice, the whole space problem (2.15)–(2.17) is usually

truncated into a bounded computation domain Ω with homogeneous Dirichlet or

periodic boundary conditions. We choose Ω as an interval [a, b] in 1D, a rectangle

[a, b] × [c, d] in 2D, a box [a, b] × [c, d] × [e, f ] in 3D. For simplicity of notations,

the discretization in 1D shall be introduced. Generalization to higher dimensions is

straightforward due to tensor product grids. When d = 1, for x ∈ [a, b], tn ≤ t < tn+1

and n ≥ 0,

∂tφ(x, t) =
1

2
∂xxφ− Vext(x)φ− CPVP (|φ|2)φ+ α|φ| 2dφ, (2.20)

φ(x, tn+1) := φ(x, t+n+1) =
φ(x, t−n+1)

‖φ(x, t−n+1)‖L2(a,b)

, (2.21)

φ(x, 0) = φ0(x), with ‖φ0‖2L2(a,b) :=

∫ b

a

|φ0(x)|2dx = 1, (2.22)

with homogeneous Dirichlet boundary conditions:

φ(a, t) = φ(b, t) = 0, t > 0, (2.23)

or periodic boundary conditions:

φ(a, t) = φ(b, t), φx(a, t) = φx(b, t), t > 0. (2.24)
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Choose the spatial mesh size h = ∆x > 0 with h = (b−a)
M

for M being an even

positive integer, and let the grid points be xj = a+ jh, j = 0, 1, . . . ,M . Define two

function spaces

Y S
M = span {sin (µl(x− a)) , l = 1, . . . ,M − 1, x ∈ [a, b]} ,

Y F
M = span {exp (iλl (x− a)) , l = −M/2, . . . ,M/2− 1, x ∈ [a, b]} ,

with

µl =
πl

b− a
(l = 1, . . . ,M − 1), λl =

2πl

b− a
(l = −M/2, . . . ,M/2− 1).

Let PS
M : Y0 := {U(x) ∈ C(a, b) |U(a) = U(b) = 0} → Y S

M and PF
M : Yp :=

{U(x) ∈ C(a, b) |U(a) = U(b), U ′(a) = U ′(b)} → Y F
M be the standard projection

operators [71, 80, 133], i.e.,

(
PS

MU
)
(x) =

M−1∑

l=1

(̂U)
S

l sin (µl(x− a)) , x ∈ [a, b], ∀ U(x) ∈ Y0,

(
PF

MU
)
(x) =

M/2−1∑

l=−M/2

(̂U)
F

l exp (iλl(x− a)) , x ∈ [a, b], ∀ U(x) ∈ Yp,

with

(̂U)
S

l =
2

b− a

∫ b

a

U(x) sin (µl(x− a)) dx, l = 1, . . . ,M − 1, (2.25)

(̂U)
F

l =
1

b− a

∫ b

a

U(x) exp (−iλl(x− a)) dx, l = −M/2, . . . ,M/2− 1.

(2.26)

Then for (2.20)–(2.22) with homogeneous Dirichlet boundary conditions (2.23), a

backward Euler sine spectral discretization reads:

Find φn+1(x) ∈ Y S
M (i.e. φ+(x) ∈ Y S

M) such that

φ+(x)− φn(x)

τ
=

1

2
∂xxφ

+(x)− PS
M

{[
Vext(x) + CPV

n
P (x)− α|φn(x)| 2d

]
φ+(x)

}

(2.27)

φn+1(x) =
φ+(x)

‖φ+(x)‖L2(a,b)

, φ0(x) = PS
M (φ0(x)) , x ∈ [a, b], n ≥ 0. (2.28)
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Here, V n
P (x) is a numerical approximation of the Hartree potential (1.5) at time

tn with ψ(x, tn) being taken as φn(x), for which the numerical methods will be

discussed in the coming subsection.

The above discretization can be solved in phase space but it is not suitable in

practice due to the difficulty in computing the integrals in (2.25). In fact, we apply

an efficient implementation by choosing φ0(x) as the interpolation of φ0(x) on the

grid points {xj, j = 0, . . . ,M} and approximating the integrals in (2.25) by a nu-

merical quadrature rule on the grid points [57,133]. Let φn
j be the approximation of

φ(xj , tn) and φ
n be a vector with components φn

j ; (VP )
n
j be the approximation of the

Hartree potential VP (xj , tn) from φn and V n
P be a vector with components (VP )

n
j .

Choosing φ0
j = φ0(xj), then for n = 0, 1, . . . , a backward Euler sine pseudospec-

tral discretization for (2.20)–(2.22) with homogeneous Dirichlet boundary conditions

(2.23) reads,

φ+
j − φn

j

τ
=

1

2
DS

xxφ
+
∣∣
j
−
[
Vext(xj) + CP (VP )

n
j − α|φn

j |
2

d

]
φ+
j , (2.29)

φ+
0 = φ+

M = 0, φn+1
j =

φ+
j

‖φ+‖h
, j = 1, . . . ,M − 1. (2.30)

Here, DS

xx is the sine pseudospectral approximation of ∂xx, defined as

DS

xxU |j = −
M−1∑

l=1

(µl)
2(̃U)

S

l sin (µl(xj − a)) , j = 1, 2, . . . ,M − 1,

with (̃U)
S

l the discrete sine transform coefficients of the vector U = (U0, U1, . . . , UM)T

satisfying U0 = UM = 0,

(̃U)
S

l =
2

M

M−1∑

j=1

Uj sin (µl(xj − a)) , l = 1, . . . ,M − 1.

The discrete l2-norm is defined in standard way, ‖U‖2h = h
∑M−1

j=0 |Uj |2 .
The nonlinear system (2.29)–(2.30) can be iteratively solved in phase space effi-

ciently with the help of fast sine transform (FST). The procedure is similar to that

in [17] and the details are omitted here for brevity.

For the problem (2.20)–(2.22) with periodic boundary conditions (2.24), with a

similar procedure to above a backward Euler Fourier spectral discretization can be
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proposed, i.e., replacing Y S
M and PS

M in (2.27)–(2.28) by Y F
M and PF

M respectively.

Similarly, a practical implementation, a backward Euler Fourier pseudospectral dis-

cretization, will be used in computation which is similar to (2.29)–(2.30) but defined

on a proper index set with replacing DS

xx by the Fourier pseudospectral approxima-

tion of ∂xx, defined as

DF

xxU |j = −
M/2−1∑

l=−M/2

(λl)
2(̃U)

F

l exp (iλl(xj − a)) , j = 0, 1, . . . ,M − 1,

with (̃U)
F

l the discrete Fourier transform coefficients of the vector U = (U0, U1, . . . , UM)T

satisfying U0 = UM ,

(̃U)
F

l =
1

M

M−1∑

j=0

Uj exp (−iλl(xj − a)) , l = −M/2, . . . ,M/2− 1.

The backward Euler Fourier pseudospectral discretization can also be iteratively

solved in phase space efficiently with the help of FFT.

2.2.3 Various methods for the Hartree potential

In this subsection, different ways to obtain the approximations (VP )
n
j from the

vector φn are proposed. The methods proposed here include fast convolution, sine

pseudospectral and Fourier pseudospectral approaches.

Fast convolution method is the approach to approximate the convolution

(1.5) on grid points with fast algorithms. Since the convolution kernel changes with

the dimension of space, the algorithms also vary in different dimensions.

In 1D, first consider the problem (2.20)–(2.22) with homogeneous Dirichlet bound-

ary conditions (2.23). For n ≥ 0, with ρn := (|φn
0 |2, |φn

1 |2, . . . , |φn
M |2)T the Hartree

potential approximation (VP )
n
j in (2.29) is obtained by

(VP )
n
j = −1

2

M−1∑

l=1

(̃ρn)
S

l

∫ b

a

|xj − y| sin (µl(y − a)) dy, j = 1, . . . ,M − 1. (2.31)
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The integrals in above can be evaluated exactly since

∫ b

a

|x− y| sin (µl(y − a)) dy =
1

µl

[
(1 + (−1)l)x− (a+ (−1)lb)

]

− 2

(µl)2
sin (µl(x− a)) , x ∈ [a, b], l = 1, . . . ,M − 1. (2.32)

Thus,

(VP )
n
j =

M−1∑

l=1

(̃ρn)
S

l

a+ (−1)lb

2µl
− xj ·

M−1∑

l=1

(̃ρn)
S

l

1 + (−1)l

2µl

+

M−1∑

l=1

(̃ρn)
S

l

(µl)2
sin (µl(xj − a)) := S1 − xj · S2 + S3, j = 1, . . . ,M − 1. (2.33)

Since the summation terms S1 and S2 are uniform for any j = 1, . . . ,M−1 and S3 can

be evaluated efficiently with the help of FST, the overall computation cost reduces

from O(M2) for direct convolution to O(M ln(M)). Hereafter the fast algorithm

(2.33) is referred as 1D fast convolution method in homogeneous Dirichlet boundary

conditions case. Combining this 1D fast convolution method with (2.29)–(2.30) leads

to a backward Euler sine pseudospectral+fast convolution (BSFC) discretization to

compute the ground states in 1D. On the other hand, for the 1D problem (2.20)–

(2.22) with periodic boundary conditions (2.24), a similar fast convolution algorithm

can also be achieved with the help of FFT and noting that

∫ b

a

|x− y|exp (iλl(y − a)) dy

=





2

(λl)2
[1− exp (iλl(x− a))] +

(a+ b− 2x)

iλl
, l 6= 0,

x2 − (a + b)x+
a2 + b2

2
, l = 0,

which combines with the backward Euler Fourier pseudospectral discretization (BFFC)

to compute the ground states in 1D with periodic boundary conditions.

In higher dimensions, i.e. d = 2 and 3, the above fast algorithms is difficult to

be generalized since there is no analytical formula to evaluate the convolution of

Gd(x) with sine or Fourier base functions. In what follows, the 2D and 3D convo-

lution are accelerated by fast multipole method (FMM), for which the computation
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cost is O(N) with N being the number of target points (grid points). Backward

Euler sine/Fourier pseudospectral discretization combined with such fast convolu-

tion approximation (BSFC/BFFC) is used to compute the 2D or 3D ground states,

depending on the boundary conditions made on the wave function.

For simplicity of notations, the domain Ω is assumed to be a square and a

cube in 2D and 3D respectively, i.e. Ω2 := [a, b] × [a, b] and Ω3 := [a, b] × [a, b] ×
[a, b], and grid points in y-axis and z-axis to be yk = a + kh and zl = a + lh

for k, l = 0, 1, . . . ,M . Given φn
jk ≈ φ(xj , yk, tn) and φn

jkl ≈ φ(xj , yk, zl, tn), the

density function ρ(x, tn) := |φ(x, tn)|2 is first interpolated by a piecewise bilinear and

trilinear function ρnh(x) in 2D and 3D respectively. Then, (VP )
n
jk ≈ VP (xj , yk, tn),

and (VP )
n
jkl ≈ VP (xj, yk, zl, tn) are obtained by evaluating

− 1

2π

∫

Ω2

ln (|x− y|) ρnh(y)dy, and
1

4π

∫

Ω3

1

|x− y|ρ
n
h(y)dy, (2.34)

at target points.

In order to calculate the above convolution efficiently, FMM is applied by follow-

ing [56] for 2D and [40,67,151] for 3D. The procedure is sketched here in a nutshell.

First, an oct-tree hierarchy is imposed on Ω3 by dividing the cube into eight sub

cubes recursively. Similarly, a quad-tree is superimposed on Ω2 in 2D. One can refer

to [56,66,67] for detailed tree structures and their adaptivity. In FMM, the far field

interactions are calculated by means of multipole expansions (via upward pass) and

it converts the multipole expansions into local expansions (via downward pass) rely-

ing on three kind of translation operators acting on multipole and local expansions

in the tree hierarchy: multipole-to-multipole (TMM), multipole-to-local (TML), and

local-to-local (TLL) translations. Last, direct interactions (influence from neighbors

of a leaf node and itself) are computed according to (2.34). The algorithms are omit-

ted here for brevity and one can refer to [40, 56, 67] for the technical details. The

most time-consuming translation operator TML is accelerated by plane wave method

as described in [40, 85] for 2D and 3D. To calculate the integrals in the multipole

and local expansions efficiently, recurrence formulas for the spherical harmonics are
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helpful (refer to [150] ). For regular integral in (2.34), Gaussian quadrature is ap-

plied. In the implementation, both multipole and local expansions are truncated to

p = 18 terms which allows a 6-digits precision.

Sine pseudospectral approximation is the approach to solve the Poisson

equation (1.2) (or its modified equation) on the bounded domain Ω with homoge-

neous Dirichlet boundary conditions by using sine pseudospectral method. In 1D,

consider the problem (2.20)–(2.22) with homogeneous Dirichlet boundary conditions

(2.23), and at each time tn, given φ
n, consider the following problem

∂xxVP (xj , tn) = −|φn
j |2, j = 1, . . . ,M − 1, n ≥ 0 (2.35)

VP (x0, tn) = (VP )
n
0 , VP (xM , tn) = (VP )

n
M , (2.36)

where, (VP )
n
0 and (VP )

n
M are two approximated boundary conditions which, for ex-

ample, can be obtained from (2.33) by letting j = 0 and M respectively. Then a

sine pseudospectral discretization to a modified problem of (2.35)–(2.36) reads

DS

xxVP (x, tn)
∣∣
j
= −|φn

j |2, j = 1, . . . ,M − 1, n ≥ 0 (2.37)

VP (x0, tn) = VP (xM , tn) = 0, (2.38)

where

VP (x, t) = VP (x, t)−
(VP )

n
M − (VP )

n
0

b− a
(x− a)− (VP )

n
0 . (2.39)

Solving (2.37)–(2.38) in phase space, for j = 1, . . . ,M − 1,

(VP )
n
j =

M−1∑

l=1

(̃ρn)
S

l

(µl)2
sin (µl(xj − a)) +

(VP )
n
M − (VP )

n
0

b− a
(xj − a) + (VP )

n
0 . (2.40)

Note that if the external potential Vext(x) is symmetric, without loss of generality

Vext(x) is an even function, then the solution of (2.15)–(2.17) φ(x, t) should also be

even. Therefore, it is reasonable to choose a = −b and the approximated boundary

conditions (VP )
n
0 = (VP )

n
M in (2.37)–(2.38) due to (1.5). Then, the approximation in

(2.40) is just a constant translation of the result by applying the sine pseudospectral
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discretization to (2.35) with (VP )
n
0 = (VP )

n
M = 0. In view of any constant translation

of external potential will leave the ground states unchanged, one can simply choose

(VP )
n
0 = (VP )

n
M = 0 when Vext(x) is an even function, i.e. the Hartree potential is

approximated by

(VP )
n
j =

M−1∑

l=1

(̃ρn)
S

l

(µl)2
sin (µl(xj − a)) , j = 1, . . . ,M − 1. (2.41)

In 3D, the far-field condition of VP (x, t) being lim|x|→∞ |VP (x, t)| = 0 can be

drawn from (1.5), and therefore the sine pseudospectral discretization in 3D is a

straightforward generalization of (2.41) by tensor product grids without any modi-

fication provided that the bounded domain Ω is chosen large enough.

Hereafter in this chapter, (2.40) or (2.41) for an even external potential, and the

generalization of (2.41) in 3D are referred as sine pseudospectral approximation of

(1.5). Combining this method with (2.29)–(2.30), one can obtain a backward Euler

sine pseudospectral (BESP) discretization to compute the ground states in d = 1, 3

space dimensions.

Remark 2.1. In 2D, to obtain appropriate approximated boundary conditions with

high-order of accuracy is a costly job itself. Meanwhile, no homogenization tool

like (2.37)–(2.39) is available in general for 2D problems. Thus, the homogeneous

boundary conditions cannot be satisfied, and the sine pseudospectral approach is not

applicable in 2D. The work to propose a spectral-type approach in 2D with artificial

boundary conditions is still on-going.

Fourier pseudospectral approximation is the approach to solve the Poisson

equation (1.2) (or its modified equation) on the bounded domain Ω with periodic

boundary conditions by using Fourier pseudospectral method. In 1D, consider the

problem (2.20)–(2.22) with periodic boundary conditions (2.24). At each time tn,

for (2.35)–(2.36) and introducing

VP (x, t) = VP (x, t)−
(VP )

n
M − (VP )

n
0

b− a
(x− a), (2.42)
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one obtains a modified problem

∂xxVP (xj , tn) = −|φn
j |2, j = 0, . . . ,M − 1, n ≥ 0 (2.43)

VP (x0, tn) = VP (xM , tn), (2.44)

which determines a unique VP up to a constant translation. A Fourier pseudospectral

discretization applying to the modified problem (2.43)–(2.44) reads

DF

xxVP (x, tn)
∣∣
j
= −|φn

j |2 +
1

b− a
, j = 0, . . . ,M − 1, n ≥ 0 (2.45)

VP (x0, tn) = VP (xM , tn). (2.46)

Adding the last term in (2.45) is due to the consistency requirement in 0-mode after

taking Fourier transform on both sides of (2.43) and the normalization condition of

φn. Then (V n
P )j for j = 0, 1, . . . ,M − 1 is obtained by

(VP )
n
j =

M/2−1∑

l=−M/2

(̃
VP
)F
l
exp (iλl(xj − a)) +

(VP )
n
M − (VP )

n
0

b− a
(xj − a), (2.47)

where
(̃
VP
)F
l
=

(̃ρn)
F

l

(λl)2
for l 6= 0, and usually one can choose

(̃
VP
)F
0
= 0. In fact,

(̃
VP
)F
0
can be chosen as any value since any constant translation of potential leaves

the ground states unchanged.

One remark here is that although the above approximation is expected to have

a spectral order of accuracy, the error from adding (b− a)−1 in (2.45) to ensure the

consistency in 0-mode will dominate (truncation error). It implies that the approx-

imation will converge when b − a becomes larger, as shown in the above method

derivation and the numerical results reported in the next subsection. Therefore,

in practice if periodic boundary conditions are made and the Fourier approach is

applied, a large computation domain is necessary. However, it is noted that the

Fourier approach for solving (2.45)–(2.46) is spectrally accurate as expected and

numerically shown in the next subsection, hence with only a few grid points it can

already achieve the conserved approximation with respect to the computation do-

main. On the other hand, it can be implemented very efficiently thanks to FFT.
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Thus, to obtain a good approximation one can implement it on a large computa-

tion domain but with relatively few grid points, and the computation cost would be

much less than other discretization methods, like finite difference or finite element

approaches.

Similar to the sine pseudospectral discretization, in 1D if the external potential

Vext(x) is an even function, then (V n
P )j can be simply evaluated by

(VP )
n
j =

M/2−1∑

l=−M/2

(̃
VP
)F
l
exp (iλl(xj − a)) , (2.48)

provided a = −b. Again, the Fourier pseudospectral discretization in 3D is a

straightforward generalization of (2.48) with tensor product grids, while such dis-

cretization is not suitable to 2D case for similar reasons pointed out in Remark

2.1. With such approximation it leads to a backward Euler Fourier pseudospectral

(BEFP) discretization for computing the ground states in d = 1, 3 space dimensions.

2.2.4 Numerical results

Numerical comparisons among all the discussed numerical methods for comput-

ing the ground states and application results of the BESP method to investigate the

ground states of the SPS equation in 3D under various setups are shown here.

Comparison of different methods for ground states

In order to reflect the effects of different Hartree potential approximations on

the computed ground states, we only present the results for the simplest form of

(1.1)–(1.3), i.e., the SN equation.

Example 2.1. Ground states of 1D SN equation without external potential, i.e.,

d = 1, Vext = 0, CP < 0 and α = 0 in (1.1), are examined with CP = −3. In

computation, the initial guess is chosen as φ0 = π−1/4e−x2/2, x ∈ R, and the time

step is τ = 0.005. Let φg be the “exact” ground state obtained from BSFC with a

very fine mesh size h = 1/128 on Ω = [−128, 128]. φg,h denotes the approximated
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Table 2.1: Ground state error analysis in Example 2.1. (1) ‖φg−φg,h‖∞ versus mesh

size h on Ω = [−16, 16] for BSFC, BESP and BEFP (upper part); (2) ‖φg − φg,h‖∞
versus bounded domain Ω = [−a, a] with h = 1/16 for BEFP (last row).

mesh size h = 1 h = 1/2 h = 1/4 h = 1/8 h = 1/16

BSFC 7.644E-03 4.076E-06 1.400E-12 <E-12 <E-12

BESP 7.644E-03 4.076E-06 1.400E-12 <E-12 <E-12

BEFP 5.725E-03 1.074E-02 1.074E-02 1.074E-02 1.074E-02

domain a = 8 a = 16 a = 32 a = 64 a = 128

BEFP 2.297E-02 1.078E-02 5.235E-03 2.581E-03 1.281E-03
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Figure 2.1: Ground state error analysis in Example 2.2. Plot of log(‖φg − φg,h‖∞)

versus log(h) for 3D BSFC method on a cube [−4, 4]3 with uniform grids in each

axis.
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Figure 2.2: Ground state error analysis in Example 2.2. Left: slice plots of |φg−φg,h|
along x-axis for 3D BSFC, BESP and BEFP in a cube [−4, 4]3 with uniform mesh

size h = 1/16 in each axis; right: slice plots of |φg − φg,h| along x-axis for BEFP in

different cubes [−a, a]3 with uniform mesh size h = 1/8 in each axis.

ground states obtained from different methods with mesh size h. Tab. 2.1 shows

the errors ‖φg − φg,h‖∞ of the methods BSFC, BESP and BEFP on Ω = [−16, 16]

for various mesh sizes h and ‖φg − φg,h‖∞ of BEFP on different domains Ω with

h = 1/16.

Example 2.2. Ground states of 3D SN equation without external potential, i.e.,d =

3, Vext = 0, CP < 0 and α = 0 in (1.1), are examined with CP = −75. In computa-

tion, the initial guess is chosen as φ0 = (6π)−3/4 e−(x2+y2+z2)/12, (x, y, z) ∈ R3, and

time step is τ = 0.01. Since the ground state of this SN equation is radially symmet-

ric, a benchmark is achieved by using a Backward Euler finite difference method to

the reduced quasi-1D model of GFDN (2.15)–(2.17) with Dirichlet boundary con-

ditions of φ and Robin boundary conditions of VP . The “exact” solution φg(r) is

computed in a ball 0 ≤ r ≤ 8 with a very fine mesh size ∆r = 1/1024. Fig. 2.1

shows the convergence rate of BSFC method in 3D, which applies FMM to acceler-

ate the direct convolution (1.5). Fig. 2.2 depicts the slice plots of error |φg − φg,h|
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along x-axis for 3D BSFC, BESP and BEFP methods in a cube [−4, 4]3 with uni-

form mesh size h = 1/16 in each axis, and for BEFP in different cubes with uniform

mesh size h = 1/8 in each axis.

From Tab. 2.1, Fig. 2.1, 2.2 and additional results not shown here for brevity,

the following observations are made:

(i). BESP and 1D BSFC methods both have spectral order of accuracy (cf. Tab.

2.1), and 2D and 3D BSFC methods have second-order of accuracy in spatial

discretization (cf. Fig. 2.1).

(ii). For BEFP method, the error from the truncated computation domain domi-

nates and it has a low order of accuracy instead of spectral order of accuracy

expected for spectral-type method. This is observed in the error ‖φg − φg,h‖∞
versus h of BEFP for a fixed domain (cf. the 3rd row in Tab. 2.1), which

remains to be a uniform bound when h goes finer. In addition, as indicated

by the method formulation, the approximated ground states will converge as

the truncated domain is chosen larger (cf. the last row in Tab. 2.1 and (b) in

Fig. 2.2).

(iii). In 3D, BEFP method is a better choice than BSFC method which applies

FMM to accelerate the convolution. Comparing (a) and (b) in Fig. 2.2 (cf.

“−·−·−” in (a) versus “– – – – ” in (b)), it shows that with the same number

of grid points, BEFP method gives better approximations than BSFC method.

In addition, the implementation of BEFP is much more efficient due to FFT.

(iv). In view of both efficiency and accuracy, BESP method is the best choice for

computing the ground states of the SPS equation in 3D.

Applications of BESP method

Example 2.3. Ground states of 3D SPS are investigated in different setups:
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Table 2.2: Results in Example 2.3. Different quantities in the ground states of the

SPS equation for Poisson coefficient CP = 1 with different exchange coefficients α

under Vext =
1
2
(x2 + y2 + 4z2).

α Ekin
g Epot

g Eint
g Eexc

g Eg µg δx δz ρg(0)

0.1 0.999 1.001 0.031 -0.031 2.000 2.021 0.501 0.250 0.503

0.5 1.031 0.970 0.032 -0.157 1.876 1.855 0.481 0.245 0.519

1 1.074 0.932 0.032 -0.321 1.717 1.642 0.455 0.238 0.540

5 1.619 0.635 0.038 -2.013 0.279 -0.355 0.272 0.182 0.786

10 3.154 0.348 0.057 -5.677 -2.118 -3.953 0.128 0.110 1.357

Table 2.3: Results in Example 2.3. Different quantities in the ground states of

the SPS equation without exchange term for different Poisson coefficients CP under

Vext =
1
2
(x2 + y2 + z2).

CP Ekin
g Epot

g Eint
g Eexc

g Eg µg ρg(0)

-50 1.516 0.377 -1.845 0.000 0.048 -1.797 0.780

-10 0.839 0.671 -0.293 0.000 1.217 0.923 0.471

-5 0.792 0.710 -0.142 0.000 1.361 1.219 0.446

0 0.750 0.750 0.000 0.000 1.500 1.500 0.424

5 0.713 0.790 0.111 0.000 1.613 1.724 0.404

10 0.679 0.829 0.258 0.000 1.766 2.023 0.385

50 0.502 1.137 1.054 0.000 2.694 3.748 0.280

CASE I : fixed Poisson potential coefficient, e.g. CP = 1, with different exchange

coefficients α. Here, the equation under a trapping potential Vext =
1
2
(x2 + y2 + 4z2)

is considered. Tab. 2.2 lists different quantities in the ground states for this case,

which shows that for a fixed Poisson constant CP , when α increases, energy Eg,
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Figure 2.3: Results in Example 2.3. Surface plots of ground states |φg(x, 0, z)|2

(left column) and isosurface plots of |φg(x, y, z)| = 0.01 (right column) of the SPS

equation (1.1) with CP = 100 and α = 1 under harmonic potential (top row),

double-well potential (middle row) and optical lattice potential (bottom row).
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chemical energy µg, potential energy E
pot
g , exchange energy Eexc

g , mean widths δx

and δz decrease, whereas kinetic energy Ekin
g , interaction energy Eint

g and central

density ρg(0) increase. Here, the studied kinetic, potential, interaction and exchange

energies account for the four consecutive terms appearing in the continuous energy

functional (2.9), which can be evaluated by using the Parsaval’s identity. Also, the

mean width is defined by

δx =

∫

R3

x2|φg(x)|2 dx,

and similar for δz, which can be computed numerically.

CASE II : different Poisson potential coefficients CP without exchange term under a

trapping potential Vext =
1
2
(x2 + y2 + 4z2). Different quantities in the ground states

for this case are listed in Tab. 2.3, which shows that without exchange effect, i.e.

α = 0, when the Poisson constant CP increases from negative (attractive) to positive

(repulsive), energy Eg, chemical energy µg, potential energy Epot
g and interaction

energy Eint
g increase, and the kinetic energy Ekin

g , whereas central density ρg(0)

decrease.

CASE III : ground states under various external potentials. Fig. 2.3 depicts the

surface plots of ground states |φg(x, 0, z)|2 and isosurface plots of |φg| = 0.01 of

the SPS equation (1.1) with CP = 100, α = 1 and under: (1) harmonic potential

Vext =
1
2
(x2+ y2+ z2); (ii) double-well potential Vext =

1
2
(x2+ y2+ z2)+4e−

1

2
z2 ; (iii)

optical lattice potential Vext =
1
2
(x2 + y2+ z2) + 20 [sin(πx)2 + sin(πy)2 + sin(πz)2] .

2.3 Numerical studies for dynamics

In this section, an efficient and accurate time-splitting sine or Fourier pseu-

dospectral discretization is presented, coupled with the various approaches proposed

in Section 2.2.3 for approximating the Hartree potential, to compute the dynamics

of the SPS equation (1.1)–(1.3) or (1.4) with (1.3).
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2.3.1 Efficient methods

Again, in practice the whole space problem is truncated into a bounded computa-

tion domain Ω with either homogeneous Dirichlet or periodic boundary conditions.

For simplicity of notations, the discretization in 1D with homogeneous Dirichlet

boundary conditions shall be introduced. Generalizations to higher space dimen-

sions or periodic boundary conditions proceed in the same manner as in the last

section. In 1D, from t = tn to t = tn+1, the problem (1.4) on Ω = [a, b] with

homogeneous Dirichlet boundary conditions splits into two steps, i.e., the so-called

time-splitting technique which is widely and successfully used for evolution equa-

tions [20, 21, 23, 26, 29, 86, 105, 108, 139, 144]. One solves first the free Schrödinger

equation

i∂tψ(x, t) = −1

2
∂xxψ(x, t), ψ(a, t) = ψ(b, t) = 0, tn ≤ t ≤ tn+1, (2.49)

for the time step with length τ , followed by solving

i∂tψ(x, t) =
[
Vext(x) + CPVP

(
|ψ|2

)
− α|ψ|2

]
ψ, tn ≤ t ≤ tn+1, (2.50)

for the same time step. Similar to [26] the problem (2.49) is discretized in space by

sine pseudospectral method and integrated in phase space exactly. For tn ≤ t ≤ tn+1,

(2.50) leaves |ψ| (so as VP ) unchanged in t and thus it collapses to

i∂tψ(x, t) =
[
Vext(x) + CPVP

(
|ψ(x, tn)|2

)
− α|ψ(x, tn)|2

]
ψ, (2.51)

The linear ODE (2.51) is integrated in time exactly with the Hartree potential VP

being approximated by methods proposed in Section 2.2.3. Let ψn
j be the approxi-

mation of ψ(xj , tn) and ψ
n be the approximation vector with components ψn

j ; (VP )
n
j

be the approximation of the Hartree potential VP (xj, tn) from ψn and V n
P be a vector

with components (VP )
n
j ; and choose ψ0

j = ψ0(xj) for j = 0, . . . ,M . For n = 0, 1, . . . ,

a detailed second-order time-splitting sine pseudospectral discretization via Strang
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formula [20, 21, 23, 26, 29, 86, 105, 108, 139, 144], applied in computing, is as follows

ψ
(1)
j =

M−1∑

l=1

exp
(
−iτµ2

l /4
)
(̃ψn)

S

l sin (µl(xj − a)) , (2.52)

ψ
(2)
j = exp

[
−iτ

(
Vext(xj) + CP (V

(1)
P )j − α|ψ(1)

j |2
)]
ψ

(1)
j , (2.53)

ψn+1
j =

M−1∑

l=1

exp
(
−iτµ2

l /4
)
(̃ψ(2))

S

l sin (µl(xj − a)) , (2.54)

for j = 1, . . . ,M − 1. Here, (̃ψn)
S

l is the discrete sine transform coefficients of ψn.

Evaluating (V
(1)
P )j via sine pseudospectral method (2.40) leads to a time-splitting

sine pseudospectral (TSSP) discretization to compute the dynamics. Similarly, a

time-splitting sine pseudospectral+fast convolution (TSFC) method is obtained by

evaluating (V
(1)
P )j via the fast convolution approach (2.33). These methods are

explicit, unconditionally stable and time reversible. Moreover, for the L2 stability,

one has

Lemma 2.1. TSFC and TSSP are normalization conserved, i.e.,

‖ψn‖2h := h

M−1∑

j=0

∣∣ψn
j

∣∣2 ≡ h

M−1∑

j=0

∣∣ψ0
j

∣∣2 =
∥∥ψ0

∥∥2
h
, n ≥ 0. (2.55)

Proof. The argument process in analogous lines as in [20, 21] and the details are

omitted here for brevity.

In periodic boundary conditions case, a similar time-splitting Fourier pseudospec-

tral discretization can be proposed. It combines with Fourier pseudospectral method

(2.47), i.e. TSFP, or with fast convolution approach based on Fourier bases, i.e.

TFFC, to compute the dynamics. The details are omitted here for brevity. Also,

they are explicit, time reversible, time traversable and unconditionally stable.

Note that in the special case that the external potential is even, then (V
(1)
P )j can

be again simply obtained by (2.41) or (2.48). This is because from tn to tn+1, if a con-

stant c is added to potential (V
(1)
P )j, then ψ

n+1
j obtained from time-splitting sine or

Fourier pseudospectral approaches get multiplied by a phase factor exp (−iτCP · c),
which leaves |ψn+1

j | unchanged and so as for any discrete quadratic observables, for
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Table 2.4: Density error analysis in Example 2.4. (1) ‖ρ − ρh‖∞ at t = 1.0 versus

mesh size h on Ω = [−16, 16] for TSFC, TSSP and TSFP (upper part); (2) ‖ρ−ρh‖∞
at t = 1.0 versus bounded domain Ω = [−a, a] with h = 1/32 for BEFP (last row).

mesh size h = 1 h = 1/2 h = 1/4 h = 1/8 h = 1/16

TSFC 5.017E-02 1.531E-02 1.120E-05 1.412E-12 <E-12

TSSP 5.017E-02 1.531E-02 1.120E-05 1.396E-12 <E-12

TSFP 5.412E-02 3.968E-02 2.345E-02 2.345E-02 2.345E-02

domain a = 8 a = 16 a = 32 a = 64 a = 128

TSFP 6.207E-02 2.345E-02 1.107E-02 5.395E-03 2.654E-03

example the particle density ρnj = |ψn
j |2, and such observables are of real interests

in applications.

2.3.2 Numerical results

Comparisons among different methods and application results of the TSSP method

to study the dynamics of the SPS equation under various setups are reported here.

Comparison of different methods for dynamics

Again, comparisons are carried out for the SN equation in 1D and 3D.

Example 2.4. Dynamics of 1D SN equation without external potential, i.e., d = 1,

Vext = 0, CP < 0 and α = 0 in (1.1), is studied with CP = −20. The initial

value is taken as ψ0(x) = π−1/4e−x2/2, x ∈ R. Here, special focus is put on the

spatial resolution capacity of different methods, and hence a very small time step

τ = 0.0001 is chosen such that the error from time discretization is negligible.

The “exact” solution of wave function ψ and density ρ = |ψ|2 are computed from

TSFC on Ω = [−64, 64] with a very fine mesh size h = 1/32. ρh = |ψh|2 denotes
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Figure 2.4: Density error analysis in Example 2.5. Left: slice plots of |ρ− ρh| along
x-axis for 3D TSFC, TSSP and TSFP in a cube [−4, 4]3 with uniform mesh size

h = 1/16 in each axis; right: slice plots of |ρ−ρh| along x-axis for TSFP in different

cubes [−a, a]3 with uniform mesh size h = 1/8 in each axis.

the approximated density with mesh size h. Tab. 2.4 shows the density errors

‖ρ(t) − ρh(t)‖∞ at t = 1.0 of the methods TSFC, TSSP and TSFP with different

mesh sizes h on Ω = [−16, 16], and the similar error of TSFP on different domains

Ω with h = 1/32.

Example 2.5. Dynamics of 3D SN equation without external potential, i.e., d = 3,

Vext = 0, CP < 0 and α = 0 in (1.1) is studied with CP = −200. A radially

symmetric initial value is chosen as ψ0 = (π/2)−3/4e−(x2+y2+z2). A benchmark is

obtained by applying a Crank–Nicolson finite difference method to the reduced 1D

model due to the radial symmetry property. The “exact” solution ψ(r, t) is computed

in a ball 0 ≤ r ≤ 8 with a very fine mesh size ∆r = 1/1024 and a very fine time

step τ = 0.00001. TSFC, TSSP and TSFP methods are compared with the same

time step τ = 0.001. Slice plots of |ρ− ρh| along x-axis of these methods in a cube

[−4, 4]3 with uniform mesh size h = 1/16 in each axis, and for TSFP in different

cubes with uniform mesh size h = 1/8 in each axis are shown in Fig. 2.4.
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Figure 2.5: Results in Example 2.6. Time evolution of various quantities and iso-

surface plots of density ρ(x, t) := |ψ(x, t)|2 = 0.01 at different time points for 3D

SPS with slater coefficient changing from α = 5 to α = 10 at t = 0.
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Figure 2.6: Results in Example 2.6. Time evolution of various quantities and

isosurface plots of density ρ(x, t) := |ψ(x, t)|2 = 0.01 at different time points

for 3D SPS under external potential changing from Vext = 1
2
(x2 + y2 + 4z2) to

Vext =
1
2
(x2 + y2 + 36z2) at t = 0.
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From Tab. 2.4, Fig. 2.4 and additional results not shown here for brevity,

similar conclusions to those made after Example 1.1 and 1.2 can be drawn about

the convergence in spatial discretization for TSFC, TSSP and TSFP methods. Also,

TSSP method is the best choice for computing the dynamics of the SPS equation

in 3D.

Applications of TSSP method

Example 2.6. Dynamics of 3D SPS equation is investigated in different setups. In

the run, the initial data ψ0(x) is chosen as the ground state computed numerically

for CP = 1, α = 5, Vext =
1
2
(x2 + y2 + 4z2). First, the slater coefficient is instantly

changed from α = 5 to α = 10 while all the other parameters are kept unchanged.

Fig. 2.5 depicts the time evolution of total energy E(t), kinetic energy Ekin(t), po-

tential energy Epot(t), interaction energy Eint(t), exchange energy Eexc(t), chemical

potential µ(t), condensate width σx(t), σz(t), central density ρ0(t) := |ψ(0, 0, 0, t)|2

and the isosurface plots of density ρ(x, t) := |ψ(x, t)|2 = 0.01 at different time points.

Next, Fig. 2.6 shows the similar quantities for the case of instantly changing the

trapping potential from Vext = 1
2
(x2 + y2 + 4z2) to Vext = 1

2
(x2 + y2 + 36z2) and

keeping all the other parameters unchanged.

In Fig. 2.5 and 2.6, a periodic profile of kinetic energy, potential energy, inter-

action energy, exchange energy, chemical potential, condensate width and density

is observed. In addition, the total energy is numerically conserved very well by the

TSSP method.

2.4 Simplified spectral-type methods for spheri-

cally symmetric case

In the last two sections, various approaches were proposed and compared for

computing the ground states and dynamics of the SPS equation (1.1)–(1.2) for gen-

eral external potential and initial condition, with a conclusion that the methods
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based on sine pseudospectral discretization in space are the best candidates. This

section is concerned with the case that the external potential and initial condition

are spherically symmetric. For the SPS equation with spherical symmetry, via ap-

plying a proper change of variables into the reduced quasi-1D model the methods

BESP and TSSP for the general 3D case are simplified. The simplified methods are

still spectrally accurate in space, but reduce the memory cost from O(J3) to O(J)

and the computational cost per time step from O(J3 ln(J3)) to O(J ln(J)), where J

is the number of mesh nodes.

2.4.1 A quasi-1D model in spherically symmetric case

Throughout this section, both the external potential Vext and initial condition

ψ0 in (1.1) are assumed to be spherically symmetric, i.e. Vext(x) = Vext(r) and

ψ0(x) = ψ0(r) with r = |x|. In this case, the solution ψ of (1.1)-(1.3) and the

ground states φg are also spherically symmetric, i.e.,

ψ(x, t) = ψ(r, t), t ≥ 0, φg(x) = φ(r), x ∈ R3.

Thus, the SPS equation (1.1)–(1.3) collapses to the following quasi-1D problem

i∂tψ(r, t) = − 1

2r2
∂

∂r

(
r2
∂ψ

∂r

)
+ Vext(r)ψ + CPVPψ − α |ψ| 23 ψ, t > 0, (2.56)

− 1

r2
∂

∂r

(
r2
∂VP (r, t)

∂r

)
= |ψ|2 , 0 < r <∞, t ≥ 0, (2.57)

ψ(r, 0) = ψ0(r), 0 ≤ r <∞, (2.58)

with boundary conditions

∂rψ(0, t) = ∂rVP (0, t) = 0, lim
r→∞

ψ(r, t) = 0, lim
r→∞

rVP (r, t) =
1

4π
, t ≥ 0, (2.59)

due to the decay conditions of ψ and VP , and the Green function of the Laplacian

in R3 [92].

Introducing

U(r, t) = 2
√
πrψ(r, t), V(r, t) = 4πrVP (r, t), 0 ≤ r <∞, t ≥ 0, (2.60)
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a simple computation shows

1

r2
∂

∂r

(
r2
∂ψ

∂r

)
=

1

2
√
πr
∂rrU ,

1

r2
∂

∂r

(
r2
∂VP
∂r

)
=

1

4πr
∂rrV. (2.61)

Plugging the above into (2.56)–(2.59), one can obtain

i∂tU(r, t) = −1

2
∂rrU + Vext(r)U +

CP

4πr
VU − α

(
2
√
πr
)− 2

3 |U| 23 U , t > 0, (2.62)

− ∂rrV(r, t) =
1

r
|U|2 , 0 < r <∞, t ≥ 0, (2.63)

U(r, 0) = U0(r) = 2
√
πrψ0(r), 0 ≤ r <∞, (2.64)

U(0, t) = V(0, t) = 0, lim
r→∞

U(r, t) = 0, lim
r→∞

V(r, t) = 1, t ≥ 0. (2.65)

Also, the above problem conserves the mass

N (U(·, t)) := ‖U(·, t)‖2 =
∫ ∞

0

|U(r, t)|2 dr = N(ψ(·, t)) = 1, t ≥ 0,

and the energy

E(U(·, t))

:=

∫ ∞

0

[
1

2
|∂rU|2 +

(
Vext(r) +

CP

8πr
V(r, t)

)
|U|2 − 3α

4

(
2
√
πr
)− 2

3 |U| 83
]
dr

= E(ψ(·, t)), t ≥ 0.

In what follows the problem (2.62)–(2.65) will be taken as the starting model to

propose efficient numerical methods. After one obtains the solution U of (2.62)–

(2.65), the solution ψ of (2.56)–(2.59) is obtained as

ψ(r, t) =
1

2
√
π





U(r, t)/r, r > 0,

∂rU(r, t) = lims→0+ U(s, t)/s, r = 0,
t ≥ 0. (2.66)

Meanwhile, the minimization problem (2.13) to define the ground state collapses

to

Find ϕg ∈ S = {ϕ | E(ϕ) <∞, N (ϕ) = 1, ϕ(0) = 0} such that

Eg := E(ϕg) = min
ϕ∈S

E(ϕ). (2.67)

Again, after one obtains the minimizer of (2.67), the ground state φg of (2.56)–(2.58)

is obtained as

φg(r) =
1

2
√
π





ϕg(r)/r, r > 0,

∂rϕg(r) = lims→0+ ϕg(s)/s, r = 0.
(2.68)
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2.4.2 Efficient numerical methods

Backward Euler sine pseudospectral method for ground states

Choose a time step τ > 0 and set tn = nτ for n = 0, 1, . . . . Similar to Section

2.2, for the minimization problem (2.67), the following gradient flow with discrete

normalization (GFDN) can be constructed as

∂tϕ(r, t) =
1

2
∂rrϕ− Vext(r)ϕ− CP

4πr
V(r, t)ϕ + α

(
2
√
πr
)− 2

3 |ϕ| 23 ϕ, (2.69)

− ∂rrV(r, t) =
1

r
|ϕ|2 , 0 < r <∞, tn ≤ t < tn+1, (2.70)

ϕ(r, tn+1) := ϕ(r, t+n+1) =
ϕ(r, t−n+1)∥∥ϕ(r, t−n+1)

∥∥ , n ≥ 0, (2.71)

ϕ(r, 0) = ϕ0(r), 0 ≤ r <∞, with N (ϕ0) = 1, (2.72)

ϕ(0, t) = V(0, t) = 0, lim
r→∞

ϕ(r, t) = 0, lim
r→∞

V(r, t) = 1, t ≥ 0, (2.73)

where ϕ(r, t±n ) := limt→t±n
ϕ(r, t) for 0 ≤ r <∞. In practical computation, the above

problem is truncated into an interval [0, R] with R > 0 sufficiently large, together

with Dirichlet boundary conditions

ϕ(0, t) = ϕ(R, t) = V(0, t) = 0, V(R, t) = 1, t ≥ 0.

Introducing a linear translation (homogenization)

V(r, t) = V(r, t)− r/R for 0 ≤ r ≤ R, (2.74)

one can have,

− ∂rrV(r, t) = −∂rrV(r, t) =
1

r
|ϕ|2 , 0 < r < R, (2.75)

V(0, t) = V(R, t) = 0, t ≥ 0. (2.76)

Then the problem is discretized in space by sine pseudospectral method and in

time by a backward Euler integration similar to that used in Section 2.2. Choose

a mesh size hr = ∆r = R/J with some even integer J > 0, and denote the grid

points as rj = jhr for j = 0, 1, . . . , J . Let ϕn
j ≈ ϕ(rj, tn) and Vn

j ≈ V(rj , tn), and
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denote ρnj =
∣∣ϕn

j

∣∣2 /rj . Choosing ϕ0
j = ϕ0(rj), a backward Euler sine pseudospectral

discretization (BESP) reads: for n = 0, 1, . . . ,

ϕ+
j − ϕn

j

τ
= −

[
Vext(rj) +

CP

4πrj
Vn

j +
CP

4πR
− α

(
2
√
πrj
)− 2

3
∣∣ϕn

j

∣∣ 23
]
ϕ+
j

+
1

2

(
Ds

rrϕ
+
)∣∣

j
, j = 1, 2, . . . , J − 1, (2.77)

− (Ds
rrVn)|j = ρnj , j = 1, 2, . . . , J − 1, ϕ+

0 = ϕ+
J = Vn

0 = Vn
J = 0, (2.78)

ϕn+1
j =

ϕ+
j

‖ϕ+‖h
, j = 0, 1, . . . , J, with

∥∥ϕ+
∥∥2
h
:= hr

J−1∑

j=1

∣∣ϕ+
j

∣∣2 , (2.79)

where Ds
rr is the sine pseudospectral approximation of ∂rr, defined via

− (Ds
rrϕ

n)|j =
J−1∑

k=1

µ2
k (̃ϕ

n)k sin

(
jkπ

J

)
, j = 1, 2, . . . , J − 1, (2.80)

with
(
ϕ̃n
)
k
the discrete sine transform coefficients

(̃ϕn)k =
2

J

J−1∑

j=1

ϕn
j sin

(
jkπ

J

)
, µk =

kπ

R
, k = 1, 2, . . . , J − 1. (2.81)

Similar to Section 2.2, the linear system (2.77)–(2.79) can be iteratively solved effi-

ciently in phase space with the help of discrete sine transform. After one gets the

stationary solution (ϕg)j of the above problem, the ground state (φg)j ≈ φg(rj) of

(2.56)–(2.58) is achieved via

(φg)j =
1

2
√
π





(ϕg)j/rj, j = 1, 2, . . . , J,
∑J−1

k=1 µk(̃ϕg)k, j = 0.
(2.82)

Note that the above numerical method is spectrally accurate and it works only

when Vext is spherically symmetric. Compared with the pseudospectral method

proposed in Section 2.2 for general 3D problem, the memory cost is reduced from

O(J3) to O(J) and computational cost per time step is reduced from O(J3 ln(J3))

to O(J ln(J)).

Time-splitting sine pseudospectral method for dynamics

Again, the problem is truncated into an interval [0, R], with introducing the

linear translation (2.74) for V into (2.62)–(2.65) such that both U and V satisfy
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homogeneous Dirichlet boundary conditions. Similar to Section 2.3, for computing

the dynamics, the time-splitting technique is applied to decouple the nonlinearity

and then sine pseudospectral method is used to discretize the spatial derivatives.

Denote Un
j ≈ U(rj , tn) and Vn

j ≈ V(rj , tn) and choose U0
j = U0(rj), a second-order

time-splitting sine pseudospectral (TSSP) discretization reads

U (1)
j =

J−1∑

k=1

exp
(
−iτµ2

k/4
)
(̃Un)k sin

(
jkπ

J

)
, (2.83)

U (2)
j = exp

[
−iτ

(
Vext(rj) +

CP

4πrj

(
V(1)

j +
rj
R

)
−

α|U (1)
j |2/3

(2
√
πrj)

2/3

)]
× U (1)

j , (2.84)

Un+1
j =

J−1∑

k=1

exp
(
−iτµ2

k/4
)
(̃U (2))k sin

(
jkπ

J

)
, (2.85)

for n ≥ 0 and j = 1, 2, . . . , J − 1. Here, V(1)
j is obtained from solving the Poisson

equation via sine pseudospectral method (similar to Section 2.2), i.e.,

V(1)
j =

J−1∑

k=1

µ−2
k (̃ρ(1))k sin

(
jkπ

J

)
, ρ

(1)
j =

1

rj

∣∣∣U (1)
j

∣∣∣
2

, j = 1, 2. . . . , J − 1.

(2.86)

Again, after one gets the solution Un
j from (2.83)–(2.86), the solution ψn

j ≈
ψ(rj , tn) of (2.56)–(2.58) is achieved via

ψn
j =

1

2
√
π





Un
j /rj, j = 1, 2, . . . , J,
∑J−1

k=1 µk (̃Un)k, j = 0.
(2.87)

The above method is explicit, spectrally accurate in space and second-order

accurate in time and it works only when both Vext and ψ0 are spherically symmetric.

Again, compared with the method proposed in Section 2.3 for general 3D problem,

the memory cost is reduced from O(J3) to O(J) and computational cost per time

step is reduced from O(J3 ln(J3)) to O(J ln(J)). In addition, similar to Section 2.3,

one has,

Lemma 2.2. The TSSP method (2.83)–(2.86) is normalization conservation, i.e.,

‖Un‖2h := hr

J−1∑

j=1

∣∣Un
j

∣∣2 ≡ hr

J−1∑

j=1

∣∣U0
j

∣∣2 =
∥∥U0

∥∥2
h
, n ≥ 0,
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Figure 2.7: Results for spherical symmetric SPS. Accuracy analysis for BESP

method: (1) φg obtained from BEFD method with hr = 1/64 as benchmark and φh
g

obtained from BESP method with hr = 1/2 (left figure); (2) error
∣∣φg − φh

g

∣∣ with
different hr (right figure).

so it is unconditionally stable in L2-norm.

2.4.3 Numerical results

Numerical results are reported here to demonstrate the accuracy and efficiency

of the proposed simplified methods, with choosing Vext =
1
2
r2, CP = 100 and α = 1

in (2.56) as the example. For computing the ground states, the “exact” solution

φg (benchmark) is achieved by applying a backward Euler finite-difference (BEFD)

discretization to GFDN of the quasi-1D model (2.56)–(2.58) with Dirichlet boundary

conditions of φ and Robin boundary conditions of VP (similar to Example 2.2). φg

is computed in a ball 0 ≤ r ≤ 8 with a very fine mesh size hr = 1/64. Let φh
g be the

approximations obtained from BESP method (2.77)–(2.79), Fig. 2.7 plots φg and φ
h
g

with hr = 1/2, and the error
∣∣φg − φh

g

∣∣ with different hr. The results show that the

BESP method (2.77)–(2.79) gives the approximation of ground states with spectral

order of accuracy in space; and therefore, it is more efficient in implementation than

the standard finite-difference discretization for spherically symmetric case and the

spectral-type method proposed in Section 2.2 for general 3D case. Similar accuracy
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Figure 2.8: Results for spherical symmetric SPS. Dynamics computed by TSSP

method: evolution of |ψn| up to time tn = 10.

and efficiency conclusions can be drawn for TSSP method (2.83)–(2.85). Fig. 2.8

plots the evolution of |ψn| for 0 ≤ tn ≤ 10 when ψ0 = (2π)3/4 exp (−r2/4). Here,

the computation is carried out in a ball 0 ≤ r ≤ 16, with hr = 1/16 and τ = 0.01.



Chapter 3
Methods for the nonlinear relativistic

Hartree equation

In the chapter, the computation for ground states and dynamics of the nonlinear

relativistic Hartree equation (1.8) is considered. The methods proposed here can be

viewed as an application of the results and observations obtained in Chapter 2 in that

the relativistic Hartree equation also refers to the relativistic Schrödinger–Poisson

equation.

3.1 Relativistic Hartree equation for boson stars

The nonlinear relativistic Hartree equation (1.8) was rigorously derived recently

in [55] for a boson star, which refers to a quantum mechanical system of N bosons

with relativistic dispersion interacting through a gravitational attractive or repulsive

Coulomb potential. In fact, by starting from the N -body relativistic Schrödinger

equation (replacing −∆/2 in the Schrödinger equation (2.1) to
√
−∆+m2) and

choosing the initial wave function to describe a condensate where N bosons are all

in the same one-particle state, in the mean-field limitN → ∞, one can prove that the

time evolution of the one-particle density is governed by the nonlinear relativistic

Hartree equation (under a proper non-dimensionalization) [55, 58, 59]. Also, one

48
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can refer to [9, 96, 97] and references therein (with a slightly different dimensionless

scaling in some cases) for overviews of other physical backgrounds of (1.8).

It is easy to show that the equation (1.8) admits at least two important conserved

quantities [9, 55, 58, 59], i.e. the mass of the system

N(ψ(·, t)) := ‖ψ(·, t)‖2 =
∫

R3

|ψ(x, t)|2 dx ≡
∫

R3

|ψ0(x)|2 dx = 1, t ≥ 0, (3.1)

and the energy

E(ψ(·, t)) :=

∫

R3

[
ψ∗ (−∆+m2

)1/2
ψ +

(
Vext(x) +

λ

2|x| ∗ |ψ|
2

)
|ψ|2

]
dx

≡ E(ψ0), t ≥ 0. (3.2)

The well-posedness of the initial-value problem (1.8)–(1.9) was extensively stud-

ied in [9, 42, 59, 96] and references therein. Their results can be summarized as:

(i) there exists a universal constant λcr (also referred to as the “Chandrasekhar

limit mass” in physics [102] and with a lower bound λcr > 4/π) such that, when

λ > −λcr, the solution is globally well-posed in the energy space H1/2(R3) provided

that V ∈ L3(R3) ∩ L∞(R3); (ii) when λ ≤ −λcr, the solution is locally well-posed;

and (iii) when λ < −λcr, the solution will blow up in finite time, which indicates

the “gravitational collapse” of boson stars when the effective “mass” exceeds the

critical value λcr [59]. Another problem of interests is the existence and uniqueness

of the ground state for (1.8), similar to (2.13), which is defined as the minimizer of

the following nonconvex minimization problem:

Find φg ∈ S =
{
φ | φ ∈ H1/2(R3), ‖φ‖2 = 1

}
such that

Eg := E(φg) = min
φ∈S

E(φ). (3.3)

If Vext(x) ≡ 0, it was shown that the ground state exists iff−λcr < λ < 0 [58,102] and

any ground state is smooth, decays exponentially when |x| → ∞, and is identical to

its spherically symmetric rearrangement up to phase and translation. Moreover, it

was proven recently in [97] that, when λ < 0 and |λ| ≪ 1, the spherical-symmetric

ground state is unique up to phase and translation, and the author remarked there
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that whether such uniqueness result can be extended to the whole range of existence

−λcr < λ < 0 remains open. Thus, such critical value λcr plays an important role

in investigating the ground states and dynamics of (1.8). One remark here is that

based on numerical results λcr ≈ 2.69 > 8/π (cf. Fig. 3.2).

For the Schrödinger–Poisson (or –Newton) equations, i.e. the pseudodifferential

operator
√
−∆+m2 in (1.8) is replaced by −∆ [27,78], as discussed in Chapter 2,

different numerical methods were presented in the literature based on finite difference

discretization; see, e.g., [53, 54, 62, 78]. However, these numerical methods have

some difficulties in discretizing the 3D relativistic Hartree equation efficiently and

accurately due to the appearance of the pseudodifferential operator. The main aim

of this chapter is to design efficient and accurate numerical methods for computing

the ground states of (1.8) and the dynamics of the initial-value problem (1.8)–(1.9).

For this purpose, let β = 4πλ and

VP (x, t) =
1

4π|x| ∗ |ψ|
2 =

1

4π

∫

R3

1

|x− x′| |ψ(x
′, t)|2 dx′, x ∈ R3, t ≥ 0,

then (1.8) is re-written as the relativistic Schrödinger–Poisson (RSP) equation

i∂tψ(x, t) =
√
−∆+m2 ψ + Vext(x)ψ + βVP ψ, x ∈ R3, t > 0, (3.4)

−∆VP (x, t) = |ψ|2, x ∈ R3, lim
|x|→∞

VP (x, t) = 0, t ≥ 0. (3.5)

With this formulation, the energy functional (3.2) is re-written as

E(ψ(·, t)) =
∫

R3

[
ψ∗ (−∆+m2

)1/2
ψ +

(
Vext(x) +

β

2
VP

)
|ψ|2

]
dx

=

∫

R3

[∣∣∣
(
−∆+m2

)1/4
ψ
∣∣∣
2

+

(
Vext(x) +

β

2
(−∆)−1|ψ|2

)
|ψ|2

]
dx

=

∫

R3

[∣∣∣
(
−∆+m2

)1/4
ψ
∣∣∣
2

+ Vext(x) |ψ|2 +
β

2
|∇VP |2

]
dx, t ≥ 0. (3.6)

In order to design numerical methods for computing the ground states, similar to

Chapter 2, a gradient flow with discrete normalization (GFDN) is first constructed.

In the spirit of observations drawn in Chapter 2, the problem is then truncated

into a box with homogeneous Dirichlet boundary conditions and a backward Euler
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sine pseudospectral method is applied to discretize it. For computing the dynamics,

again the problem is truncated into a box with homogeneous Dirichlet boundary

conditions and a time-splitting sine pseudospectral method is applied to discretize

it. In particular, when the potential and initial data for dynamics are spherically

symmetric, the problem collapses to a quasi-1D problem. Similar to Section 2.4,

simplified numerical methods are designed by using a proper change of variables in

the quasi-1D problem.

3.2 Numerical method for ground states

In this section, an efficient and accurate numerical method will be proposed for

computing the ground states, i.e. solving the minimization problem (3.3). Similar

to Chapter 2, it is readily to verify that its Euler–Lagrange equation is

µφ(x) =
√
−∆+m2 φ(x) + Vext(x)φ(x) + βVP (x)φ(x), x ∈ R3, (3.7)

−∆VP (x) = |φ(x)|2, x ∈ R3, lim
|x|→∞

VP (x) = 0, (3.8)

under the constraint

‖φ‖2 :=
∫

R3

|φ(x)|2dx = 1, (3.9)

where the eigenvalue µ is usually called as the chemical potential in physics litera-

ture, which can be obtained by

µ(φ) =

∫

R3

[∣∣∣
(
−∆+m2

)1/4
φ
∣∣∣
2

+ (Vext(x) + βVP ) |φ|2
]
dx

= E(φ) +
β

2

∫

R3

VP |φ|2dx. (3.10)

In fact, the above nonlinear eigenvalue problem can also be obtained by taking the

ansatz

ψ(x, t) = e−iµtφ(x), x ∈ R3, t ≥ 0, (3.11)

in (3.4)–(3.5). Thus it is also called as the time-independent relativistic Schrödinger–

Poisson equation.
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3.2.1 Gradient flow with discrete normalization

In order to solve the nonconvex minimization problem (3.3) efficiently, the gradi-

ent flow with discrete normalization (GFDN) is constructed following the procedure

in [5, 18, 41] and Chapter 2. Choose a time step τ = ∆t > 0 and set tn = nτ for

n = 0, 1, . . . . Applying the steepest decent method to the energy functional E(φ)

in (3.2) without the constraint (3.9), and then projecting the solution back to the

unit sphere S at the end of each time interval [tn, tn+1] to enforce the constraint

(3.9), one comes to the following gradient flow with discrete normalization in 3D

(GFDN-3D) for φ(x, t):

∂tφ(x, t) = −1

2

δE(φ)

δφ
= −

√
−∆+m2 φ− Vext(x)φ− βVPφ, tn ≤ t < tn+1,

(3.12)

−∆VP (x, t) = |φ|2, x ∈ R3, lim
|x|→∞

VP (x, t) = 0, t ≥ 0, (3.13)

φ(x, tn+1) := φ(x, t+n+1) =
φ(x, t−n+1)

‖φ(x, t−n+1)‖
, x ∈ R3, n ≥ 0, (3.14)

φ(x, 0) = φ0(x), x ∈ R3, with ‖φ0‖2 =
∫

R3

|φ0(x)|2 dx = 1, (3.15)

where φ(x, t±n ) := limt→t±n
φ(x, t). Again, the gradient flow (3.12) can also be ob-

tained from (3.4) by setting time t to t̃ = it, thus the above construction is also

referred to as the imaginary time method in physics literature [45, 95, 126].

Letting τ → 0 in the GFDN-3D (3.12)–(3.15), similar to Chapter 2, one can

obtain the following continuous normalized gradient flow (CNGF):

∂tφ(x, t) = −
√
−∆+m2 φ− Vext(x)φ− βVPφ+

µ(φ)

‖φ‖2φ, t > 0, (3.16)

−∆VP (x, t) = |φ|2, x ∈ R3, lim
|x|→∞

VP (x, t) = 0, t ≥ 0. (3.17)

It is easy to justify that the above CNGF is normalization conserved and energy

diminishing, i.e.,

‖φ(x, t)‖2 ≡ ‖φ0‖2 = 1,
d

dt
E(φ(x, t)) = −2‖∂tφ(x, t)‖2 ≤ 0, t ≥ 0.
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Thus similar to the discussions made in Chapter 2, the positive ground state φg(x)

can be obtained as the steady state solution of the GFDN-3D (3.12)–(3.15) or CNGF

(3.16)–(3.17) with a positive initial data φ0(x) ≥ 0 for x ∈ R3.

3.2.2 Backward Euler sine pseudospectral discretization

Similar to Chapter 2, in practical computation the whole space problem (3.12)–

(3.15) is usually truncated into a bounded computation domain Ω = [a, b]× [c, d]×
[e, f ] for |a|, b, |c|, d, |e| and f sufficiently large with homogeneous Dirichlet boundary

conditions on ∂Ω, i.e.,

∂tφ(x, t) = −
√
−∆+m2 φ− Vext(x)φ− βVPφ, x ∈ Ω, tn ≤ t < tn+1, (3.18)

−∆VP (x, t) = |φ|2, φ(x, t)|∂Ω = VP (x, t)|∂Ω = 0, t ≥ 0, (3.19)

φ(x, tn+1) := φ(x, t+n+1) =
φ(x, t−n+1)

‖φ(x, t−n+1)‖
, n ≥ 0, (3.20)

φ(x, 0) = φ0(x), x ∈ Ω, with ‖φ0‖2 =
∫

Ω

|φ0(x)|2 dx = 1. (3.21)

Let J,K, L be even positive integers and define the index sets,

TJKL = {(j, k, l) : j = 1, 2, . . . , J − 1, k = 1, 2, . . . , K − 1, l = 1, 2, . . . , L− 1} ,

T 0
JKL = {(j, k, l) : j = 0, 1, . . . , J, k = 0, 1, . . . , K, l = 0, 1, . . . , L} .

Choose mesh sizes hx = (b − a)/J , hy = (d − c)/K and hz = (f − e)/L, let

h = max{hx, hy, hz}, and define the grids

xj = a + jhx, yk = c+ khy, zl = e+ lhz, (j, k, l) ∈ T 0
JKL.

Denote

YJKL = span {Φpqs(x), x ∈ Ω, (p, q, s) ∈ TJKL} ,

with

Φpqs(x) = sin
(
µx
p(x− a)

)
sin
(
µy
q(y − c)

)
sin (µz

s(z − e)) , x ∈ Ω, (p, q, s) ∈ TJKL,
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µx
p =

πp

b− a
, µy

q =
πq

d− c
, µz

s =
πs

f − e
, (p, q, s) ∈ TJKL,

and PJKL : Y = {U(x) ∈ C(Ω) : U(x)|∂Ω = 0} → YJKL the standard projection

operator [71, 80, 133], i.e.,

(PJKLU) (x) =
∑

(p,q,s)∈TJKL

ÛpqsΦpqs(x), x ∈ Ω, ∀U ∈ Y,

with Ûpqs the sine transform coefficients

Ûpqs =
8

(b− a)(d− c)(f − e)

∫

Ω

U(x)Φpqs(x)dx, (p, q, s) ∈ TJKL. (3.22)

Choosing φ0(x) = (PJKLφ0) (x), a backward Euler sine spectral discretization

for (3.12)–(3.13) reads

Find φn+1(x) ∈ YJKL (i.e. φ+(x) ∈ YJKL) and V
n
P (x) ∈ YJKL, such that,

φ+(x)− φn(x)

τ
= −

√
−∆+m2 φ+(x)− PJKL

{
(Vext(x) + βV n

P (x))φ
+(x)

}
,

(3.23)

−∆V n
P (x) =

(
PJKL |φn|2

)
(x), φn+1(x) =

φ+(x)

‖φ+(x)‖ , x ∈ Ω, n ≥ 0.

(3.24)

The above discretization can be solved in phase space, but it is not suitable

in practical computation due to the difficulty in evaluating the integrals in (3.22).

Instead, an efficient implementation can be carried out by choosing φ0(x) as the

interpolation of φ0(x) on the grids {(xj , yk, zl), (j, k, l) ∈ T 0
JKL} and approximating

the integrals in (3.22) by a quadrature rule on the grids [57, 133]. Let φn
jkl and

(VP )
n
jkl be the approximations of φ(xj , yk, zl, tn) and VP (xj , yk, zl, tn), respectively,

and denote ρnjkl = |φn
jkl|2 and Vjkl = Vext(xj , yk, zl) for (j, k, l) ∈ T 0

JKL. Choosing

φ0
jkl = φ0(xj , yk, zl) for (j, k, l) ∈ T 0

JKL, for n = 0, 1, . . . , a backward Euler sine
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pseudospectral discretization in 3D (BESP-3D) for (3.12)–(3.13) reads

φ+
jkl − φn

jkl

τ
= −

(√
−∆s +m2 φ+

)∣∣∣
jkl

−
(
Vjkl + β(VP )

n
jkl

)
φ+
jkl, (3.25)

− (∆s(VP )
n)|jkl = ρnjkl, φn+1

jkl =
φ+
jkl

‖φ+‖h
, (j, k, l) ∈ TJKL, (3.26)

φn+1
0kl = φn+1

Jkl = φn+1
j0l = φn+1

jKl = φn+1
jk0 = φn+1

jkL = 0, (j, k, l) ∈ T 0
JKL, (3.27)

(VP )
n+1
0kl = (VP )

n+1
Jkl = (VP )

n+1
j0l = (VP )

n+1
jKl

= (VP )
n+1
jk0 = (VP )

n+1
jkL = 0, (j, k, l) ∈ T 0

JKL, (3.28)

where ∆s is the sine pseudospectral approximation [57, 133] of the Laplacian ∆,

defined as

− (∆sφn)|jkl =
∑

(p,q,s)∈TJKL

Ξpqs (̃φn)pqsΦpqs(xj , yk, zl), (j, k, l) ∈ TJKL,

and the approximation to the operator
√
−∆+m2 is defined as, for (j, k, l) ∈ TJKL,

(√
−∆s +m2 φn

)∣∣∣
jkl

=
∑

(p,q,s)∈TJKL

√
Ξpqs +m2 (̃φn)pqsΦpqs(xj , yk, zl),

with

Ξpqs = (µx
p)

2 + (µy
q)

2 + (µz
s)

2, (p, q, s) ∈ TJKL, (3.29)

(̃φn)pqs ((p, q, s) ∈ TJKL) the discrete sine transform coefficients defined as

(̃φn)pqs =
8

JKL

∑

(j,k,l)∈TJKL

φn
jklΦpqs(xj , yk, zl), (p, q, s) ∈ TJKL, (3.30)

and the discrete l2-norm ‖ · ‖h defined as

∥∥φ+
∥∥2
h
= hxhyhz

∑

(j,k,l)∈TJKL

∣∣φ+
jkl

∣∣2 .

Similar to Chapter 2, the linear system (3.25)–(3.28) can be iteratively solved effi-

ciently in phase space with the help of discrete sine transform and the details are

omitted here for brevity. In fact, the above numerical method is spectrally accurate,

works for general potential Vext(x) and its memory cost is O(JKL).
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3.3 Numerical method for dynamics

In this section, an efficient and accurate numerical method is presented for com-

puting the dynamics of the RSP equation (3.4)–(3.5) with the initial condition (1.9).

Again, the whole space problem is truncated into a bounded computation domain

Ω = [a, b] × [c, d] × [e, f ] with homogeneous Dirichlet boundary conditions on ∂Ω,

i.e.,

i∂tψ(x, t) =
√
−∆+m2 ψ + Vext(x)ψ + βVP ψ, x ∈ Ω, t > 0, (3.31)

−∆VP (x, t) = |ψ|2, x ∈ Ω, ψ(x, t)|∂Ω = VP (x, t)|∂Ω = 0, t ≥ 0, (3.32)

ψ(x, 0) = ψ0(x), x ∈ Ω. (3.33)

In order to discretize the above system, the time-splitting technique is applied

to decouple the nonlinearity. From time t = tn to t = tn+1, one first solves

i∂tψ(x, t) =
√
−∆+m2 ψ, x ∈ Ω, ψ(x, t)|∂Ω = 0, tn ≤ t ≤ tn+1, (3.34)

for the time step of length τ , followed by solving

i∂tψ(x, t) = [Vext(x) + βVP (x, t)]ψ(x, t), x ∈ Ω, tn ≤ t ≤ tn+1, (3.35)

−∆VP (x, t) = |ψ(x, t)|2, x ∈ Ω, ψ(x, t)|∂Ω = VP (x, t)|∂Ω = 0, (3.36)

for the same time step. Similar to (3.23), equation (3.34) will be discretized in space

by sine spectral method [71, 80, 133], and then in phase space integrated exactly in

time. For tn ≤ t ≤ tn+1, (3.35)–(3.36) leaves |ψ| (and VP ) invariant in time t, i.e.

|ψ(x, t)| ≡ |ψ(x, tn)|, VP (x, t) ≡ VP (x, tn), tn ≤ t ≤ tn+1, x ∈ Ω.

Plugging them into (3.35) and (3.36),

i∂tψ(x, t) = [Vext(x) + βVP (x, tn)]ψ(x, t), x ∈ Ω, tn ≤ t ≤ tn+1, (3.37)

−∆VP (x, tn) = |ψ(x, tn)|2, x ∈ Ω, ψ(x, tn)|∂Ω = VP (x, tn)|∂Ω = 0. (3.38)

Again, (3.38) will be discretized in space by sine spectral method and the linear

ODE (3.37) will be integrated in time exactly.
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Similar to Chapter 2 and previous section, in practical computation, the above

sine spectral method will be replaced by sine pseudospectral method [57, 133]. Let

ψn
jkl and (VP )

n
jkl be the approximations of ψ(xj , yk, zl, tn) and VP (xj , yk, zl, tn), re-

spectively, and choose ψ0
jkl = ψ0(xj , yk, zl) for (j, k, l) ∈ T 0

JKL. Here, a detailed

second-order time-splitting sine pseudospectral discretization in 3D (TSSP-3D) for

(3.31)–(3.33) is given as [20, 21, 23, 139]

ψ
(1)
jkl =

∑

(p,q,s)∈TJKL

exp

(
−iτ

2

√
Ξpqs +m2

)
(̃ψn)pqsΦpqs(xj , yk, zl),

ψ
(2)
jkl = exp

[
−iτ

(
Vjkl + β(VP )

(1)
jkl

)]
ψ

(1)
jkl, (j, k, l) ∈ TJKL, (3.39)

ψn+1
jkl =

∑

(p,q,s)∈TJKL

exp

(
−iτ

2

√
Ξpqs +m2

)
(̃ψ(2))pqsΦpqs(xj , yk, zl), n ≥ 0,

where Ξpqs is defined in (3.29), (̃ψn)pqs and (̃ψ(2))pqs are the discrete sine transform

coefficients of ψn and ψ(2), respectively, which are defined similar to (3.30), and

(VP )
(1)
jkl =

∑

(p,q,s)∈TJKL

1

Ξpqs

˜(|ψ(1)|2)pqsΦpqs(xj , yk, zl), (j, k, l) ∈ TJKL.

The above method is explicit, spectrally accurate in space and second-order

accurate in time. Its memory cost is O(JKL) and computation cost per time step

is O(JKL ln(JKL)). It works for general potential Vext(x) and initial data ψ0(x).

In addition, following the analogous proof in [20, 21], one can have

Lemma 3.1. The TSSP-3D method (3.39) is normalization conservation, i.e.,

‖ψn‖2h := hxhyhz
∑

(j,k,l)∈TJKL

|ψn
jkl|2 ≡ hxhyhz

∑

(j,k,l)∈TJKL

|ψ0
jkl|2 =

∥∥ψ0
∥∥2
h
, n ≥ 0.

Hence the method is unconditionally stable in L2.

By using the Parsaval’s equality, the total energy and chemical potential can be

approximated via the composite trapezoid quadrature, i.e.,

E(ψ(x, tn)) ≈ Eh(ψ
n) = Ekin

h (ψn) + Eexp
h (ψn) + Einp

h (ψn),

µ(ψ(x, tn)) ≈ µh(ψ
n) = Ekin

h (ψn) + Eexp
h (ψn) + 2Einp

h (ψn), n ≥ 0,
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where the kinetic energy, external potential energy and internal potential energy are

defined as

Ekin
h (ψn) = hxhyhz

∑

(j,k,l)∈TJKL

(ψn
jkl)

∗ (−∆s +m2
)1/2

ψn
jkl,

=
(b− a)(d− c)(f − e)

8

∑

(p,q,s)∈TJKL

√
Ξpqs +m2

∣∣∣(̃ψn)pqs

∣∣∣
2

,

Eexp
h (ψn) = hxhyhz

∑

(j,k,l)∈TJKL

Vjkl
∣∣ψn

jkl

∣∣2 , n ≥ 0,

Einp
h (ψn) =

βhxhyhz
2

∑

(j,k,l)∈TJKL

(VP )
n
jkl

∣∣ψn
jkl

∣∣2

=
(b− a)(d− c)(f − e)β

16

∑

(p,q,s)∈TJKL

1

Ξpqs

∣∣∣(̃|ψn|2)pqs
∣∣∣
2

.

3.4 Simplified methods for spherical symmetry

In this section, the potential Vext and initial data ψ0 are assumed to be spherically

symmetric, i.e. Vext(x) = Vext(r) and ψ0(x) = ψ0(r) with r = |x| for x ∈ R3. Similar

to Chapter 2, by using a proper change of variables BESP-3D and TSSP-3D methods

in previous sections are simplified such that the memory cost (with J = K = L)

is reduced from O(J3) to O(J) and computation cost per step is reduced from

O(J3 ln(J3)) to O(J ln(J)) .

3.4.1 Quasi-1D problems

Under the spherically symmetric assumption, the solution ψ of (3.4)–(3.5) with

the initial condition (1.9) and the ground state φg are also spherically symmetric,

i.e.,

ψ(x, t) = ψ(r, t), φg(x) = φg(r), x ∈ R3, t ≥ 0.
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Thus, the RSP equation (3.4)–(3.5) collapses to

i∂tψ(r, t) =

[
− 1

r2
∂

∂r

(
r2
∂

∂r

)
+m2

]1/2
ψ + Vext(r)ψ + βVP ψ, t > 0, (3.40)

− 1

r2
∂

∂r

(
r2
∂VP (r, t)

∂r

)
= |ψ|2, 0 < r <∞, t ≥ 0, (3.41)

∂rψ(0, t) = ∂rVP (0, t) = lim
r→∞

ψ(r, t) = 0, lim
r→∞

rVP (r, t) =
1

4π
, t ≥ 0, (3.42)

with initial condition

ψ(r, 0) = ψ0(r), 0 ≤ r <∞. (3.43)

Also, the normalization (3.1) collapses to

N(ψ(·, t)) = 4π

∫ ∞

0

|ψ(r, t)|2 r2 dr ≡ 4π

∫ ∞

0

|ψ0(r)|2 r2 dr = 1, t ≥ 0, (3.44)

and the energy (3.6) collapses to

E(ψ(·, t))

= 4π

∫ ∞

0

[
ψ∗
(
− 1

r2
∂

∂r

(
r2
∂

∂r

)
+m2

)1/2

ψ +

(
Vext(r) +

β

2
VP

)
|ψ|2

]
r2 dr

≡ E(ψ0), t ≥ 0.

Similar to Chapter 2, introducing

U(r, t) = 2
√
πr ψ(r, t), V(r, t) = 4πr VP (r, t), 0 ≤ r <∞, t ≥ 0, (3.45)

a detailed computation leeds to

[
− 1

r2
∂

∂r

(
r2
∂

∂r

)
+m2

]1/2
ψ =

1

2
√
πr

(
−∂rr +m2

)1/2 U ,

1

r2
∂

∂r

(
r2
∂VP
∂r

)
=

1

4πr
∂rrV, 0 < r <∞, t > 0.

Plugging the above equations and (3.45) into (3.40)–(3.42),

i∂tU =
(
−∂rr +m2

)1/2 U + Vext(r)U +
β

4πr
V U , 0 < r <∞, t > 0, (3.46)

− ∂rrV =
1

r
|U|2, 0 < r <∞, lim

r→∞
V(r, t) = 1, t ≥ 0, (3.47)

U(0, t) = V(0, t) = lim
r→∞

U(r, t) = 0, t ≥ 0, (3.48)
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with initial condition

U(r, 0) = U0(r) = 2
√
πr ψ0(r), 0 ≤ r <∞. (3.49)

Again, it is easy to show that the above problem conserves the mass

N (U(·, t)) := ‖U(·, t)‖2 =
∫ ∞

0

|U(r, t)|2 dr ≡
∫ ∞

0

|U0(r)|2 dr, t ≥ 0, (3.50)

and the energy

E(U(·, t)) :=

∫ ∞

0

[
U∗ (−∂rr +m2

)1/2 U +

(
Vext(r) +

β

8πr
V
)
|U|2

]
dr

≡ E(U0), t ≥ 0. (3.51)

Plugging (3.45) into (3.50) and (3.51),

N(ψ(·, t)) = N (U(·, t)) ≡ 1, E(ψ(·, t)) = E(U(·, t)), t ≥ 0.

Similar to Chapter 2, after one gets the solution U of (3.46)–(3.49), the solution ψ

of (3.40)–(3.43) can be obtained as

ψ(r, t) =
1

2
√
π





U(r, t)/r, r > 0,

∂rU(0, t) = lims→0+ U(s, t)/s, r = 0,
t ≥ 0.

Meanwhile, the minimization problem (3.3) for ground state collapses to

Find ϕg ∈ S =
{
ϕ | ϕ ∈ H1/2([0,∞)), ϕ(0) = 0, ‖ϕ‖2 =

∫∞
0

|ϕ|2dr = 1
}
such that

Eg := E(ϕg) = min
ϕ∈S

E(ϕ). (3.52)

Again, after one gets the ground state ϕg of (3.52), the solution φg of (3.3) can be

obtained as

φg(r) =
1

2
√
π





ϕg(r)/r, r > 0,

∂rϕg(0) = lims→0+ ϕg(s)/s, r = 0.
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3.4.2 Sine pseudospectral methods

Similar to Chapter 2 and Section 3.2, for computing the minimizer of (3.52), the

following gradient flow with discrete normalization in 1D (GFDN-1D) is constructed,

∂tϕ = −
(
−∂rr +m2

)1/2
ϕ− Vext(r)ϕ− β

4πr
V ϕ, 0 < r <∞, tn ≤ t < tn+1,

(3.53)

− ∂rrV =
1

r
|ϕ|2, 0 < r <∞, lim

r→∞
V(r, t) = 1, t ≥ 0, (3.54)

ϕ(r, tn+1) := ϕ(r, t+n+1) =
ϕ(r, t−n+1)

‖ϕ(r, t−n+1)‖
, n ≥ 0, (3.55)

ϕ(0, t) = V(0, t) = lim
r→∞

ϕ(r, t) = 0, t ≥ 0, (3.56)

ϕ(r, 0) = ϕ0(r), 0 ≤ r <∞, with ‖ϕ0‖2 =
∫ ∞

0

|ϕ0(r)|2 dr = 1, (3.57)

where ϕ(r, t±n ) := limt→t±n
ϕ(r, t) for 0 ≤ r <∞.

Again, in practical computation, the above GFDN-1D is truncated into an in-

terval [0, R] with R > 0 sufficiently large with homogeneous Dirichlet boundary

conditions

ϕ(0, t) = ϕ(R, t) = V(0, t) = 0, t ≥ 0.

Also, in order to implement sine pseudospectral discretization in space, same as

(2.74), one can introduce a linear translation (homogenization)

V(r, t) = V(r, t)− r/R for 0 ≤ r ≤ R, (3.58)

and have,

− ∂rrV(r, t) = −∂rrV(r, t) =
1

r
|ϕ|2 , 0 < r < R, (3.59)

V(0, t) = V(R, t) = 0, t ≥ 0. (3.60)

Then it is discretized in space by sine pseudospectral method and in time by back

Euler method. Let J > 0 be an even integer, choose mesh size hr = R/J , and denote

grid points as rj = jhr for j = 0, 1, . . . , J . Let ϕn
j and Vn

j be the approximations
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of ϕ(rj, tn) and V(rj , tn), respectively, denote Vj = Vext(rj) for j = 0, 1, . . . , J and

ρnj =
∣∣ϕn

j

∣∣2 /rj for j = 1, 2, . . . , J − 1. Choosing ϕ0
j = ϕ0(rj) for j = 0, 1, . . . , J , for

n = 0, 1, . . . , a backward Euler sine pseudospectral discretization in 1D (BESP-1D)

reads

ϕ+
j − ϕn

j

τ
= −

(√
−∂srr +m2 ϕ+

)∣∣∣
j
−
(
Vj +

β

4πrj
Vn

j +
β

4πR

)
ϕ+
j , (3.61)

− (∂srrVn)|j = ρnj , j = 1, 2 . . . , J − 1, ϕ+
0 = ϕ+

J = V0 = VJ = 0, (3.62)

ϕn+1
j =

ϕ+
j

‖ϕ+‖h
, j = 0, 1, . . . , J, with

∥∥ϕ+
∥∥2
h
:= hr

J−1∑

j=1

∣∣ϕ+
j

∣∣2 , (3.63)

where ∂srr is the sine pseudospectral approximation of ∂rr, defined as

− (∂srrϕ
n)|j =

J−1∑

k=1

(µr
k)

2 (̃ϕn)k sin

(
jkπ

J

)
, j = 0, 1, . . . , J,

and the approximation to the operator
√
−∂rr +m2 is defined as

(√
−∂srr +m2 ϕn

)∣∣∣
j
=

J−1∑

k=1

√
(µr

k)
2 +m2 (̃ϕn)k sin

(
jkπ

J

)
, j = 0, 1, . . . , J,

with

µr
k =

kπ

R
, k = 1, 2, . . . , J − 1,

and (̃ϕn)k (k = 1, 2, . . . , J − 1) the discrete sine transform coefficients defined as

(̃ϕn)k =
2

J

J−1∑

j=1

ϕn
j sin

(
jkπ

J

)
, k = 1, 2, . . . , J − 1. (3.64)

Again, the linear system (3.61)–(3.63) can be iteratively solved efficiently in phase

space with the help of discrete sine transform [17]. The above numerical method is

spectrally accurate and it works only when Vext(x) is spherically symmetric, and its

memory cost is only O(J).

Similar to before, for computing the dynamics of (3.46)–(3.49), the time-splitting

technique is first applied to decouple the nonlinearity and then sine pseudospectral

method is used to discretize the spatial derivative. Let Un
j and Vn

j be the ap-

proximations of U(rj, tn) and V(rj , tn), respectively, and choose U0
j = U0(rj) for
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j = 0, 1, . . . , J . Then a second-order time-splitting sine pseudospectral discretiza-

tion in 1D (TSSP-1D) [20, 21, 139] for (3.46)–(3.49) reads

U (1)
j =

J−1∑

k=1

exp

{
−iτ

2

√
(µr

k)
2 +m2

}
(̃Un)k sin

(
jkπ

J

)
,

U (2)
j = exp

{
−iτ

(
Vj +

β

4πrj
V(1) +

β

4πR

)}
U (1)
j , j = 1, . . . , J − 1, (3.65)

Un+1
j =

j−1∑

k=1

exp

{
−iτ

2

√
(µr

k)
2 +m2

}
(̃U (2))k sin

(
jkπ

J

)
, n ≥ 0,

where (̃Un)k and (̃U (2))k are the discrete sine transform coefficients of Un and U (2),

respectively, which are defined similar to (3.64),

V(1)
j =

J−1∑

k=1

1

(µr
k)

2
(̃ρn)k sin

(
jkπ

J

)
, j = 1, 2, . . . , J − 1,

with ρnj = |U (1)|2/rj for j = 1, 2, . . . , J − 1.

Again, the above method is explicit, spectrally accurate in space and second-

order accurate in time, its memory cost is O(J) and computational cost per time

step is O(J ln(J)). It works only when the potential Vext(x) and initial data ψ0(x)

are spherically symmetric. In addition, following the analogue proof in [20, 21], one

can have,

Lemma 3.2. The TSSP-1D method (3.65) is normalization conservation, i.e.,

‖Un‖2h := hr

J−1∑

j=1

∣∣Un
j

∣∣2 ≡ hr

J−1∑

j=1

∣∣U0
j

∣∣2 =
∥∥U0

∥∥2
h
, n ≥ 0.

After one gets the solution Un
j from (3.65), the solution ψn

j of (3.40)–(3.43) can

be obtained as

ψn
j =

1

2
√
π





Un
j /rj, j = 1, 2, . . . , J,
∑J−1

k=1 µ
r
k (̃Un)k, j = 0,

n ≥ 0.

And after one gets the ground state (ϕg)j (j = 0, 1, . . . , J) from (3.61)–(3.63), the

solution (φg)j (j = 0, 1, . . . , J) of (3.3) can be obtained as

(φg)j =
1

2
√
π





(ϕg)j/rj, j = 1, 2, . . . , J,

∑J−1
k=1 µ

r
k (̃ϕg)k, j = 0,
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where (̃Un)k and (̃ϕg)k are the discrete sine transform coefficients of Un and ϕg,

respectively.

By using the Parsaval equality, the energy and chemical potential can also be

approximated via the composite trapezoid quadrature, i.e.

E(ψ(x, tn)) ≈ Eh(Un) = Ekin
h (Un) + Eexp

h (Un) + Einp
h (Un),

µ(ψ(x, tn)) ≈ µ
h
(Un) = Ekin

h (Un) + Eexp
h (Un) + 2Einp

h (Un), n ≥ 0,

where the kinetic energy, external potential energy and internal potential energy are

defined as

Ekin
h (Un) = hr

J−1∑

j=1

(Un
j )

∗ (−∂srr +m2
)1/2 Un

j =
R

2

J−1∑

k=1

√
(µr

k)
2 +m2

∣∣∣(̃Un)k

∣∣∣
2

,

Eexp
h (Un) = hr

J−1∑

j=1

Vj
∣∣ψn

jkl

∣∣2 , n ≥ 0,

Einp
h (Un) =

βhr
8π

J−1∑

j=1

Vn
j

(
1

rj

∣∣Un
j

∣∣2
)

=
βR

16π

J−1∑

k=1

1

(µr
k)

2

∣∣∣(̃ρn)k
∣∣∣
2

+
β

8πR
,

with ρnj = |Un
j |2/rj for j = 1, 2, . . . , J − 1.

3.4.3 Finite difference discretization

For comparison, a backward Euler finite difference (BEFD-1D) discretization can

be applied to (3.53)–(3.57), after it is truncated on the interval [0, R] with the linear

translation (3.58), as

ϕ+ − ϕn

τ
= −(A+m2IJ−1)

1/2 ϕ+ −
(
F n +

β

4πR
IJ−1

)
ϕ+, n ≥ 0, (3.66)

AVn = ρn, ϕn+1 =
ϕ+

‖ϕ+‖h
, n ≥ 0, ϕ0 = ϕ0, (3.67)

where IJ−1 is the (J−1)× (J−1) identity matrix, ϕ+ =
(
ϕ+
1 , ϕ

+
2 , . . . , ϕ

+
J−1

)T
, ϕn =

(
ϕn
1 , ϕ

n
2 , . . . , ϕ

n
J−1

)T
, Vn =

(
Vn

1 ,Vn
2 , . . . ,Vn

J−1

)T
, ϕ0 = (ϕ0(r1), ϕ0(r2), . . . , ϕ0(rJ−1))

T ,

ρn =
(
|ϕn

1 |2 /r1, |ϕn
2 |2 /r2, . . . ,

∣∣ϕn
J−1

∣∣2 /rJ−1

)T
, F n = diag{V1+βVn

1/4πr1, . . . , VJ−1+
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βVn
J−1/4πrJ−1}, and A is a (J − 1)× (J − 1) tri-diagonal matrix defined as

A =
1

h2r




2 −1 0 . . . 0

−1 2 −1 . . . 0

0 −1 2 . . . 0
...

...
...

. . .
...

0 0 0 −1 2




.

In computation, we need to factorize A as A = QΛQT with Λ a diagonal matrix

and Q an orthogonal matrix satisfying QT = Q−1, then (A +m2IJ−1)
1/2 = Q(Λ +

m2IJ−1)
1/2QT .

Similarly, one can apply a time-splitting finite difference (TSFD-1D) discretiza-

tion for (3.46)–(3.49) for dynamics after it is truncated on the interval [0, R]. The

details are omitted here for brevity.

Remark 3.1. If the Poisson equation (3.5) in the RSP equation is replaced by the

Yukawa equation

−∆VP + βVP = |ψ|2, x ∈ R3, lim
|x|→∞

VP (x, t) = 0, t ≥ 0,

with β > 0 a constant, the numerical methods BESP-3D and BESP-1D for comput-

ing the ground states and TSSP-3D and TSSP-1D for computing the dynamics can

be extended straightforward.

Remark 3.2. For the semirelativistic Hartree system considered in [9], i.e.

iε∂tψ
ε
j (x, t) =

[√
−ε2∆+ 1 + V ε

ext(x) + V ε
P

]
ψε
j , x ∈ R3, t > 0, |j| ≤M,

(3.68)

−∆V ε
P = ρε :=

M∑

j=−M

|ψj|2, x ∈ R3, lim
|x|→∞

V ε
P (x, t) = 0, t ≥ 0; (3.69)

with ε > 0 a scaled Planck constant and M ≥ 0 a non-negative integer, the numer-

ical methods TSSP-3D and TSSP-1D for computing the dynamics can be extended

straightforward.
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Table 3.1: Spatial discretization error analysis of BESP-3D, BESP-1D and BEFD-

1D for computing ground states of relativistic Hartree.

h = 2 h = 4/3 h = 1 h = 2/3 h = 1/2

BESP-3D 1.3254E-2 9.3079E-5 1.2608E-6 1.4965E-9 <E-9

BESP-1D 3.2523E-2 3.4154E-4 8.9687E-6 5.7715E-9 <E-9

h = 1/2 h = 1/4 h = 1/8 h = 1/16 h = 1/32

BEFD-1D 1.0394E-2 2.4597E-3 6.0795E-4 1.5157E-4 3.7867E-5

3.5 Numerical results

In this section, we first test the accuracy of methods BESP-3D, BESP-1D and

BEFD-1D for computing the ground states, and TSSP-3D, TSSP-1D and TSFD-1D

for computing the dynamics of the RSP system. Then we apply them to simulate the

ground states and dynamics in different parameter regimes and external potentials,

as well as with finite time blow-up. For simplification, we always choose hx = hy =

hz := h in 3D in the computation.

3.5.1 Accuracy test

First, we test the spatial discretization errors of BESP-3D, BESP-1D and BEFD-

1D methods for computing the ground states. In order to do so, we take β = −16,

m = 1, Vext(x) ≡ 0 for x ∈ R3 in (3.4). In computation, we choose τ = 0.01, initial

data φ0(x) = (π/2)−3/4e−(x2+y2+z2) in (3.15), Ω = [−16, 16]3 with J = K = L (or

hx = hy = hz = h) for the 3D case; and respectively, ϕ0(r) = 2
√
πr(π/2)−3/4e−r2 in

(3.57), R = 16 for the 1D case. The ground state φg is reached when ‖φn−φn+1‖∞ <

10−9. The “exact” ground state φe
g is obtained under a very fine mesh. Let φh

g be the

numerical ground state under the mesh size h. Tab. 3.1 lists the errors
∥∥φh

g − φe
g

∥∥
∞

by using BESP-3D, BESP-1D and BEFD-1D with different mesh sizes h.
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Table 3.2: Spatial discretization error analysis of TSSP-3D, TSSP-1D and TSFD-1D

for computing dynamics of relativistic Hartree.

h = 1 h = 2/3 h = 1/2 h = 1/3 h = 1/4

TSSP-3D 2.7987E-2 6.6190E-3 4.0541E-6 6.7901E-7 7.6630E-9

TSSP-1D 8.9639E-3 5.9967E-4 6.5654E-5 1.0935E-7 6.8056E-10

h = 1/4 h = 1/8 h = 1/16 h = 1/32 h = 1/64

TSFD-1D 1.1365E-2 3.3655E-3 8.7813E-4 2.2189E-4 5.5622E-5

Table 3.3: Temporal discretization error analysis of TSSP-3D, TSSP-1D and TSFD-

1D for computing dynamics of relativistic Hartree.

τ = 0.2 τ = 0.1 τ = 0.05 τ = 0.025

TSSP-3D 2.3918E-4 5.9753E-5 1.4892E-5 3.7201E-6

TSSP-1D 1.7504E-4 4.3414E-5 1.0832E-5 2.5067E-6

TSFD-1D 1.8826E-4 4.6948E-5 1.1975E-5 3.2543E-6

Then we test the spatial and temporal discretization errors of TSSP-3D, TSSP-

1D and TSFD-1D methods for computing the dynamics. Again, we take β =

−16, m = 1, Vext(x) ≡ 0 for x ∈ R3 in (3.4), and the initial data ψ0(x) =

(π/2)−3/4e−(x2+y2+z2) in (1.9) and U0(r) = 2
√
πr(π/2)−3/4e−r2 in (3.49). In com-

putation, we take Ω = [−6, 6]3 with J = K = L (or hx = hy = hz = h) for the 3D

case; and respectively, R = 6 for the 1D case. The “exact” solution ψe is obtained

under a very fine mesh and small time step. Let ψh,τ be the numerical solution

under the mesh size h and time step τ . Tab. 3.2 gives the errors
∥∥ψh,τ − ψe

∥∥
∞

at time t = 1 under τ = 10−5 by using TSSP-3D, TSSP-1D and TSFD-1D with

different mesh sizes h, which demonstrates spatial discretization errors; and Tab.
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Table 3.4: Various quantities in the ground states when β = −10 and Vext(x) ≡ 0

with different m for case (i) in Example 3.1.

m Eg Ekin
g Einp

g µg δr

1 0.9769 1.0380 -0.0611 0.9157 9.9553

2 1.9413 2.0761 -0.1347 1.8066 2.4889

3 2.9265 3.1141 -0.1876 2.7389 1.1062

4 3.9075 4.1521 -0.2446 3.6630 0.6222

5 4.8886 5.1902 -0.3016 4.5870 0.3982

6 5.8663 6.2282 -0.3619 5.5044 0.2765

3.3 shows similar results under h = 1/8 for TSSP-3D, TSSP-1D, and respectively,

h = 1/512 for TSFD-1D with different time steps τ , which demonstrates temporal

discretization errors.

From Tabs. 3.1, 3.2 and 3.3, we can draw the following conclusions: (i) both

BESP-3D and BESP-1D are spectrally accurate and BEFD-1D is second-order ac-

curate in spatial discretization for computing the ground states; (ii) both TSSP-3D

and TSSP-1D are spectrally accurate and TSFD-1D is second-order accurate in

spatial discretization for computing the dynamics, and all these three methods are

second-order accurate in temporal discretization. Based on these observations, for

computing ground states of the RSP equation, if the potential Vext is spherically

symmetric BESP-1D is suggested, otherwise, BESP-3D should be used; and for

computing the dynamics, if the potential V and initial data ψ0 are both spherically

symmetric TSSP-1D is suggested, otherwise, TSSP-3D should be used.

3.5.2 Ground states of the RSP equation

To quantify the ground state φg(x), we will examine its total energy Eg := E(φg),

chemical potential µg := µ(φg), kinetic energy Ekin
g := Ekin(φg), external potential
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Table 3.5: Various quantities in the ground states when m = 1 and Vext(x) ≡ 0 with

different β < 0 for case (ii) in Example 3.1.

β Eg Ekin
g Einp

g µg δr

-16 0.9434 1.1153 -0.1718 0.7716 3.1277

-14 0.9588 1.0825 -0.1237 0.8351 4.4562

-12 0.9679 1.0573 -0.0894 0.8785 6.5188

-10 0.9769 1.0380 -0.0611 0.9157 9.9553

-8 0.9842 1.0235 -0.0393 0.9449 16.3002

-6 0.9925 1.0128 -0.0204 0.9721 30.0289

Table 3.6: Various quantities in the ground states when m = 1 and Vext(x) =

Vext(r) =
1
2
r2 with different β > 0 for case (iii) in Example 3.1.

β Eg Ekin
g Einp

g Eexp
g µg δr

16 2.7164 1.5673 0.4408 0.7083 3.1572 0.4722

32 3.1292 1.4899 0.7764 0.8629 3.9055 0.5752

64 3.8349 1.4016 1.2947 1.1387 5.1296 0.7591

128 4.9784 1.3176 2.0488 1.6120 7.0271 1.0747

256 6.7429 1.2479 3.0960 2.3989 9.8390 1.5993

512 9.3476 1.1934 4.4745 3.6798 13.8221 2.4532

energy Eexp
g := Eexp(φg) and internal potential energy Einp

g := Einp(φg) as well as

its mean width square δr defined as

δr =
1

3

∫

R3

|x|2|φg(x)|2 dx =
1

3

∫

R3

(x2 + y2 + z2)|φg(x)|2 dx,

which can be computed numerically in 3D as

δr ≈
hxhyhz

3

∑

(j,k,l)∈TJKL

(
x2j + y2k + z2l

)
|(φg)jkl|2 ,
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and respectively, if φg is spherically symmetric in 1D as

δr ≈
4πhr
3

J−1∑

j=1

r4j |(φg)j |2.

Example 3.1. Ground states of the RSP equation with spherically symmetric

potential for different parameters m and β. We consider three cases: (i) β = −10

and Vext(x) ≡ 0 with different m; (ii) m = 1 and Vext(x) ≡ 0 with different β < 0;

and (iii)m = 1 and a harmonic trapping potential Vext =
1
2
(x2 + y2 + z2) = 1

2
r2 with

different β ≥ 0. The problem is always computed on a sufficiently large bounded

domain Ω = [0, R] by using BESP-1D with 257 grid points and time step τ = 0.01.

The initial data ϕ0 is taken as ϕ0 =
2
√
πr

(π/2)3/4
e−r2.

Tabs. 3.4, 3.5 and 3.6 show various quantities in the ground states in cases

(i), (ii) and (iii), respectively, including total energy, kinetic energy, internal and

external potential energy, chemical potential µg and mean width square δr. Fig.

3.1 depicts the plots of the ground state solution φg(r) in cases (i), (ii) and (iii) as

well as the energy evolution while solving the gradient flow in case (i). In addition,

from the results in cases (i) and (ii), we can numerically predict the “Chandrasekhar

limit mass”, λcr. For each fixed m > 0, we can numerically fit a curve of δr versus

β < 0, and then λcr is numerically obtained by finding the zero point of the fitting

function. Fig. 3.2 shows the fitting curves of δr versus β < 0 when m = 2, 3 and

4; and the ground states φg(r) when m = 4 for β = −32,−32.5,−33,−33.5. From

these numerical results, it is numerically found that βcr = −4πλcr ≈ −33.8, i.e.

λcr ≈ 2.69, which is independent of m.

Based on Tabs. 3.4, 3.5 and 3.6, and Figs. 3.1 and 3.2, one can conclude, for a

large system with attractive self-interaction (i.e. λ < 0 in (1.8) or β < 0 in (3.4))

and without external potential, that: (i) as the particle mass m increases but for a

fixed β in (3.4), the total energy, kinetic energy in ground states and the chemical

potential increase, but the internal potential energy (negative) decreases. Also,

as m increases, the attractive interaction becomes stronger. (ii) for fixed m, as |β|
increases in (3.4), the total energy, internal potential energy (negative) in the ground
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Figure 3.1: Ground states φg(r) in Example 3.1: (a) for case (i) with m = 1, 2, . . . , 6

(as peak increasing); (b) for case (ii) with β = −6,−8, . . . ,−16 (as peak increasing);

(c) for case (iii) with β = 24, 25, . . . , 29 (as peak decreasing); and (d) time evolution

of energy in case (i).

states and chemical potential decrease, but the kinetic energy increases. Again, as

|β| increases, the attractive interaction becomes stronger, which also indicates that

when the total mass exceeds certain critical value, the “gravitational collapse” of

boson stars would occur. On the other hand, in a large system with repulsive self-

interaction (i.e. λ > 0 in (1.8) or β > 0 in (3.4)) with a harmonic potential, for the

fixed particle mass m as the total number of particle increases (i.e. β increases in

(3.4)), the total energy, both internal and external potential energy in the ground
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Figure 3.2: Numerical study of the “Chandrasekhar limit mass”, i.e., λcr =

−βcr/4π ≈ 33.8/4π ≈ 2.69 in Example 3.1: fitting curves of δr versus β < 0 for

m = 2, 3 and 4 (left column); and ground states φg(r) when m = 4 for β = −32,

−32.5, −33, −33.5 (right column).

states, and the chemical potential increase, while the kinetic energy decreases. Also,

in this case the repulsive interaction becomes stronger as β increases.

Example 3.2. Ground states of the RSP equation with different non-spherically

symmetric potentials in (3.4). We consider three cases: (i) β = −10 and m = 1

with a harmonic potential Vext(x, y, z) = 1
32
(16x2 + y2 + z2); (ii) β = −10 and

m = 1 with a double-well potential Vext(x, y, z) =
1
32
((4− x2)2 + y2 + z2); and (iii)

β = 64 and m = 1 with an optical lattice potential Vext(x, y, z) =
1
2
(x2 + y2 + z2) +

10
(
sin2(πx) + sin2(πy) + sin2(πz)

)
.

The problem is computed on a bounded domain Ω = [−8, 8]3 by using BESP-3D

with mesh size hr = 1/8 and time step ∆t = 0.01. The initial data is taken as

φ0(x, y, z) = (π/2)−3/4e−(x2+y2+z2). Fig. 3.3 shows the surface plots of φg(x, y, 0)

and isosurface plots of |φg| = 0.1 for the above three cases. The results show that

the BESP-3D method can compute the ground states very efficiently and accurately.
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Figure 3.3: Ground state solution φg in Example 3.2 for case (i) (top row), case (ii)

(middle row) and case (iii) (bottom row): surface plots of φg(x, y, 0) (left column);

and isosurface plots of |φg| = 0.1 (right column).
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3.5.3 Dynamics of the RSP equation

Example 3.3. Dynamics of ground states under perturbation, i.e. we take initial

condition as the ground state computed numerically by using the BESP-3D method.

First, we study the evolution of the ground state under the potential Vext =
1
2
(x2 +

y2 + z2) for β = −1 and m = 1, when the potential suddenly changes to Vext =

1
2
(4x2 + y2 + z2). We choose Ω = [−4, 4]3 with mesh size h = 1/8 and time step

τ = 0.001. Second, we look at the evolution of the ground state under a double-

well potential Vext(x, y, z) =
1
32
((4− x2)2 + y2 + z2) for β = −10 and m = 1, when

the potential suddenly changes to Vext =
1
2
(x2 + y2 + z2). In this case, we choose

Ω = [−8, 8]3 with mesh size h = 1/4 and time step ∆t = 0.001. Figs. 3.4 and 3.5

show the evolution of total energy, kinetic energy and external/internal potential

energy, the evolutions of ψ(x, 0, 0, t), and isosurface plots of |ψ| = 0.1 at different

time points for these two cases. In these two cases, the existence of global-in-time

solution is observed. Also, the method conserves the total energy very well.

Next, we study the dynamics of the center of mass. Let φg be the ground state

under the potential Vext(x, y, z) =
1
2
(x2 + y2 + z2) with β = −1 and m = 1, which is

obtained numerically by the BESP-3D method on [−4, 4]3 with mesh size h = 1/8.

The initial condition is taken as

ψ0(x, y, z) = φg(x, y, z)e
i (0.8x+0.5y+0.3z),

and we apply the TSSP-3D method with mesh size h = 1/4 and time step τ = 0.001.

The center of mass, (x
com
, y

com
, z

com
), is evaluated by

x
com

= hxhyhz
∑

(i,j,k)∈TJKL

xj |ψn
jkl|2,

and similar for y
com

and z
com

.

Fig. 3.6 shows the evolution of each component of the center of mass, various

energy as well as the isosurface plots of |ψ| = 0.1 at different time points. An

obvious damping phenomena in the center of mass is observed, and the damping

frequencies in each component of the center of mass are identical even though the

damping amplitudes differ.
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Figure 3.4: Dynamics of the ground state when potential changes instantly from

Vext = 1
2
(x2 + y2 + z2) to Vext = 1

2
(4x2 + y2 + z2), for β = −1 and m = 1 in

Example 3.3: (a) evolution of various energies; (b) evolution of |ψ(x, 0, 0, t)|; (c)-(f)
isosurface plots of |ψ| = 0.1 at different times.
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Figure 3.5: Dynamics of the ground state when potential changes instantly from

Vext =
1
32
((4− x2)2 + y2 + z2) to Vext =

1
32
(4x2 + y2 + z2), for β = −10 and m = 1

in Example 3.3: (a) evolution of various energies; (b) evolution of |ψ(x, 0, 0, t)|;
(c)-(f) isosurface plots of |ψ| = 0.1 at different times.
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Figure 3.6: Dynamics of the ground state enforced an instant movement in Ex-

ample 3.3: (a) evolution of the center of mass (x
com
, y

com
, z

com
); (b) evolution of

various energies; (c)-(f) isosurface plots of |ψ| = 0.1 at different times. Here,

Vext =
1
2
(x2 + y2 + z2), m = 1 and β = −1.
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Figure 3.7: Results in Example 3.4. Dynamics of two Gaussian beams with opposite

moving directions: (a) evolution of various energies; (b) evolution of |ψ(x, 0, 0, t)|;
(c)-(f) isosurface plots of |ψ| = 0.05 at different times.
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Example 3.4. Wave-collision in the RSP equation, i.e. we take the initial condition

as

ψ0 =
1

3(π/2)3/4
e−(y2+z2)

(
ei 0.8x−(x+2.5)2 + 2e−i 0.5x−(x−2.5)2

)
,

which is two Gaussian beams in x-axis with opposite moving directions, Vext =

1
2
(x2 + y2 + z2), β = −1 and m = 1. We apply the TSSP-3D method by choosing

Ω = [−8, 8]3 with mesh size h = 1/4 and time step τ = 0.001. Fig. 3.7 plots the

evolution of various energies, the evolution of |ψ(x, 0, 0, t)| and isosurface plots of

|ψ| = 0.05 at different time points. It shows that after a collision of two Gaussian

beams, which may have different amplitudes and opposite moving directions with

various velocities, there is no significant new wave structure generated.

Example 3.5. Finite time blow-up in the RSP equation, i.e. we investigate the

change of the “gravitational collapse” time with respect to the particle mass as well

as the total number of particles in boson stars without external potentials. The

initial condition is taken as

ψ0(r) =
1

(π/50)3/4
e−25r2 ,

and the TSSP-1D method is applied with Ω = [0, 1], hr = 1/256 and τ = 0.0001.

The blow-up time is detected by looking at the evolution of the kinetic energy. First

we fix the particle mass as m = 1 and change β from −50 to −200, and then choose

m = 1, 40, 60 and 80, when β = −50. Fig. 3.8 shows the evolution of kinetic energy

in these two settings, and depicts the evolution of |ψ(r, t)| when (β,m) = (−200, 1)

and (β,m) = (−50, 80). The results indicate a monotonic relation between the

“gravitational collapse” time and both the particle mass and total particle number.

More precisely, when either the total particle number increases or the particle mass

decreases, the boson stars would collapse earlier.



3.5 Numerical results 80

(a)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

0

50

100

150

200

250

300

350

400

450

500

t

K
in

e
tic

 e
n

e
rg

y

m = 1, V = 0

 

 
β = −200

β = −150

β = −100

β = −50

(b)
0 0.1 0.2 0.3 0.4 0.5

0

50

100

150

200

250

300

350

400

450

500
β = −50, V = 0

t

K
in

e
tic

 e
n

e
rg

y

 

 
 m = 80

m = 60

m = 40

m = 1

(c)

0
0.05

0.1
0.15

0.2 0.11
0.12

0.13
0.14

200

400

600

800

t

β = −200, m = 1, V = 0

r

|ψ
(r

,t)
|

(d)

0

0.05

0.1
0.4

0.42
0.44

0.46
0.48

200

400

600

800

1000

1200

1400

t

β = −50, m = 80, V = 0

r

|ψ
(r

,t)
|

Figure 3.8: Time evolution of kinetic energy in the blow-up cases when Vext = 0 in

Example 3.5: (a) for β < 0 and m = 1, and (b) for β = −50 and different m; and

evolution of |ψ(r, t)| close to the blow-up when Vext(r) = 0: (c) for β = −200 and

m = 1, and (d) for β = −50 and m = 80.



Chapter 4
Methods and analysis for the

Klein–Gordon equation

This chapter investigates the performance of various numerical methods for solv-

ing the Klein–Gordon equation (1.12)–(1.13) in the nonrelativistic limit regime, i.e.

0 < ε ≪ 1. The methods studied here include frequently-used finite difference time

domain (FDTD) discretizations and the Gautschi-type exponential wave integra-

tor combined with spectral or finite difference discretization in space. For all the

methods considered here, rigorous error estimates are carried out with particular at-

tention on how their optimal error bounds depend explicitly on the small parameter

ε.

4.1 Introduction

As introduced in Section 1.2, the dimensionless relativistic Klein–Gordon (KG)

equation in d-dimensions (d = 1, 2, 3) [106, 107, 110] is considered here,

ε2∂ttu−∆u+
1

ε2
u+ f(u) = 0, x ∈ Rd, t > 0, (4.1)

with initial conditions given as

u(x, 0) = φ(x), ∂tu(x, 0) =
1

ε2
γ(x), x ∈ Rd. (4.2)

81
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Here u = u(x, t) is a real-valued field, ε > 0 is a dimensionless parameter which is

inversely proportional to the speed of light [106, 107, 110], φ and γ are given real-

valued functions, f(u) is a dimensionless real-valued function independent of ε and

satisfies f(0) = 0. In practice, the typical nonlinearity is the pure power case, i.e.

f(u) = λup+1 with p ≥ 0 and λ ∈ R [35, 36, 64, 65, 68, 69, 106, 107, 110, 115, 123, 131,

134, 140]. In fact, the above KG equation is also known as the relativistic version

of the Schrödinger equation under proper non-dimensionalization (cf. Section 1.2

and [106,107,110]) and it is used to describe the motion of a spinless particle [46,128].

The KG equation (4.1)–(4.2) is time symmetric or time reversible. In addition, if

u(·, t) ∈ H1(Rd) and ∂tu(·, t) ∈ L2(Rd), it also conserves the energy [106, 107, 110],

i.e.,

E(t) :=

∫

Rd

[
ε2 (∂tu(x, t))

2 + |∇u(x, t)|2 + 1

ε2
u2(x, t) + F (u(x, t))

]
dx

≡
∫

Rd

[
1

ε2
γ2(x) + |∇φ(x)|2 + 1

ε2
φ2(x) + F (φ(x))

]
dx := E(0), t ≥ 0, (4.3)

where

F (u) = 2

∫ u

0

f(s) ds, u ∈ R. (4.4)

For fixed ε > 0 (O(1)-speed of light regime), e.g. ε = 1, the KG equation (4.1)–

(4.2) has gained a surge of attention in both analytical and numerical aspects. Along

the analytical front, the Cauchy problem was investigated, e.g. in [11, 36, 64, 68, 87,

94, 131, 134]. In particular, for the defocusing case (i.e. F (u) ≥ 0 for u ∈ R) the

global existence of solutions was established in [36], and for the focusing case (i.e.

F (u) ≤ 0 for u ∈ R) possible finite time blow-up was shown in [11]. For more results

in this regime, one can refer to [4,35,115,118,123,132,140] and references therein. In

the numerical aspect, various numerical schemes were proposed and studied in the

literature. For instance, standard finite difference time domain (FDTD) methods

such as energy conservative, semi-implicit and explicit finite difference discretizations

were proposed and analyzed in [3, 52, 98, 121, 141]. Other approaches, like finite

element or spectral discretization, were also studied in [37,47,146]. Comparisons of

different methods in this regime were carried out in [88, 121].
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However, in the nonrelativistic limit regime, i.e. if 0 < ε≪ 1 or the speed of light

goes to infinity, the analysis and efficient computation of the KG equation (4.1)–(4.2)

are mathematically rather complicated issues. The difficulty in analysis is mainly

due to that the energy E(t) in (4.3) becomes unbounded when ε → 0. Recently,

Machihara et al. [107] studied such limit in the energy space, and Masmoudi et

al. [110] analyzed such limit in a strong topology of the energy space. For more

recent progresses made on this topic, one can refer to [116, 117, 147]. Their results

show that the solution propagates waves with wavelength O(ε2) and O(1) in time

and space, respectively, when 0 < ε ≪ 1. On the other hand, this highly oscillatory

nature in time provides severe numerical burdens, making the computation in the

nonrelativistic limit regime extremely challenging. Tracing to the literature, so far

there are few results on the numerics of the KG equation in this regime.

The aim of this chapter is to study the efficiency of frequently used FDTD meth-

ods applied in the nonrelativistic limit regime, to propose new numerical schemes

and to compare their resolution capacities in this regime. In the following sections,

we begin with the detailed analysis on the stability and convergence of four standard

implicit/semi-implicit/explicit energy conservative or non-conservative FDTDmeth-

ods. Here, particular attention is paid on how the error bounds depend explicitly on

the small parameter ε in addition to the mesh size h and time step τ . Based on the

estimates, in order to obtain “correct” numerical approximations when 0 < ε ≪ 1,

the meshing strategy requirement (ε-scalability) for those frequently used FDTD

methods is

τ = O(ε3), h = O(1), (4.5)

which suggests that the standard FDTD methods are computationally expensive for

the KG equation (4.1)–(4.2) as 0 < ε ≪ 1. To relax the ε-scalability, we then propose

new numerical methods, whose ε-scalability is optimal for both time and space in

view of the inherent oscillatory nature. The key ideas of the new schemes are: (i)

to apply either sine pseudospectral or centered finite difference discretization for

spatial derivatives; and (ii) to discretize the highly oscillatory second-order ordinary
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differential equations (ODEs) in phase space by using the Gautschi-type exponential

wave integrator [63, 77] which is well demonstrated in the literature that it has

favorable properties compared with standard time integrators for oscillatory second-

order differential equations [72,73,83,84]. For the linear KG equation, the Gautschi-

type time integrator does not introduce any time discretization error. Rigorous error

estimates show that the ε-scalability of the new methods is improved to

τ = O(1), h = O(1), (4.6)

for the linear KG equation, and respectively, to

τ = O(ε2), h = O(1), (4.7)

for the nonliear KG equation. Thus, the Gautschi-type methods offer compelling

advantages over commonly used FDTD methods in temporal resolution when 0 <

ε≪ 1.

4.2 FDTD methods and their analysis

In this section, commonly used FDTD methods are applied to the KG equation

(4.1)–(4.2) [52, 88, 98, 121, 141], and their stability and convergence in the nonrel-

ativistic limit regime are rigorously analyzed. For simplicity of notations, the nu-

merical methods and their analysis shall be only presented in 1D. Generalization to

higher dimensions is straightforward and results remain valid without modifications.

Similar to most works in the literature for the analysis and computation of the KG

equation (cf. [3, 37, 47, 52, 88, 98, 121, 141, 146] and references therein), in practical

computation, the whole space problem is truncated into an interval Ω = (a, b) with

homogeneous Dirichlet boundary conditions. In 1D, the KG equation (4.1)–(4.2)
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with homogeneous Dirichlet boundary conditions collapses to

ε2∂ttu(x, t)− ∂xxu+
1

ε2
u+ f(u) = 0, x ∈ Ω = (a, b), t > 0, (4.8)

u(a, t) = u(b, t) = 0, t ≥ 0, (4.9)

u(x, 0) = φ(x), ∂tu(x, 0) =
1

ε2
γ(x), x ∈ Ω̄ = [a, b], (4.10)

with φ(a) = φ(b) = 0 and γ(a) = γ(b) = 0.

4.2.1 FDTD methods

Choose mesh size h := ∆x = (b− a)/M with M being an even positive integer,

time step τ := ∆t > 0 and denote grid points and time steps as

xj := a + jh, j = 0, 1, . . . ,M, tn := nτ, n = 0, 1, 2, . . . .

Let unj be the approximation of u(xj , tn) (j = 0, 1, . . . ,M , n = 0, 1, . . .) and introduce

the finite difference discretization operators as

δ+t u
n
j =

un+1
j − unj
τ

, δ−t u
n
j =

unj − un−1
j

τ
, δ2t u

n
j =

un+1
j − 2unj + un−1

j

τ 2
,

δ+x u
n
j =

unj+1 − unj
h

, δ−x u
n
j =

unj − unj−1

h
, δ2xu

n
j =

unj+1 − 2unj + unj−1

h2
.

It is easy to check that δ2t = δ+t δ
−
t = δ−t δ

+
t and δ2x = δ+x δ

−
x = δ−x δ

+
x . Here, four

frequently used FDTD methods [52,88,98,121,141] are considered to discretize the

problem (4.8)–(4.10): for j = 1, 2, . . . ,M − 1, n = 1, 2, . . . ,

I. Implicit energy conservative finite difference (Impt-EC-FD) method

ε2δ2t u
n
j −

1

2
δ2x
(
un+1
j + un−1

j

)
+

1

2ε2
(
un+1
j + un−1

j

)
+G

(
un+1
j , un−1

j

)
= 0; (4.11)

II. Semi-implicit energy conservative finite difference (SImpt-EC-FD) method

ε2δ2t u
n
j − δ2xu

n
j +

1

2ε2
(
un+1
j + un−1

j

)
+G

(
un+1
j , un−1

j

)
= 0; (4.12)

III. Semi-implicit finite difference (SImpt-FD) method

ε2δ2t u
n
j −

1

2
δ2x
(
un+1
j + un−1

j

)
+

1

2ε2
(
un+1
j + un−1

j

)
+ f

(
unj
)
= 0; (4.13)
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IV. Explicit finite difference (Expt-FD) method

ε2δ2t u
n
j − δ2xu

n
j +

1

ε2
unj + f

(
unj
)
= 0. (4.14)

Here,

G(v, w) =

∫ 1

0

f (θv + (1− θ)w) dθ =
F (v)− F (w)

2(v − w)
, ∀ v, w ∈ R, (4.15)

with F (u) defined in (4.4). The initial and boundary conditions are discretized as

un0 = unM = 0, n ≥ 0, u0j = φ(xj), j = 0, 1, . . . ,M, (4.16)

u1j = φ(xj) +
τ

ε2
γ(xj) +

τ 2

2ε2

[
δ2xφ(xj)−

1

ε2
φ(xj)− f (φ(xj))

]
. (4.17)

Clearly, the above four FDTD methods are time symmetric or time reversible,

i.e. they are unchanged if we interchange n+1 ↔ n−1 and τ ↔ −τ . Expt-FD is an

explicit method, whereas Impt-EC-FD, SImpt-EC-FD and SImpt-FD are implicit

methods. At each time step, SImpt-FD needs to solve a linear system, SImpt-EC-

FD needs to solve a nonlinear decoupled system, and Impt-EC-FD needs to solve a

fully nonlinear coupled system.

Denoting XM = {v = (v0, v1, . . . , vM) | v0 = vM = 0} ⊂ RM+1, and letting
{
vnj , j = 0, 1, . . . ,M, n = 0, 1, . . .

}
be any grid function satisfying vn0 = vnM = 0

(n = 0, 1, . . .), thus one has vn = (vn0 , v
n
1 , . . . , v

n
M) ∈ XM and can define its standard

discrete l2 norm, semi-H1 norm, semi-H2 norm and l∞ norm as

‖vn‖2l2 = h

M−1∑

j=0

∣∣vnj
∣∣2 ,

∥∥δ+x vn
∥∥2
l2
= h

M−1∑

j=0

∣∣δ+x vnj
∣∣2 , (4.18)

∥∥δ2xvn
∥∥2
l2
= h

M−1∑

j=1

∣∣δ2xvnj
∣∣2 , ‖vn‖l∞ = max

0≤j≤M

∣∣vnj
∣∣ , n ≥ 0. (4.19)

The results given in the following lemma are frequently used in the numerical

analysis for finite difference schemes defined for un ∈ XM .
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Lemma 4.1. For any vn ∈ XM (n ≥ 0), the following equalities hold

− h
M−1∑

j=0

vnj δ
2
xv

n
j = h

M−1∑

j=0

∣∣δ+x vnj
∣∣2 =

∥∥δ+x vn
∥∥2
l2
, (4.20)

h

M−1∑

j=0

vnj v
n+1
j =

1

2
‖vn‖2l2 +

1

2

∥∥vn+1
∥∥2
l2
− τ 2

2

∥∥δ+t vn
∥∥2
l2
, (4.21)

h

M−1∑

j=0

(
δ+x v

n+1
j

) (
δ+x v

n
j

)
=

1

2h

M−1∑

j=0

[(
vn+1
j+1 − vnj

)2
+
(
vnj+1 − vn+1

j

)2]

− τ 2

h2
∥∥δ+t vn

∥∥2
l2

n = 0, 1, . . . . (4.22)

Proof. The equality (4.20) comes from the standard summation by parts formula

(see, e.g. [98]) and (4.21) comes from

vnj v
n+1
j =

1

2

[(
vn+1
j

)2
+
(
vnj
)2 −

(
vn+1
j − vnj

)2]

=
1

2

[(
vn+1
j

)2
+
(
vnj
)2 − τ 2

(
δ+t v

n
j

)2]
.

From (4.21) and a straightforward computation, one gets

h
M−1∑

j=0

(
δ+x v

n+1
j

) (
δ+x v

n
j

)
=

1

2

∥∥δ+x vn+1
∥∥2
l2
+

1

2

∥∥δ+x vn
∥∥2
l2
− τ 2

2

∥∥δ+t δ+x vn
∥∥2
l2

=
h

2

M−1∑

j=0

[(
δ+x v

n+1
j

)2
+
(
δ+x v

n
j

)2]− τ 2

2h

M−1∑

j=0

(
δ+t v

n
j+1 − δ+t v

n
j

)2

=
τ 2

h

M−1∑

j=0

(
δ+t v

n
j+1

) (
δ+t v

n
j

)
+
h

2

M−1∑

j=0

[(
δ+x v

n+1
j

)2
+
(
δ+x v

n
j

)2]− τ 2

h2
∥∥δ+t vn

∥∥2
l2

=
1

2h

M−1∑

j=0

[(
vn+1
j+1 − vn+1

j

)2
+
(
vnj+1 − vnj

)2
+ 2

(
vn+1
j+1 − vnj+1

) (
vn+1
j − vnj

)]

−τ
2

h2
∥∥δ+t vn

∥∥2
l2

=
1

2h

M−1∑

j=0

[(
vn+1
j+1 − vnj

)2
+
(
vnj+1 − vn+1

j

)2]− τ 2

h2
∥∥δ+t vn

∥∥2
l2
,

which immediately implies (4.22).

For the first two methods Impt-EC-FD and SImpt-EC-FD, one can easily show

that they conserve the energy in the discretized level, i.e.
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Lemma 4.2. The method Impt-EC-FD (4.11) conserves the discrete energy as

En = ε2
∥∥δ+t un

∥∥2
l2
+

1

2

(∥∥δ+x un
∥∥2
l2
+
∥∥δ+x un+1

∥∥2
l2

)
+

1

2ε2

(
‖un‖2l2 +

∥∥un+1
∥∥2
l2

)

+
h

2

M−1∑

j=0

[
F
(
unj
)
+ F

(
un+1
j

)]
≡ E0, n = 0, 1, 2, . . . . (4.23)

Similarly, the method SImpt-EC-FD (4.12) conserves the discrete energy as

Ẽn = ε2
∥∥δ+t un

∥∥2
l2
+ h

M−1∑

j=0

δ+x u
n
j · δ+x un+1

j +
1

2ε2

(
‖un‖2l2 +

∥∥un+1
∥∥2
l2

)

+
h

2

M−1∑

j=0

[
F
(
unj
)
+ F

(
un+1
j

)]
≡ Ẽ0, n = 0, 1, 2, . . . . (4.24)

Proof. The proof proceeds in the analogous lines as in [98,141] for the standard KG

equation, i.e. ε = 1 in (4.8)–(4.10), and the details are omitted here for brevity.

4.2.2 Stability analysis

By using the standard von Neumann analysis [136], the following stability results

for the FDTD methods can be obtained,

Theorem 4.1. Suppose f(u) is linear, i.e. f(u) = αu with α a constant satisfying

α > −ε−2, then,

(i) The method Impt-EC-FD (4.11) is unconditionally stable for any τ > 0, h > 0

and ε > 0.

(ii) When 4ε2 − h2(1 + ε2α) ≤ 0, the method SImpt-EC-FD (4.12) is uncondi-

tionally stable for any τ > 0 and h > 0; and when 4ε2 − h2(1 + ε2α) > 0, it is

conditionally stable under the stability condition

τ ≤ 2hε2√
4ε2 − h2(1 + ε2α)

. (4.25)

(iii) When −ε−2 < α ≤ ε−2, the method SImpt-FD (4.13) is unconditionally

stable for any τ > 0 and h > 0; and when α > ε−2, it is conditionally stable under

the stability condition

τ ≤ 2ε2√
ε2α− 1

. (4.26)
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(iv) The method Expt-FD (4.13) is conditionally stable under the stability con-

dition

τ ≤ 2hε2√
4ε2 + h2(1 + αε2)

. (4.27)

Proof. Noticing f(u) = αu, plugging

un−1
j = e2ijlπ/M , unj = ξle

2ijlπ/M , un+1
j = ξ2l e

2ijlπ/M ,

into (4.11)–(4.14), with ξl the amplification factor of the l-th mode in phase space,

one can obtain the characteristic equation with the following structure

ξ2l − 2θl ξl + 1 = 0, (4.28)

where θl ∈ R is determined by the corresponding method and may vary for different

methods. Solving the above equation, one has ξl = θl ±
√
θ2l − 1. The stability of

numerical schemes amounts to

|ξl| ≤ 1 ⇐⇒ |θl| ≤ 1. (4.29)

(i) For the method Impt-EC-FD (4.11), noticing α > −ε−2, one has

0 ≤ θl =
2ε4

2ε4 + τ 2 (ε2λ2l + ε2α + 1)
≤ 1, (4.30)

with

λl =
2

h
sin

(
lπ

M

)
. (4.31)

This implies that the method Impt-EC-FD (4.11) is unconditionally stable for any

τ > 0, h > 0 and ε > 0.

(ii) For the method SImpt-FD (4.13), one has

θl =
2ε4 − τ 2ε2λ2l

2ε4 + τ 2 (ε2α + 1)
. (4.32)

From (4.31),

0 ≤ λ2l ≤
4

h2
. (4.33)
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Thus, when 4ε2 − h2(1 + ε2α) ≤ 0, or 4ε2 − h2(1 + ε2α) > 0 with the condition

(4.25),

(
ε2λ2l − ε2α− 1

)
τ 2 ≤

(
4ε2

h2
− ε2α− 1

)
τ 2 ≤ 4ε4 =⇒ |θl| ≤ 1.

(iii) For the method SImpt-EC-FD (4.12), one has

θl =
2ε4 − τ 2ε2α

2ε4 + τ 2 (ε2λ2l + 1)
. (4.34)

Noticing (4.33), when −ε−2 < α ≤ ε−2, or α > ε−2 with the condition (4.26),

τ 2
(
ε2α− 1− ε2λ2l

)
≤ τ 2(ε2α− 1) ≤ 4ε4 =⇒ |θl| ≤ 1.

(iv) For the method Expt-FD (4.14), one has

θl =
2ε4 − τ 2 (ε2λ2l + ε2α + 1)

2ε4
. (4.35)

Combining (4.33) and (4.27), one gets

τ 2
(
ε2λ2l + 1 + ε2α

)
≤ τ 2

(
4ε2

h2
+ 1 + ε2α

)
≤ 4ε4 =⇒ |θl| ≤ 1.

The proof is completed.

4.2.3 Main results on error estimates

Motivated by the analytical results in [107,110] for the KG equation, the following

assumptions on the exact solution u of (4.8)–(4.10) are made

(A) u ∈ C4([0, T ];W 1,∞) ∩ C3([0, T ];W 2,∞) ∩ C2([0, T ];W 3,∞)

∩ C([0, T ];W 5,∞ ∩H1
0 ),∥∥∥∥

∂r+s

∂tr∂xs
u(x, t)

∥∥∥∥
L∞(ΩT )

.
1

ε2r
, 0 ≤ r ≤ 4 & 0 ≤ r + s ≤ 5,

where, ΩT = Ω× [0, T ] and 0 < T < T ∗ with T ∗ the maximum existence time of the

solution. Define the grid “error” function en ∈ XM (n ≥ 0) as

enj = u (xj , tn)− unj , j = 0, 1, . . . ,M, n = 0, 1, 2, . . . , (4.36)
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with unj the approximations obtained from FDTD methods.

For the method Impt-EC-FD (4.11), one can establish the following error esti-

mate (see detailed proof in the forthcoming subsection):

Theorem 4.2. Assume τ . ε3 and under assumptions (A) and f ∈ C3(R), there

exist constants τ0 > 0 and h0 > 0 sufficiently small and independent of ε such that,

for any 0 < ε ≤ 1, when 0 < τ ≤ τ0 and 0 < h ≤ h0, the following error estimate

for the method Impt-EC-FD (4.11) with (4.16) and (4.17) holds,

‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2

ε6
, 0 ≤ n ≤ T

τ
. (4.37)

For Expt-FD method, one can have the following error estimate (see detailed

proof in the forthcoming subsection):

Theorem 4.3. Assume τ . ε3 and under assumptions (A) and f ∈ C2(R), there

exist constants τ0 > 0 and h0 > 0 sufficiently small and independent of ε such

that, for any 0 < ε ≤ 1, when 0 < τ ≤ τ0 and 0 < h ≤ h0 satisfying τ ≤ εh/2,

the following error estimate for the method Expt-FD (4.14) with (4.16) and (4.17)

holds,

‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2

ε6
, 0 ≤ n ≤ T

τ
. (4.38)

Similarly, for the methods SImpt-EC-FD (4.12) and SImpt-FD (4.13), one can

have,

Theorem 4.4. Assume τ . ε3 and under assumptions (A) and f ∈ C3(R), there

exist constants τ0 > 0 and h0 > 0 sufficiently small and independent of ε such that,

for any 0 < ε ≤ 1, when 0 < τ ≤ τ0 and 0 < h ≤ h0 satisfying τ ≤ εh/
√
2, the

following error estimate for the method SImpt-EC-FD (4.12) with (4.16) and (4.17)

holds,

‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2

ε6
, 0 ≤ n ≤ T

τ
. (4.39)
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Theorem 4.5. Assume τ . ε3 and under assumptions (A) and f ∈ C2(R), there

exist constants τ0 > 0 and h0 > 0 sufficiently small and independent of ε such that,

for any 0 < ε ≤ 1, when 0 < τ ≤ τ0 and 0 < h ≤ h0, the following error estimate

for the method SImpt-FD (4.13) with (4.16) and (4.17) holds,

‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2

ε6
, 0 ≤ n ≤ T

τ
. (4.40)

Based on Theorems 4.2, 4.3, 4.4 and 4.5, the four FDTD methods studied here

exhibit the same temporal/spatial resolution capacity in the nonrelativistic limit

regime. In fact, given an accuracy bound δ > 0, the ε-scalability of four FDTD

methods is

τ = O
(
ε3
√
δ
)
= O(ε3), h = O

(√
δ
)
= O(1), 0 < ε≪ 1. (4.41)

Remark 4.1. The same kind of error bounds in 2D and 3D can be achieved by

replacing the assumption τ . ε3 in Theorems 4.2, 4.3, 4.4 and 4.5 by τ . ε3
√
Cd(h),

with the use of the following discrete Sobolev inequality (inverse inequality) [15,145],

‖un‖l∞ .
1

Cd(h)

[
‖δ+x un‖l2 + ‖un‖l2

]
, Cd(h) =





1, d = 1,

1/| lnh|, d = 2,

h1/2, d = 3.

(4.42)

4.2.4 Proof of Theorem 4.2

Lemma 4.3. Denote the local truncation error ξn ∈ XM for Impt-EC-FD (4.11) as

ξ0j := δ+t u(xj , 0)−
1

ε2
γ(xj)−

τ

2ε2

[
δ2xφ(xj)−

1

ε2
φ(xj)− f(φ(xj))

]
,

ξnj := ε2δ2t (u(xj, tn))−
1

2

[
δ2x (u(xj, tn+1)) + δ2x (u(xj , tn−1))

]
(4.43)

+
1

2ε2
[u (xj , tn+1) + u (xj , tn−1)] +G (u (xj , tn+1) , u (xj , tn−1)) , n ≥ 1,

for j = 1, 2, . . . ,M − 1, and ξn0 = ξnM = 0 (n = 0, 1, . . .). Under the assumptions

(A) and f ∈ C3(R),

‖ξn‖l2 +
∥∥δ+x ξn

∥∥
l2
. h2 +

τ 2

ε6
, 0 ≤ n ≤ T

τ
,
∥∥δ2xξ0

∥∥
l2
. h2 +

τ 2

ε6
. (4.44)
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Proof. Taking Taylor’s expansion in the local truncation error (4.43), noticing (4.15),

(4.8)–(4.10), using the assumptions (A) and f ∈ C3(R), with the help of the triangle

inequality and Cauchy-Schwartz inequality,

∣∣ξ0j
∣∣ ≤ τ 2

6
‖∂tttu‖L∞(ΩT ) +

hτ

6ε2
‖φ′′′‖L∞(Ω) .

τ 2

ε6
+
hτ

ε2
. h2 +

τ 2

ε6
, (4.45)

for all j = 0, 1, . . . ,M − 1 and therefore the first assertion in (4.44) is proved for

n = 0. Also, for j = 1, 2, . . . ,M − 2,

∣∣δ+x ξ0j
∣∣ ≤ τ 2

6
‖∂tttxu‖L∞(ΩT ) +

hτ

6ε2
‖φ′′′′‖L∞(Ω) . h2 +

τ 2

ε6
. (4.46)

For j = 0 and M − 1, from the homogeneous boundary conditions one can deduce

that ∂ltu(x, t)
∣∣
∂Ω

= 0, l ≥ 0, and the equation (4.8)–(4.10) itself indicates that

∂xxu(x, t)|∂Ω = 0, ∂ttxxu(x, t)|∂Ω = 0 and ∂xxxxu(x, t)|∂Ω = 0. Then one can get the

same estimate as (4.46) for j = 0 and M − 1. Similarly, for j = 1, 2, . . . ,M − 2,

∣∣δ2xξ0j
∣∣ ≤ τ 2

6
‖∂tttxxu‖L∞(ΩT ) +

hτ

6ε2
‖φ′′′′′‖L∞(Ω) . h2 +

τ 2

ε6
, (4.47)

∣∣ξnj
∣∣ ≤ ε2τ 2

12
‖∂ttttu‖L∞(ΩT ) +

τ 2

2
‖∂ttxxu‖L∞(ΩT ) +

h2

12
‖∂xxxxu‖L∞(ΩT )

+ τ 2
[
‖f ′‖L∞(R) ‖∂ttu‖L∞(ΩT ) + ‖f ′′‖L∞(R) ‖∂tu‖

2
L∞(ΩT ) +

1

2ε2
‖∂ttu‖L∞(ΩT )

]

. h2 +
τ 2

ε6
+
τ 2

ε4
. h2 +

τ 2

ε6
, 1 ≤ n ≤ T

τ
, (4.48)

∣∣δ+x ξnj
∣∣ ≤ ε2τ 2

12
‖∂ttttxu‖L∞(ΩT ) +

τ 2

2
‖∂ttxxxu‖L∞(ΩT ) +

h2

12
‖∂xxxxxu‖L∞(ΩT )

+ τ 2
[
‖f ′′‖L∞(R) ‖∂ttu‖L∞(ΩT ) ‖∂xu‖L∞(ΩT ) + ‖f ′‖L∞(R) ‖∂ttxu‖L∞(ΩT )

+ ‖f ′′′‖L∞(R) ‖∂tu‖2L∞(ΩT ) ‖∂xu‖L∞(ΩT ) +
1

2ε2
‖∂ttxu‖L∞(ΩT )

+ ‖f ′′‖L∞(R) ‖∂tu‖L∞(ΩT ) ‖∂txu‖L∞(ΩT )

]

. h2 +
τ 2

ε6
+
τ 2

ε4
. h2 +

τ 2

ε6
, 1 ≤ n ≤ T

τ
. (4.49)

These (the boundary cases are similar to above) immediately imply the estimates

in (4.44).
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Lemma 4.4. There exist h0 > 0 and τ0 > 0 sufficiently small, under the assumption

f ∈ C3(R) and when 0 < τ ≤ τ0 and 0 < h ≤ h0, there exists a unique solution unj

(j = 0, 1, . . . ,M , n ≥ 0) of the problem (4.11) with (4.16) and (4.17).

Proof. The argument follows the analogous lines as in [52,141] for the standard KG

equation, i.e. ε = 1 in (4.8)–(4.10), and the details are omitted here for brevity.

It is expected that the main difficulty in the rest arguments is the l∞ control of

the finite difference solutions. Traditional approaches to overcome such difficulty or

to achieve the desired control rely on stronger assumptions on the nonlinear term, i.e.

much stronger than merely to assume it is continuous, as well as the conservative

property of the scheme. Here, instead of using those traditional approaches, the

nonlinear term f is truncated to a global Lipschitz function with compact support by

using a cut-off technique (cf. [15]). This is guaranteed provided that the continuous

solutions are bounded and the finite difference solutions are closed to the continuous

solutions. Noting the regularity assumption (A),

K0 = ‖u(x, t)‖L∞(ΩT ),

is well-defined. Choose a smooth function χ(s) ∈ C∞
0 (R) such that

χ(s) =





1, 0 ≤ |s| ≤ 1,

∈ [0, 1], 1 ≤ |s| ≤ 2,

0, |s| ≥ 2.

(4.50)

Denote B = K0 + 1 and for s ∈ R,

fB(s) = f(s)χ(s/B), (4.51)

then it is readily to verify that fB is global Lipschitz. Denote

FB(v) = 2

∫ v

0

fB(s)ds,

GB(v, w) =

∫ 1

0

fB (θv + (1− θ)w) dθ =
FB (v)− FB (w)

2(v − w)
, ∀ v, w ∈ R,
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then one can have, fB(u(x, t)) = f(u(x, t)) andGB(u(x, t), u(x, t
′)) = G(u(x, t), u(x, t′)),

for exact solution u(x, t) of (4.8)–(4.10). Now, it is tempting to refer un ∈ XM

(n ≥ 0) as solutions of the following scheme,

ε2δ2t u
n
j −

1

2
δ2x
(
un+1
j + un−1

j

)
+

1

2ε2
(
un+1
j + un−1

j

)
+GB

(
un+1
j , un−1

j

)
= 0, (4.52)

with initial and boundary conditions defined as (4.16) and (4.17). In fact, later one

can show the scheme (4.52) and the original scheme (4.11) will coincide, provided

that τ and h are small enough.

Lemma 4.5. For n ≥ 1, denote ηn ∈ XM with

ηnj = GB (u(xj, tn+1), u(xj , tn−1))−GB

(
un+1
j , un−1

j

)
, (4.53)

under the assumptions (A) and f ∈ C2(R), one has

‖ηn‖2l2 .
∥∥en−1

∥∥2
l2
+
∥∥en+1

∥∥2
l2
, (4.54)

∥∥δ+x ηn
∥∥2
l2
.
∥∥en−1

∥∥2
l2
+
∥∥δ+x en−1

∥∥2
l2
+
∥∥en+1

∥∥2
l2
+
∥∥δ+x en+1

∥∥2
l2
. (4.55)

Proof. From (4.53), noticing (4.15) and the assumption f ∈ C2(R) (which implies

fB ∈ C2
0(R)),

∣∣ηnj
∣∣ =

∣∣∣∣
∫ 1

0

[
fB (θu(xj , tn+1) + (1− θ)u(xj, tn−1))− fB

(
θun+1

j + (1− θ)un−1
j

)]
dθ

∣∣∣∣

≤ ‖f ′
B‖L∞(R)

∫ 1

0

[
θ
∣∣u(xj, tn+1)− un+1

j

∣∣+ (1− θ)
∣∣u(xj , tn−1)− un−1

j

∣∣] dθ

.
∣∣en−1

j

∣∣ +
∣∣en+1

j

∣∣ , j = 0, 1, . . . ,M − 1, n ≥ 1.

Using Hölder inequality, one gets (4.54) immediately. Similarly, for j = 0, 1, . . . ,M−
1 and n ≥ 1, one can obtain

|δ+x ηnj | . |en−1
j |+ |δ+x en−1

j |+ |en−1
j+1 |+ |en+1

j |+ |δ+x en+1
j |+ |en+1

j+1 |.

This, together with the Hölder inequality, implies (4.55) immediately.

Lemma 4.6. Under the assumptions (A) and f ∈ C3(R), the error bounds given in

(4.37) hold for un obtained from (4.52) with (4.16) and (4.17).
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Proof. Subtracting (4.52) and (4.17) from (4.43), noticing (4.16) and (4.36), one can

obtain that the error enj satisfies

ε2δ2t e
n
j −

1

2

(
δ2xe

n+1
j + δ2xe

n−1
j

)
+

1

2ε2
(
en+1
j + en−1

j

)

= ξnj − ηnj , j = 1, 2, . . . ,M − 1, (4.56)

e0j = 0, e1j = τξ0j , en0 = enM = 0, n = 0, 1, . . . , j = 0, 1, . . . ,M. (4.57)

Here, the local truncation error ξnj is the same as that defined in Lemma 4.3 by

noting that for exact solution u(xj, tn), fB(u(xj, tn)) = f(u(xj, tn)). Define the

“energy” for the error vector en ∈ XM (n = 0, 1, . . .) as

En = ε2
∥∥δ+t en

∥∥2
l2
+
1

2

(∥∥δ+x en
∥∥2
l2
+
∥∥δ+x en+1

∥∥2
l2

)
+

1

2ε2

(
‖en‖2l2 +

∥∥en+1
∥∥2
l2

)
. (4.58)

Multiplying both sides of (4.56) by h
(
en+1
j − en−1

j

)
, then summing up for j =

0, 1, . . . ,M − 1, noticing (4.20) and (4.58), one can get

En − En−1 = h

M−1∑

j=0

(
ξnj − ηnj

) (
en+1
j − en−1

j

)
, n ≥ 1. (4.59)

From (4.59), using Young’s inequality, noticing Lemma 4.5,

En − En−1 ≤ h

M−1∑

j=0

(∣∣ξnj
∣∣ +
∣∣ηnj
∣∣) ∣∣en+1

j − en−1
j

∣∣

= τh

M−1∑

j=0

(∣∣ξnj
∣∣+
∣∣ηnj
∣∣) ∣∣δ+t enj + δ+t e

n−1
j

∣∣

≤ τ

[
1

ε2
(
‖ξn‖2l2 + ‖ηn‖2l2

)
+ ε2

(∥∥δ+t en
∥∥2
l2
+
∥∥δ+t en−1

∥∥2
l2

)]

. τ
(
En + En−1

)
+
τ

ε2

(
h2 +

τ 2

ε6

)2

, n ≥ 1. (4.60)

Thus, there exists a constant τ0 > 0 sufficiently small and independent of ε and h,

such that when 0 < τ ≤ τ0,

En − En−1 . τEn−1 +
τ

ε2

(
h2 +

τ 2

ε6

)2

, n ≥ 1. (4.61)

Summing the above inequality up for n,

En − E0 . τ

n−1∑

m=0

Em +
T

ε2

(
h2 +

τ 2

ε6

)2

, 1 ≤ n ≤ T

τ
− 1. (4.62)
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Using the discrete Gronwall’s inequality [98, 120],

En . E0 +
T

ε2

(
h2 +

τ 2

ε6

)2

, 1 ≤ n ≤ T

τ
− 1. (4.63)

Combining (4.56)–(4.57), (4.58) for n = 0 and (4.44), one has

E0 = ε2‖ξ0‖2l2 +
τ 2

2
‖δ+x ξ0‖2l2 +

τ 2

ε2
‖ξ0‖2l2

.

(
h2 +

τ 2

ε6

)2(
ε2 +

τ 2

2
+
τ 2

ε2

)
.

(
h2 +

τ 2

ε6

)2(
1 +

τ 2

ε2

)
. (4.64)

Plugging (4.64) into (4.63) leads to

En .
1

ε2

(
h2 +

τ 2

ε6

)2

, 0 ≤ n ≤ T

τ
− 1. (4.65)

Although from the above estimate one can achieve the semi-H1 error estimate as

well, it is not optimal. In order to get the optimal semi-H1 error estimate, in

addition, one can define another “energy” for the error vector en ∈ XM (n = 0, 1, . . .)

as

Ên = ε2
∥∥δ+x δ+t en

∥∥2
l2
+
1

2

(∥∥δ2xen
∥∥2
l2
+
∥∥δ2xen+1

∥∥2
l2

)
+

1

2ε2

(∥∥δ+x en
∥∥2
l2
+
∥∥δ+x en+1

∥∥2
l2

)
.

(4.66)

Multiplying both sides of (4.56) by h
(
δ2xe

n+1
j − δ2xe

n−1
j

)
, similar to the above proce-

dure,

Ên .
1

ε2

(
h2 +

τ 2

ε6

)2

, 0 ≤ n ≤ T

τ
− 1. (4.67)

Combining (4.65), (4.67), (4.58) and (4.66), noticing that ‖en‖2l2 + ‖en+1‖2l2 ≤ 2ε2En

and ‖δ+x en‖2l2 + ‖δ+x en+1‖2l2 ≤ 2ε2Ên when 0 < ε ≤ 1, one can immediately obtain

that error estimates in (4.37) hold for un solving the difference equation (4.52).

With the results achieved in Lemma 4.6 at hands, now Theorem 4.2 can be

proved:

Proof of Theorem 4.2 From Lemma 4.6, theH1 estimate (4.37) holds for un obtained

from the truncated scheme (4.52). By applying the inverse inequality, one has

‖en‖l∞ . ‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2

ε6
,
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and thus, under the assumption τ . ε3,

‖en‖l∞ ≤ 1,

if τ and h are sufficiently small. Noting the properties of the cut-off function (4.50)

and truncated nonlinear term (4.51), one immediately realize that the solutions un

of (4.52) collapse to the solutions of the original finite difference scheme (4.11),

under the assumptions put in Theorem 4.2. Therefore, the proof of Theorem 4.2 is

accomplished.

4.2.5 Proofs of Theorems 4.3, 4.4 and 4.5

Proof of Theorem 4.3 For simplicity of presenting, f is first treated as the truncated

nonlinearity (4.51), i.e. f is assumed to be global Lipschitz and satisfy

‖f ′(v)‖L∞(R) + ‖f ′′(v)‖L∞(R) . 1. (4.68)

Define

ξ̃nj : = ε2δ2t (u(xj , tn))− δ2x (u(xj, tn)) +
1

ε2
u(xj , tn) + f (u(xj, tn)) , (4.69)

η̃nj : = f (u(xj, tn))− f
(
unj
)
, j = 0, 1, . . . ,M, n ≥ 1, (4.70)

and ξ̃0j is defined the same as in Lemma 4.3. Similar to Lemmas 4.3 and 4.5, one

can prove

∥∥∥ξ̃n
∥∥∥
l2
+
∥∥∥δ+x ξ̃n

∥∥∥
l2
. h2 +

τ 2

ε6
, 0 ≤ n ≤ T

τ
,
∥∥∥δ2xξ̃0

∥∥∥
l2
. h2 +

τ 2

ε6
, (4.71)

‖η̃n‖2l2 . ‖en‖2l2 ,
∥∥δ+x η̃n

∥∥2
l2
. ‖en‖2l2 +

∥∥δ+x en
∥∥2
l2
, n ≥ 1. (4.72)

Subtracting (4.14) from (4.69), noticing (4.16), (4.17) and (4.70),

ε2δ2t e
n
j − δ2xe

n
j +

1

ε2
enj = ξ̃nj − η̃nj , j = 1, 2, . . . ,M − 1, (4.73)

e0j = 0, e1j = τ ξ̃0j , en0 = enM = 0, j = 0, 1, . . . ,M, n = 0, 1, . . . . (4.74)
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Define the “energy” for the error vector en (n = 0, 1, . . .) as

Sn :=

(
ε2 − τ 2

2ε2
− τ 2

h2

)∥∥δ+t en
∥∥2
l2
+

1

2ε2

(∥∥en+1
∥∥2
l2
+ ‖en‖2l2

)

+
1

2h

M−1∑

j=0

[(
en+1
j+1 − enj

)2
+
(
enj+1 − en+1

j

)2]
, n ≥ 0. (4.75)

Similar to the proof of Theorem 4.2, with the help of (4.21) and (4.22), noticing

(4.73), (4.14), (4.16), (4.17), (4.75) and restriction on time step τ , in view of the

estimates (4.71), one can obtain

Sn . S0 +
1

ε2

(
h2 +

τ 2

ε6

)2

, 0 ≤ n ≤ T

τ
− 1. (4.76)

Plugging (4.74) into (4.75) with n = 0,

S0 .

(
h2 +

τ 2

ε6

)2(
1 +

τ 2

ε2

)
. (4.77)

Similarly, define another “energy” as

Ŝn :=

(
ε2 − τ 2

2ε2
− τ 2

h2

)∥∥δ+x δ+t en
∥∥2
l2
+

1

2ε2

(∥∥δ+x en+1
∥∥2
l2
+
∥∥δ+x en

∥∥2
l2

)

+
1

2h

M−1∑

j=0

[(
δ+x e

n+1
j+1 − δ+x e

n
j

)2
+
(
δ+x e

n
j+1 − δ+x e

n+1
j

)2]
, n ≥ 0, (4.78)

one can obtain

Sn .
1

ε2

(
h2 +

τ 2

ε6

)2

, 0 ≤ n ≤ T

τ
− 1. (4.79)

Thus (4.38) is a combination of (4.76), (4.77), (4.79), (4.75) and (4.78) by noticing

‖en‖2l2 + ‖en+1‖2l2 ≤ 2ε2Sn, ‖δ+x en‖2l2 + ‖δ+x en+1‖2l2 ≤ 2ε2Ŝn and 0 < ε ≤ 1.

Noting that the above argument is based on a stronger assumption on the non-

linear term f , i.e. (4.68). To obtain the estimates (4.38) with a weaker assumption

f ∈ C2(R) as put in Theorem 4.3, one can apply the cut-off technique used in the

proof of Theorem 4.2, i.e. by requiring τ . ε3 to control the l∞-error from H1-error.

The details are omitted here for brevity.

Proof of Theorem 4.4 and 4.5 Follow the analogous proofs to Theorems 4.2 and 4.3,

with the help of Lemma 4.1; we omit the details here for brevity.
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4.3 Exponential wave integrator and its analysis

In this section, new numerical methods, which have better temporal resolution

capacity than that of the FDTD methods in the nonrelativistic limit regime, are

proposed with rigorous stability and convergence analysis. Again, for simplicity of

notations, the schemes and their analysis are only presented for 1D problem with

homogeneous Dirichlet boundary conditions, i.e. (4.8)–(4.10). Generalization to

higher dimensions is straightforward and the error estimates remain valid without

modifications.

4.3.1 Numerical methods

First, the Gautschi-type exponential wave integrator sine spectral method is

proposed, which is based on the application of sine spectral approach to spatial

discretization followed by a Gautschi-type exponential wave integrator [63, 72, 73,

77, 83] to time discretization. Let

YM = span{sin (µl(x− a)) , x ∈ [a, b], l = 1, 2, . . . ,M − 1},

with

µl =
πl

b− a
.

For any function v(x) on [a, b] satisfying v(a) = v(b) = 0, and vector v ∈ XM , define

PM : L2(a, b) → YM as the standard projection operator, IM : C0(a, b) → YM and

IM : XM → YM as the trigonometric interpolation operators [133], i.e.

(PMv)(x) =
M−1∑

l=1

v̂l sin (µl(x− a)) , (IMv)(x) =
M−1∑

l=1

ṽl sin (µl(x− a)) , a ≤ x ≤ b,

with (l = 1, 2, . . . ,M − 1),

v̂l =
2

b− a

∫ b

a

v(x) sin (µl(x− a)) dx, ṽl =
2

M

M−1∑

j=1

vj sin

(
jlπ

M

)
,
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where vj is interpreted as v(xj) for a function v(x). In addition, the same notation

as vector case (4.18) is adopted to define the discrete l2-norm for a function v(x) ∈
C0(a, b), i.e. ‖v‖2l2 = h

∑M−1
j=0 |v(xj)|2 .

The sine spectral method for (4.8)–(4.10) is as follows:

Find uM(x, t) ∈ YM , i.e.

uM(x, t) =

M−1∑

l=1

ûl(t) sin (µl(x− a)) , a ≤ x ≤ b, t ≥ 0, (4.80)

such that

ε2∂ttuM(x, t)− ∂xxuM +
1

ε2
uM + PMf(uM) = 0, a ≤ x ≤ b, t ≥ 0. (4.81)

Plugging (4.80) into (4.81), noticing the orthogonality of the sine bases functions,

ε2
d2

dt2
ûl(t)+

1 + ε2µ2
l

ε2
ûl(t)+ f̂(uM)l(t) = 0, l = 1, 2, . . . ,M −1, t ≥ 0. (4.82)

For each fixed l (l = 1, 2, . . . ,M−1), when t is near t = tn (n ≥ 0), the above ODEs

are re-written as

d2

dw2
ûl(tn + w) + (βn

l )
2 ûl(tn + w) +

1

ε2
ĝnl (w) = 0, w ∈ R, (4.83)

where

βn
l =

1

ε2

√
1 + ε2 (µ2

l + αn), ĝnl (w) = f̂(uM)l(tn + w)− αnûl(tn + w). (4.84)

Here, a linear stabilization term with stabilizing constant αn satisfying 1+ε2αn > 0 is

introduced, such that the scheme is unconditionally stable (see below for its choice).

Using the variation-of-constants formula as in the Gautschi-type exponential wave

integrator for oscillatory second-order differential equations [72, 73, 77, 83], the gen-

eral solution of the above second-order ODEs can be written as

ûl(tn + w) = cnl cos (wβ
n
l ) + dnl

sin (wβn
l )

βn
l

−
∫ w

0

ĝnl (s)
sin (βn

l (w − s))

ε2βn
l

ds, (4.85)

where cnl and dnl are two constants to be determined.
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Now the key problem is how to choose two proper transmission conditions for the

second-order ODEs (4.83) between different time intervals so that one can uniquely

determine the two constants in (4.85). When n = 0, considering the solution (4.85)

for w ∈ [0, τ ], from the initial conditions these two conditions can be chosen naturally

as

ûl(0) = φ̂l,
d

dt
ûl(0) =

1

ε2
γ̂l. (4.86)

Plugging (4.86) into (4.85) with n = 0 to determine the two constants c0l and d
0
l and

then letting w = τ leads to

ûl(τ) = φ̂l cos
(
τβ0

l

)
+ γ̂l

sin (τβ0
l )

ε2β0
l

−
∫ τ

0

ĝ0l (s)
sin (β0

l (τ − s))

ε2β0
l

ds. (4.87)

For n > 0, one can consider the solution in (4.85) for w ∈ [−τ, τ ] and require the

solution to be continuous at t = tn and t = tn−1 = tn − τ . Plugging w = 0 and

w = −τ into (4.85) to determine the two constants cnl and dnl and then letting w = τ ,

noticing (4.84),

ûl(tn+1) = −ûl(tn−1)+2 cos(τβn
l )ûl(tn)−

∫ τ

0

[ĝnl (−s) + ĝnl (s)]
sin (βn

l (τ − s))

ε2βn
l

ds.

(4.88)

In order to design an explicit scheme, the integrals in (4.87) and (4.88) are

approximated by the following quadratures
∫ τ

0

ĝ0l (s) sin
(
β0
l (τ − s)

)
ds ≈ ĝ0l (0)

∫ τ

0

sin
(
β0
l (τ − s)

)
ds =

ĝ0l (0)

β0
l

[
1− cos(τβ0

l )
]
,

∫ τ

0

[ĝnl (−s) + ĝnl (s)] sin (β
n
l (τ − s)) ds ≈ 2ĝnl (0)

βn
l

[1− cos(τβn
l )] .

Denote (̂unM)l and u
n
M(x) be the approximations of ûl(tn) and uM(x, tn), respec-

tively. Choosing u0M(x) = (PMφ)(x) and noticing (4.84), then a Gautschi-type expo-

nential wave integrator sine spectral discretization for the KG equation (4.8)–(4.10)

is

un+1
M (x) =

M−1∑

l=1

(̂un+1
M )l sin (µl(x− a)) , a ≤ x ≤ b, n = 0, 1, . . . , (4.89)
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where

(̂u1M)l = p0l φ̂l + q0l γ̂l + r0l (̂f(φ))l, l = 1, 2, . . . ,M − 1, (4.90)

(̂un+1
M )l = −(̂un−1

M )l + pnl (̂unM)l + rnl
̂(f(unM))l, n ≥ 1, (4.91)

with

p0l = cos(τβ0
l ) +

α0(1− cos(τβ0
l ))

(εβ0
l )

2 , q0l =
sin(τβ0

l )

ε2β0
l

, r0l =
cos(τβ0

l )− 1

(εβ0
l )

2 ,

(4.92)

pnl = 2

[
cos(τβn

l ) +
αn(1− cos(τβn

l ))

(εβn
l )

2

]
, rnl =

2 (cos(τβn
l )− 1)

(εβn
l )

2 , n ≥ 1.

(4.93)

As demonstrated in the literature [63, 72, 73, 77, 83], the above Gautschi-type expo-

nential wave integrator gives exact solution to the linear second-order ODEs (4.83)

and has favorable properties compared to standard time integrators for oscillatory

second-order ODEs. The next two subsections will demonstrate that the above dis-

cretization gives exact solution in time to the linear KG equation (4.8)–(4.10), i.e.

f(u) = αu, under the choice of αn = α (n ≥ 0) in (4.83), and respectively, performs

much better resolution in time than that of the FDTD methods for the nonlinear

KG equation. One remark here is that similar techniques in time discretization have

been used in discretizing wave-type equations in Zakharov system [24], Maxwell–

Dirac equations [22] and Klein–Gordon–Schrödinger equations [25].

The above procedure is not suitable in practice due to the difficulty of comput-

ing the integrals in (4.90) and (4.91). An efficient implementation is achieved by

choosing u0M(x) as the interpolation of φ(x) on the grids {xj , j = 0, 1, . . . ,M},
i.e. u0M(x) = (IMφ)(x), and approximating the integrals in (4.90) and (4.91) by a

quadrature rule on the grids. Let unj be the approximation of u(xj, tn) and denote

u0j = φ(xj) (j = 0, 1, . . . ,M). For n = 0, 1, . . . , a Gautschi-type exponential wave

integrator sine pseduospectral (Gautschi-SP) discretization for the KG equation
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(4.8)–(4.10) is

un+1
j =

M−1∑

l=1

(̃un+1)l sin

(
jlπ

M

)
, j = 1, 2, . . . ,M, (4.94)

where,

(̃u1)l = p0l φ̃l + q0l γ̃l + r0l (̃f(φ))l, l = 1, 2, . . . ,M − 1,

(̃un+1)l = −(̃un−1)l + pnl (̃u
n)l + rnl

˜(f(un))l, n ≥ 1,

with pnl , q
0
l and rnl are given in (4.92) and (4.93). Based on the results in Theorem

4.6 (see below), in practice, αn is suggested to be chosen as: if f(v) = αv is a linear

function with α a constant, choose αn = max{−1/ε2, α} for n ≥ 0, and respectively,

if f(v) is a nonlinear function, choose α−1 = 0 and

αn = max

{
αn−1, max

un
j 6=0, 1≤j≤M−1

f(unj )/u
n
j

}
, n ≥ 0. (4.95)

This Gautschi-SP discretization is explicit, time symmetric and easy to extend to 2D

and 3D. The memory cost is O(M) and computation cost per time step is O(M lnM)

thanks fast sine transform (FST).

Remark 4.2. Another way to approximate the integrals in (4.87) and (4.88) is to

use the trapezoidal rule:
∫ τ

0

ĝ0l (s) sin
(
β0
l (τ − s)

)
ds ≈ τ

2
ĝ0l (0) sin

(
τβ0

l

)
,

∫ τ

0

[ĝnl (−s) + ĝnl (s)] sin (β
n
l (τ − s)) ds ≈ τ ĝnl (0) sin (τβ

n
l ) .

The rest of computations can be carried out in a similar manner.

For comparison, the Gautschi-type exponential wave integrator finite difference

(Gautschi-FD) method is also introduced here, which is based on applying centered

finite difference to spatial discretization followed by a Gautschi-type integrator to

time discretization. The aim is to show that the temporal resolution capacity of

the Gautschi-type integrator for wave-type equation is independent of the spatial

discretization which it follows [74]. Let uj(t) be the approximation of u(xj, t) (j =
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0, 1, . . . ,M). Applying a centered finite difference to the spatial derivative in (4.8)–

(4.10),

ε2
d2

dt2
uj(t)− δ2xuj(t) +

1

ε2
uj(t) + f(uj(t)) = 0, j = 1, 2, . . . ,M − 1, (4.96)

with u0(t) = uM(t) = 0.

Let

U(t) = (u1(t), u2(t), . . . , uM−1(t))
T ,

F (U(t)) = (f(u1(t)), f(u2(t)), . . . , f(uM−1(t)))
T ,

then the above ODEs can be re-written as

ε2U ′′(t) + AU(t) + F (U(t)) = 0, t ≥ 0, (4.97)

where A is a (M −1)× (M −1) matrix independent of t. Since A is symmetric, it is

normal, i.e. there exists an orthogonal matrix P and a diagonal matrix Λ such that

A = P−1 ΛP.

Let V (t) = P U(t) and multiply P to both sides of (4.97), one can get

ε2V ′′(t) + ΛV (t) + P F (U(t)) = 0, t ≥ 0. (4.98)

The above second-order ODEs are similar to (4.83) and the Gautschi-type expo-

nential wave integrator can be applied to discretize it, which immediately gives a

discretization of (4.96). The resulting scheme is quite similar to (4.94), with µl in

(4.84) replaced by 2 sin(lπ/2M)/h.

4.3.2 Stability and convergence analysis in linear case

In this subsection, f(u) is assumed to be a linear function, i.e. f(u) = αu with

α being a constant satisfying α > −ε−2. In this case, the solution of (4.8)–(4.10) is

u(x, t) =

∞∑

l=1

[
φ̂l cos(tβl) + γ̂l

sin(tβl)

ε2βl

]
sin (µl(x− a)) , a ≤ x ≤ b, t ≥ 0, (4.99)
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where

βl =
1

ε2

√
1 + ε2 (µ2

l + α), l = 1, 2, . . . . (4.100)

Again, by using the standard von Neumann analysis [136], one can have the following

stability results for Gautschi-SP and Gautschi-FD:

Theorem 4.6. If αn in (4.84) is chosen such that αn ≥ α for n ≥ 0, then both

Gautschi-SP and Gautschi-FD are unconditionally stable for any τ > 0, h > 0 and

ε > 0.

Proof. Similar to the proof of Theorem 4.1, noticing (4.93) and (4.94), one has the

same characteristic equation (4.28) for Gautschi-SP with

θl = cos(τβn
l ) +

(αn − α)(1− cos(τβn
l ))

(εβn
l )

2

= cos2
(
τβn

l

2

)
+

[
2(αn − α)

ε−2 + µ2
l + αn

− 1

]
sin2

(
τβn

l

2

)
.

Since αn ≥ α > −ε−2 (n ≥ 0),

0 ≤ 2(αn − α)

ε−2 + µ2
l + αn

≤ 2 =⇒ |θl| ≤ 1, (4.101)

which immediately leads to the unconditional stability of the Gautschi-SP. For

Gautschi-FD, one only need to replace µl in (4.101) by 2 sin(lπ/2M)/h and the

stability claim follows immediately.

Let uI(x, t) be the solution of the following problem

ε2∂ttuI(x, t)− ∂xxuI +
1

ε2
uI + αuI = 0, a < x < b, t > 0, (4.102)

uI(a, t) = uI(b, t) = 0, t ≥ 0, (4.103)

uI(x, 0) = (IMφ) (x), ∂tuI(x, 0) =
1

ε2
(IMγ) (x), a ≤ x ≤ b. (4.104)

It is easy to see that the solution of the above problem is

uI(x, t) =
M−1∑

l=1

[
cos(tβl)φ̃l + γ̃l

sin(tβl)

ε2βl

]
sin (µl(x− a)) , a ≤ x ≤ b, t ≥ 0. (4.105)
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Denote

enj = u(xj , tn)− unj , j = 0, 1, . . . ,M, n ≥ 0,

en(x) := u(x, tn)− (IMu
n)(x), a ≤ x ≤ b, n ≥ 0.

For Gautschi-SP, one can have the following error estimates:

Theorem 4.7. Let unj be the solution of Gautschi-SP (4.94) with αn = α in (4.84)

for n ≥ 0, then,

unj = uI(xj , tn), j = 0, 1, . . . ,M, n ≥ 0. (4.106)

In addition, if φ, γ ∈ Hm
s := {v ∈ Hm(a, b) | ∂2lx v(a) = ∂2lx v(b) = 0, 0 ≤ 2l ≤ m}

with m ≥ 2, when α ≥ 0 for any ε > 0 or when α < 0 for 0 < ε ≤ ε0 :=
1√
2|α|

, the

following error estimates hold,

‖en(x)‖L2 . hm, ‖∂xen(x)‖L2 . hm−1, n ≥ 0. (4.107)

Thus if initial conditions φ and γ are smooth, for the linear KG equation, the

Gautschi-SP converges exponentially fast in space with no error in time discretiza-

tion.

Proof. From (4.102)–(4.104), one has uI(xj , 0) = (IMφ) (xj) = φ(xj) = u0j for j =

0, 1, . . . ,M . Thus (4.106) is valid for n = 0. From (4.84) and (4.100), when αn = α

for n ≥ 0,

βn
l = βl, n ≥ 0, l = 1, 2, . . . ,M − 1. (4.108)

Plugging (4.92) into (4.94) with n = 0, noticing (4.108) and (4.105),

u1j =

M−1∑

l=1

[
p0l φ̃l + q0l γ̃l + r0l αφ̃l

]
sin

(
jlπ

M

)

=
M−1∑

l=1

[
φ̃l cos(t1βl) + γ̃l

sin(t1βl)

ε2βl

]
sin

(
jlπ

M

)

= uI(xj , t1), j = 0, 1, . . . ,M. (4.109)
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Thus (4.106) is valid for n = 1. Assume (4.106) is valid for n = 0, 1, . . . , m. When

n = m+ 1, from (4.94) with n = m, noticing (4.93) and (4.108),

(̃um+1)l = −(̃um−1)l + pml (̃um)l + rml α(̃um)l = −(̃um−1)l + 2 cos (τβl) (̃um)l

= −
[
φ̃l cos(tm−1βl) + γ̃l

sin(tm−1βl)

ε2βl

]
+ 2 cos(τβl)

[
φ̃l cos(tmβl) + γ̃l

sin(tmβl)

ε2βl

]

= φ̃l cos(tm+1βl) + γ̃l
sin(tm+1βl)

ε2βl
, l = 1, 2, . . . ,M − 1.

Plugging the above equality into (4.94) with n = m and noticing (4.105) with

t = tm+1, one can obtain (4.106) for n = m+1, thus the claim (4.106) is verified by

mathematical induction. From (4.106), noticing (4.99) and (4.105),

‖en(x)‖2L2 . ‖φ− IMφ‖2L2 + ‖γ − IMγ‖2L2 . h2m,

‖∂xen(x)‖2L2 . ‖∂x(φ− IMφ)‖2L2 + ‖∂x(γ − IMγ)‖2L2 . h2(m−1),

which complete the proof of (4.107).

Also, the following error estimates hold for Gautschi-FD in linear case,

Theorem 4.8. Let unj be the solution of Gautschi-FD with αn = α for n ≥ 0. If

φ, γ ∈ W 4,∞∩H1
0 , when α ≥ 0 for any ε > 0 or when α < 0 for 0 < ε ≤ ε0 :=

1√
2|α|

,

‖en‖l2 . h2, 0 ≤ n ≤ T

τ
. (4.110)

Proof. Let uj(t) be the solution of (4.96) with initial condition

uj(0) = φ(xj),
d

dt
uj(0) =

1

ε2
γ(xj), j = 0, 1, . . . ,M.

Similar to the proof of Theorem 4.7, for j = 0, 1, . . . ,M ,

unj = uj(tn) =

M−1∑

l=1

[
φ̃l cos(tβ

h
l ) + γ̃l

sin(tβh
l )

ε2βh
l

]
sin

(
jlπ

M

)
,

where

βh
l =

1

ε2

√
1 + ε2

(
4 sin2(lπ/2M)

h2
+ α

)
≥ 1√

2ε2
, l = 1, 2, . . . . (4.111)
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Let

ej(t) = u(xj, t)− uj(t), j = 0, 1, . . . ,M,

ξj(t) = ε2
d2

dt2
u(xj, t)− δ2xu(xj, t) +

(
1

ε2
+ α

)
u(xj, t)

=
h2

12
∂xxxxu(x̃j(t), t), j = 1, 2, . . . ,M − 1,

ξ0(t) = ξM(t) = 0,

(4.112)

where x̃j(t) is located between xj−1 and xj+1. Subtracting (4.96) from (4.112),

ε2
d2

dt2
ej(t)− δ2xej(t) +

(
1

ε2
+ α

)
ej(t) = ξj(t), j = 1, 2, . . . ,M − 1, t > 0,

(4.113)

e0(t) = eM(t) = 0, ej(0) = 0,
d

dt
ej(0) = 0. (4.114)

Taking discrete sine transform of (4.113),

ε2
d2

dt2
ẽl(t) +

(
εβh

l

)2
ẽl(t) = ξ̃l(t),

ẽl(0) = 0,
d

dt
ẽl(0) = 0, l = 1, 2, . . . ,M − 1.

Solving the above ODEs,

ẽl(t) =
1

βh
l ε

2

∫ t

0

sin(βh
l (t− s))ξ̃l(s)ds, l = 1, 2, . . . ,M − 1. (4.115)

Plugging (4.112) into (4.115), noticing φ, γ ∈ W 4,∞ ∩ H1
0 and (4.99), using the

Hölder’s inequality and Parseval’s identity, one can obtain

M−1∑

l=1

|ẽl(t)|2 ≤ 2
M−1∑

l=1

[∫ t

0

∣∣∣ξ̃l(s)
∣∣∣ds
]2

≤ 2t

∫ t

0

M−1∑

l=1

∣∣∣ξ̃l(s)
∣∣∣
2

ds

≤ 4t

M

∫ t

0

M−1∑

j=0

|ξj(t)|2ds ≤
4T

M

∫ T

0

M−1∑

j=0

|ξj(s)|2ds . h4, 0 ≤ t ≤ T.

Noticing enj = ej(tn) (j = 0, 1, . . . ,M , 0 ≤ n ≤ T/τ) and using the Parseval’s

equality, the estimate (4.110) follows immediately.

Based on Theorems 4.7 and 4.8, both Gautschi-SP and Gautschi-FD introduce

no error in time discretization for the linear KG equation, and exhibit the same
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temporal resolution in the nonrelativistic limit regime. In fact, for a given accuracy

δ > 0, for the linear KG equation the ε-scalability of the two methods is

τ = O(1), h ≤ O
(√

δ
)
= O(1), 0 < ε≪ 1, (4.116)

i.e. both mesh size h and time step τ can be chosen independently of the small

parameter ε.

4.3.3 Convergence analysis in the nonlinear case

In order to obtain an error estimate for Gautschi-SP method (4.89) with (4.95),

let 0 < T < T ∗ with T ∗ the maximum existence time of the solution, motivated by

the results in [107, 110], assume that there exists an integer m0 ≥ 2 such that

(B) u ∈ C2
(
[0, T ];H1

)
∩ C1

(
[0, T ];W 1,4

)
∩ C

(
[0, T ];W 1,∞ ∩Hm0 ∩H1

0

)
,

‖∂tu(x, t)‖L∞([0,T ];W 1,4) .
1

ε2
, ‖∂ttu(x, t)‖L∞([0,T ];H1) .

1

ε4
,

‖u(x, t)‖L∞([0,T ];W 1,∞∩Hm0
0

) . 1.

Under the above assumption (B) and assume f ∈ C3(R), the following are well-

defined,

M1 := max
0≤t≤T

‖u(x, t)‖W 1,∞ . 1, M2 := max
|v|≤1+M1

3∑

l=1

|f (l)(v)| . 1, (4.117)

M3 := max

{
0, sup

06=v, |v|≤1+M1

f(v)/v

}
≤M2 . 1. (4.118)

Assuming

τ ≤ πε2h

3
√
h2 + ε2(π2 +M3h2)

, (4.119)

one can have,

Theorem 4.9. Let unM(x) be the approximation obtained from Gautschi-SP method

(4.89) with (4.95). Assume τ . ε2 and f(·) ∈ C3(R), under the assumption (B),

there exist h0 > 0 and τ0 > 0 sufficiently small and independent of ε such that, for
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any 0 < ε ≤ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0 and under the condition (4.119),

the following error estimate holds,

‖u(x, tn)− unM(x)‖L2 .
τ 2

ε4
+ hm0 , ‖unM‖L∞ ≤ 1 +M1, (4.120)

‖∂x[u(x, tn)− unM(x)]‖L2 .
τ 2

ε4
+ hm0−1, 0 ≤ n ≤ T

τ
. (4.121)

Proof. The estimates (4.120)–(4.121) will be proved by the method of mathematical

induction in the classical discrete energy framework. From the discretization of

initial data, i.e. u0M = PMφ, one has

‖u(x, t = 0)− u0M‖L2 = ‖φ− PMφ‖L2 . hm0 ,

‖∂x[u(x, t = 0)− u0M ]‖L2 = ‖∂xφ− PM∂xφ‖L2 . hm0−1,

‖u0M‖L∞ −M1 ≤ ‖PMφ− φ‖L∞ + ‖φ‖L∞ −M1 . hm0−1.

Thus there exists a h1 > 0 sufficiently small and independent of ε such that, when

0 < h ≤ h1, the three estimates in (4.120)–(4.121) are valid for n = 0.

Write the exact solution u(x, t) as

u(x, t) =
∞∑

l=1

ûl(t) sin(µl(x− a)), a ≤ x ≤ b,

and denote the “error” function as

en(x) := PMu(x, tn)− unM(x) =
M−1∑

l=1

ênl sin(µl(x− a)), a ≤ x ≤ b, (4.122)

then one has

ênl = ûl(tn)− (̂unM)l, l = 1, 2, . . . ,M − 1, n ≥ 0, (4.123)

with ûl(tn) (l = 1, 2, . . .) the sine transform coefficients of u(x, tn). Using the triangle

inequality and Parseval’s equality,

‖u(x, tn)− unM(x)‖L2 ≤ ‖u(x, tn)− PMu(x, tn)‖L2 + ‖en(x)‖L2

. hm0 +

√√√√
M−1∑

l=1

|ênl |2, 0 ≤ n ≤ T

τ
. (4.124)
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Similarly,

‖∂x[u(x, tn)− unM(x)]‖L2 . hm0−1 +

√√√√
M−1∑

l=1

µ2
l |ênl |2, 0 ≤ n ≤ T

τ
. (4.125)

Thus, only the last terms in the above two inequalities need be estimated.

Similar to the derivation in (4.82)–(4.88), for l = 1, 2, . . . ,

ûl(τ) = φ̂l cos
(
τβ0

l

)
+ γ̂l

sin (τβ0
l )

ε2β0
l

−
∫ τ

0

Ĝ0
l (s)

sin (β0
l (τ − s))

ε2β0
l

ds, (4.126)

ûl(tn+1) = −ûl(tn−1) + 2 cos(τβn
l )ûl(tn)

−
∫ τ

0

[
Ĝn

l (−s) + Ĝn
l (s)

] sin (βn
l (τ − s))

ε2βn
l

ds, n ≥ 1, (4.127)

where

Ĝn
l (s) = (̂f(u))l(tn + s)− αnûl(tn + s), s ∈ R, n ≥ 0. (4.128)

For each l = 1, 2, . . . ,M − 1, subtracting (4.91) and (4.90) from (4.127) and

(4.126), respectively, one can obtain the equation for “error” function ênl as

ên+1
l = −ên−1

l + 2 cos (βn
l τ) ê

n
l + ξ̂nl , 1 ≤ n ≤ T

τ
− 1, (4.129)

ê0l = 0, ê1l = ξ̂0l , (4.130)

where

ξ̂nl =
1

ε2βn
l

∫ τ

0

Ŵ n
l (s) sin (β

n
l (τ − s)) ds, 0 ≤ n ≤ T

τ
− 1, (4.131)

with, for 0 ≤ s ≤ τ,

Ŵ n
l (s) =





f̂(φ)l − α0φ̂l − Ĝ0
l (s), n = 0,

2f̂(unM)l − 2αn(̂unM)l − Ĝn
l (−s)− Ĝn

l (s), 1 ≤ n ≤ T
τ
− 1.

(4.132)

Combining (4.117), (4.95) and (4.120)–(4.121) with n = 0, noticing (4.84), under

the condition (4.119),

0 ≤ α0 ≤ M3, ε2β0
l ≥ 1, 0 < τβ0

l ≤ π

3
,

1

2
≤ cos

(
β0
l τ
)
< 1,

0 ≤ sin
(
β0
l (τ − s)

)
≤ sin

(
β0
l τ
)
< 1, 0 ≤ s ≤ τ.
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From (4.131) with n = 0, using the Hölder inequality,

∣∣∣ξ̂0l
∣∣∣
2

=

∣∣∣∣
1

ε2β0
l

∫ τ

0

Ŵ 0
l (s) sin

(
β0
l (τ − s)

)
ds

∣∣∣∣
2

≤
∫ τ

0

sin
(
β0
l (τ − s)

)
ds ·

∫ τ

0

∣∣∣Ŵ 0
l (s)

∣∣∣
2

sin
(
β0
l (τ − s)

)
ds

≤ τ
[
1− cos

(
β0
l τ
)] sin (β0

l τ)

β0
l τ

∫ τ

0

∣∣∣Ŵ 0
l (s)

∣∣∣
2

ds

≤ τ
[
1− cos

(
β0
l τ
)] ∫ τ

0

∣∣∣Ŵ 0
l (s)

∣∣∣
2

ds. (4.133)

Summing the above inequality for l = 1, 2, . . . ,M − 1, noticing (4.130) and (4.133),

‖e1‖2L2 =
b− a

2

M−1∑

l=1

∣∣ê1l
∣∣2 = b− a

2

M−1∑

l=1

∣∣∣ξ̂0l
∣∣∣
2

≤ τ(b − a)

2

M−1∑

l=1

∫ τ

0

∣∣∣Ŵ 0
l (s)

∣∣∣
2

ds.

Plugging (4.132), (4.128) and (4.84) into the above inequality, using the triangle

inequality and Parseval’s equality,

‖e1‖2L2 ≤ τ(b − a)

2

M−1∑

l=1

∫ τ

0

∣∣∣(̂f(φ))l − (̂f(u))l(s) + α0
(
ûl(s)− φ̂l

)∣∣∣
2

ds

≤ τ(b− a)

∫ τ

0

M−1∑

l=1

[∣∣∣(̂f(φ))l − (̂f(u))l(s)
∣∣∣
2

+ (α0)2
∣∣∣ûl(s)− φ̂l

∣∣∣
2
]
ds

= τ

∫ τ

0

(
‖PM [f(u(·, s))− f(φ)]‖2L2 + (α0)2 ‖PM [u(·, s)− φ]‖2L2

)
ds

≤ τ

∫ τ

0

(
‖f(u(·, s))− f(φ)‖2L2 +M2

3 ‖u(·, s)− φ‖2L2

)
ds. (4.134)

Under the assumption on u, using the Hölder inequality,

‖u(·, s)− φ‖2L2 =

∫ b

a

|u(x, s)− u(x, 0)|2 dx =

∫ b

a

∣∣∣∣
∫ s

0

∂wu(x, w) dw

∣∣∣∣
2

dx

≤
∫ b

a

s

∫ s

0

|∂wu(x, w)|2 dw dx = s

∫ s

0

‖∂wu(·, w)‖2L2 dw

≤ s2‖∂tu(·, t)‖2L∞([0,T ];L2) .
s2

ε4
, 0 ≤ s ≤ τ. (4.135)

Similarly, under the assumption on u and f ,

‖f (u(·, s))− f(φ)‖2L2 ≤ s2M2
2‖∂tu(·, t)‖2L∞([0,T ];L2) .

s2

ε4
, 0 ≤ s ≤ τ. (4.136)
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Plugging (4.135) and (4.136) into (4.134), noticing (4.124) with n = 1, we obtain

‖e1‖2L2 . τ

∫ τ

0

s2

ε4
ds .

τ 4

ε4
.
τ 4

ε8
⇒ ‖u(x, t1)− u1M(x)‖L2 . hm0 +

τ 2

ε4
.

Similarly, one can get

‖∂x[u(x, t1)− u1M(x)]‖L2 . hm0−1 +
τ 2

ε4
.

This, together with the triangle inequality and inverse inequality, implies

‖u1M‖L∞ −M1 ≤ ‖u1M‖L∞ − ‖u(x, t1)‖L∞ ≤ ‖u1M − u(x, t1)‖L∞

≤ ‖PMu(x, t1)− u(x, t1)‖L∞ + ‖u1M(x)−PMu(x, t1)‖L∞

. ‖u(x, t1)−PMu(x, t1)‖L∞ + ‖u1M(x)−PMu(x, t1)‖H1

. hm0−1 + ‖e1‖H1

. hm0−1 +
τ 2

ε4
. (4.137)

Thus under the assumption τ . ε2, there exist h2 > 0 and τ2 > 0 sufficiently small

and independent of ε, such that when 0 < h ≤ h2 and 0 < τ ≤ τ2,

‖u1M‖L∞ ≤ 1 +M1.

Therefore, the three estimates in (4.120)–(4.121) are valid when n = 1.

Now, assume that (4.120)–(4.121) are valid for all 1 ≤ n ≤ m− 1 ≤ T
τ
− 1, then

one needs to show that they are still valid when n = m. Denote

En =

M−1∑

l=1

Ên
l , Ên

l =
∣∣ên+1

l

∣∣2 + |ênl |2 +
cos(βn

l τ)

1− cos(βn
l τ)

∣∣ên+1
l − ênl

∣∣2 . (4.138)

For each l = 1, 2, . . . ,M−1 and 1 ≤ n ≤ m−1, noticing (4.84), under the condition

(4.119),

0 ≤ αn−1 ≤ αn ≤M3, 1 ≤ ε2βn−1
l ≤ ε2βn

l , 0 < τβn−1
l ≤ τβn

l ≤ π

3
,

1

2
≤ cos (βn

l τ) ≤ cos
(
βn−1
l τ

)
< 1,

cos(βn
l τ)

1− cos(βn
l τ)

≤ cos(βn−1
l τ)

1− cos(βn−1
l τ)

,

0 ≤ sin (βn
l (τ − s)) ≤ sin (βn

l τ) < 1, 0 ≤ s ≤ τ.
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Then similar to (4.133),
∣∣∣ξ̂nl
∣∣∣
2

≤ τ [1− cos (βn
l τ)]

∫ τ

0

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds.

Multiplying both sides of (4.129) by ên+1
l − ên−1

l and dividing by 1 − cos(βn
l τ), one

can have

Ên
l − Ên−1

l ≤ 1

1− cos(βn
l τ)

∣∣∣ξ̂nl
∣∣∣ ·
∣∣ên+1

l − ên−1
l

∣∣

≤ 1

1− cos(βn
l τ)

(
2τ
∣∣ên+1

l − ênl
∣∣2 + 2τ

∣∣ênl − ên−1
l

∣∣2 + 1

τ

∣∣∣ξ̂nl
∣∣∣
2
)

≤ 4τ cos(βn
l τ)

1− cos(βn
l τ)

(∣∣ên+1
l − ênl

∣∣2 +
∣∣ênl − ên−1

l

∣∣2
)
+

∫ τ

0

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds

≤ 4τ
(
Ên
l + Ên−1

l

)
+

∫ τ

0

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds.

Summing the above inequality for l = 1, 2, . . . ,M − 1,

En − En−1 ≤ 4τ
(
En + En−1

)
+

∫ τ

0

M−1∑

l=1

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds, 0 ≤ n ≤ m− 1.

Summing the above inequality for n = 1, 2, . . . , m− 1, when τ ≤ 1/8,

Em−1 ≤ 2E0 + 8τ

m−2∑

n=0

En + 2

m−2∑

n=1

∫ τ

0

M−1∑

l=1

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds, 2 ≤ m ≤ T

τ
.

Using the discrete Gronwall’s inequality,

Em−1 ≤ C

[
E0 +

m−1∑

n=1

∫ τ

0

M−1∑

l=1

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds

]
, 2 ≤ m ≤ T

τ
, (4.139)

where the constant C is independent of h (or l), τ (orm), and ε. Combining (4.139),

(4.138) and (4.122), one can obtain

‖em‖2L2 =
b− a

2

M−1∑

l=1

|êml |2 ≤
b− a

2
Em−1

≤ C(b− a)

2

[
E0 +

m−1∑

n=1

∫ τ

0

M−1∑

l=1

∣∣∣Ŵ n
l (s)

∣∣∣
2

ds

]
. (4.140)

From (4.138) with n = 0, noticing (4.130), (4.133), (4.134) (4.135) and (4.136),

E0 =
M−1∑

l=1

1

1− cos (β0
l τ)

|ê1l |2 =
M−1∑

l=1

1

1− cos (β0
l τ)

|ξ̂0l |2

= τ

M−1∑

l=1

∫ τ

0

∣∣∣Ŵ 0
l (s)

∣∣∣
2

ds .
τ 4

ε4
.
τ 4

ε8
. (4.141)
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From (4.132), (4.128) and (4.84), using the triangle inequality,

M−1∑

l=1

∣∣∣Ŵ n
l (s)

∣∣∣
2

=

M−1∑

l=1

∣∣∣2f̂(unM)l − (̂f(u))l(tn − s)− (̂f(u))l(tn + s)

+αn
[
ûl(tn − s) + ûl(tn + s)− 2(̂unM)l

]∣∣∣
2

ds

≤ 2

b− a
‖2f(unM)− f(u(·, tn − s))− f(u(·, tn + s))‖2L2

+
2M2

3

b− a
‖u(·, tn − s) + u(·, tn + s)− 2unM‖2L2 . (4.142)

Under the regularity assumption on u, using the triangle inequality and Hölder

inequality, noticing (4.121),

‖u(·, tn − s) + u(·, tn + s)− 2unM‖2L2

≤ ‖u(·, tn − s) + u(·, tn + s)− 2u(·, tn)‖2L2 + 4 ‖u(·, tn)− unM‖2L2

≤
∫ b

a

∣∣∣∣
∫ s

0

∫ w

−w

∂qqu(x, tn + q) dq dw

∣∣∣∣
2

dx+ 4 ‖u(·, tn)− unM‖2L2

≤
∫ s

0

s

∫ b

a

∣∣∣∣
∫ w

−w

∂qqu(x, tn + q) dq

∣∣∣∣
2

dx dw + 4 ‖u(·, tn)− unM‖2L2

≤
∫ s

0

2sw

∫ w

−w

‖∂qqu(·, tn + q)‖2L2 dq dw + 4 ‖u(·, tn)− unM‖2L2

≤ 4s4

3
‖∂ttu(·, t)‖2L∞([0,T ];L2) + 4 ‖u(·, tn)− unM‖2L2

.
τ 4

ε8
+ h2m0 + ‖en‖2L2 , 0 ≤ s ≤ τ, 1 ≤ n ≤ m− 1. (4.143)

Similarly, under the assumption on u and f ,

‖f(u(·, tn − s)) + f(u(·, tn + s))− 2f(unM)‖2L2

≤ 8s4M2
2

3

[
‖∂tu(·, t)‖4L∞([0,T ];L4) + ‖∂ttu(·, t)‖2L∞([0,T ];L2)

]

+4M2
2 · ‖u(·, tn)− unM‖2L2

.
τ 4

ε8
+ h2m0 + ‖en‖2L2 , 0 ≤ s ≤ τ, 1 ≤ n ≤ m− 1. (4.144)
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Plugging (4.144), (4.143), (4.142) and (4.141) into (4.140) leads to

‖em‖2L2 .
τ 4

ε8
+ τ(m− 1)

[
τ 4

ε8
++h2m0

]
+ τ

m−1∑

n=1

‖en‖2L2

.
τ 4

ε8
+ T

[
τ 4

ε8
++h2m0

]
+ τ

m−1∑

n=1

‖en‖2L2 .

Then, using the discrete Gronwall’s inequality again, together with (4.124), one can

get the first estimate in (4.120) for n = m. Similar to the above procedure by

defining

Sn =
M−1∑

l=1

µ2
l Ên

l , n ≥ 0,

and noticing

M−1∑

l=1

µ2
l

∣∣∣Ŵ n
l (s)

∣∣∣
2

. ‖∂x [2f(unM)− f(u(·, tn − s))− f(u(·, tn + s))]‖2L2

+ ‖∂x [u(·, tn − s) + u(·, tn + s)− 2unM ]‖2L2 ,

one can obtain (4.121). In addition, similar to the proof towards (4.137),

‖umM‖L∞ −M1 . hm0−1 +
τ 2

ε4
.

Again under the assumption τ . ε2, there exist h3 > 0 and τ3 > 0 sufficiently small

and independent of 2 ≤ m ≤ T/τ , such that when 0 < h ≤ h3 and 0 < τ ≤ τ3,

‖umM‖L∞ ≤ 1 +M1.

Thus the second estimate in (4.120) is valid when n = m too. Therefore, the proof

of (4.120)–(4.121) is completed by the method of mathematical induction under the

choice of h0 = min{h1, h2, h3} and τ0 = min{1/8, τ2, τ3}.

Similar to the proof in above, for Gautschi-FD with (4.95), assume that f(·) ∈
C2(R), u ∈ C2([0, T ];W 1,∞) ∩ C1([0, T ];W 1,∞) ∩ C([0, T ];W 5,∞ ∩H1

0 ), and

‖u(x, t)‖L∞([0,T ];W 5,∞) . 1,

‖∂tu(x, t)‖L∞([0,T ];W 1,∞) .
1

ε2
, ‖∂ttu(x, t)‖L∞([0,T ];W 1,∞) .

1

ε4
,

then one can prove the following error estimate for Gautschi-FD with (4.95),
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Theorem 4.10. Let unj be the approximation obtained from Gautschi-FD with (4.95).

Assume τ . ε2, under the above assumptions on exact solution u and the nonlinear

function f , there exist h0 > 0 and τ0 > 0 sufficiently small and independent of ε

such that, for any 0 < ε ≤ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0 and under the

condition (4.119),

‖en‖l2 .
τ 2

ε4
+ h2,

∥∥δ+x en
∥∥
l2
.
τ 2

ε4
+ h2, 0 ≤ n ≤ T

τ
, (4.145)

where

en = (en0 , e
n
1 , . . . , e

n
M)T , with enj = u(xj, tn)− unj , j = 0, 1, . . . ,M, n ≥ 0.

Proof. Follow the analogous proofs of Theorems 4.9 and 4.8, and the details are

omitted here for brevity.

Based on Theorems 4.9 and 4.10, for the nonlinear KG equation in the nonrela-

tivistic limit regime, the ε-scalability of Gautschi-SP and Gautschi-FD is

τ = O
(√

δε2
)
= O(ε2), h ≤ O

(√
δ
)
= O(1), 0 < ε ≪ 1. (4.146)

Remark 4.3. The estimates in Theorems 4.9 and 4.10 can be directly extended

to 2D and 3D, without changing the convergence rates, by replacing the condition

τ . ε2 by τ . ε2
√
Cd(h) (d = 2, 3), where Cd(h) is given in Remark 4.1.

Remark 4.4. A final remark is made here that if one considers the periodic bound-

ary conditions or homogeneous Neumann boundary conditions, similar numerical

methods discussed in Section 4.2 and 4.3 can be easily designed. For example, one

can readily construct Gautschi-type integrator Fourier pseudospectral discretization

for periodic boundary conditions, and respectively, Gautschi-type integrator cosine

pseudospectral method for homogeneous Neumann boundary conditions. Also, the

numerical analysis results obtained in Section 4.2 and 4.3 remain valid in both cases.
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Table 4.1: Temporal discretization errors of Impt-EC-FD at time t = 0.4 in nonlinear

case with h = 1/128 for different ε and τ under ε-scalability τ = O(ε3): (i) l2-error

(upper 4 rows); (ii) discrete H1-error (middle 4 rows); (iii) l∞-error (lower 4 rows).

ε-scalability τ =1.00E-3 τ =5.00E-4 τ =2.50E-4 τ =1.25E-4 τ =6.25E-5

ε = 0.1, τ 4.6484E-2 1.1063E-2 2.7344E-3 6.8472E-4 1.7533E-4

ε/2, τ/23 4.9171E-2 1.2912E-2 3.2712E-3 8.2486E-4 2.1197E-4

ε/4, τ/43 4.6831E-2 1.1162E-2 2.7597E-3 6.9083E-4 1.7681E-4

ε/8, τ/83 3.6900E-2 9.6406E-3 2.4426E-3 6.1784E-4 1.6129E-4

ε = 0.1, τ 7.5093E-2 1.8650E-2 4.6877E-3 1.2087E-3 2.8179E-4

ε/2, τ/23 9.2221E-2 2.3739E-2 6.0030E-3 1.5347E-3 3.8945E-4

ε/4, τ/43 7.0780E-2 1.7431E-2 4.3724E-3 1.1292E-3 2.9825E-4

ε/8, τ/83 7.7202E-2 1.9840E-2 5.0233E-3 1.2937E-3 3.1687E-4

ε = 0.1, τ 2.9725E-2 7.7927E-3 1.8177E-3 4.5897E-4 1.2252E-4

ε/2, τ/23 4.3783E-2 1.1543E-2 2.9273E-3 7.3938E-4 1.9031E-4

ε/4, τ/43 2.8754E-2 6.9944E-3 1.7321E-3 4.2850E-4 1.1127E-4

ε/8, τ/83 2.9213E-2 7.9193E-3 2.0227E-3 5.1313E-4 1.3350E-4

4.4 Numerical results

In this section, numerical results are reported to support the error estimates and

demonstrate the superiority of Gautschi-type integrator over finite difference in time

resolution when 0 < ε ≪ 1. In order to do so, in the KG equation (4.8)–(4.10), we

choose

f (u) = λup+1, φ(x) =
2

ex2 + e−x2
, γ(x) = 0, x ∈ R. (4.147)

The computational interval [a, b] is chosen large enough such that the homogeneous

Dirichlet boundary conditions do not introduce a significant aliasing error relative

to the problem in the whole space. Let u(x, t) be the “exact” solution which is
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Table 4.2: Temporal discretization errors of SImpt-FD at time t = 0.4 in nonlinear

case with h = 1/128 for different ε and τ under ε-scalability τ = O(ε3): (i) l2-error

(upper 4 rows); (ii) discrete H1-error (middle 4 rows); (iii) l∞-error (lower 4 rows).

ε-scalability τ =1.00E-3 τ =5.00E-4 τ =2.50E-4 τ =1.25E-4 τ =6.25E-5

ε = 0.1, τ 4.4395E-2 1.0598E-2 2.6213E-3 6.5674E-4 1.6847E-4

ε/2, τ/23 4.8329E-2 1.2678E-2 3.2113E-3 8.0980E-4 2.0824E-4

ε/4, τ/43 4.6690E-2 1.1131E-2 2.7521E-3 6.8896E-4 1.7635E-4

ε/8, τ/83 3.6864E-2 9.6301E-3 2.4399E-3 6.1716E-4 1.6113E-4

ε = 0.1, τ 7.2046E-2 1.7868E-2 4.4913E-3 1.1605E-3 2.9095E-4

ε/2, τ/23 9.0650E-2 2.3316E-2 5.8955E-3 1.5080E-3 3.8325E-4

ε/4, τ/43 7.0580E-2 1.7381E-2 4.3599E-3 1.1261E-3 2.9257E-4

ε/8, τ/83 7.7123E-2 1.9818E-2 5.0178E-3 1.2923E-3 3.1356E-4

ε = 0.1, τ 2.8663E-2 7.0385E-3 1.7558E-3 4.4435E-4 1.1932E-4

ε/2, τ/23 4.2804E-2 1.1276E-2 2.8593E-3 7.2231E-4 1.8604E-4

ε/4, τ/43 2.8674E-2 6.9762E-3 1.7277E-3 4.2753E-4 1.1111E-4

ε/8, τ/83 2.9168E-2 7.9066E-3 2.0194E-3 5.1231E-4 1.3329E-4

obtained numerically by using Gautschi-SP with very fine mesh size and small time

step, e.g. h = 1/1024 and τ = 1E-8. In order to quantify the convergence, we define

three error functions, l2-error, l∞-error and discrete H1-error as

el2 = ‖u(·, tn)− un‖l2 , el∞ = max
j

|u(xj, tn)− unj |, (4.148)

eH1 =

√
‖u(·, tn)− un‖2l2 + ‖δ+x (u(·, tn)− un)‖2l2. (4.149)

CASE I. A nonlinear case, where we choose λ = 4 and p = 2 in (4.147) and

solve the KG equation (4.8)–(4.10) on the interval [−8, 8]. In order to study the

temporal resolution or ε-scalability in time of different methods, a very small mesh

size h = 1/128 is chosen such that the discretization error in space is negligible.
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Table 4.3: Temporal discretization errors of Gautschi-SP at time t = 0.4 in nonlinear

case with h = 1/128 for different ε and τ under ε-scalibility τ = O(ε2): (i) l2-error

(upper 4 rows); (ii) discrete H1-error (middle 4 rows); (iii) l∞-error (lower 4 rows).

ε-scalability τ =5.00E-3 τ =2.50E-3 τ =1.25E-3 τ =6.25E-4 τ =3.125E-4

ε = 0.1, τ 2.4902E-3 6.1124E-4 1.5208E-4 3.7957E-5 9.4697E-6

ε/2, τ/22 3.1009E-3 7.6212E-4 1.8973E-4 4.7384E-5 1.1845E-5

ε/4, τ/42 2.5929E-3 6.3666E-4 1.5846E-4 3.9564E-5 9.8826E-6

ε/8, τ/82 2.5965E-3 6.3757E-4 1.5862E-4 3.9563E-5 9.8072E-6

ε = 0.1, τ 6.0409E-3 1.4857E-3 3.6976E-4 9.2230E-5 2.2948E-5

ε/2, τ/22 8.6467E-3 2.1232E-3 5.2845E-4 1.3197E-4 3.2989E-5

ε/4, τ/42 6.3003E-3 1.5450E-3 3.8453E-4 9.6000E-5 2.3974E-5

ε/8, τ/82 7.9670E-3 1.9557E-3 4.8650E-4 1.2126E-4 3.0079E-5

ε = 0.1, τ 1.9268E-3 4.7365E-4 1.1786E-4 2.9447E-5 7.3746E-6

ε/2, τ/22 2.4770E-3 6.0895E-4 1.5161E-4 3.7863E-5 9.4650E-6

ε/4, τ/42 1.9261E-3 4.7358E-4 1.1797E-4 2.9445E-5 7.3572E-6

ε/8, τ/82 1.9103E-3 4.6947E-4 1.1682E-4 2.9120E-5 7.2235E-6

Tabs. 4.1 and 4.2 tabulate l2-error, H1-error and l∞-error at time t = 0.4 of Impt-

EC-FD and SImpt-FD, respectively, for various time steps τ and parameter values ε

under ε-scalability τ = O(ε3). Tabs. 4.3 and 4.4 show similar results for Gautschi-

SP and Gautschi-FD, under ε-scalability τ = O(ε2). Similarly, in order to compare

errors of spatial discretization, we always choose very fine time step τ such that

time discretization error is negligible. Tab. 4.5 lists l2-errors at time t = 0.4 of

Impt-EC-FD, SImpt-EC-FD, Gautschi-FD and Gautschi-SP with different ε and τ

satisfying the required ε-scalability. Numerical experiments are also carried out for

Impt-EC-FD and Expt-FD, where the results are similar to those of Impt-EC-FD

and SImpt-FD, and thus we omit them for brevity.
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Table 4.4: Temporal discretization errors of Gautschi-FD at time t = 0.4 in nonlinear

case with h = 1/128 for different ε and τ under ε-scalability τ = O(ε2): (i) l2-error

(upper 4 rows); (ii) discrete H1-error (middle 4 rows); (iii) l∞-error (lower 4 rows).

ε-scalability τ =5.00E-3 τ =2.50E-3 τ =1.25E-3 τ =6.25E-4 τ =3.125E-4

ε = 0.1, τ 2.4910E-3 6.1204E-4 1.5295E-4 3.9100E-5 9.9575E-6

ε/2, τ/22 3.1013E-3 7.6248E-4 1.9017E-4 4.8121E-5 1.2658E-5

ε/4, τ/42 2.5937E-3 6.3748E-4 1.5836E-4 4.0818E-5 1.0343E-6

ε/8, τ/82 2.6106E-3 6.3814E-4 1.5927E-4 4.0565E-5 9.9140E-6

ε = 0.1, τ 6.0467E-3 1.4916E-3 3.7655E-4 9.9249E-5 2.3124E-5

ε/2, τ/22 8.6502E-3 2.1268E-3 5.3291E-4 1.3656E-4 3.6826E-5

ε/4, τ/42 6.3067E-3 1.5698E-3 3.9225E-4 1.0798E-4 2.4152E-5

ε/8, τ/82 7.8831E-3 1.9601E-3 4.9192E-4 1.2936E-4 3.7448E-5

ε = 0.1, τ 1.9254E-3 4.7230E-4 1.1654E-4 2.8122E-5 7.5647E-6

ε/2, τ/22 2.4755E-3 6.0746E-4 1.5013E-4 3.6437E-5 8.8545E-6

ε/4, τ/42 1.9247E-3 4.7285E-4 1.1662E-4 2.9170E-5 7.6260E-6

ε/8, τ/82 1.9340E-3 4.6890E-4 1.1568E-4 2.7885E-5 7.5793E-6

CASE II A linear case, where we choose λ = 4 and p = 0 in (4.147) and solve

the KG equation (4.8)–(4.10) on the interval [−16, 16]. Here, only the results of

Gautschi-SP and Gautschi-FD are presented to verify that there is no time dis-

cretization error of Gautschi-type integrator for the linear KG equation. Tab. 4.6

lists the l2-error of Gautschi-SP and Gautschi-FD at time t = 1 for different τ , h

and ε under the ε-scalability τ = O(1) and h = O(1). Similar convergence patterns

of the discrete H1-error and l∞-error were also observed and they are omitted here

for simplicity. In addition, the results for FDTD methods are quite similar to those

in nonlinear case and thus are omitted here too for brevity.

From Tabs. 4.1–4.6 and extensive numerical results not shown here for brevity,
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Table 4.5: Spatial discretization error el2 of Impt-EC-FD/SImpt-FD (under ε-

scalability τ = O(ε3)), and Gautschi-FD/Gautschi-SP (under ε-scalability τ =

O(ε2)) at time t = 0.4 in nonlinear case with ε0 = 0.1 and τ0=2E-5 for different

mesh sizes h.

h = 1/4 h = 1/8 h = 1/16 h = 1/32

ε0, τ0 2.0671E-2 5.5497E-3 1.4075E-3 3.5551E-4

Impt-EC-FD ε0/2, τ0/2
3 2.2900E-2 6.2179E-3 1.5834E-3 4.0110E-4

ε0/4, τ0/4
3 2.2881E-2 6.2815E-3 1.6021E-3 4.0398E-4

ε0, τ0 2.0671E-2 5.5497E-3 1.4075E-3 3.5541E-4

SImpt-FD ε0/2, τ0/2
3 2.2900E-2 6.2178E-3 1.5833E-3 4.0101E-4

ε0/4, τ0/4
3 2.2881E-2 6.2815E-3 1.6021E-3 4.0398E-4

ε0, τ0 2.0668E-2 5.5462E-3 1.4041E-3 3.5182E-4

Gautschi-FD ε0/2, τ0/2
2 2.2894E-2 6.2129E-3 1.5784E-3 3.9568E-4

ε0/4, τ0/4
2 2.2878E-2 6.2790E-3 1.5996E-3 4.0120E-4

h = 1 h = 1/2 h = 1/4 h = 1/8

ε0, τ0 1.1873E-1 3.9320E-3 3.1799E-5 1.0722E-7

Gautschi-SP ε0/2, τ0/2
2 8.3243E-2 3.2486E-3 3.3677E-5 7.6844E-8

ε0/4, τ0/4
2 1.1899E-1 3.9849E-3 2.8723E-5 8.4444E-8

we can draw the following conclusions:

(i). In the O(1)-speed of light regime, i.e. 0 < ε = O(1) fixed, the FDTD methods

and Gautschi-FD are of second-order accuracy in both time and space (cf.

Tabs. 4.1, 4.2, 4.4 and 4.5); and Gautschi-SP is second-order and spectral-

order accurate in time and space, respectively (cf. Tabs. 4.3 and 4.5). In

addition, there is no time discretization error of Gautschi-SP and Gautschi-

FD for the linear KG equation (cf. Tab. 4.6). Therefore, in this regime all
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Table 4.6: Temporal and spatial discretization error el2 of Gautschi-SP and

Gautschi-FD in linear case at time t = 1 with τ0 = 0.25 and h0 = 0.5 for different

τ , h and ε.

ε = 0.02 ε = 0.002 ε = 0.0002 ε = 0.00002

τ0 h0/8 1.1239E-15 9.7781E-16 1.9602E-15 1.6371E-15

τ0/2 h0/8 1.2503E-15 1.6460E-15 1.3867E-15 1.6133E-15

Gautschi-SP τ0/4 h0/8 2.8930E-15 2.2077E-15 2.5100E-15 2.4671E-15

τ0 h0 3.9029E-3 5.5134E-3 4.1445E-3 5.5276E-3

τ0 h0/2 1.1041E-5 1.2214E-5 8.6830E-6 1.2093E-5

τ0 h0/4 4.1894E-10 5.2825E-10 5.2296E-10 4.8898E-10

τ0 h0/32 2.2447E-4 2.2633E-4 2.2723E-4 2.2641E-4

τ0/2 h0/32 2.2447E-4 2.2633E-4 2.2723E-4 2.2641E-4

Gautschi-FD τ0/4 h0/32 2.2447E-4 2.2633E-4 2.2723E-4 2.2641E-4

τ0 h0/4 1.3608E-2 1.3703E-2 1.3765E-2 1.3708E-2

τ0 h0/8 3.5636E-3 3.5923E-3 3.6069E-3 3.5934E-3

τ0 h0/16 8.9699E-4 9.0441E-4 9.0802E-4 9.0468E-4

the methods considered are compatible in time discretization and Gautschi-SP

is of higher accuracy in space than the rest. Indeed, generally Gautschi-SP

performs much better in time discretization than the rest under the same time

step and mesh size.

(ii). In the nonrelativistic limit regime, i.e. 0 < ε ≪ 1, for FDTD methods the

“correct” ε-scalability is τ = O(ε3) and h = O(1) which confirms the analytical

results (4.41); and, for Gautschi-SP and Gautschi-FD methods, the “correct”

ε-scalability is τ = O(1) and h = O(1) for the linear KG equation which verifies

the analytical results (4.116), and respectively, τ = O(ε2) and h = O(1) for
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the nonlinear KG equation which again confirms the analytical results (4.146).

In view of both temporal and spatial resolution capacities, one can conclude that

Gautschi-SP is the best candidate for discretizing the KG equation, especially in the

nonrelativistic limit regime.



Chapter 5
Comparisons between sine–Gordon &

perturbed NLS equations

This chapter is devoted to extensive numerical comparisons among the 2D light

bullets solutions of the sine–Gordon equation (1.14), the perturbed NLS equation

(1.16) and the critical cubic focusing NLS equation (ε = 0 in (1.16)). To this

purpose, efficient numerical methods are proposed, for which rigorous error estimates

are also carried out.

5.1 Sine–Gordon, perturbed NLS and their ap-

proximations

The propagation and interaction of spatially localized optical pulses (so-called

light bullets (LBs)) with particle features in several space dimensions are of both

physical and mathematical interests [6, 79]. They have been found useful as infor-

mation carriers in communication [82, 119], as energy sources, switches and logic

gates in optical devices [112]. Such LBs have been observed in numerical simula-

tions of the full Maxwell system with instantaneous Kerr (χ(3) or cubic) nonlinearity

in 2D [70]. They are short femtosecond pulses that propagate without essentially

changing shapes over a long distance and have only a few EM (electromagnetic)

126
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oscillations under their envelopes [70, 81, 82, 127, 149].

In 1D, the Maxwell system modeling light propagation in nonlinear media admits

constant-speed traveling waves as exact solutions, also known as the light bubbles

(unipolar pulses or solitons), [28,34,90,91]. The complete integrability of a Maxwell–

Bloch system is shown in [7]. In several space dimensions, constant-speed traveling

waves (mono-scale solutions) are harder to come by. Instead, space-time oscillating

(multiple-scale) solutions are more robust [149]. The so-called LBs are of multiple-

scale structures with distinct phase/group velocities and amplitude dynamics. Even

though direct numerical simulations of the full Maxwell system are motivating [70],

asymptotic approximation is necessary for analysis in several space dimensions [149].

The approximation of 1D Maxwell system has been extensively studied. Long pulses

are well approximated via envelope approximation by the cubic focusing nonlinear

Schrödinger (NLS) for χ(3) medium [119]. A comparison between Maxwell solutions

and those of an extended NLS [81, 82, 89] also showed that the cubic NLS approxi-

mation works reasonably well on short stable 1D pulses. Mathematical analysis on

the validity of NLS approximation of pulses and counter-propagating pulses of 1D

sine–Gordon equation has been carried out [93, 125]. However, in 2D, the envelope

approximation with the cubic focusing NLS breaks down [8], because critical col-

lapse of the cubic focusing NLS occurs in finite time ( [33, 38, 60, 61, 137, 142] and

references therein). On the other hand, due to the intrinsic physical mechanism

or material response, Maxwell system itself typically behaves fine beyond the cu-

bic NLS collapse time. One example is the semi-classical two level dissipationless

Maxwell–Bloch system where smooth solutions persist forever [50]. It is thus a very

interesting question how to modify the cubic NLS approximation to capture the

correct physics for modeling the propagation and interaction of light signals in 2D

Maxwell type systems. One approach will be discussed in the following.

Considering the transverse electric regime, after taking a distinguished asymp-

totic limit of the two level dissipationless Maxwell–Bloch system studied in [70],

Xin [149] found that the well-known sine-Gordon (SG) equation (1.14)–(1.15) also
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admits 2D LBs solutions. In the SG equation (1.14)–(1.15), it is well-known that

the energy

ESG(t) :=

∫

R2

[
(∂tu)

2 + c2 |∇u|2 + 2G(u)
]
dx, t ≥ 0, (5.1)

with

G(u) =

∫ u

0

sin(s)ds = 1− cos(u), (5.2)

is conserved. Direct numerical simulations of the SG equation in 2D were performed

in [127,149], which are much simpler tasks than simulating the full Maxwell system.

Moving pulse solutions being able to keep the overall profile over a long time were

observed, just like those in Maxwell system [70, 81, 82, 127, 149]. See also [113, 114]

for related breather-type solutions of the SG equation in 2D based on a modulation

analysis in the Lagrangian formulation.

Also, as derived in [149], with the SG-LBs as starting point one can look for a

modulated planar pulse solution of the SG equation (1.14) in the form:

u(x, t) = εA(ε(x−νt), εy, ε2t)ei(kx−ω(k)t)+c.c.+ε3u2, x = (x, y) ∈ R2, t ≥ 0, (5.3)

where 0 < ε ≪ 1, ω = ω(k) =
√
1 + c2k2, ν = ω′(k) = c2k/ω, the group velocity,

and c.c. refers to the complex conjugate of the previous term. Plugging (5.3) into

(1.14), setting X = ε(x−νt), Y = εy and T = ε2t, calculating derivatives, expressing

the sine function in series and removing all the resonance terms, one can obtain the

following complete perturbed NLS equation (see details in [149]):

−2iω∂TA + ε2∂TTA =
c2

ω2
∂XXA + c2∂Y YA+ 2εν∂XTA

+|A|2A
∞∑

l=0

(−1)l(ε|A|)2l
(l + 1)!(l + 2)!

, T > 0, (5.4)

where A := A(X, T ), X = (X, Y ) ∈ R2, is a complex-valued function. This new

equation is second order in space-time and contains a nonparaxiality term, a mixed

derivative term, and a novel nonlinear term which is saturating for large amplitude.
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Introducing the scaling variables X̃ = (ω/c)X , Ỹ = Y/c and T̃ = T/(2ω),

substituting them into (5.4) and then removing all ,̃ one gets a standard perturbed

NLS equation, as already introduced in Section 1.2,

i∂TA− ε2

4ω2
∂TTA = −∆A− εck

ω
∂XTA+ fε

(
|A|2

)
A, T > 0, (5.5)

with initial conditions,

A(X, 0) = A(0)(X), ∂TA(X, 0) = A(1)(X), X ∈ R2, (5.6)

where,

ρ = |A|2, fε(ρ) =

∞∑

l=0

(−1)l+1ε2lρl+1

(l + 1)!(l + 2)!
. (5.7)

In fact, equation (5.5) can be viewed as a perturbed cubic NLS equation with both

a saturating nonlinearity (series) term and nonparaxial terms (the ATT and AXT

terms). As proven in [149], it conserves the energy, i.e.,

EPNLS(T ) :=

∫

R2

[
ε2

4ω2
|AT |2 + |∇A|2 + Fε

(
|A|2

)]
dX ≡ EPNLS(0), T ≥ 0, (5.8)

with

Fε(ρ) =

∫ ρ

0

fε(s) ds =

∞∑

l=0

(−1)l+1ε2lρl+2

(l + 1)!(l + 2)!(l + 2)
, (5.9)

and has the mass balance identity

d

dT

(∫

R2

|A|2 dX− ε2

2ω2
Im

∫

R2

ATA
∗ dX

)
=

2εν

c
Im

∫
AXAT

∗ dX. (5.10)

In addition, the perturbed NLS equation (5.5) is globally well-posed and does not

have finite-time collapse [149], i.e., for any given initial data A(0)(X) ∈ H2(R2) and

A(1)(X) ∈ H1(R2), the initial value problem of (5.5) with initial conditions (5.6)

has a unique global solution A ∈ C([0,∞];H2(R2)), AT ∈ C([0,∞];H1(R2)), and

ATT ∈ C([0,∞];L2(R2)).

In practice, the infinite series of nonlinearity in (5.5) could be truncated to finite

terms with focusing-defocusing cycles. Denote

fN
ε (ρ) =

N∑

l=0

ε4lρ2l+1

(2l + 1)!(2l + 2)!

[
−1 +

ε2ρ

(2l + 2)(2l + 3)

]
, (5.11)
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then the perturbed NLS equation (5.5) can be approximated by the following trun-

cated NLS equation:

i∂TA− ε2

4ω2
∂TTA = −∆A− εck

ω
∂XTA+ fN

ε

(
|A|2

)
A, T > 0. (5.12)

Similar to the proof in [149] for the perturbed NLS equation (5.5), one can show that

the truncated NLS equation (5.12) with the initial conditions (5.6) also conserves

the energy, i.e.,

EPNLS

N (T ) :=

∫

R2

[
ε2

4ω2
|AT |2 + |∇A|2 + FN

ε

(
|A|2

)]
dX ≡ EPNLS

N (0), T ≥ 0, (5.13)

with

FN
ε (ρ) =

∫ ρ

0

fN
ε (s) ds =

N∑

l=0

ε4lρ2l+2

(2l + 1)!(2l + 2)!(2l + 2)

[
−1 +

ε2ρ

(2l + 3)2

]
, (5.14)

and has the mass balance identity (5.10).

When ε = 0, the perturbed NLS equation (5.5) and its approximation (5.12)

collapse to the well-known critical cubic focusing NLS equation:

i∂TA = −∆A− 1

2
|A|2A, T > 0, (5.15)

with initial condition,

A(X, 0) = A(0)(X), X ∈ R2. (5.16)

It is well-known that this cubic NLS equation conserves the energy, i.e.,

ECNLS(T ) :=

∫

R2

[
|∇A|2 − 1

4
|A|4

]
dX ≡

∫

R2

[∣∣∇A(0)
∣∣2 − 1

4

∣∣A(0)
∣∣4
]
dX, (5.17)

and collapses in finite-time when the initial energy ECNLS(0) < 0 [33,38,142], which

motivates different choices of initial data in (5.16) and (5.6) for numerical experi-

ments.

By closing this section, it would be desired to point out some numerical chal-

lenges in order to perform extensive comparisons among the LBs solutions of the

SG equation, perturbed NLS and critical focusing NLS equations. The computation
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challenge involved in SG simulation is that the disparate time scales between the SG

and perturbed NLS equations require a long-time simulation of the SG equation. To

illustrate this, noting (5.3), the disparate time scales for the perturbed NLS equa-

tion (5.12) and the SG equation (1.14) are T = O(1) and t = O(ε−2), respectively,

which immediately implies that it requires a much-longer-time simulation for the

SG equation (1.14) if the time regime beyond the collapse time of the critical NLS

equation (5.15) is of interest, when ε is small. Also, the computation domain for SG

simulation needs to be extended if the interested time point turns out to be further

away due to the propagating property of the SG-LBs (cf. (5.3)). On the other hand,

for perturbed NLS simulation the challenge is that high spatial resolution is required

to capture the focusing-defocusing mechanism which prevents the critical NLS col-

lapse. In what follows, in order to balance the stability and efficiency, instead of

using those fully implicit conservative methods [1, 2, 48, 75, 130, 141], semi-implicit

sine pseudospectral discretizations are proposed, which can be explicitly solved in

phase space and are of spectral order accuracy in space.

5.2 Numerical methods for SG and perturbed NLS

equations

Since the finite-time propagation of the LBs is of interests in its right, noting the

inherent far-field vanishing property of the LBs solutions of the SG and NLS equa-

tions, in practice, one can always truncate the whole space problems on a bounded

computational domain Ω, e.g. Ω = [a, b]× [c, d], with homogeneous Dirichlet bound-

ary conditions, i.e., consider

∂ttu− c2∆u+ sin(u) = 0, x ∈ Ω, t > 0, (5.18)

u(x, 0) = u(0)(x), ∂tu(x, 0) = u(1)(x), u(x, t)|∂Ω = 0, t ≥ 0. (5.19)

and a similar initial-boundary-value problem for the truncated perturbed NLS equa-

tion (5.12).
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Let ∆t > 0 be the time step and denote time steps as tn = n∆t, n = 0, 1, . . . ;

choose spatial mesh sizes ∆x = b−a
J

and ∆y = d−c
K

with J,K being two positive even

integers, and denote the grid points be

xj := a + j∆x, j = 0, 1, . . . , J ; yk := c + k∆y, k = 0, 1, . . . , K.

Let

YJK = span {φlm(x), l = 1, 2, . . . , J − 1, m = 1, 2, . . . , K − 1} ,

where

φlm(x) := sin (µl(x− a)) sin (λm(y − c)) , x = (x, y) ∈ R2,

µl = πl/(b− a), λm = πm/(d− c), l = 1, 2, . . . , J − 1, m = 1, 2, . . . , K − 1.

For a function ξ(x) ∈ L2
0(Ω) = {v(x) | v ∈ L2(Ω), v|∂Ω = 0} and a matrix ϕ :=

{ϕjk}J,Kj,k=0 ∈ C
(J+1)(K+1)
0 = {w ∈ C(J+1)(K+1) | w

0k
= w

Jk
= w

j0
= w

jK
= 0, j =

0, 1, . . . , J, k = 0, 1, . . . , K}, denote PJK : L2
0(Ω) → YJK and IJK : C

(J+1)(K+1)
0 →

YJK be the standard projection and trigonometric interpolation operators [133,148],

respectively, i.e.,

(PJKξ)(x) =

J−1∑

l=1

K−1∑

m=1

ξ̂lmφlm(x), (IJKϕ)(x) =

J−1∑

l=1

K−1∑

m=1

ϕ̃lmφlm(x), x ∈ Ω, (5.20)

where

ξ̂lm =
4

(b− a)(d− c)

∫

Ω

ξ(x)φlm(x)dx, ϕ̃lm =
4

JK

J−1∑

j=1

K−1∑

k=1

ϕjkφlm(xj , yk),

(5.21)

ξ̃lm =
4

JK

J−1∑

j=1

K−1∑

k=1

ξ(xj, yk)φlm(xj , yk), l = 1, . . . , J − 1, m = 1, . . . , K − 1.

(5.22)

5.2.1 Method for the SG equation

A semi-implicit sine pseudospectral method is discussed here for solving the SG

equation. Let unJK(x) be the approximation of u(x, tn) (x ∈ Ω), and respectively, unjk



5.2 Numerical methods for SG and perturbed NLS equations 133

be the approximation of u(xj , yk, tn) (j = 0, 1, . . . , J , k = 0, 1, . . . , K) and denote

un be the matrix with components unjk at time t = tn. Choose u
0
JK(x) = PJK(u

(0))

for x ∈ Ω, by applying the sine spectral method for spatial derivatives, and second-

order implicit and explicit schemes for linear and nonlinear terms respectively in

time discretization for the SG equation (5.18), one can get the semi-implicit sine

spectral discretization as:

Find un+1
JK (x) ∈ YJK , i.e.,

un+1
JK (x) =

J−1∑

l=1

K−1∑

m=1

(̂un+1
JK )lmφlm(x), x ∈ Ω, n ≥ 0, (5.23)

such that for x ∈ Ω and n ≥ 1,

un+1
JK − 2unJK + un−1

JK

(∆t)2
− c2

2

(
∆un+1

JK +∆un−1
JK

)
+ PJK (sin(unJK)) = 0, (5.24)

and the initial data in (5.19) is discretized as

u1JK − u0JK
∆t

= PJK(u
(1)) +

∆t

2

[
c2∆u0JK −PJK

(
sin(u(0))

)]
. (5.25)

Plugging (5.23) into (5.25) and (5.24) and noticing the orthogonality of sine func-

tions, for l = 1, 2, . . . , J − 1 and m = 1, 2, . . . , K − 1,

(̂
un+1
JK

)
lm

=





[
1− c2

2
(∆t)2

(
µ2
l + λ2m

)]
(̂u(0))lm +∆t (̂u(1))lm − (∆t)2

2
̂(sin(u(0)))lm, n = 0;

2

2 + c2(∆t)2(µ2
l + λ2m)

[
2(̂unJK)lm − (∆t)2 ̂(sin(unJK)lm

]
− (̂un−1

JK )lm, n ≥ 1.

The above discretization scheme (5.24)–(5.25) is spectral order accurate in space and

second-order accurate in time; in fact, one can have the following error estimate,

Theorem 5.1. Let t∗ > 0 be a fixed time and suppose the exact solution u(x, t) of

problem (5.18)–(5.19) satisfies u(x, t) ∈ C4 ([0, t∗];L2)∩C3 ([0, t∗];H1)∩C2 ([0, t∗];H2)∩
C ([0, t∗];Hm ∩H1

0 ) for some m ≥ 2. Let unJK(x) be the approximations obtained

from (5.24)–(5.25), then there exist two positive constants k0 and h0, such that for

any 0 < ∆t ≤ k0 and 0 < h := max{∆x, ∆y} ≤ h0,

‖en(x)‖L2 . (∆t)2 + hm, ‖en(x)‖H1 . (∆t)2 + hm−1, 0 ≤ n ≤ t∗

∆t
, (5.26)
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where en(x) = u(x, tn)− unJK(x).

Proof. From the regularity of exact solution, one has

max
0≤t≤t∗

{∥∥∂4t u(·, t)
∥∥
L2
,
∥∥∂3t u(·, t)

∥∥
H1
, ‖∂ttu(·, t)‖H2 , ‖u(·, t)‖Hm

}
. 1. (5.27)

Denote

u
JK

(x, tn) := PJKu(x, tn), ηn(x) := u
JK

(x, tn)−unJK(x), x ∈ Ω, n ≥ 0, (5.28)

then ηn(x) ∈ YJK , and define the local truncation errors

τ 0(x) =
u(x, t1)− u(0)(x)

∆t
− u(1)(x)− ∆t

2

[
c2∆u(0)(x)− sin

(
u(0)(x)

)]
,

(5.29)

τn(x) =
u(x, tn+1)− 2u(x, tn) + u(x, tn−1)

(∆t)2
− c2

2
[∆u(x, tn+1) + ∆u(x, tn−1)]

+ sin(u(x, tn)), 1 ≤ n ≤ t∗

∆t
− 1, x ∈ Ω. (5.30)

Applying Taylor expansions to (5.29), noticing (5.18), (5.19) and (5.27), using the

Hölder’s inequality, one can get

‖τ 0‖2L2 =

∫

Ω

[∫ ∆t

0

t2

2(∆t)
∂3t u(x, t) dt

]2
dx

≤
∫

Ω

[∫ ∆t

0

t4

4(∆t)2
dt ·

∫ ∆t

0

∣∣∂3t u(x, t)
∣∣2 dt

]
dx

≤ (∆t)3

20

∫ ∆t

0

∫

Ω

∣∣∂3t u(x, t)
∣∣2 dx dt =

(∆t)3

20

∫ ∆t

0

‖∂3t u(·, t)‖2L2 dt

≤ (∆t)4

20
max

0≤t≤∆t
‖∂3t u(·, t)‖2L2 . (∆t)4. (5.31)

Similarly,

‖∇τ 0‖2L2 =

∫

Ω

[∫ ∆t

0

t2

2(∆t)
∂3t∇u(x, t) dt

]2
dx . (∆t)4. (5.32)
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From (5.30), (5.18) and (5.27),

‖τn‖2L2 ≤
∫

Ω

{∫ tn+1

tn

[
(t− tn)

3

12(∆t)2
∂4t u(x, t) +

c2

2
(t− tn)∂

2
t∆u(x, t)

]
dt

+

∫ tn

tn−1

[
(tn − t)3

12(∆t)2
∂4t u(x, t) +

c2

2
(tn − t)∂2t∆u(x, t)

]
dt

}2

dx

≤ (∆t)4
[

1

126
max

tn−1≤t≤tn+1

‖∂4t u(·, t)‖2L2 +
2c4

3
max

tn−1≤t≤tn+1

‖∂2t∆u(·, t)‖2L2

]

. (∆t)4, 1 ≤ n ≤ t∗

∆t
− 1. (5.33)

Applying the projection operator PJK to (5.29) and (5.30), noticing (5.28), one can

obtain

PJKτ
0(x) =

u
JK

(x, t1)− u0JK
∆t

−PJKu
(1) − ∆t

2

[
c2∆u0JK − PJK sin

(
u(0)
)]
,

(5.34)

PJKτ
n(x) =

u
JK

(x, tn+1)− 2u
JK

(x, tn) + u
JK

(x, tn−1)

(∆t)2
+ PJK sin(u(x, tn))

− c2

2
[∆u

JK
(x, tn+1) + ∆u

JK
(x, tn−1)] , x ∈ Ω, 1 ≤ n ≤ t∗

∆t
− 1. (5.35)

Subtracting (5.24) and (5.25) from (5.35) and (5.34), respectively, noting (5.28), for

1 ≤ n ≤ t∗

∆t
− 1,

ηn+1(x)− 2ηn(x) + ηn−1(x)

(∆t)2
− c2

2

[
∆ηn+1(x) + ∆ηn−1(x)

]

= gn(x)− PJK(τ
n(x)), (5.36)

η0(x) = 0,
η1(x)− η0(x)

∆t
= PJK(τ

0(x)), x ∈ Ω, (5.37)

where,

gn(x) = PJK [sin (unJK)− sin(u(x, tn))] , x ∈ Ω, 1 ≤ n ≤ t∗

∆t
. (5.38)

From (5.38), using Poincaré inequality, one can get

‖gn‖L2 ≤ ‖ sin (unJK(x))− sin(u(x, tn))‖L2 ≤ ‖ cos(·)‖L∞ · ‖unJK(x)− u(x, tn)‖L2

≤ ‖en‖L2 ≤ ‖ηn‖L2 + ‖u(x, tn)− PJKu(x, tn)‖L2

. ‖∇ηn‖L2 + hm, 1 ≤ n ≤ t∗

∆t
. (5.39)
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Define the energy for the error function ηn as

En =

∥∥∥∥
ηn+1 − ηn

∆t

∥∥∥∥
2

L2

+
c2

2

(∥∥∇ηn+1
∥∥2
L2 + ‖∇ηn‖2L2

)
, 0 ≤ n ≤ t∗

∆t
− 1. (5.40)

Using (5.37), (5.31) and (5.32),
∥∥∥∥
η1 − η0

∆t

∥∥∥∥
2

L2

≤ ‖PJK(τ
0)‖2L2 ≤ ‖τ 0‖2L2 . (∆t)4, ‖∇η0‖2L2 = 0,

‖∇η1‖2L2 = (∆t)2‖PJK(∇τ 0)‖2L2 ≤ (∆t)2‖∇τ 0‖2L2 . (∆t)6. (5.41)

Plugging (5.41) and (5.41) into (5.40) with n = 0,

E0 . (1 + (∆t)2)(∆t)4. (5.42)

Multiplying both sides of (5.36) by ηn+1 − ηn−1, integrating over Ω and using inte-

gration by parts, noticing (5.40), (5.33) and (5.39), one can have

En − En−1 ≤
∫

Ω

(|PJK(τ
n)|+ |gn|)

∣∣ηn+1 − ηn−1
∣∣ dx,

= ∆t

∫

Ω

(|PJK(τ
n)|+ |gn|)

∣∣∣∣
ηn+1 − ηn

∆t
+
ηn − ηn−1

∆t

∣∣∣∣ dx

≤ ∆t

[
‖PJK(τ

n)‖2L2 + ‖gn‖2L2 +

∥∥∥∥
ηn+1 − ηn

∆t

∥∥∥∥
2

L2

+

∥∥∥∥
ηn − ηn−1

∆t

∥∥∥∥
2

L2

]

. ∆t
[
(∆t)4 + h2m + En + En−1

]
, 1 ≤ n ≤ t∗

∆t
− 1. (5.43)

Then, there exists a positive constant k0 ≤ 1, such that for 0 < ∆t ≤ k0,

En − En−1 . ∆t
[
(∆t)4 + h2m + En−1

]
, 1 ≤ n ≤ t∗

∆t
− 1. (5.44)

Summing up for n ≥ 1, and noticing (5.42),

En . (∆t)4 + h2m +∆t
n−1∑

r=0

Er, 1 ≤ n ≤ t∗

∆t
− 1. (5.45)

Using the discrete Gronwall’s inequality,

En . (∆t)4 + h2m, 0 ≤ n ≤ t∗

∆t
− 1. (5.46)



5.2 Numerical methods for SG and perturbed NLS equations 137

Thus the desired result (5.26) follows from (5.46) and (5.40), as well as the following

triangle inequality

‖∇en‖L2 ≤ ‖∇ηn‖L2 + ‖∇ (u(x, tn)− PJKu(x, tn)) ‖L2

. ‖∇ηn‖L2 + hm−1, 0 ≤ n ≤ t∗

∆t
.

The scheme (5.24)–(5.25) is not suitable in practice due to the difficulty in com-

puting the integrals in (5.24), (5.25) and (5.21). Similar to previous chapters, an effi-

cient implementation is achieved via approximating the integrals in (5.24), (5.25) and

(5.21) by a quadrature rule on the grids {(xj , yk), j = 0, 1, . . . , J, k = 0, 1, . . . , K}.
Choose u0jk = u(0)(xj , yk) (j = 0, 1, . . . , J , k = 0, 1, . . . ,M), for n = 0, 1, . . . , the

semi-implicit sine pseudospectral discretization for the problem (5.18)–(5.19) reads

un+1
jk =

J−1∑

l=1

K−1∑

m=1

(̃un+1)lmφlm(xj , yk), j = 0, 1, . . . , J, k = 0, 1, . . . , K, (5.47)

where

(̃un+1)lm

=





[
1− c2

2
(∆t)2

(
µ2
l + λ2m

)]
(̃u(0))lm +∆t(̃u(1))lm − (∆t)2

2
˜(sin(u(0)))lm, n = 0;

2

2 + c2(∆t)2(µ2
l + λ2m)

[
2(̃un)lm − (∆t)2 ˜(sin(un))lm

]
− (̃un−1)lm, n ≥ 1.

Again, this scheme is spectral order accurate in space and second-order accurate in

time. It is explicitly solvable in phase space, the memory cost is O (J K) and com-

putation cost per time step is O (J K ln(JK)) thanks to fast discrete sine transform

(FST), thus it is very efficient in computation.

5.2.2 Method for the perturbed NLS equation

A semi-implicit sine pseudospectral method is discussed here for solving the

perturbed NLS equation. Let ∆T > 0 be the time step and denote time steps as

Tn = n∆T, n = 0, 1, . . . ; and choose spatial mesh sizes ∆X and ∆Y and grid points
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Xj (j = 0, 1, . . . , J) and Yk (k = 0, 1, . . . , K) in a similar manner to ∆x and ∆y

as well as xj and yk. Let An
JK(X) be the approximation of A(X, Tn) (X ∈ Ω),

and respectively, An
jk be the approximation of A(Xj , Yk, Tn) (j = 0, 1, . . . , J , k =

0, 1, . . . , K) and denote An be the matrix with components An
jk at time T = Tn.

Choose A0
JK(X) = PJK(A

(0)) for X ∈ Ω, by applying the sine spectral method for

spatial derivatives, and second-order implicit and explicit schemes for linear and

nonlinear terms respectively in time discretization for the perturbed NLS equation

(5.12), one gets the semi-implicit sine spectral discretization as:

Find An+1
JK (X) ∈ YJK , i.e.,

An+1
JK (X) =

J−1∑

l=1

K−1∑

m=1

(̂An+1
JK )lmφlm(X), X ∈ Ω, n ≥ 0, (5.48)

such that for X ∈ Ω and n ≥ 1

i
An+1

JK −An−1
JK

2∆T
=
ε2

4ω2

An+1
JK − 2An

JK + An−1
JK

(∆T )2
− εck

2ω∆T

(
∂XA

n+1
JK − ∂XA

n−1
JK

)

− 1

2

(
∆An+1

JK +∆An−1
JK

)
+ PJK

(
fN
ε

(
|An

JK |2
)
An

JK

)
, (5.49)

and the initial data in (5.6) is discretized as

A1
JK − A0

JK

∆T
=PJK(A

(1)) +
4ω2∆T

2ε2
[
iPJK(A

(1)) + ∆A0
JK

+
εck

ω
∂XPJK(A

(1))− PJK

(
fN
ε (|A(0)|2)A(0)

)]
. (5.50)

Plugging (5.48) into (5.50) and (5.49) and noticing the orthogonality of sine func-

tions, for l = 1, 2, . . . , J − 1 and m = 1, 2, . . . , K − 1,

(̂
An+1

JK

)
lm

=





αlm(̂A(0))lm + βlm(̂A(1))lm − 2ω2(∆T )2

ε2
(̂g0)lm, n = 0;

i− γlm
i+ γlm

(̂An−1
JK )lm − ε2

ω2∆T (i+ γlm)
(̂An

JK)lm +
2∆T

i+ γlm
(̂gn)lm, n ≥ 1,
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where

αlm = 1− 2ω2(∆T )2

ε2
(
µ2
l + λ2m

)
, βlm = ∆T +

i2ω2(∆T )2

ε2
+
i2ωckµl(∆T )

2

ε

γlm = −∆T
(
µ2
l + λ2m

)
− ε2

2ω2∆T
+
iεckµl

ω
, 1 ≤ l ≤ J − 1, 1 ≤ m ≤ K − 1,

g0(X) = fN
ε

(
|A(0)(X)|2

)
A(0)(X), (5.51)

gn(X) = fN
ε

(
|An

JK(X)|2
)
An

JK(X), n ≥ 1, X ∈ Ω.

Similarly, the above discretization scheme (5.49)–(5.50) is spectral order accurate in

space and second-order accurate in time; in fact, one can have the following error

estimate,

Theorem 5.2. Let ε = ε0 be a fixed constant in (5.12) and T ∗ > 0 be any

fixed time, suppose the exact solution A(X, T ) of an initial-boundary-value problem

of (5.12) satisfies A(X, T ) ∈ C4 ([0, T ∗];L2) ∩ C3 ([0, T ∗];H1) ∩ C2 ([0, T ∗];H2) ∩
C ([0, T ∗];Hm ∩H1

0 ∩ L∞(Ω)) for some m ≥ 2. Let An
JK be the approximations

obtained from (5.49) and (5.50) at time T = Tn, then there exist two positive con-

stants k0 and h0, such that for any 0 ≤ ∆T ≤ k0 and 0 < h := max{∆X,∆Y } ≤ h0,

satisfying ∆T . 1/ |ln(h)|,

‖en(X)‖L2 . (∆T )2+hm, ‖en(X)‖H1 . (∆T )2+hm−1, 0 ≤ n ≤ T ∗

∆T
, (5.52)

where en(X) = A(X, Tn)−An
JK(X).

Proof. The proof proceeds by means of mathematical induction, and without loss

of generality one can assume ∆X = ∆Y . From the regularity of exact solution,

max
0≤T≤T ∗

{∥∥∂4TA(X, T )
∥∥
L2
,
∥∥∂3TA(X, T )

∥∥
H1
,

‖∂TTA(X, T )‖H2 , ‖A(X, T )‖Hm , ‖A(X, T )‖L∞} . 1, (5.53)

and by the smoothness of fN
ε ,

max
0≤T≤T ∗

{∥∥fN
ε

(
|A(X, T )|2

)∥∥
L∞

,
∥∥∥
(
fN
ε

)′ (
(|A(X, T )|+ 1)2

)∥∥∥
L∞

}
. 1. (5.54)

Denote

AJK(X, Tn) := PJKA(X, Tn), ηn(X) := AJK(X, Tn)−An
JK(X), X ∈ Ω, n ≥ 0,
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(5.55)

then ηn(X) ∈ YJK , and define the local truncation errors as

τ 0(X) =
A(X, T1)− A(0)(X)

∆T
−A(1)(X)− 4ω2∆T

2ε2
[
i A(1)(X) + ∆A(0)(X)

+
εck

ω
∂XA

(1)(X)− PJK

(
fN
ε

(
|A(0)(X)|2

)
A(0)(X)

)]
, X ∈ Ω, (5.56)

τn(X) = i
A(X, Tn+1)−A(X, Tn−1)

2∆T
− ε2

4ω2

A(X, Tn+1)− 2A(X, Tn) + A(X, Tn−1)

(∆T )2

+
1

2
(∆A(X, Tn+1) + ∆A(X, Tn−1))− fN

ε

(
|A(X, Tn)|2

)
A(X, Tn)

+
εck

2ω∆T
(∂XA(X, Tn+1)− ∂XA(X, Tn−1)) , 1 ≤ n ≤ T ∗

∆T
− 1, (5.57)

then via similar arguments to (5.31)–(5.33), one can get

‖τn‖2L2 . (∆T )4, 0 ≤ n ≤ T ∗

∆T
− 1,

∥∥∇τ 0
∥∥2
L2 . (∆T )4. (5.58)

Similar to Theorem 5.1, the error function ηn satisfies

i
ηn+1(X)− ηn−1(X)

2∆T
=

ε2

4ω2

ηn+1(X)− 2ηn(X) + ηn−1(X)

(∆T )2

− εck

2ω∆T

(
∂Xη

n+1(X)− ∂Xη
n−1(X)

)
− 1

2

(
∆ηn+1(X) + ∆ηn−1(X)

)

+ qn(X) + PJK (τn(X)) , 1 ≤ n ≤ T ∗

∆T
− 1, (5.59)

η0(X) = 0,
η1(X)− η0

∆T
= PJK

(
τ 0(X)

)
, X ∈ Ω, (5.60)

where for 1 ≤ n ≤ T ∗/∆T − 1,

qn(X) = PJK

[
fN
ε

(
|A(X, Tn)|2

)
A(X, Tn)− fN

ε

(
|An

JK(X)|2
)
An

JK(X)
]
. (5.61)

Define the energy for error function ηn as

En =
ε2

4ω2

∥∥∥∥
ηn+1 − ηn

∆T

∥∥∥∥
2

L2

+
1

2

(∥∥∇ηn+1
∥∥2
L2 + ‖∇ηn‖2L2

)
, 0 ≤ n ≤ T ∗

∆T
−1. (5.62)

Then, similar to (5.41) and (5.42),

E0 .
(
1 + (∆T )2

)
(∆T )4. (5.63)
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Multipling both sides of (5.59) by (ηn+1)
∗ − (ηn−1)

∗
, integrating over Ω and taking

the real part, with similar argument to (5.43), one can have for 1 ≤ n ≤ T ∗/∆T −1,

En − En−1

≤ ∆T

[
‖qn‖2L2 + ‖PJK (τn)‖2L2 +

∥∥∥∥
ηn+1 − ηn

∆T

∥∥∥∥
2

L2

+

∥∥∥∥
ηn − ηn−1

∆T

∥∥∥∥
2

L2

]
. (5.64)

Note that

∥∥η1
∥∥
L2 = ∆T

∥∥PJK(τ
0)
∥∥
L2 . (∆T )3,

∥∥∇η1
∥∥
L2 = ∆T

∥∥PJK(∇τ 0)
∥∥
L2 . (∆T )3,

then,

∥∥e1
∥∥
L2 ≤

∥∥η1
∥∥
L2 + ‖PJKA(X, T1)−A(X, T1)‖L2 . (∆T )3 + hm,

∥∥∇e1
∥∥
L2 .

∥∥∇η1
∥∥
L2 + ‖∇ (PJKA(X, T1)− A(X, T1))‖L2 . (∆T )3 + hm−1,

(5.65)

which results in the estimate (5.52) for n = 1.

Since ηn ∈ YJK and noticing ∆T . 1/ |ln(h)|, by the inverse inequality one can

have

∥∥η1
∥∥
L∞

. |ln(h)|
∥∥η1
∥∥
H1 . (∆T )2, (5.66)

and then,

∥∥e1
∥∥
L∞

≤
∥∥η1
∥∥
L∞

+ ‖PJKA(X, T1)−A(X, T1)‖L∞ . (∆T )2 + hm−1. (5.67)

Choose k′0 > 0 and h′0 > 0 such that

∥∥A1
JK

∥∥
L∞

≤ ‖A(X, T1)‖L∞ +
∥∥e1
∥∥
L∞

≤ ‖A(X, T1)‖L∞ +1, ∆T ≤ k′0, h ≤ h′0.

(5.68)

Now one can estimate E1. At T = T1, noticing (5.68) and (5.54),

∥∥q1
∥∥
L2 ≤

∥∥fN
ε (|A(X, T1)|2)A(X, T1)− fN

ε (|A1
JK |2)A1

JK

∥∥
L2

≤
∥∥fN

ε (|A(X, T1)|2)
∥∥
L∞

∥∥e1
∥∥
L2

+
∥∥(fN

ε

(
|A(X, T1)|2

)
− fN

ε

(
|A1

JK |2
))
A1

JK

∥∥
L2

.
∥∥e1
∥∥
L2

[
1 + (2 ‖A(X, T1)‖L∞ + 1)2

∥∥(fN
ε )′
(
(|A(X, T1)|+ 1)2

)∥∥
L∞

]

.
∥∥e1
∥∥
L2

. ‖η1‖L2 + hm . ‖∇η1‖L2 + hm. (5.69)
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Plugging (5.58) and (5.69) into (5.64) and noticing (5.62),

E1 − E0 ≤ C1∆T
[
(∆T )4 + h2m +

(
E1 + E0

)]
. (5.70)

Then when ∆T ≤ 1
2C1

,

E1 ≤ E0 + 4C1∆T
[
(∆T )4 + h2m + E0

]
. (5.71)

Noticing the estimate of E0 (5.63), for h ≤ h′0 and ∆T ≤ min
{

1
2C1

, k′0

}
,

E1 ≤ (C2 + 4C1∆T )
(
(∆T )4 + h2m

)
e4C1∆T

≤ (C2 + 4C1T
∗)
(
(∆T )4 + h2m

)
e4C1T ∗

. (5.72)

In view of (5.62) for n = 1, with the above estimate on E1, thanks to Poincaré

inequality and inverse inequality, one can have for h < 1,

∥∥η2
∥∥
L2 .

∥∥∇η2
∥∥
L2 . (∆T )2 + hm, (5.73)

∥∥η2
∥∥
L∞

. |ln(h)|
∥∥η2
∥∥
H1 . ∆T + |ln(h)| hm . ∆T + hm−1. (5.74)

So,

∥∥e2
∥∥
L2 . (∆T )2+hm,

∥∥∇e2
∥∥
L2 . (∆T )2+hm−1,

∥∥e2
∥∥
L∞

. ∆T+hm−1, (5.75)

which establishes (5.52) for n = 2. Again, there exist k′′0 > 0 and 1 > h′′0 > 0, such

that

∥∥e2
∥∥
L∞

≤ 1, (5.76)

if ∆T ≤ k′′0 and h ≤ h′′0.

Choose

k0 = min

{
1

2C1
, k′0, k

′′
0

}
, h0 = min{h′0, h′′0}, (5.77)

where k′0 and h
′
0 are chosen such that (5.68) holds, and k′′0 and h

′′
0 are chosen such that

(5.76) is valid. Noting that k0 and h0 only depend on the regularity of exact solution

and smoothness of fN
ε , i.e. (5.53) and (5.54), as well as the finial computation time

T ∗, the rest justification is due to induction.
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For 1 ≤ n ≤ T ∗/∆T − 1 and ∆T ≤ k0 and h ≤ h0, satisfying ∆T . 1/| ln(h)|,
assume

∥∥el
∥∥
L2 . (∆T )2+hm,

∥∥∇el
∥∥
L2 . (∆T )2+hm−1,

∥∥el
∥∥
L∞

≤ 1, 2 ≤ l ≤ n. (5.78)

For l = 1, one already has (5.65) and (5.68). Then

∥∥Al
JK(X)

∥∥
L∞

≤ ‖A(X, Tl)‖L∞ + 1, 1 ≤ l ≤ n. (5.79)

With similar argument to (5.69),

∥∥ql
∥∥
L2 .

∥∥∇ηl
∥∥
L2 + hm, 1 ≤ l ≤ n. (5.80)

Noticing (5.64) and (5.58), similar to the proof of Theorem 5.1, when ∆T ≤ 1
2C1

,

En ≤ E0 + 4C1n∆T
[
(∆T )4 + h2m

]
+ 4C1∆T

n−1∑

l=0

E l. (5.81)

Since n ≤ T ∗/∆T − 1, when ∆T ≤ min
{

1
2C1

, k′0

}
, one can obtain, by using the

discrete Gronwall’s inequality and noting (5.63),

En ≤ (C2 + 4C1n∆T )
(
(∆T )4 + h2m

)
. (∆T )4 + h2m. (5.82)

In view of (5.62), similar to (5.73)–(5.74) and (5.75), one can obtain

∥∥en+1
∥∥
L2 . (∆T )2 + hm,

∥∥∇en+1
∥∥
L2 . (∆T )2 + hm−1, (5.83)

∥∥en+1
∥∥
L∞

. ∆T + |ln(h)|hm. (5.84)

Noticing k0 and h0 are chosen as (5.77), when ∆T ≤ k0 and h ≤ h0, one has

∥∥en+1
∥∥
L∞

≤ 1. (5.85)

In above estimates, the constants C1 and C2 are independent of mesh size h and time

step ∆T as well as time steps 0 ≤ n ≤ T
∆T

, therefore k′0, k
′′
0 , h

′
0 and h

′′
0 are the same

as before and they can be chosen such that they are independent of mesh size h and

time step ∆T as well as time steps 0 ≤ n ≤ T
∆T

. Hence, (5.83), (5.84) and (5.85)

prove (5.78) for l = n + 1, and the claim in Theorem 5.2 follows by mathematical

induction.
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Again, the scheme (5.49) and (5.50) is not suitable in practice due to the diffi-

culty in computing the integrals in (5.49), (5.50) and (5.21). Similarly, one can

apply a pseudospectral method in implementation. Choose A0
jk = A(0)(Xj , Yk)

(j = 0, 1, . . . , J , k = 0, 1, . . . ,M), for n = 0, 1, . . . , the semi-implicit sine pseu-

dospectral discretization for the problem (5.12) and (5.6) reads

An+1
jk =

J−1∑

l=1

K−1∑

m=1

(̃An+1)lmφlm(Xj , Yk), j = 0, 1, . . . , J, k = 0, 1, . . . , K, (5.86)

where

(̃An+1)lm

=





αlm(̃A(0))lm + βlm(̃A(1))lm − 2ω2(∆T )2

ε2
(̃g0)lm, n = 0;

i− γlm
i+ γlm

(̃An−1)lm − ε2

ω2∆T (i+ γlm)
(̃An)lm +

2∆T

i+ γlm
(̃gn)lm, n ≥ 1;

where

gnjk = fN
ε

(
|An

jk|2
)
An

jk, 0 ≤ j ≤ J, 0 ≤ k ≤ K, n ≥ 0.

Again, this scheme is spectral order accurate in space and second-order accurate

in time. It is explicitly solvable in phase space, the memory cost is O (J K) and

computation cost per time step is O (J K ln(JK)) thanks to FST, thus it is very

efficient in computation.

5.3 Numerical results

In this section, the SG equation (1.14), the perturbed NLS equation (5.12) with

different N , and the cubic NLS equation (5.15) are numerically studied for modeling

the LBs. Numerical comparisons are made among them, and the propagating pulses

are investigated via solving the perturbed NLS equation (5.12) with N adequately

large. The SG and perturbed NLS equations are solved by the efficient methods

proposed before, and the cubic NLS equation is solved by the efficient and accurate

time-splitting pseudospectral method [19–21]. In simulation, c = 1 in (1.14) and
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the initial data A(0)(X) in (5.6) and (5.16) is chosen such that it decays to zero

sufficiently fast as |X| → ∞. In order to make the perturbed NLS equation (5.12)

be consistent with the cubic NLS equation (5.15) at T = 0 when ε → 0, the initial

data A(1)(X) (A(1)(X) appears in the coefficient before O(ε3) term in the ansatz

(5.3) for initial data of the SG equation) in (5.6) is chosen as

A(1)(X) = i

[
∆A(0)(X) +

1

2

∣∣A(0)(X)
∣∣A(0)(X)

]
, X ∈ R2. (5.87)

From the ansatz (5.3) with t = 0 and omitting all O(ε3) terms, the initial data in

(1.15) for the SG equation can be chosen as

u(0)(x) = ε
[
cos(kx)

(
A(0) +

(
A(0)

)∗)
+ i sin(kx)

(
A(0) −

(
A(0)

)∗)]
, x ∈ R2,

(5.88)

u(1)(x) = εω
[
i cos(kx)

((
A(0)

)∗ − A(0)
)
+ sin(kx)

((
A(0)

)∗
+ A(0)

)]

− ε2k
[
cos(kx)∂X

(
A(0) +

(
A(0)

)∗)
+ i sin(kx)∂X

(
A(0) −

(
A(0)

)∗)]
,

(5.89)

where

A(0) = A(0)(X) = A(0)(εωx, εy), X = εωx, Y = εy, X ∈ R2.

With the solution An
jk of the perturbed NLS equation (5.12) or the cubic NLS

equation (5.15), one can construct the envelope solution of NLS-type equations as

unls(x, t) = εA

(
ωε(x− νt)

c
,
εy

c
,
ε2t

2ω

)
ei(kx−ωt) + c.c., x ∈ R2, t ≥ 0. (5.90)

Computations are always carried out on a domain large enough such that the zero

boundary conditions do not introduce a significant aliasing error relative to the

problem in whole space. Also, in all the results below, there is no substantial

improvement by refining the mesh sizes and time steps. The studies mainly focus

on the regime beyond the critical collapse in cubic NLS, but some results in the

regime that no blow-up occurs in cubic NLS will be reported first.
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5.3.1 Comparisons for no blow-up in cubic NLS

Take the initial data in (5.6) and (5.16) as

A(0)(X, Y ) = ia0 exp

(
−X

2 + Y 2

σ2

)
, (X, Y ) ∈ R2, (5.91)

with a0 = 1.6 and σ2 = 1 such that ECNLS(0) > 0 and thus no finite-time collapse

occurs in the cubic NLS equation (5.15). Plugging (5.91) into (5.88) and (5.89), one

can immediately get the initial conditions in this case for the SG equation (1.14) as

u(0)(x, y) = −2εa0ε exp

(
−ε

2(ω2x2 + y2)

σ2

)
sin(kx), (x, y) ∈ R2, (5.92)

u(1)(x, y) = 2a0εω exp

(
−ε

2(ω2x2 + y2)

σ2

)(
cos(kx)− 2ε2kx

σ2
sin(kx)

)
, (5.93)

with ω =
√
1 + k2.

Here, numerical results are reported for ε = 0.1 and k = 1. Fig. 5.1 shows the

surface plots of usg of the SG equation (1.14) with ε = 0.1 and unls of the perturbed

NLS equations with N = 0, 1 as well as the cubic NLS equation at t = 40 in the SG

time scales which corresponds to T = 0.1414 in the NLS time scale. Fig. 5.2 depicts

the slice plots of usg and unls at t = 40 along x- and y-axis.

5.3.2 Comparisons when blow-up occurs in cubic NLS

Take the initial data in (5.6) and (5.16) as

A(0)(X) = ia0sech

(
X2 + Y 2

σ2

)
, X ∈ R2, (5.94)

with a0 = 5.2 and σ2 = 0.8 such that ECNLS(0) < 0 and thus finite-time collapse

occurs in the cubic NLS equation (5.15). Again, plugging (5.94) into (5.88) and

(5.89), one can immediately get the initial conditions in this case for the SG equation

(1.14) as

u(0)(x) = −2a0εsech

(
ε2(ω2x2 + y2)

σ2

)
sin(kx), x ∈ R2, (5.95)

u(1)(x) = −ωu(0)(x)
[
cot(kx)− 2ε2kx

σ2
tanh

(
ε2(ω2x2 + y2)

σ2

)]
, (5.96)
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Figure 5.1: Surface plots of the numerical solutions of usg and unls at t = 40 in the

SG time scale which corresponds to T = 0.1414 in the NLS time scale for ε = 0.1

and k = 1, in the case that no finite time collapse occurs in the cubic NLS. (a) SG

solution; (b) cubic NLS solution; (c) perturbed NLS solution with N = 0; and (d)

perturbed NLS solution with N = 1.

with ω =
√
1 + k2.

Here, numerical results are reported for ε = 0.1 and ε = 0.05 (k = 1 in both

cases), with comparing the approximated LBs solutions of the SG, the perturbed

NLS and the cubic NLS equations at three typical time regimes, i.e. before, near

and after the collapse time T = T c ≈ 0.1310 of the cubic NLS equation. Here, T c is

numerically found by looking at the evolution of either center density |A(0, 0, T )|2

or kinetic energy Kcnls :=
∫
Ω

1
2
‖∇A(X, T )‖2 dX; see Fig. 5.3.
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Figure 5.2: Slice plots of the numerical solutions of usg and unls at t = 40 for ε = 0.1

and k = 1, in the case that no finite time collapse occurs in the cubic NLS. Left

column: along x-axis at y = 0; right column: along y-axis at x = 30.
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Figure 5.3: Evolution of center density |A(0, 0, T )|2 and kinetic energy Kcnls(T ) for

cubic NLS with initial data chosen as (5.94) and a0 = 5.2, numerically implying

blow-up happens at T c ≈ 0.1310.

(i). Numerical results well before collapse time of cubic NLS, Fig. 5.4 shows the

surface plots of usg of the SG equation (1.14) with ε = 0.1, and unls of the

perturbed NLS equation with N = 0, 1 as well as cubic NLS at t = 27.12 in the

SG time scale which corresponds to T = 0.0950 < T c in the NLS time scale

(before collapse time of cubic NLS). Similar results for ε = 0.05 are shown in
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Figure 5.4: Surface plots of the numerical solutions of usg and unls at t = 27.12 in the

SG time scale which corresponds to T = 0.095 < T c (well before collapse of cubic

NLS) in the NLS time scale for ε = 0.1 and k = 1. (a) SG solution; (b) cubic NLS

solution; (c) perturbed NLS solution with N = 0; and (d) perturbed NLS solution

with N = 1.

Fig. 5.5. Fig. 5.6 plots usg and unls along the x-axis with y = 0 in this case.

(ii). Numerical results near collapse time of cubic NLS, Fig. 5.7 shows the surface

plots of usg of the SG equation (1.14) with ε = 0.1, and unls of the perturbed

NLS equation with N = 0, 1 as well as cubic NLS at t = 37.04 in the SG

time scale which corresponds to T = 0.1310 ≈ T c in the NLS time scale (near

collapse time of cubic NLS). The similar results for ε = 0.05 are also shown in

Fig. 5.8, and usg and unls along the x-axis with y = 0 are plotted out in Fig.
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Figure 5.5: Surface plots of the numerical solutions of usg and unls at t = 115.2 in the

SG time scale which corresponds to T = 0.095 < T c (well before collapse of cubic

NLS) in the NLS time scale for ε = 0.05 and k = 1. (a) SG solution; (b) cubic NLS

solution; (c) perturbed NLS solution with N = 0; and (d) perturbed NLS solution

with N = 1.

5.9.

(iii). Numerical results well after collapse time of cubic NLS, Fig. 5.10 shows the

surface plots of usg of the SG equation (1.14) with ε = 0.1, and unls of the

perturbed NLS equation with N = 0, 1, 2 at t = 64 in the SG time scale which

corresponds to T = 0.2263 > T c in the NLS time scale (after collapse time of

cubic NLS). The similar results for ε = 0.05 are shown in Fig. 5.11. Fig. 5.12

plots usg and unls along the x-axis with y = 0 in this case.
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Figure 5.6: Slice plots of the numerical solutions of usg and unls along x-axis with

y = 0 for k = 1. Left column: for ε = 0.1 at t = 27.12; right column: for ε = 0.05

at t = 115.2.

It can be seen that the results in the case, in which no finite-time collapse occurs

in cubic NLS, are quite similar to the results before collapse time. From Figs. 5.1–

5.2, 5.4–5.12 and additional numerical results (for refined meshes, different ε as well

as various k) not shown here for brevity, one can draw the following conclusions for

the propagation of the LBs:

(i). In the time regime well before the collapse time of the cubic NLS, or cubic

NLS without blow-up, both cubic NLS equation (5.15) and the perturbed NLS

equation (5.12) with N ≥ 0 agree qualitatively and quantitatively, when ε is

reasonably small, with the SG equation (1.14) (cf. Figs. 5.1, 5.4, and 5.5).

(ii). In the time regime near the collapse time of the cubic NLS, cubic NLS (5.15)

fails to approximate the SG equation (1.14) neither quantitatively nor qual-

itatively (cf. Figs. 5.7 a & b, 5.8 a & b, and 5.9 “top row”); the perturbed

NLS equation (5.12) with N ≥ 0 agrees qualitatively and quantitatively, when

ε is reasonably small, with the SG equation (1.14) (cf. Figs. 5.7 a, c & d, 5.8

a, c & d, and 5.9 “bottom row”).

(iii). In the time regime beyond the collapse time of the cubic NLS, cubic NLS

(5.15) is no longer valid for the approximation of the SG equation (1.14);
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Figure 5.7: Surface plots of the numerical solutions of usg and unls at t = 37.04 in

the SG time scale which corresponds to T = 0.1310 ≈ T c (near collapse of cubic

NLS) in the NLS time scale for ε = 0.1 and k = 1. (a) SG solution; (b) cubic NLS

solution; (c) perturbed NLS solution with N = 0; and (d) perturbed NLS solution

with N = 1.

the perturbed NLS equation (5.12) with N = 0 agrees qualitatively but not

quantitatively with the SG equation (1.14) (cf. Figs. 5.10 a & b, 5.11 a &

b, and 5.12 “top row”); and the perturbed NLS equation (5.12) with N ≥ 1

agrees qualitatively and quantitatively, when ε is reasonably small, with the

SG equation (1.14) (cf. Figs. 5.10 a, c & d, 5.11 a, c & d, and 5.12 “bottom

row”).

(iv). In general, for fixed time t, the smaller ε is and the larger N is, the better the
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Figure 5.8: Surface plots of the numerical solutions of usg and unls at t = 148.16 in

the SG time scale which corresponds to T = 0.1310 ≈ T c (near collapse of cubic

NLS) in the NLS time scale for ε = 0.05 and k = 1. (a) SG solution; (b) cubic NLS

solution; (c) perturbed NLS solution with N = 0; and (d) perturbed NLS solution

with N = 1.

approximation is (cf. Figs. 5.6, 5.9 “bottow row”, and 5.12 “bottom row”).

The above observations validate what are normally expected, i.e., cubic NLS

fails to match SG well before and beyond its collapse time, but the perturbed NLS

still agrees with SG beyond the critical collapse.
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Figure 5.9: Slice plots of the numerical solutions of usg and unls along x-axis with y =

0 for k = 1. Top row: comparison of SG and cubic NLS; Bottom row: comparison

of SG and perturbed NLS with different N .

5.3.3 Study on finite-term approximation

To understand how good the finite-term approximation (5.11) to (5.7) in the

perturbed NLS equation (5.12) is, we solve (5.12) with initial data (5.6) for different

N and ε. Fig. 5.13 plots time evolution of ‖A(X, T )‖∞ when initial data A(0)(X) in

(5.6) is chosen as (5.94) with initial amplitude a0 = 5.2, i.e., initial data leading to

the occurrence of finite-time collapse in the cubic NLS, for different N and ε; and

Fig. 5.14 shows similar results when N = 50 for different ε.

From Figs. 5.13, 5.14 and additional numerical results (for different initial data

in (5.6) and different ε and N) not shown here for brevity, we can draw the following

conclusions:
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Figure 5.10: Surface plots of the numerical solutions of usg and unls at t = 64 in the

SG time scale which corresponds to T = 0.2263 > T c (after collapse of cubic NLS)

in the NLS time scale for ε = 0.1 and k = 1. (a) SG solution; (b) perturbed NLS

solution with N = 0; (c) perturbed NLS solution with N = 1; and (d) perturbed

NLS solution with N = 2.

(i). For initial data in (5.6) such that cubic NLS has no finite-time collapse,

‖A(X, T )‖∞ of either the cubic NLS equation (5.15) or the perturbed NLS

equation (5.12) is uniformly bounded for T ≥ 0, N ≥ 0 and 0 < ε ≤ ε0, for

some ε0.

(ii). For initial data in (5.6) such that cubic NLS has finite-time collapse, in the

time regime 0 ≤ T ≤ T0 < T c, i.e. well before the collapse time of cubic NLS,
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Figure 5.11: Surface plots of the numerical solutions of usg and unls at t = 179.2

in the SG time scale which corresponds to T = 0.1584 > T c (after collapse of

cubic NLS) in the NLS time scale for ε = 0.05 and k = 1. (a) SG solution; (b)

perturbed NLS solution with N = 0; (c) perturbed NLS solution with N = 1; and

(d) perturbed NLS solution with N = 2.

‖A(X, T )‖∞ of the cubic NLS equation (5.15) and the perturbed NLS equation

(5.12) is again uniformly bounded for N ≥ 0 and 0 < ε ≤ ε0; however, in the

time regimes T ≈ T c and T > T c, i.e. near and after the collapse time of cubic

NLS, ‖A(X, T )‖∞ of cubic NLS goes to ∞ when T → T c; for fixed ε > 0,

‖A(X, T )‖∞ of the perturbed NLS equation (5.12) is uniformly bounded for

N ≥ 0 and T ≥ T c but the peak values of ‖A(X, T )‖∞ increases linearly as

O (ε−1) (cf. Fig. 5.14) which implies ε‖A(X, T )‖∞ is uniformly bounded (cf.
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Figure 5.12: Slice plots of the numerical solutions of usg and unls along x-axis with

y = 0 for k = 1. Top row: comparison between SG and perturbed NLS with N = 0;

Bottom row: comparison between SG and perturbed NLS with N = 1, 2, 12.

Figs. 5.13 and 5.14), and such bound depends on the initial amplitude. The

linear increase of ‖A(X, T )‖∞ with ε−1 agrees with the modulation analysis of

perturbed NLS equation. Recall from (5.4) in [149] that |A(X, T )| ∼ L−1
ε R,

where R is the bounded Townes soliton profile, and Lε undergoes oscillation

with minimum value of order O(ε); see conclusion I(1) and (5.24) on p. 358

in [149]. It follows that in the regime of focusing-defocusing (breathing) cycle,

‖A(X, T )‖∞ = O(ε−1).

(iii). When N ≥ N0 for some N0, e.g. N0 = 3 for initial data (5.94), there is no

substantial difference in the dynamics of ‖A(X, T )‖∞ (cf. Fig. 5.13), and such

an adequate N0 also depends on the initial amplitude (cf. Fig. 5.15).
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Figure 5.13: Time evolution of ‖A(X, T )‖∞ for the perturbed NLS (5.12) with initial

data (5.94) for different N and ε.
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Figure 5.14: Time evolution of ‖A(X, T )‖∞ for the perturbed NLS (5.12) with initial

data (5.94) when N = 50 for different ε.

(iv). For fixed N ≥ 0 and ε, the dynamics of ‖A(X, T )‖∞ undergoes focusing-

defocusing cycles (cf. Fig. 5.13).
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Figure 5.15: Time evolution of ‖A(X, T )‖∞ for the perturbed NLS (5.12) with initial

data (5.94) for different N and ε = 0.1.

5.3.4 Propagation of light bullets in perturbed NLS

From the above results, one can conclude that the perturbed NLS equation

(5.12) with reasonably large N (at this point we take N = 5 in view of the initial

amplitude considered here) agrees with the SG equation very well for modeling

propagating pulses. Noticing that solving the perturbed NLS equation requires much

less computation load than the SG equation due to the disparate scales involved and

propagating property of the SG-LBs, we hence solve the perturbed NLS equation

here to study the propagation of LBs instead of simulating the SG equation. The

initial data in (5.6) is chosen as

A(0)(X) = ia0 exp

(
−X

2

σ2
x

− Y 2

σ2
y

)
, X ∈ R2, (5.97)

with σx = ω and σy = 1. Note that such initial data has been extensively used in

previous studies [127, 149] via solving the SG equation directly. The results below

are reported for a0 = 3.5, ε = 0.2, and k = 2, 5. The results for other sets of

parameters are quite similar and omitted here for brevity.

Fig. 5.16 shows the top view of pulse for k = 2, propagating far beyond the
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Figure 5.16: Top view of unls in perturbed NLS (5.12) with reasonable large N = 5,

for ε = 0.2 and initial data (5.97) with a0 = 3.5 and k = 2: propagation far beyond

critical NLS collapse time T c ≈ 0.6980.

critical NLS collapse time and Fig. 5.17 depicts similar results for k = 5, which

indicate that: (i) over time, the envelope tends to expand along y-axis slightly;

(ii) before the collapse time the outside edge moves at a slower velocity than the
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Figure 5.17: Top view of unls, same parameters as Fig. 5.16, except that k = 5 and

critical NLS collapse time is T c ≈ 0.7280.
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Figure 5.18: Slice plots of unls along x-axis with y = 0: (1) left column, pulses in

Fig. 5.16, i.e. k = 2; (2) right column, pulses in Fig. 5.17, i.e. k = 5.

centerline of the envelope; and (iii) close to the collapse time, the envelope turns

to be unstable (observed better in Figs. 5.18 and 5.9) and focus along x-axis, and

the central part tends to delay which can be explained by the focusing mechanism
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taking effect in the perturbed NLS or observed in the profile of solution A of the

perturbed NLS (this phenomena can also be observed in Fig. 5.8); (iv) after the

collapse time and before the focusing takes strong effect again in NLS, the envelope

moves in a similar pattern to that before the collapse time, except that most pulse

energy concentrates at the central part (cf. Fig. 5.18, where pulse profiles along

x-axis are plotted, and also Fig. 5.12). Changing the envelope wave number k, we

observe similar results.



Chapter 6
Concluding remarks and future work

This thesis is devoted to numerical methods, their analysis and their applications,

for some classes of nonlinear dispersive equations, namely the Schrodinger–Poisson–

Slater (SPS) equation (1.1)–(1.2), the nonlinear relativistic Hartree equation (1.8),

the nonlinear Klein–Gordon (KG) equation (1.12) in the nonrelativistic limit regime,

the sine–Gordon (SG) equation (1.14) and perturbed NLS equation (1.16) for mod-

eling 2D light bullets. In the sequel, results obtained for these subjects will be

summarized, and possible topics for future work will be also discussed.

On the SPS equation

In the first part of Chapter 2, the numerics of the SPS equation (1.1)–(1.2)

in all space dimensions (1D, 2D and 3D) were considered. To compute the ground

states and dynamics of the SPS equation, a backward Euler sine/Fourier pseudospec-

tral method and a time-splitting sine/Fourier pseudospectral method were proposed

and applied with different approaches approximating the Hartree potential. The

approaches considered here include: (1) fast convolution algorithms to evaluate the

convolution of Laplacian kernel with density, with the help of FFT in 1D and fast

multipole method (FMM) in higher dimensions; (2) a sine pseudospectral method

to discretize a Poisson equation with homogeneous Dirichlet boundary conditions;

163
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and (3) a Fourier pseudospectral method to discretize a Poisson equation with pe-

riodic boundary conditions. For the third approach, due to the inconsistency in

0-mode after taking Fourier transformation, the error from the truncated computa-

tion domain dominates the whole process, and the approximation converges as the

domain is chosen larger. This can be illustrated from the formulation of method as

well as numerical experiment results. Detailed numerical comparisons also showed

that in 1D the fast convolution and sine pseudospectral approaches are compatible,

both achieving spectral order of accuracy in space, while in 3D the fast convolu-

tion based on FMM, where linear interpolation is applied, is second-order accurate

and the Fourier pseudospectral approach is better than it in both efficiency and

accuracy. Therefore, the sine pseudospectral approach is the best choice among all

the ones discussed here. As a benefit of such observations, the backward Euler and

time-splitting time integrations with sine pseudospectral spatial discretization were

applied to compute the ground states and dynamics of 3D SPS equation in various

setups.

In the second part of Chapter 2, the focus was put on the scenario where the

SPS equation is of spherical symmetry. In the spherically symmetric case, the sine

pseudospectral discretizations, proposed for general external potential and initial

condition in 3D, were simplified. The simplification is achieved by introducing a

proper change of variables into the reduced quasi-1D model. The simplified methods

still admit spectral order of accuracy in space, with significantly less demand on

memory and computational load, and are more efficient in implementation than the

standard finite difference approaches for the spherically symmetric case.

It should be commented that the methods proposed in Chapter 2 cannot be

extended to the governing Schrödinger–Poisson (SP) type systems with discontin-

uous coefficients, for example, the relevant systems arising in semiconductor area.

This is because the derivation and high-order accuracy of the spectral-type spatial

discretization exclusively depend on the high regularity of functions. When disconti-

nuity occurs, other methods, like finite difference, finite element or spectral element,
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would be the potential alternatives, and the detailed investigation is of course an

interesting topic for further studies. However, the results in Chapter 2 still shed

some light on the choice of spatial discretization in further numerical studies of the

coupled SP type systems arising in quantum physics area; for example, the study in

Chapter 3 serves as one application of these results.

As discussed in Chapter 2, the sine pseudospectral discretization, which solves

the Poisson equation in SP type systems to approximate the nonlocal Hartree po-

tential, is merely applicable in 1D and 3D. This is because the derivation of sine

pseudospectral discretization in space highly relies on the boundary conditions put

after the truncation, i.e. the homogeneous Dirichlet boundary conditions, which

cannot be approximately assumed to be true in 2D. It is thus interesting to find

appropriate artificial boundary conditions of the Hartree potential in 2D, and de-

rive efficient numerical methods. Another interesting topic is about the numerical

analysis in 1D, 2D and 3D. In practical computation, the time-splitting pseudospec-

tral method has shown its high efficiency and accuracy for the SP type equation;

thus, it is favorable to carry out error estimates for the time-splitting methods.

Noting that all the convergence results reported in the literature (cf. [29, 105]) deal

with the semi-discretization, the next step forward would be to understand the full

discretization.

On the relativistic Hartree equation

In Chapter 3, efficient and accurate numerical methods were proposed for com-

puting the ground states and dynamics of the nonlinear relativistic Hartree equation

(1.8), which also refers to the relativistic SP equation, with both general and spher-

ically symmetric solutions. The main challenge in the numerics lies in discretizing

the pseudodifferential kinetic operator in 3D, which arises in special relativity. In

general, the usual finite difference spatial discretizations cost much more memory

load and/or computation time. In the proposed methods, the sine pseudospectral
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approach is applied in spatial discretization, and the kinetic operator is then ap-

proximated by multiplying its eigenvalue in phase space, which is analogous to its

definition in continuous level. With this spatial discretization, a backward Euler

sine pseudospectral (BESP) method was proposed to discretize a gradient flow with

discrete normalization for computing the ground states. And similar to Chapter

2, in particular, when the system has spherical symmetry, a BESP method was

given based on a reduced quasi-1D problem. For dynamics, a time-splitting sine

pseudospectral discretization was proposed for general and spherically symmetric

solutions. Numerical tests demonstrated that the methods are spectrally accurate

in space, less demanding on memory and efficiently solvable. Applications of the

methods in various setups were also reported.

It would be worthwhile to point out that in numerical experiments, some in-

triguing properties of boson stars, which can be modeled by the relativistic Hartree

equation in its mean-field limit, were observed. For example, the monotone of each

component in the energy in ground states with respect to single particle mass, similar

monotonic property in “gravitational collapse” time, and the damping phenomena

in the dynamics of the center of mass were observed. Motivated by these numer-

ical observations, it would be highly desirable to carry out mathematical analysis

which can give rigorous explanations to these interesting properties. On the other

hand, rigorous error estimates for the time-splitting methods solving the SP equa-

tion involving relativistic effects are of great interests; however, there are few results

on this topic in the literature. Although similar issues, in both mathematical and

numerical analysis aspects, have been settled for nonrelativistic problems, many

challenges remain when relativistic considerations are included, due to, for example,

the appearance of the pseudodifferential kinetic operator in (1.8).

On the nonlinear KG equation

In Chapter 4, two classes of numerical methods with different time integrations

were analyzed rigorously and compared numerically for solving the KG equation
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(1.12) in the nonrelativistic limit regime, i.e. if 0 < ε ≪ 1 or the speed of light

goes to infinity. The first class are the standard second-order finite difference time

domain (FDTD) methods. For FDTD methods, including energy conservative/non-

conservative and implicit/semi-implicit/explicit ones, error estimates were rigorously

carried out, which show that their ε-scalability is τ = O(ε3) with ε-independent h.

The second class are based on applying the Gautschi-type exponential wave in-

tegrator for time discretization, which is combined with either sine pseudospectral

(Gautschi-SP) or finite difference (Gautschi-FD) discretization in space. For the lin-

ear KG equation, the Gautschi-type time integration does not introduce error in time

discretization. In addition, rigorous error estimates suggest that the ε-scalability of

Gautschi-SP and Gautschi-FD is improved to τ = O(1) and τ = O(ε2) for the linear

and nonlinear KG equations, respectively. Comparison between Gautschi-SP and

Gautschi-FD also indicate that this temporal resolution competence of Gautschi-

type methods is independent of the spatial discretization it combines with. Hence,

Gautschi-SP performs the best among all the methods discussed here in both non-

relativistic limit regime and O(1)-speed of light regime.

All the numerical methods discussed in Chapter 4 solve the KG equation involv-

ing the highly oscillatory scaling in a standard flow, i.e. exactly the same manner

as they are applied for non-oscillatory problems. It is thus quite imperative to pro-

pose more sophisticated numerical methods for this subject, which are expected

to be based on the insight into the asymptotic behavior of solutions as taking the

nonrelativistic limit. In future, we will investigate some multiscale methods, which

would be based on suitable frequency-decomposition (scale-separation), in the spirit

of some recent theoretical advances on this subject [106, 107, 110]. It is expected

that the new multiscale methods would achieve higher resolution capacity for the

oscillation.
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On the SG and perturbed NLS equations

In Chapter 5, numerical comparisons were carried out among the solutions of

the SG equation (1.14), the perturbed NLS equation (1.16) with its finite-term

nonlinearity approximations, and the critical cubic NLS equation (ε = 0 in (1.16)),

for the propagation of 2D light bullets (LBs) in nonlinear optical media. This

was achieved by efficient semi-implicit sine pseudospectral methods, which can be

rigorously proved to be spectrally accurate in space, second-order in time, and are

very efficient in practical implementation. Based on extensive numerical comparison

results, the conclusions are summarized as follows, provided that ε is reasonably

small:

(i). If there is no finite time collapse in the cubic NLS equation, both the cubic

NLS-LBs and the perturbed NLS-LBs agree with the SG-LBs qualitatively

and quantitatively.

(ii). If the cubic NLS equation collapses in finite time, then in the time regime well

before the collapse time, both the cubic NLS-LBs and the perturbed NLS-

LBs again agree with the SG-LBs qualitatively and quantitatively; in the time

regime near the collapse time, the cubic NLS-LBs fail to approximate the SG-

LBs neither quantitatively nor qualitatively whereas the perturbed NLS-LBs

agree with the SG-LBs both qualitatively and quantitatively; and in the time

regime beyond the collapse time, the LBs of the perturbed NLS equation, with

finite terms in the nonlinearity, still agree with the SG-LBs both qualitatively

and quantitatively.

(iii). To well approximate the SG-LBs, the number of nonlinearity terms in the

perturbed NLS equation depends on the initial data yet is independent of the

small parameter ε. In general, only a few terms, e.g. N ≥ 3, are needed in

the perturbed NLS equation in practical computation.

Consequently, solving the perturbed NLS equations with reasonably many non-

linear terms demands much less computational load than simulating the SG equation
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directly due to the disparate scales involved. The computational domain for the SG

equation also needs to be adaptively extended if the propagation to a further time

point is desired. Thus, the perturbed NLS equation is a more efficient model for nu-

merically tracking the propagation of LBs in 2D. In future, we propose to investigate

the propagation of 3D LBs, which can also be modeled by the NLS type equations

(cf. [152] and references therein).
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[29] C. Besse, B. Bidégaray, S. Descombes, Order estimates in time of splitting

mehotds for the nonlinear Schrödinger equation, SIAM J. Numer. Anal. 40

(2002) 26–40.
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