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Summary

We share the vast majority of our genes with the great apes, our closest living
relative. However, how the genes are arranged is quite different. We have 23
pairs of chromosomes, whereas other great apes have 24 pairs; our chromosome 2
was formed by the fusion of two ancestral chromosomes. We have at least nine
chromosomal regions that are inverted in chimpanzees. Fusions, inversions and
other rearrangements result in a “shuffling” of the genes. Conserved gene clusters
are sets of genes that can be found near one another in several species despite
these rearrangements. They may result from functional pressure to keep these
genes close together or a lack of rearrangements. In either case, conserved gene
clusters provide information for inferring gene function and better understanding

of genome evolution.

In the first part of this thesis, we propose new gene cluster models
that make use of biological constraints or structural properties to reduce
the number of parameters. We then develop efficient algorithms to
identify gene clusters based on our models. The second part of this
thesis, studies the conservation of individual genes, also known as the
Ortholog Assignment problem. For this problem, many sophisticated
methods have been proposed. Our contribution is a simple yet effective
method that integrates sequence and gene context similarity in a single

framework.

Max-gap clusters (aka gene teams) is a popular model of conserved gene clus-

ters. This model uses a max-gap parameter d to restrict the maximum distance

1X



Contents X

between adjacent genes in a cluster. In practice, determining an ideal value of § is
a matter of trial and error. We proposed the Gene Team Tree (GTT) structure as
a compact representation of gene teams for all possible values of §. Surprisingly, we
were able to extend algorithms for finding gene teams, based on a specific value of
J, to compute the GTT without increasing the time/space complexity. We applied
our model to compute the GTT for E. coli K-12 and B. subtilis and confirmed
that known FE. coli K-12 operons corresponds to gene teams with different values
of §

Max-length clusters (aka r-window clusters) is a different gene cluster model
where a cluster has length at most r and contains at least k genes. The bidi-
rectional best hit (BBH) heuristic is widely used in sequence analysis to identify
putative homologous genes. As conserved gene clusters are a generalization of
homologous genes, we proposed to use the BBH heuristic to identify conserved
r-window clusters. We name this new model bidirectional best hit r-window model
(BBHRW) and designed a sub-quadratic time algorithm to find all clusters. We
investigated how well the gene clusters modelled by the two models corresponds
to known E. coli K-12 operons. We found that the two model are complementary;
the gene team model has more clusters that corresponds to operons, while the
BBHRW model has fewer clusters that do not correspond to any operon.

We also studied the problem of identifying individual conserved genes, the so
called ORTHOLOG ASSIGNMENT problem. Several sophisticated methods exists
for this problem. Our contribution is a simple yet effective method (BBH-LS) to
identify positional homologs. BBH-LS applies the bidirectional best hit heuris-
tic to a combination of sequence similarity and gene context similarity scores.
We applied BBH-LS to the human, mouse, and rat genomes and found that the
best results are obtained when using both sequence and gene context information
equally. In our comparisons, BBH-LS reported the largest number of true positives

and a medium number of false positives.
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Chapter 1

Introduction

The genome of an organism is the combined hereditary information that is found
in every cell of the organism. To a large extent, this information represents the
“nature” in the classical nature versus nurture debate. In our case, our genome is
stored in 23 pairs of chromosomes. Each chromosome is a long chain composed of
four different types of deoxyribonucleic acid (DNA) molecules, giving us (and most
other species) a four letter genetic code. One of the early successes of Computa-
tional Biology (the application of computational techniques for solving biological
problems) is the early completion of the Human Genome Project [Collins et al.,
1998]. The initial goal of the project is to determine every letter of our genome.
This is also commonly known as the sequencing of the human genome. Sequencing
machines can only sequence short fragments reliably, scaling them up to handle
the over three billion letters in our genome was an insurmountable task. Sophis-
ticated algorithms that are able to computationally assemble small fragments of
overlapping DNA sequences enabled bold new strategies based on randomly break-
ing many copies of the genome into overlapping short fragments and using existing

machines to sequence these short fragments in parallel [Venter et al., 1998].

Since then, enhancements to the computational algorithms for assembly and

improvements to the underlying sequencing hardware has enabled us to sequence



Chapter 1. Introduction 2
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Fig. 1.1: Number of base pairs stored in NCBI’s GenBank database as a function
of time. Created by user 121a0012 on Wikipedia and released into public domain.

more and more species. The rate at which new sequences are being produced fol-
lows an exponential growth reminiscent of Moore’s Law (see Figure 1.1). As more
and more complete genomes have been sequenced, the emphasis in Computational
Biology is shifting toward understanding and interpreting the information encoded

in these genomes.

Traditional wet lab techniques cannot keep up with the deluge of genome
sequences. A promising approach to gain some initial understanding of a newly
sequenced genome is to compare it with well studied genomes such as the human
genome. This comparative approach to genomics exemplifies the principle behind
the field of Comparative Genomics. Such a strategy requires us to be able to
identify identify conserved elements across species boundaries [Koonin, 2005]. In
this thesis, we consider two classes of conserved elements: individual genes and

sets of genes.
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1.1 Motivation

A gene is a segment of our genome that gets translated into proteins. Proteins
are long polymers that can fold into intricate three dimensional structures to act
as nano machines. Thus, we can think of genes as the blueprint for making these
biological nano machines.

A central problem in Comparative Genomics is to identify homologous genes.
These are genes that are descended from the single ancestral gene in the most
recent common ancestor [Fitch, 2000]. This is an important task because homolo-
gous genes typically perform similar functions and any whole genome comparison
would first need to establish the set of homologous genes [Koonin, 2005].

This is a non-trivial problem because the DNA sequence of genes are altered by
mutations of the genome that changes the letters in the sequence or inserts/deletes
letters from the sequence of the gene. Genes can also be duplicated, therefore
different copies of a single ancestral gene may exists in different species. Finally
genes may be lost if it accumulates so many mutations that it is no longer able to
perform its function.

Homologous genes can be further divided into orthologs and paralogs. Or-
thologs are genes separated by a speciation event, while paralogs are genes sepa-
rated by a duplication event. Figure 1.2 shows the family tree of three homologous
genes superimposed on top of the species tree.

Ideally, we would like to establish one-to-one correspondences between genes
in different species. This greatly simplify certain tasks such as transfer of function
annotation [Friedberg, 2006] and genome rearrangement studies [Sankoff, 1999].
Unfortunately, orthologs are not necessarily one-to-one due to gene duplication.

The ORTHOLOG ASSIGNMENT problem was proposed in Fu et al. [2007] to
identify for each ancestral gene, a single descendant gene in each species that
best reflects the position of the ancestral gene. We call these genes positional
homologs, following the terminology of Burgetz et al. [2006]. A similar problem

called the EXEMPLAR problem was proposed earlier in Sankoff [1999] in the context
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Fig. 1.2: The gene tree for three genes ¢, h, and A’ that descended from a single
ancestral gene in the most recent common ancestor (MRCA) of genome G and H.
Gene g is orthologous to both h and A, but only g and h are positional homologs
because h is the original gene that was duplicated to get h’. Genes h and h’ are
paralogs as they are separated by a duplication event.

of computing the genomic distance between gene orders. The EXEMPLAR problem
can be considered to be a approach for solving the ORTHOLOG ASSIGNMENT

problem based on minimizing the genomic distance.

Assuming we have identified which are the homologous genes, we can start to
consider conservation on a larger scale. A natural generalization is to consider sets
of genes. What does it mean for a set of genes to be conserved? First, we have to

understand the mutation events that affect whole segment of genes at once.

Table 1.1 show how the order of genes in a chromosome (gene order) is affected
by different kinds of large scale mutations, also known as rearrangements. We

represent genes by letters.

These large-scale mutations or rearrangements are relatively rare but they
affect the content and order of the genomes, thereby obscuring the relationship
between species [Sankoff, 2003]. These rearrangements are not entirely arbitrary

as selective pressure removes those rearrangements which are fatal to the organism.
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Type of rearrangement Effect on gene order

Reversal abcde = abedc
Transposition abcde = acdeb
Inverted transposition abcde = aedchb
Insertion ab_cde = abfcde
Duplication ab_cde = abacde
Deletion abcde = abde

Table 1.1: Effect of rearrangements on gene order and gene content

As a result, over time regions of the genome which are not functionally related
tend to accumulate more rearrangements as compared to regions which contains

functionally dependent genes.

When comparing the genomes of several species, we can identify relatively
compact regions in different species that have the same set of homologous genes.
These genes managed to stay in close proximity to one another despite the re-
arrangements. As they are found in several species (conserved) and located in a

compact region (clustered), we call them conserved gene clusters.

One possible reason for the existence of these clusters is that any rearrangement
that disrupts the cluster is deleterious to the organism. This implies some kind of
functional dependency among the genes in a cluster. In fact, Overbeek et al. [1999]
showed that it is possible to infer functional coupling between genes based on the
fact that they are part of some conserved clusters. In the study of prokaryotic
genomes such as that of bacteria, conserved gene clusters is used in predicting

operons [Ermolaeva et al., 2001] and detecting horizontal transfers [Lawrence,

1999).

Another reason why such clusters are observed is simply because not enough
rearrangements have occurred since the species diverged. In either case, the clus-
ters reflect the organization of these genes in the most recent common ancestor.
Thus, conserved gene clusters are used to infer the gene order of the ancestral
genome [Bergeron et al., 2004]. Establishing the number and size of conserved
gene clusters between two genomes also provides an estimate of the similarity be-

tween two genomes. One approach for the ORTHOLOG ASSIGNMENT problem is to
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select the gene pairs to maximize the similarity based on conserved gene clusters

Bourque et al. [2005], Blin et al. [2006].

Lastly, the study of conserved gene clusters is also interesting from an algo-
rithmic point of view. In most models of conserved gene clusters, the order of
the genes does not matter. This gives rise to a new class of string problems that
focuses on the character sets of substrings [Uno and Yagiura, 2000, Béal et al.,

2004, Heber et al., 2011].

1.2 Thesis Organization and Contributions

The rest of this thesis is organized as follows. In Chapter 2, we summarize the
related work for CONSERVED GENE CLUSTER DISCOVERY and the ORTHOLOG
ASSIGNMENT problem and discusses how it leads to our work. Chapters 3, 4, and

5 then presents the main contributions of thesis.

In Chapter 3, we introduce our Gene Team Tree (GTT) model, which is a
parameter-free hierarchical representation of gene teams for all gap lengths. Gene
team is a model for conserved gene clusters that allows for a gap of length at
most d within a cluster. In practice, determining an ideal value of ¢ is a matter
of trial and error. Even worse, there is often no one single “best” value of §. We
propose to eliminate the parameter and simply compute all possible gene teams.
It turns out to be possible to do this with the same worst case time complexity
as computing the gene team for a specific 6 and the computed teams can be
represented hierarchically. We compute the GTT for E. coli K-12 and B. subtilis
and confirmed that known E. coli K-12 operons corresponds to gene teams with
different values of 9.

In Chapter 4, we investigated the use of the bidirectional best hit heuristic
from sequence analysis for the purpose of identifying conserved gene clusters based
on the r-window model. We call this new model bidirectional best hit r-window

model (BBHRW) and designed a sub-quadratic time algorithm to find all clusters.
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We studied how well does the gene clusters modelled by BBHRW and gene team
corresponds to known FE. coli K-12 operons. We found that the two model are
complementary; the gene team model has more clusters that corresponds to oper-
ons, while the BBHRW model has fewer clusters that do not correspond to any
operon. When we rank both sets of clusters and plot their precision and recall, we
found that BBHRW model has a higher precision at all levels of recall as compared
to the gene team model.

In Chapter 5, we studied the identification of conserved genes based on the
ORTHOLOG ASSIGNMENT problem. We present a simple yet effective method
(BBH-LS) for the identification of positional homologs from the comparative anal-
ysis of two genomes. BBH-LS applies the bidirectional best hit heuristic to a com-
bination of sequence similarity and gene context similarity scores. We applied our
method to the human, mouse, and rat genomes and found that BBH-LS produced
the best results when using both sequence and gene context information equally.
In our comparisons, BBH-LS reported the largest number of true positives and a
medium level of false positives as compared to state-of-the-art methods.

We conclude and present a number of open issues in Chapter 6.



Chapter 1. Introduction




Chapter 2

Literature Review

In this chapter, we review the related literature and define some common nota-
tions and definitions to make the subsequent discussion more concise. We first
review the existing models and algorithms for the CONSERVED GENE CLUSTER
DiscovERy problem and discuss some of the issues which we addressed in our
work. This is followed by a review and discussion of methods for the ORTHOLOG
ASSIGNMENT problem.

This is an extension of the abstract “Survey of Algorithms for Conserved Gene
Clusters Discovery” presented at the Asian Association for Algorithms and Com-

putation (AAAC), 2011.

2.1 Basic Definitions and Notations

Our model of a genome is as a sequence of genomic markers for which homology
information across the genomes of interest are available. The most common and
well annotated type of genomic markers are protein coding genes. Henceforth,
we will refer to these genomic elements as genes. The methods developed in this
thesis work equally well with any kind of genomic feature that is conserved.

A notion that is central for identifying gene clusters is the relationship between
genes. In particular, we need to identify genes from different species that have

evolved from a common ancestral gene. Such a collection of genes is known as a
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gene family [Fitch, 2000].

Definition 1 (Genes and gene families). Let X denote the set of gene families. A
gene, g, is part of a gene family denoted as fam(g). Furthermore, a gene ¢ in a
genome G has a unique location on the genome that starts at start(g) and ends at
end(g). We represent a gene g textually as fam(g)**"*) . For simplicity, we omit

the position if it is simply the index in the gene order.

The start position and end position can be defined based on either the in-
dex of the gene in the whole genome or using the position in base pairs. For
small prokaryotic genomes, typically the base pair position is used and for large

eukaryotic genomes, typically the index is used.

Definition 2 (Gene order). A gene order, G, is a sequence of genes (g1, g2, - - -, gn),
in non-decreasing order of their start position. A gene order is a permutation if

each gene family occurs at most once, otherwise it is a sequence.

A uni-chromosomal genome can be directly represented as a gene order. Genomes
with multiple chromosomes can be represented as a gene order by concatenating
the chromosomes together in an arbitrary order and inserting an appropriate gap
to separate genes from different chromosomes.

Hence, the input for the CONSERVED GENE CLUSTER DISCOVERY problem
is a m-tuple of gene orders G = (G4, Gs,...,G,,) and the output is a set of gene

clusters.

2.2 Models and Algorithms for Conserved Gene
Clusters Discovery

The approaches used in the literature can be broadly classified into two categories:
algorithms base on a formal model of conserved gene clusters or heuristic methods
without a explicit model. In this thesis, we focus on methods with an explicit

model of conserved gene clusters.
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Intuitively, a conserved gene cluster represents a compact region which contains
a large proportion of homologous genes separated by regions that do not contain
any shared genes. Due to the effect of rearrangement events, the order of the genes
in a conserved gene cluster is usually not conserved and there may be gaps between
these genes. Developing a formal definition of such clusters is a non-trivial task
due to conflicting cluster properties [Hoberman and Durand, 2005].

The following sections describe a number of formal models that have been

proposed in the literature.

2.2.1 Common Intervals and Conserved Intervals

The earliest formal definition of a conserved gene cluster is the common interval

Uno and Yagiura [2000].

Definition 3 (Interval). Given a gene order G' = (g1, ¢a, ..., g,) and an interval

4, 7], G[i, j] denote the subsequence (g;, gi+1, - - -, g;)-

Definition 4 (Character set). The character set, CS, of a gene order G, is the set

of gene families in G. Formally,

CS(G) = {fam(g) | g € G}

Definition 5 (Common interval). Given a set of m gene orders, a common interval

is a m-tuple of intervals within each gene order with the same character set.

Example. Suppose G = (a,b,c,d,e) and H = (e,d, b, a,c), then (G[1, 3], H[3,5])
is a common interval of G and H which the common character set {a,b, c}. How-
ever, (G[2,4], H[3,5]) is not a common interval as CS(G[2,4]) is {b,¢,d}, while
CS(H([3,5]) is {d,b,a}

Common intervals defines similar regions based on the content and ignores
information about the order of the genes, however a class of common intervals

called conserved intervals makes use of both the order and content of the genes
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Problem Reference Complexity
Common intervals of 2 perm  Uno and Yagiura [2000] O(n+ 2)
Common intervals of m perm  Heber et al. [2011] O(mn + z)
Common intervals of 2 seq Didier [2003] O(n*logn)
Common intervals of m seq Schmidt and Stoye [2004]  O(mn?)
Conserved intervals of m perm  Bergeron and Stoye [2003] O(mn)

Table 2.1: Summary of algorithms for finding all common/conserved intervals, m
is the number of input gene orders, n is the length of each gene order, and z is
the output size
in the interval. The concept of conserved intervals was introduced in Bergeron
and Stoye [2003] as a type of combinatorial structure that captures both local and
global properties of gene orders. Conserved intervals are common intervals with
the additional requirement that the order of the two genes at the ends of each
conserved interval is the same in all genomes.

Table 2.1 summarizes the algorithms for computing common and conserved

intervals and their complexity.

Algorithms for Common Interval of Permutations

The algorithms presented in Uno and Yagiura [2000] are based on the following

theorem:

Theorem 1. Let S be the character set of G[i, j] and pmin be the minimum position
i H for the genes in S and ppax be the mazimum position in H for the genes

in S. Then, ([, 7], [Pmins Pmax)) @5 @ common interval of G and H if and only if

Pmax — Pmin = j — 1.

Direct application of the theorem gives us an O(n?) algorithm for finding all
common intervals between two permutations of length n by checking all O(n?)
intervals in G to determine if it forms a common interval. The running time of
this algorithm can be reduced to O(n + z) time where z is the number of common
intervals by eliminating redundant checks using a filtering mechanism [Uno and
Yagiura, 2000]. However, a fairly complicated data structure is needed to maintain

the information needed for filtering.
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Heber et al. [2011] gave a non-trivial extension of the preceding result to find
the common intervals of m permutations by defining a novel generating subset of

common intervals called irreducible common intervals.

Definition 6 (Irreducible common interval). A common interval is a irreducible

common interval if it is not the union of two overlapping common intervals.

Heber et al. proved that the set of irreducible intervals forms a basis of size
O(n) which can be used to generate all z common intervals in O(z) time. Fur-
thermore, the set of irreducible common intervals can be found in O(mn) for m
permutations of length n. Landau et al. [2005] proposed a different basis for the

set of common intervals called strong common intervals.

Definition 7 (Strong common interval). A common interval is a strong common

interval if it does not overlap any other common intervals.

It is immediate from the definition that the number of strong common intervals
is O(n) and we can represent the strong common intervals of a set of permutations
using a PQ-tree.

Both the set of irreducible intervals and the set of strong intervals can be used
to generate all common intervals by taking the union of intervals. The disadvan-
tage of these two approaches is that they are difficult to implement and require
the use of complex data structures. Bergeron et al. [2005] proposed a different
kind of generator based on taking the intersection which can be computed with
the same complexity and implemented using basic data structures such as stacks

and arrays.

Algorithms for Common Interval of Sequences

Most of the techniques used for finding the common intervals of a set of permu-
tations cannot be extended to sequences. In general, problems on sequences have

a higher computational complexity as compared to problems on permutations, as
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there is a one-to-one correspondence between elements of permutations but not
for sequences.

Didier [2003] gave the first O(n?logn) time algorithm for finding the common
intervals of two sequences. Schmidt and Stoye [2004] proposed a simpler algo-
rithm, with a time complexity of O(kn?), for finding the common intervals of k
sequences, but it requires more space than Didier’s algorithm (O(n?) instead of
O(n)). Subsequently, the authors of these two algorithms managed to combine
the best of each algorithm and devised an algorithm with O(n?) time and O(n)
space complexity [Didier et al., 2007].

For two gene orders G and H, the algorithm of Schmidt and Stoye [2004]
first preprocess H to compute POS(f) and NUM(i, j), where POS(f) is a list of
occurrence of gene family f in H and NUM(4, j) is the size of the character set of
Hli, j]. These two structures can be computed in O(n?) time. The second step is
to enumerate all O(n?) intervals in G incrementally, while maintaining an array to
keep track of the corresponding intervals in H using POS. Each time an interval
i, 7] in H is found where NUM(4, j) is the size of the character set for the current

interval in GG, a common interval is found.

2.2.2 Gene Teams

Both common intervals and conserved intervals assumes that genes in the same
cluster are contiguous. In other words, these two models do not consider the
existence of gaps between genes in a conserved gene cluster. Bergeron et al. [2002]
formalized the concept of gene teams, which is a generalization of common intervals
that accounts for gaps. Gene teams are also referred to as max-gap clusters and
they are commonly used in practice [Overbeek et al., 1999, Hoberman and Durand,
2005].

Gaps are simply section of the genome that lies between two genes in the
same cluster. To formalize this notion, we define the distance between two genes.

Recall that a gene’s location is modelled as an interval [start(g), end(g)] along the
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genome. Hence, the distance between two genes is simply the distance between

two intervals.

Definition 8 (Distance between two genes). The distance between two genes g

and h that are on the same genome is defined as

A(g, h) = max{0, max(start(g), start(h)) — min(end(g), end(h))}

Note that the notion of distance only applies to genes on the same genome.

Definition 9 (Gene team). Given a set of m gene orders and a max-gap parameter
0, a gene team is a maximal m-tuple of subsequences one in each gene order such
that all m subsequences share the same character set and the distance between

any pair of neighboring genes in a subsequence is at most 9.

Example. Consider the following two gene orders,

<a1, b2, ab, 8, b9>

G
H <cl,c4,b5,a6,bg,b9>

The gene teams of G and H for § = 2 are ({a',b%), (b°,a5 0%, 1°)), ((c®), (c')), and
([, 8,99, 4,7, 5,19, 19)

The first algorithm for finding the gene teams of m permutations is an O(mn log® n)
time algorithm [Bergeron et al., 2002]. Their algorithm is based on a divide and
conquer strategy, which first locates a gap of size greater than J and use it to
split the permutations into two partitions. Then the algorithm recursively find
the gene teams in each partition. If there are no gaps of size greater than § in
a particular partition, then all the genes in the partition form a gene team. Re-
fining the algorithm using Hopcroft’s partitioning framework improves the time
complexity to O(mnlognlogd’), where ¢ is the maximum number of genes in an
interval of length ¢ over all gene orders [Béal et al., 2004]. Subsequently, Wang

and Lin [2011] proposed an output dependent algorithm that makes use of job
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queues instead of recursive calls. A careful analysis showed that their algorithm

has a time complexity of O(mnlg z) where z is the number of gene teams.

He and Goldwasser [2005] extended the first algorithm to work for sequences.
However, as there is no one-to-one correspondence between the genes, in the divide
step the resulting subsequences do not form a partition of the original sequences.
By using a clever marking strategy, they were able to compute the gene teams
for two sequences with n; and ny genes respectively in O(n; + ny) space and
O(ning) time. Recently, Wang et al. [2012] did a more careful extension of the
basic algorithm to sequences and showed that it has a worst case running time of
O(min nyng, z1g(ny + na)).

So far all the algorithms use a top down decomposition, Ling et al. [2008]
presented an algorithm following the “candidate generation and verification” ap-
proach from data mining. Their algorithm iteratively merge candidate clusters to
form larger teams. They observed that their bottom up approach is more efficient
when the actual gene teams are small as the top down methods spend too much
time breaking down the problem. Unfortunately, they do not have a bound on the

running time of their algorithm.

While the basic gene team model has received considerable attention from
the research community, there has been several attempts to relax some of the
constraints of the model. For instance, when considering multiple gene orders, it
is quite difficult to maintain the condition that a team must be present in every
gene order. The following two variants of gene teams, attempt to overcome this

problem.

Domain team

The domain teams model was proposed in Pasek et al. [2005] as a generalisation
of the gene teams model. It only requires that a team exist in at least one of the

gene orders. Unfortunately, the definition may result in an exponential number
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of domain teams. However, it is shown in Pasek et al. [2005] that real-life exam-
ples involving thousands of genes can be computed efficiently in reasonable time,
although no details of the algorithm was given in the paper.

A more general model is to impose a quorum parameter ¢ so that a team
exists in least ¢ out of the m input gene orders [Parida, 2007, Ling et al., 2009].
Parida [2007] proposed an algorithm with a worst case time complexity that is
output sensitive. The same problem was considered in Ling et al. [2009] and they

developed an algorithm based on the Apriori heuristic from data mining.

Hybrid Gene Pattern

A different approach to the issue of generalising the gene teams model to multiple
gene orders was taken by Kim et al. [2005]. They proposed a hybrid gene pattern
mining strategy similar to the classic Apriori algorithm for mining association rules
[Agrawal and Srikant, 1994]. Their algorithm is based on a level-wise enumeration
of gene sets, utilizing the Apriori property for pruning.

One difficulty with applying their approach is that it requires the specification
of four parameters, namely, the parameter §, the number of gene orders which
contains the gene set and satisfy the max-gap constraint, the number of gene
orders which contains the gene set, and the minimum number of genes in a gene

set.

2.2.3 r-window Clusters

Another type of cluster definition which allows for gaps between genes in a cluster
is the r-window clusters. Similar to gene teams, it is also a generalisation of

common intervals.

Definition 10 (r-window cluster). Given a set of m gene orders and two param-
eters r and k, a r-window cluster is a m-tuple of intervals one in each gene order.
The length of each interval is at most r and the m intervals contains at least k

homologous genes.
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Similar definitions have been used in Friedman and Hughes [2001], Cavalcanti
et al. [2003] for the study of segmental duplications, but the first formal definition
appeared in Durand and Sankoff [2003] together with a probabilistic analysis of
such clusters.

A naive algorithm method is to generate all intervals of length r in one genome
and compare it with all intervals of length r in the second genome. This suggest
an O(n?r) time algorithm to determine all r-window gene clusters. Algorithms
based on heuristics, such as the CloseUp algorithm [Hampson et al., 2003], have
also been proposed for finding r-window gene clusters, however, such algorithms
are not guaranteed to find all r-window gene clusters.

Yang et al. [2010] proposed a simple formulation of r-window cluster based on
finding all maximal clusters. Under their formulation a cluster does not have to
exist in all the input gene orders. Unfortunately, this formulation is NP-hard even
for the simplest case where each gene order is a permutation. They showed that
that restricted version where clusters are ordered and must appear in each gene
order can be reduced to the problem of find the longest path in a directed acyclic

graph. They also describe an exponential time algorithm for the general case.

2.2.4 Discussion

The relatively simple models such as common intervals and conserved intervals
have received considerable attention from the community. However, the inability
to model clusters with gaps is a serious drawback.

In Hoberman and Durand [2005], the authors presented a comparison between
gene teams and r-window gene clusters with regards to several desirable properties
of gene clusters. Some of the cluster properties they considered include, size
(number of homologous genes in a cluster), length (total number of genes in a
cluster), global density (size of cluster/length of cluster) and local density (variance
in gap sizes between consecutive genes in a cluster). The size and length of gene

teams are not constrained whereas r-window gene clusters have a size of at least
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m genes and a length of at most r genes. Base on the definition of r-window
clusters, it is clear that each cluster has a global density of at least m/r, however
the gap size may be as large as  — m. In the case of gene teams, the gap size is
at most 0 but it is difficult to constrain the global density of the clusters. This
shows that different cluster definitions allows us to model different characteristics
of conserved gene clusters.

It would be simple to come up with a model that include all of the desirable
properties but it would need to have so many parameters as to be unusable.
Most extensions of existing models introduce additional parameters to increase
the flexibility of the model. However, this pushes the burden of modelling to the
user of the model instead of the designer. Models with many parameters also do
not generalize well. In this thesis, we adopt the opposite approach of trying to

reduce the number of parameters in a model.

2.3 Algorithms for the Ortholog Assignment Prob-
lem

The problem of finding the set of positional homologs between two genomes is
known as the ORTHOLOG ASSIGNMENT problem [Fu et al., 2007]. Algorithms for
the ORTHOLOG ASSIGNMENT problem fall into three categories: distance mini-

mization, similarity maximization, and rule-based.

2.3.1 Distance minimization

Distance minimization methods relies on the parsimony principle. They assume
that the removal of all the genes except for the positional homologs minimizes the
genomic distance (usually some form of edit distance with genomic operations)
between two genomes. Genomic distance measures such as the reversal distance
[Hannenhalli and Pevzner, 1999] and breakpoint distance [Watterson et al., 1982]

have been considered using a branch-and-bound approach [Sankoff, 1999] as the
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corresponding computational problems are NP-hard [Bryant, 2000]. MSOAR2 [Shi
et al., 2010] uses a number of heuristic algorithms to assign positional homolog
pairs in several phases to minimize the number of reversals, translocations, fusions,

fissions, and gene duplications between two genomes.

2.3.2 Similarity maximization

Closely related to distance minimization are the similarity maximization approaches.
By identifying conserved structures between genomes, we can determine the sim-
ilarity between them. We can model the ORTHOLOG ASSIGNMENT problem as
finding the set of positional homologs that maximize the degree of similarity be-
tween two genomes. Bourque et al. [2005] uses heuristics for the MAX-SAT
problem to maximize the number of common or conserved intervals. The problem
of maximizing the number conserved intervals is NP-hard [Blin and Rizzi, 2005].
Blin et al. [2006] proposed a greedy method based on algorithms for global align-
ment that first finds a set of anchors and then recursively match genes found in

large common intervals.

2.3.3 Heuristics/rule-based

A widely used method for finding pairwise orthologs based on sequence similarity
is the bidirectional best hit (BBH) heuristic. Two genes g and h in different
species form bidirectional best hits if the similarity between g and h is greater
than that between g and any other gene (h is the best hit for ¢g) and vice versa.
In Burgetz et al. [2006], a pair of BBHs are positional homologs if they are next
to another pair of BBHs. Subsequently, Jun et al. [2009] relaxed this condition
and defined a local synteny test to determine whether a given pair of genes is a
positional homolog pair. A gene pair passes the local synteny check if there are
at least two pairs of genes (excluding the gene pair being tested) nearby with a
sequence similarity above a certain threshold. Note that the local synteny test

does not consider the sequence similarity between the gene pair being tested.
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Since positional homologs are a subset of all orthologs, other rule based methods
designed for finding orthologs [Schneider et al., 2007, Ostlund et al., 2010] can
also be used to identify positional homologs by restricting ourselves to one-to-one

orthologous groups.

2.3.4 Discussion

Methods based on distance minimization and similarity maximization assumes
that gene families have been computed. Computing gene families is typically
accomplished using sequence similarity search followed by clustering of similar
genes [Li et al., 2003]. After that, sequence similarity is essentially reduced to a
simple binary relation; two genes are equivalent if they are in the same gene family
and different otherwise. The main step uses heuristics to find a subset of genes
that optimizes an NP-hard problem on gene orders. In short, these methods use
sequence similarity to build gene families and gene order information to further
refine the gene families to get one-to-one gene matchings.

In contrast, rule-based methods typically do not need to build gene families.
However, they only make use of gene order/gene context information in a limited
way. Instead of treating gene context information as a simple binary condition,
a more uniform method is to compute a numeric score to denote the level of
gene context similarity. This allows us to treat both sequence similarity and gene

context similarity in a unified way.
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Chapter 3

A Parameter-Free Max-Gap Gene
Cluster Model

Most extensions of the gene team model focused on improving the running time or
generalizing the model. We focused on a different issue, that of making the gene
team model easier to use in practice. A crucial issue is the problem of choosing

the right value of the max-gap parameter 9.

Selecting the value to use for the max-gap parameter is often a matter of
trial and error. There is an inherent structure between gene teams for different
values of d that is not captured by considering different values of § independently.
In this chapter, we propose the Gene Team Tree model which is a parameter-
free, hierarchical representation of gene teams over all possible values of § and we
present efficient algorithms for computing the Gene Team Tree that has the same

complexity as algorithms for computing gene teams for a single value of 4.

This chapter is based on Zhang and Leong [2008, 2009]. An implementation of
the algorithms described in this chapter and the datasets used in the experiments

can be downloaded from http://gtt.assembla.me.
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3.1 Motivation

The gene team model [Bergeron et al., 2002] generalizes the common intervals
model [Uno and Yagiura, 2000] to allow gaps between genes in the same cluster.
It is widely used in practice [Hoberman and Durand, 2005] and there are efficient
algorithms for its discovery. Current algorithms require the specification of the
parameter 0, which is the maximum gap between adjacent genes in a team.

Determining suitable values for this parameter is nontrivial as it depends on
the distribution and arrangement of genes on the genome. As discussed in He and
Goldwasser [2005], a large value of § may result in many false positives, while an
overly conservative value may miss many potential conserved clusters. In addition,
due to varying rates of rearrangement, different regions of the genome may require
different values of § to discover useful gene clusters. The value of ¢ also depends
on the application one is interested in, for example, finding operons or detecting
segmental duplications.

In the experimental study presented in He and Goldwasser [2005], the approach
used to determine an appropriate value of § was to select a small number of known
operons and pick the minimum value of § at which the selected operons were
reconstructed. There are two drawbacks with this method. Firstly, there may
not be any known operons in the genome we are interested in. Furthermore, it is
unclear how to select a representative set of known operons.

In a study of the same dataset by Ling et al. [2008], the gene teams for a range
of & values were analyzed to identify some new patterns, such as clusters spanning
multiple operons. This illustrates the utility of considering different values of § in
order to discover interesting gene clusters.

Instead of trying to determine a single “best” value of §, we propose comput-
ing the gene teams for all possible values of . The results can be represented
compactly in a tree structure, which we call the Gene Team Tree. Subsequently,
statistical tests [Hoberman et al., 2005] or integration with other information on

gene interactions can be used to validate or rank the discovered teams.
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Our algorithm for computing the GTT extends existing gene team mining al-
gorithms without increasing their time complexity. We compute the GTT for E.
coli K-12 and B. subtilis and show that E. coli K-12 operons are modelled by gene
teams with different values of . We demonstrate the scalability of our method and
the trade-off involved when comparing more than two genomes, through a com-
parative study using five gamma-proteobacteria genomes. Lastly, we describe how
to compute the GT'T for multi-chromosomal genomes and illustrate by computing
the GTT for the human and mouse genomes.

We first present a formal definition of the problem of computing all gene teams
(Section 3.2). This is followed by a description of our proposed Gene Team Tree
model, corresponding algorithms (Section 3.3) and experimental results (Section
3.4). Finally, we summarize our contributions and discuss extensions and future

works (Section 3.5).

3.2 Problem Definition

3.2.1 Notations and definitions

In the following definitions, we define a d-team as a tuple of sequences instead
of as a set of gene families, as originally defined in Bergeron et al. [2002]. This
is because once we allow multiple genes from the same family in a single gene
order, the same set of gene families may correspond to different subsequences of
the input gene orders. Furthermore, in practice, we are interested in the genes

that are part a gene cluster, rather than just the set of gene families involved.

Definition 11 (d-sequence). A gene order G = (g1, go, ..., gn) is a d-sequence if
and only if every pair of adjacent genes in GG are separated by a distance of at

most 4§, i.e. Vi € [1,n — 1], A(g;, git1) < 6.

Definition 12 (d-cluster). Given a collection of gene orders G = (G4, Gs, ..., Gp),

a 0-cluster is a m-tuple of d-sequences (G, G, ..., G" ), such that Vi € [1,m], G}
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is a subsequence of G; and CS(G}) = CS(G}), where CS(G) is the set of gene

families in the gene order G.

Definition 13 (0-team). A -team is a mazimal é-cluster. A d-cluster ¢, is max-
imal if there is no other d-cluster ¢’ such that every one of the d-sequence of ¢’ is

a supersequence of the corresponding d-sequence of t.

Example. Consider the following two gene orders,

<a1, B2, ab, 8 b9>

G
H <cl,c4,b5,a6,bg,b9>

where the letters represent gene families and the superscripts denote the start po-
sition (for simplicity, the end positions are the same as the start positions). The 2-

teams of G and H are ({a',b?), (b°, a%, b8, b%)), ({c®), (c)), and ((a®, %, %), (c*, b5, a®, b® b%))

3.2.2 The ALLGENETEAMS problem

Given a m-tuple of input gene orders, G, compute the set of d-teams over all
possible values of §.

Formally, given G, compute

T = U GENETEAMS(G, §)

6=0

where GENETEAMS(G, §) denote the §-teams of G.

3.3 Gene Team Tree Model and Algorithms

A naive approach is to iterate over the range of § and for each value of § apply
one of the existing algorithms [Bergeron et al., 2002, He and Goldwasser, 2005] to

compute the gene teams. This is very inefficient as the parameter space is large.
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3.3.1 A motivating example

In order to develop some insights about the structure of gene teams for different

values of 9, consider the following example.

Example. Given G = (a',b% a% %, 0°) and H = (c!,c*, 0, a5, 0%, b%), the 3-teams
are

(<a1’ b2>, <b5, a6’ bS’ b9>>, (<a6’ CS, b9>, <C1, C4, b5, aﬁ, bS, b9>)

and the 2-teams are

(<CL1, b2>, <b5, CL6, bS7 b9>), (<08>’ <Cl>)7 (<a67 68’ b9>7 <C4, b5, CLG, bS’ b9>)

We observed that ({a',b%), (b°,a% 0%, 0°)) is both a 2-team and a 3-team. Fur-
thermore, the large 3-team, ({a®, c® 0°), (c', ¢*, b°, a8, 0%, b%)), is split into two smaller

2-teams.

From the above example, we observe two properties of gene teams that allows
us to improve upon the naive approach.

Firstly, gene teams computed for one value of the parameter can be used to
compute the gene teams for other values. As maximum allowed gap length ()
decreases, existing gene teams are split into smaller teams. This allows us to
represent the set of gene teams for all values of § compactly in a tree structure.

Secondly, some teams remain unchanged when 0 is decreased. This suggests
that the GTT can be computed more efficiently, than the brute force approach of
trying every value of d. In particular, existing teams are split into smaller teams

when the value of § decreases below the maximum gap within the team.

3.3.2 Gene Team Tree (GTT)

The above observations motivates us to model the set of all gene teams using a

tree structure, which we call the Gene Team Tree.
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<a1’ b27 CLG, 08’ b9>
<Cl7 045 b57 aﬁ? b8> bg>5:3

/\

(a', b%) (a5, c8,b9)
(b°,a% b3, b%)5_, (et et 0P, a8 b8, 0%) 5,
/\
(a',0%) () (c®) (a®, c%,b%)
<b5, a6>5:0 <b8; bg)a:o <Cl> <C47 b°,a®, b%, b9>5:1
N PN ) T
(@) @ ) ) (a®) (c®,0%) (%)
@) @) 0% ) (a®) (c!,0°) 50 (0%,0%) 520
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Fig. 3.1: GTT for {a',b?, a® &, and (c!,c*, b5, ab, b8, b%). The value of § used
to split each gene team is shown in subscripts.

Definition 14 (Gene Team Tree). The Gene Team Tree for a tuple of gene orders
G is a tree consisting of d-teams for all values of §. The root of the GTT is G
and a gene team t’' is a descendant of a gene team ¢ if all the sequences of ¢’ are

subsequences of ¢.

Example. Figure 3.1 shows the GTT for the pair of gene orders presented in the

previous example.

3.3.3 Properties of the GTT

In the following sections, we describe some of the formal properties of the GTT

structure and suggest some biological interpretation.

Space complexity

Leaf nodes of the GTT consists of a single gene from each gene order, all from
the same family. Thus, the number of leaf nodes for a particular family f is the
product of the size of the family in each gene order, i.e., [[g0cc(G, f), where
occ(G, f) is the number of genes in G from gene family f. It follows that the total

number of leaf nodes, denoted by L, is the sum of the leaf nodes over all families,
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1.€.,

L= Z H oce(G, f)

fex Geg

This shows that the total number of nodes is O(L). In particular, when the
input gene orders are permutations of length n, the number of leaf nodes is n and
the total number of nodes is O(n). As the number of genes from the same family

increases, so does the size of the GTT.
A d-sequence of gene order G can be represented as a triple (G, gs, ge), where
gs/ge is the leftmost /rightmost gene in the d-sequence [He and Goldwasser, 2005].
This allows us to represent each gene team in ©(m) space and the entire GTT in

©(mL) space.

Range of a gene team

Observe that a gene team ¢, is not only a d-team, but it is really a [dimin, Omax)-team,
where [Omin, dmax) 18 the range of ¢ values for which ¢ is a d-team. For simplicity,
we call [Omin, dmax) the range of the gene team ¢.

Let MAXGAP(G) be the largest distance between adjacent genes for every
gene order in G. From the definition of GTT, i = MAXGAP(t) and Opax =
MAXGAP(t'), where ¢’ is the parent of ¢ in the GTT.

Intuitively, a gene team with a large range is more “robust” than a team that

only exists for a few values of 9.

Shared neighborhood

Most methods which make use of the similarity in genomic context between two
genes, restrict their attention to a fix number of genes upstream and downstream
of the genes of interest. Recall that a leaf node represents a m-tuple of genes of
the same family, one from each gene order. We observe that the gene teams on
the path from the leaf to the root represent the maximal shared neighborhoods of
these genes. Thus, the GTT can be used for analyzing the similarity in genomic

context between homologous genes without fixing the size of the neighbourhood
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in advance.

3.3.4 Algorithm SimpleGTT

Clearly, the largest possible gene team is G. G is a gene team when ¢ is greater
than or equal to the largest distance between adjacent genes in each of the m gene

orders.

Our algorithm SIMPLEGTT takes in a tuple of gene orders G and returns
the GTT of G. Initially, we start with the gene team G. In each call to Sim-
PLEGTT, we construct a tree node v which stores the gene team. Then, we
compute MAXGAP(G) — €, which is the largest value of 0 that will cause the cur-
rent gene team to be partitioned into smaller sub gene teams. We then make use
of the FINDTEAMS algorithm [Bergeron et al., 2002, He and Goldwasser, 2005] to
partition ¢ into a set of smaller gene teams 7. For each gene team in T', recursively
apply SIMPLEGTT to get a tree of gene teams and make it a subtree of v. Finally,
the algorithm returns v, which is the root of the GTT. The pseudocode for the
algorithm is shown in Algorithm 1.

In practice, if the positions are integers, we set € to be 1. This is the case in
our examples and experiments. Otherwise, € can be set to some number that is

smaller than the distance between the closest pair of adjacent genes.

Algorithm 1 SIMPLEGTT(G)
Ensure: Returns the GTT for G
team(v) := G
children(v) := 0
if |team(v)| > 1 then
§ := MAXGAP(G) — ¢
T := FINDTEAMS(G, §)
for each gene team ¢t € T" do
children(v) := children(v) U SIMPLEGTT'(¢)
end for
end if
return v
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3.3.5 Correctness of SimpleGTT

Let SIMPLEGTT(G) denote the result of running algorithm SIMPLEGTT on the
tuple of gene orders G. In order to show that the algorithm SIMPLEGTT is

correct, we need to prove that

SIMPLEGTT(G) =T

First, we show that only certain values ¢ will lead to new gene teams.

Lemma 1.

={G} if 6 > MaxGapr(G),
GENETEAMS(G, §)

#{G} otherwise

Proof. Since MAXGAP(G) is the largest distance between adjacent genes, when
d > MAXGAP(G), G clearly satisfies the definition of a gene team.

Otherwise, there exists a pair of adjacent genes g, ¢’ such that A(g,¢') =
MaXGAP(G). The genes g and ¢ cannot be in the same gene team, thus G

cannot be a gene team. O]

The above result can be generalized to an arbitrary gene team, therefore not
all values of ¢ lead to new gene teams. There are certain critical values of  which
lead to the formation of new gene teams, these are the values of § which are just
less than the maximum gap between adjacent genes in a gene team.

The following lemma shows that once a pair of genes is in two different gene
teams for a particular value of § say ¢;, then they will always be in different
gene teams when the value of § decreases to say d,. This allows us to apply a

divide-and-conquer strategy because gene teams form independent subproblems.

Lemma 2. [f§; > 6 and GENETEAMS(G, 0;) = T} and GENETEAMS(G, d2) = T
then for any two genes g and ¢’ if they are in the different gene teams in 11 they

are also in different gene teams in Ty
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Proof. Suppose on the contrary that g and ¢’ are in different gene teams in 77 but
they are in the same gene team in T5. Let ¢ be the gene team in 7T that contains g
and t’ be the gene team in T} that contains ¢’. Since g and ¢’ are in the same gene
team in 75 it follows that ¢t U ¢ must also be a gene team in 7. This contradicts

the maximality of ¢ and t'. ]

Theorem 2 (SIMPLEGTT is correct).
SIMPLEGTT(G) =T

Proof. SIMPLEGTT finds gene teams for values of ¢ in decreasing order. Lemma
1 ensures that by using the value of 6 = MAXGAP(G) — € to partition the current
gene team, we do not miss out on any gene teams. After partitioning the gene
team t, we can consider the sub gene teams in a divide-and-conquer fashion since

each sub gene team is independent of the others as a consequence of Lemma 2. [

3.3.6 Time Complexity of SimpleGTT

Given set of m gene orders, the time complexity of FINDTEAMS is O(mnlg®n)
[Bergeron et al., 2002] when the gene orders are permutations of length n and
O(npz,.) for general sequence [He and Goldwasser, 2005], where ny,y is the length
of the longest gene order.

A simple implementation of MAXGAP performs a linear scan over each gene
order to determine the largest distance between adjacent genes. It has a time
complexity of O(mnmay).

Let s; denote the size of the ith gene team generated by FINDTEAMS and let

T'(n) denote the time complexity of SIMPLEGTT, then

c ifn=1,

T(n) =
Zle T'(s;) + time for FINDTEAMS + time for MAXGAP otherwise

The running time for FINDTEAMS dominates that of MAXGAP. The worst
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case occurs when FINDTEAMS splits the gene team into two uneven partitions.

T(n)=T(1)+T(n— 1)+ time for FINDTEAMS + time for MAXGAP

O(mn?1g®n) if the input gene orders are permutations,

O(nm+1) otherwise

max

3.3.7 Algorithm FastGTT: Speeding up SimpleGTT

The basic algorithm presented in the previous section treats the FINDTEAMS
procedure as a black box. It turn out that we can directly compute the GTT
within FINDTEAMS to reduce the time complexity.

The key idea is to adjust the value of § dynamically during the recursion
in the FINDTEAMS procedure. When FINDTEAMS reports a gene team t, in-
stead of terminating the recursion, we will dynamically reduce the value of § to
MAXGAP(G) — € and continue recursing. Initially, the value of § is set to oco.

The improved algorithm, FASTGTT, is presented in Algorithm 2 and 3.

Algorithm 2 FASTGTT(G)

Ensure: Returns the GTT of G
team(v) := () {Setup a dummy root node}
children(v) := ()
return MODIFIEDFINDTEAMS(G, 0o, v)

Algorithm 3 MoODIFIEDFINDTEAMS(G, 6, u)

§' = MAXGAP(G) — ¢

if &' <6 then
{G is a gene team}
team(v) := G
children(v) := ()
children(u) := children(u) U {v}
MoDIFIEDFINDTEAMS(G, &', v)
return v

else
G’ := EXTRACTRUN(G, §)
MOoDIFIEDFINDTEAMS(G', 6, u)
MoDIFIEDFINDTEAMS(G — G, 6, u)
return u

end if
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Recall that EXTRACTRUN [Bergeron et al., 2002] takes in as input the tuple of
gene orders G and the parameter §. It splits one of the gene orders of G across a gap
of length greater than ¢ into two subsequences, keeping the shorter subsequence,
G'. Tt then returns the tuple of gene orders obtained by extracting from each gene
order in G the subsequence containing the same gene families as G'.

In order for our FASTGTT algorithm to be efficient, the complexity of MAX-
GAP should be at most that of EXTRACTRUN. The complexity of EXTRACTRUN
in He and Goldwasser [2005] is O(mnmax), therefore the simple linear scan imple-
mentation of MAXGAP suggested in the previous section suffices. However, the
complexity of EXTRACTRUN in Bergeron et al. [2002] is O(mplg p) where p is the
size of the smaller sub problem.

We can reduce the time complexity of MAXGAP by storing the length of the
gaps between adjacent genes in a priority queue. Then, the complexity of MAX-
GAP becomes O(1), however we incur overhead maintaining the priority queue.

Creating the priority queue for the subproblem of size p requires mp insertions.
The priority queue for the subproblem of size n — p can be obtained by modifying
the original priority queue. Extracting a single gene may involve merging two gaps,
and is accomplished by deleting the two gaps and inserting the new combined gap
into the priority queue. The total number of insertions and deletions needed to
update the priority queue is O(mp). Using a binary heap for our priority queue
requires O(lgn) operations for deletions/insertions. Therefore, the total overhead
is O(mplgn), which is more than O(mplgp).

Hence, the running time of our algorithm for m permutation is given by the

following recurrence relation,

T(n) =T(n—p)+T(p) + cmplgn,1 < p < n/2

Similar to the analysis presented in Bergeron et al. [2002], in the worst case,
p=mn/2 and T'(n) = O(mnlg®n).

We analyzed the expected running time based on the assumption that at each
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stage , the size of the smaller subproblem, p, is uniformly distributed between 1

and n/2. Let E(n) denote the expected running time of the algorithm. Then,

n/2
EWJZ;%E:EW—W%+E@%Hmw@n

nEn)—(n—2)E(n—2)=2E(n—1)+2E(n—2)+cmnlgn
n -+ 2

E(n) > E(n—2)+cmlgn

(n—3)/2

> cm(n + 2) Z

=1

lg(2z + 1)
20 +1

(n=1)/215(9 1
> em(n +2) / 82+ 1),

1 2z +1
= Q(mnlg®n)

Since T'(n) = O(mnlg®n) in the worst case, thus F(n) = O(mnlg?n). Therefore,
the expected running time is ©(mn lg*n).

Our improved FASTGTT algorithm has a time complexity of O(mnlg®n) for
m permutations of length n and O(n],.) for m sequences of length at most nyax.
Surprisingly, we were able to compute the GTT with the same time complexity

as computing the gene teams for a single value of 9.

3.3.8 Handling multiple chromosomes

A single chromosome can be directly represented using a gene order, however
many genomes are multi-chromosomal. In practice, we would like to compare
entire multi-chromosomal genomes and genes in a gene team should not be spread
across several chromosomes.

A simple strategy to map multi-chromosomal genomes into a single linear gene
order is to order the chromosomes linearly and insert appropriate gaps between the
chromosomes. The order does not matter since the chromosomes will be separated
immediately.

Let [,ax be the length of the longest chromosome, then it suffices to insert a
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gap of length [,,.. + € between chromosomes. Base on the definition of the GTT,
the root consists of all the genes in the genome and the children of the root are
GENETEAMS(G, l;ax). This will separate the genes in each chromosome but allows
teams which consist of an entire chromosome. The subsequent subproblems will

only be within a single chromosome.

3.4 Experimental Results

In the following, we apply our approach to the comparison of several biological
datasets. Our purpose is to illustrate the limitation imposed by considering only
a single value of § and to demonstrate the practicality of our algorithm.

We implemented the FastGTT algorithm presented in Section 3.3 in Java and
performed all computations on a Intel Core 2 Duo E6550 (2.33GHz) processor
with 2GB of RAM running Linux.

We validated the teams from the computed GTTs against biologically signifi-
cant sets of genes from manually curated databases. As it is difficult to have an
exact match, we use the Jaccard coefficient to determine the level of similarity
between two sets of genes. To determine how well a particular set of genes is

represent in a GT'T, we compute its Jaccard score with respect to the GTT.

Definition 15. The Jaccard coefficient [Jaccard, 1908] of two sets O and T is

onT : o
defined as } OUTI. It gives a value between zero and one. A value of one indicates

an exact match, i.e., O =1T.

Definition 16. The Jaccard score of a set of genes O with respect to a set of

teams 7 is the highest Jaccard coefficient between O and some team in 7.

3.4.1 E. colit K-12 and B. subtilis Dataset

In this study, we compared how well a specific type of conserved gene clusters in
prokaryotes are modelled by gene teams. Our objective is to determine the im-

provement in representational power when we consider gene teams over all possible
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Table 3.1: Number of genes and gene families in the E. coli K-12 and B. subtilis
dataset. A common gene family is a gene family that is present in both genomes.

Genome E. coli K-12  B. subtilis
#genes 4132 4105
#genes from a common gene family 2250 2364
#gene families 2140 1801
#common gene families 1168 1168

values of 9 instead of only a single value.

The dataset consists of two prokaryotic genomes, namely E. coli K-12 (Gen-
Bank accession number NC000913) and B. subtilis (NC000964). We downloaded
the protein table file for each genome from the NCBI Microbial Genomes Re-
source.! The start and end position of each gene were determined from the lo-
cation of the gene in base pairs, and gene families were approximated using the
COG [Tatusov et al., 2001] labels in the protein table files. Table 3.1 shows the
number of genes and gene families in this dataset.

We only consider genes from gene families that are common to both genomes.
Hence, the size of the input gene orders is indicated in the second row of Table 3.1.
Computing the GTT took 4 seconds and the resulting tree has 17793 nodes. A
portion of the GTT showing gene teams containing at least 10 families is illustrated

in Figure 3.2.

Ltp:/ /ftp.ncbinih.gov/genomes/Bacteria/
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An operon consists of several genes that are transcribed into a single poly-
cistronic mRNA [Jacob et al., 1960]. The requirement that these genes be tran-
scribed into a single strand of mRNA forces them to be in close proximity to one
another. Operons form one possible explanation for the existence of conserved gene
clusters in prokaryotes. Hence, we make use of the manually curated database of
E. coli K-12 operons from RegulonDB [Gama-Castro et al., 2008] to validate the

computed teams.

We consider an operon to be “identified” if its Jaccard score is above a certain
threshold. Figure 3.3 shows the number of identified operons for different values
of the threshold. We observe that many operons are identified at Jaccard score
of 1/3, 1/2, and 2/3. This can be seen in Figure 3.3 as a sudden decrease in the
number of identified operons at these Jaccard score thresholds. These values are
possible candidates for the threshold. We felt that 1/3 and 1/2 were too low and
would allow all operons with two genes to be identified since at the lowest § we
obtain gene teams of a single gene. Therefore, we decided to use a threshold of
2/3. Using a threshold of 2/3 also solves the problem of double counting as one

operon can only be identified based on one gene team.

There are a total of 836 E. coli K-12 operons in RegulonDB with at least two
genes. Since only a subset of the E. coli K-12 genes is considered in this study,
we consider how many operons can be identified based on these set of genes. We
consider an operon to be “identifiable” if at least 2/3 of its genes is in our subset
of E. coli K-12 genes; there are 322 such operons. By considering gene teams for

all values of ¢, we identified 168 (52.2%) out of 322 operons.

In subsequent analyses, we focus our attention on these 168 operons. Recall
that each team is associated with a range of § values, i.e., [dmin, Omax]- For each
of the 168 identified operons, we considered the range of § values it is identified.
This is obtained by combining the ranges of all teams with a Jaccard coefficient
of at least 2/3 with the operon. Given this list of ranges, the operons identified

by a particular value of § are those whose ranges contain 9.
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Fig. 3.3: Number of identified operons for different values of the Jaccard score

threshold.
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Fig. 3.4: Number of identified operons for different values of the max-gap param-
eter, 0. The dashed line indicates the value of § suggested in He and Goldwasser
[2005] for this dataset.
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_|: E. coli
S. typhimurim *
_|: Y. petis C092
Y. petis KIM *
B b B. aphidicola
W. brevipalpis
H. influenzae
P. multocida *

P. aeruginosa *
X. fastidiosa

_|: X. axonopodis
X. campestris

Fig. 3.5: Phylogeny of the gamma-proteobacteria from Lerat et al. [2003]. Marked
species are included in our study.

Figure 3.4 shows the number of identified operons for various values of §. Out
of the 168 operons, a maximum of 145 (86.3%) can be identified using a single
value of §. Note that setting 0 to be 1900, as suggested in He and Goldwasser
[2005], identifies 144 operons, which is one less than the maximum.

We conclude that gene teams for single value of ¢ cannot model all E. coli K-12
operons present in the comparison of . coli K-12 and B. subtilis. By considering

gene teams for all values of §, we were able to identify an additional 23 operons.

3.4.2 Gamma-Proteobacteria Dataset

In this experiment, we investigate the scalability of our GTT algorithm and how

well gene team models E. coli K-12 operons conserved across multiple species.
The dataset we are using is a subset of the one used in Lerat et al. [2003].

It consists of the following five genomes downloaded from the NCBI Microbial

Genomes Resource:
o E. coli K-12 (EC, GenBank accession number NC000913)
o S. typhimurium (ST, NC003197)
o Y. pestis KIM (YPK, NC004088)

e P. multocida (PM, NC002663)
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Table 3.2: Sizes of the input and output for the five datasets and their running
time (denoted by t).

#genes from a common gene family
EC ST YPK PM PA |T] t(s)

( C) 3558 - - - ~ 3376 3
(EC,ST) 3255 3304 - - - 6783 4
(EC,ST,YPK) 2876 2911 2733 - - 30484 8
(EC,ST,YPK,PM) 2175 2214 2021 1535 - 25110 10
(EC,ST,YPK,PM,PA) 1951 1974 1802 1343 2542 821048 209

e P. aeruginosa (PA, NC002516)

As in the previous section, we included FE. coli K-12 so we can validate the
computed teams against the F. coli K-12 operons from RegulonDB. The other
four species were selected to provide a range of phylogenetic distance from E. coli
K-12. We excluded the branch containing B. aphidicola and W. brevipalpis due
to extensive gene loss along this branch.

Based on the phylogeny of the gamma-proteobacteria suggested in Lerat et al.
[2003] (see Figure 3.5), we computed the GTT for the following combinations of
input gene orders: (EC), (EC, ST), (EC, ST, YPK), (EC, ST, YPK, PM), and
(EC, ST, YPK, PM, PA). Each tuple of gene orders corresponds to genomes in a
particular subtree of the phylogeny. Table 3.2 summarizes the sizes of the different
combinations of gene orders and the number of nodes in the GTT.

Note that as an optimization, we discarded teams which consists solely of genes
from a single family. Without this optimization, the last dataset which consists
of five gene orders could not run to completion due to lack of memory.

As shown in Table 3.2, the number of genes in each gene order decreases as
more genomes are considered due to a reduction in the number of common gene
families. Despite this phenomenon, adding more genomes result in an increase
in the size of the GTT and a corresponding increase in the running time. This
combinatorial explosion in the size of the GTT is a major limiting factor of our
approach. In this case, we were only able to scale our method up to a maximum

of five genomes.
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Fig. 3.6: Number of identified operons for different values of the Jaccard score
threshold for each of the five input tuples.
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Fig. 3.7: Number of identified operons over number of identifiable operons for each
of the five input tuples based on a Jaccard score threshold of 2/3.

Using the same methodology as in the previous section, we compared the
GTTs for each of the five input tuples against the set of E. coli K-12 operons
from RegulonDB using a minimum Jaccard score threshold. Figure 3.6 shows
the number of identified operons for different values of the threshold, it shows a
general trend that is similar to Figure 3.3. In particular, in this figure, we observe
the effect of increasing the number of gene orders considered. Adding more gene
orders increases the significance of the gene teams but because we require a gene
team to exist in all gene orders, it also reduces the number of operons that can be
identified.

Using a Jaccard score threshold of 2/3, we computed the number of identified
operons (those with Jaccard score of at least 2/3) and the number of identifiable

operons (those with at least 2/3 of its genes in the subset of E. coli K-12 genes) for
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each of the five input tuples. Figure 3.7 presents this information together with
the phylogeny of these five species. Gene teams that are present in many species
are more significant as they show greater conservation. However, as more species
are added, the number of common gene families decreases. There is a trade-off
between improving the significance of clusters using multiple species and the loss
of signal that results from only considering gene families that are common to all

species.

3.4.3 Human and Mouse Dataset

In Section 3.3.8, we proposed a simple method for applying our method to multi-
chromosomal genomes. In this section, we demonstrate the practicality of the
method using the human and mouse dataset.

We downloaded the human and mouse genomes from the MSOAR [Fu et al.,
2007] website? and formed gene families using the MSOAR hit graph. There are
12662 common gene families, with 13965 genes in the human genome and 14195
genes in the mouse genome.

We computed the GTT for these two genomes using the method for handling
multi-chromosomal genomes described in Section 3.3.8. The computation took
approximately 9 seconds to generate a tree with 34490 nodes. A portion of the

GTT with showing gene teams from chromosome X is illustrated in Figure 3.8.

http://msoar.cs.ucr.edu/
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Ling et al. [2008] have shown that gene teams can be used for finding synteny
blocks (homologous regions sharing the same set of genes) between the human
and mouse genomes. Their analysis is based on two specific values of d, namely
300K (bp) and 1M (bp). Computing the GTT for these two genomes, allows us
to generate the teams for any value of § efficiently, by performing an intersection
query on the range of ¢ values for each team. In effect, we can think of computing
the GT'T as a preprocessing step, which allows us to perform efficient analysis over

a range of § values.

3.5 Conclusion and Extensions

The gene team tree represents the set of gene teams for all values of the parameter
0. Organizing the gene teams in the form of a tree allows us to visualize the
relationship between the various gene teams and makes explicit the hierarchical
structure of gene teams. We have developed an efficient algorithm for computing
the gene team tree, whose worst case time complexity is the same as existing
algorithms based on a fixed value of 9. We also showed that our algorithm is
practical by running our algorithm on real datasets. Our analysis of the gene
teams which correspond to known FE. coli K-12 operons showed that considering
gene teams for all values of § improves the representational power of the model.
As shown in the experiment on the gamma-proteobacteria dataset, our method is
applicable to comparisons of three or more gene orders, provided the size of the

GTT is reasonable.

After the work presented in this chapter was published, a faster algorithm for
computing the GTT of permutations was presented in Wang and Lin [2011] based
on a novel data structure, called the maximum-gap data structure. Using this
data structure and enhancements to the original gene team algorithm, the new
algorithm can compute the GTT for m permutations in O(mnlgnlglgn) time in

the worst case.
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In the concluding remarks of the journal version of this work, we noted that
size of the GTT depends on the number of duplicates in each gene order. Hence,
we expect that the computational complexity of computing the GT'T for sequences
with very few duplications to be close to that of permutations. However, there
appears to be a large gap between the worst case complexity of the algorithms for
permutations and sequences. Based on this observation, we posed an open prob-
lem, as to whether there is an algorithm for computing the GTT whose running
time is proportional to the size of the GTT.

We are happy to report that the answer is YES and algorithm is based on the
improved algorithm for computing the gene team of sequences proposed in Wang
et al. [2012]. They noted in their concluding remarks that one can combine their
algorithm with the maximum-gap data structure to come up with an algorithm
for computing the GTT for sequences that runs in time O(Slgnlglgn), where S
is the size of the GTT.
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Chapter 4

A Constrained Max-Length (Gene
Cluster Model

In this chapter, we investigate a different generalization of common intervals, the
max-length model. Bidirectional best hit (BBH) is a heuristic widely used in
sequence comparison to identify homologous genes and conserved gene clusters
are essentially homologous genomic regions. Hence, it is natural to consider using
the BBH heuristic to identify conserved gene clusters. We proposed the BBH
r-window (BBHRW) model that uses the BBH heuristic to eliminate the need
to specify the minimum level of similarity in the r-window gene cluster model
[Durand and Sankoff, 2003]. Ranking BBHRW clusters and gene teams using
statistical tests, we found that BBHRW clusters have a higher level of precision
at all levels of recall.

This chapter is based on Zhang and Leong [2010] and Le et al. [2011].

4.1 Motivation

While max-gap models, such as gene team [Bergeron et al., 2002, imposes a
constraint on the distance between adjacent genes in a cluster, the size (number
of genes) and length (distance between the two furthest genes) of the resulting

clusters are unbounded. In contrast, under max-length models, such as r-window
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[Durand and Sankoff, 2003], clusters have length at most  and contains at least

k genes.

Furthermore, it is unclear which combinatorial model is a better representation
of conserved gene clusters as there are few results that compares different models
empirically on real genomes. Hoberman and Durand [2005] laid the groundwork
by providing a characterization of the desirable properties of gene clusters and
a detailed analysis of the difference between max-gap clusters based on the gene

team model and those produced by heuristics.

The r-window model was first applied to the study of block duplications within
a genome by comparing all pairs of windows of length r [Friedman and Hughes,
2001, Cavalcanti et al., 2003]. The statistical properties of the r-window model
are well understood and the significance of discovered clusters can be evaluated
using statistical tests [Durand and Sankoff, 2003]. In contrast, exact computation
of the significance of gene teams is still an open problem, though upper and lower

bounds are known [Hoberman et al., 2005].

Motivated by the popular bidirectional best hit heuristic [Moreno-Hagelsieb
and Latimer, 2008] for finding corresponding genes in several species, we developed
a novel gene cluster model called bidirectional best hit r-window (BBHRW) that
combines the notion of bidirectional best hits with the r-window model in Durand
and Sankoff [2003]. The key idea is to (a) capture the “frequency of common
genes” in an r-window (interval of length at most r) of each genome and (b)
to further strengthen it by the bidirectional best hit heuristic. The bidirectional
best hit (BBH) constraint removes the need to specify the minimum number of
shared genes in the r-window model and improves the relevance of the results. We
define two variants of BBHRW using two different similarity measures to define the
“frequency of common genes” in two r-windows. Then the algorithmic problem
is as follows: Give two genomes of length n and m, and an integer r, compute all

the BBHRW clusters.

A straight-forward algorithm for solving this problem is an O(nm) algorithm
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that compares all pairs of r-windows. In this chapter, we present faster algorithms
(SWBST and SWOT) for solving these two BBHRW variants. Algorithm SWBST
is a simpler algorithm that solves the first variant of the BBHRW, while algorithm
SWOT solves both variants of the BBHRW. Both algorithms have running time
O((n +m)rlgr). The algorithmic speed-up is achieved via a sliding window ap-
proach combined with efficient data structures. We also present results for the

first empirical study between max-gap and max-length clusters.

4.2 The BBH r-window Gene Cluster Mining

Problem

In this section, we introduce a number of relevant definitions and formulate the
computational problem of finding all BBHRW clusters.

The main feature of max-length models, such as BBHRW, is the maximum
length of a gene cluster. This is imposed by only considering windows of length

at most r on a genome.

Definition 17 (r-window). An r-window of a gene order G is a substring of G

where the distance between the first and last gene is at most r.

In Durand and Sankoff [2003], a gene cluster is defined as a set of k genes
that are found in a r-window. The parameter k is a constraint on the number of
common genes between two r-windows. However, it is unclear how to determine
the minimum number of genes in a gene cluster as it depends on the length of the
clusters and the evolutionary distance between the genomes. Too low a value will
introduce too many false positives, while a more conservative value may exclude
weakly similar clusters.

In this chapter, we adopt a different constraint on the r-window gene cluster,
namely, bidirectional best hit. This overcomes the problem having to decide the
number of common genes in a cluster by making use of the relative similarities be-

tween the r-windows. The bidirectional best hit (BBH) heuristic is routinely used
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when identifying homologous DNA sequences between two species using BLAST.
It is natural to extend this heuristic to the identification of conserved gene clusters,
which are essentially homologous chromosomal segments.

For a given r-window w¢ of a gene order GG and a specific similarity measure,
the r-windows of another gene order H that is the most similar to wg are called

the best hits of wg.

Definition 18 (Best hits of a r-window). Given an r-window w¢g on a gene order
G, a gene order H, and a similarity measure sim, the best hits of wqg are the

r-windows wy of H that satisfies

sim(wg, wy) > sim(wg, wyy) for all w}, which does not contain wy

Depending on the definition of the similarity measure, it is possible for a r-
window w¢g to have multiple hits with the same similarity. In the case where one
of these r-window contains the other, we prefer the minimal one. That is why in
the above definition, we require that w’, does not contain wy.

Bidirectional best hits are simply pairs of r-windows that are each other’s best

hit. Hence, we define bidirectional best hits as follows:

Definition 19 (BBH r-window gene cluster). Given two gene orders G and H,
a maximum window length 7, and a similarity measure sim, a pair of r-windows
(wg,wy) is a bidirectional best hit r-window cluster if and only if w¢ is the only
best hit of wy with respect to sim and wg is the only best hit of wg with respect

to sim.
The corresponding computational problem is to find all BBHRW gene clusters.

Definition 20 (BBH r-window gene cluster mining problem). Given two gene
orders, G and H, a similarity measure, sim, and a maximum window length, r,

compute the set of all BBHRW clusters.

A naive algorithm for the above problem is compare all r-windows of gene

order GG against all r-windows of gene order H. This is a general algorithm since
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it does not depend on the form of the similarity measure, but it requires at least
quadratic time. In the following, we consider two specific similarity measures and
exploit the specific properties of the similarity measures to design more efficient

algorithms for computing all BBHRW clusters.

4.3 A Generic Algorithmic Framework for BBH
r-window Gene Cluster Mining

Our algorithms for computing BBHRW clusters for two gene orders G and H

consists of three main steps:
1. computing best hits of r-windows in G
2. computing best hits of r-windows in H
3. keeping only the bidirectional best hits

We first find the best hits from G to H and vice versa, then filter the results
to only retain the bidirectional best hits. We store the best hits from H to G in a
hash table. For each best hit from G to H, we access the table to check if it is also
a best hit from H to G. The pseudocode for the algorithm is shown in Algorithm
4. The most time-consuming step is computing the best hits. In the following, we

will focus on how we compute the best hits of r-windows in G.

4.3.1 Finding best hits with a sliding window algorithm

We observe that for a given r-window w¢g in G, most of the r-windows in H do
not have any genes in common with wg since only some of the genes in H are also
in wg. Our approach is to construct a data structure to represent the gene in gene
order H that are also in wg that allows us to query for the best hit efficiently.
There are O(nr) r-windows in G so building this data structure for every r-

window is time-consuming. The key is to enumerate the r-windows in G in a
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Algorithm 4 BBHWindows(G, H, )
Ensure: Compute the set of BBHRW clusters between G and H
BBH := () {set of bidirectional best hits}
BH ¢y := BestHitWindows(G, H, 1)
BH p ¢ :== BestHitWindows(H, G, 1)
{Store the best hits from H to G in a hash table M}
for each (wy,wq) in BHpy g do
Mwy] == wg
end for
{Compute the bidirectional best hits}
for ecach (wg, wy) in BHg g do
if M[U)H] = Wqg then
BBH := BBH U {(wg,wn)}
end if
end for
return BBH

specific order. For every position in G, we consider the r-windows that starts at
that position in increasing length. This is because the r-window of length [ that
starts at position ¢ is just the r-window of length [ — 1 starting at position ¢ with
an additional gene. Suppose we have computed the data structure and found the
best hit, the next r-window is the previous one with an additional gene. This
means that we can update our data structure by inserting the additional genes

instead of computing it from scratch.

We enumerate the r-windows in GG by starting from each gene and incrementally
add genes in increasing order of their position as long as the window length is less
than or equal to r. We use a data structure 7" to represent the set of genes in
gene order H that are also in wg. Each time we consider a different window wg,
we need to update our data structure by adding the corresponding genes in H to
our data structure. To determine the list of genes to be added, we preprocess H
to compute the list of genes for each homology family. Finally, for each window

we, we make use of our data structure to determine the best hit in H.

The pseudo code for this algorithm is shown in Algorithm 5.
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Algorithm 5 BestHitWindows(G, H, )

Ensure: Determine for each r-window in G the best hit in H
BH := () {set of best hits from G to H}
{Determine list of genes for each family in H and store in gs}

for i from 1 to ny do
{h; is the ith gene in H}

fi == fam(h;)
gslfil == gs[fil U {h:}
end for

{Enumerate r-windows in G and compute best hits}
for ¢ from 1 to ng do

{gi is the ith gene in G}

e=1—1

Wag ‘= Q)

initialize data structure T’

while A(g;, ger1) <r do

e:=e+1
we = wg U {ge}
fe :=fam(g.)

for each gene h € gs[f.] do
insert(7, h)
end for
wpy = besthit(T)
BH := BH U {(wg,wn)}
end while
end for
return BH
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4.4 BBHRW using similarity measure COUNT

4.4.1 Similarity measure COUNT

The first similarity measure we consider is COUNT. COUNT(wg, wy) is the number

of genes in wy that are also in wg.

Definition 21 (Similarity measure COUNT).
COUNT(wg, wy) = |{i | fam(wg[i]) € CS(weg)}|

where CS(wg) is the character set of wg.

This is an asymmetric function since we consider all the genes in wy but treat
genes in wg as a set. For example, COUNT((a, b, ¢), (a, a, b)) is 3 because there are
two as and one b in (a,a,b). In contrast, COUNT({(a,a,b), (a,b,c)) is 2 since c is

not in (a, a, b).

Example. Consider the following two gene orders,

G = <a1,b3,057d67697010, bll,a12,bl3>

H = <Cl, CLS,d4,b6,€7,b8,097a11,d12>

where the letters represent homology families and the superscripts denote the
position.

The non-singleton BBH 3-window gene clusters of G and H are ({c®, d%), (¢!, a®, d*))
and ({e?, !9 b)), (1, €7, 0%, %))

4.4.2 Algorithm SWBST

Algorithm SWBST (Sliding Window with Binary Search Tree) is based on the
generic sliding window framework and an augmented binary search tree data struc-

ture for finding best hits based on COUNT.
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Each node in the tree is a gene in H that is also in the current r-window.
We order the nodes according to their position in H. We augment each node u,
with s = COUNT(wg, H[p,p + r — 1]), where p is the position of u, and smax, the
maximum value of s in the subtree rooted at u. This gives us a simple algorithm
to find the best hit by starting from the root and following the node with the
largest smax. If we find more than one node with the largest smax than we can
stop, since the best hit is not unique.

The main difficulty is in updating our binary search tree when we want to add
an additional gene. Since our data structure only considers genes in H that are
also in wg, COUNT(wg, H[p,p + r — 1]) is also the number of nodes in the tree
whose position is in [p,p + r — 1]]. In order to add a new node at position p, we
first compute the value of s for the new node by counting the number of nodes in
the tree whose position is in [p, p 4+ r — 1]. Secondly, we increase the value of s by
1 for those nodes in the tree whose position is in [p — r + 1,p]. In both cases, we
need to deal with nodes in a certain range. This, we augment each node u with
the range of positions of the genes in its subtree (pmin and pmax) and a modifier
(d) to indicates the increase to the value of s in all nodes in this subtree. These
allows us to execute range queries and updates efficiently. The details are given
in the following sections.

In summary, the algorithm for insertion consist of the following three steps:

1. compute the similarity measure s of the new node using a range query to

count the number of nodes in a given interval
2. update the nodes affected by the new node using a range update

3. insert the new node into the binary search tree

Range query and update algorithm

We make use of the range query algorithm (Algorithm 6) to compute the re-

sult of a query or to update the similarity measure in an interval. Figure 4.1
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Fig. 4.1: The nodes with bold outline are visited by Algorithm 6 during a range
query on the interval [1,5].

shows a possible tree and the nodes visited during a range query operation. Let
PROCESSSUBTREE be the procedure to query/update the subtree rooted at wu,
PROCESSNODE be the procedure to query/update the node u, and COMBINE-
SUBTREE be the procedure to combine the results from the two subtrees. We
use this algorithm to compute the similarity measure s for the new node and to

update the data structure.

Algorithm 6 Algorithm to query/update nodes in a given interval

Require: a node u in the tree, an interval [s, e| to query/update
Ensure: update the subtree rooted at u and return the answer to the query
if position of w is in [s, €] then
PROCESSNODE: Query/update the attributes in this node
else if interval of w lies inside [s, e| then
PROCESSSUBTREE: Query/update the attributes in this node
else
if interval of the left child of u intersects with [s, e] then
Recursive call to the left child
end if
if interval of the right child of u intersects with [s, e] then
Recursive call to the right child
end if
COMBINESUBTREE: Combine the result of the recursive calls and/or update
the node to maintain consistency
end if

Our structure is based on the interval decomposition idea [Bentley, 1977].

Therefore, the worst case time complexity of the range query/update is O(lg |T'|)
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where [T is the size of the tree.

Computing the similarity measure of the new node

Computing the similarity measure of the new node makes use of Algorithm 6 and

the corresponding procedures are as follows:
PROCESSSUBTREE: return the number of nodes in the subtree.
PROCESSNODE: add 1 to the result for this node.

COMBINESUBTREE: return the result plus the sum of the recursive calls.

Updating the similarity measure of affected nodes

Insertion of the new node increased the similarity measure for nodes in the interval
[p — 7+ 1,p| by 1, where p is the new node’s position. Updating the similarity

measure for affected nodes requires a range update.

PROCESSSUBTREE: increase d by 1 to indicate that the value of s in the subtree

has increased by 1 without actually changing s in each node.
PROCESSNODE: increase s by 1.
COMBINESUBTREE: update the smax according to the value of smax and d in the
left and right subtrees.

Inserting the new node into the tree

Insertion a node follows the same procedure as a standard binary search tree. In
case where rotations might be needed to keep the tree balanced, the augmented

attributes of a node are updated using the attributes of its subtrees.

4.4.3 Time complexity analysis of algorithm SWBST

For simplicity, we assume that the number of genes from a gene family is bounded

by a constant. In the worst case, the size of our binary search tree is O(r). Hence,



Chapter 4. A Constrained Max-Length Gene Cluster Model 60

all operations on the tree have a worst case time complexity of O(lgr) where r is
the maximum window length.

Using the above data structure, the worst case time complexity to compute
best hits for all 7-windows with the same starting position in G is O(rlgr). We
have to compute best hits twice: once from G to H which takes O(nrlgr) time and
once from H to G which takes O(mrlgr). Hence, the worst case time complexity
of the entire algorithm is O((n +m)rlgr) where n and m are the length of G and
H.

4.4.4 Results and discussion

In order to determine the practicality of the BBHRW (COUNT) model, we evalu-
ated how well the gene clusters between E. coli K-12 and B. subtilis corresponds
to known FE. coli K-12 operons.

We make use of the E. coli K-12 and B. subtilis dataset described earlier
in Section 3.4.1. After some preprocessing, we obtain two gene orders of 2250
genes (E. coli K-12) and 2364 genes (B. subtilis) from 1168 gene families. Gene
positions are assigned based on the index of the gene in the complete genome,
thus the distance between two genes represents the number of intervening genes,
including those genes that are not found in both genomes.

We implemented algorithm SWBST, which finds all BBHRW (cOUNT) clusters
between two gene orders, in Java. All computations were performed on a Intel
Core 2 Duo E6550 (2.33GHz) processor with 2GB of RAM running Linux.

We computed the BBHRW (COUNT) clusters between these two genomes and
compared our results against known FE. coli K-12 operons from RegulonDB [Gama-
Castro et al., 2008]. As it is difficult to obtain an exact match, we compute the
Jaccard score (Definition 16) for each operon and we consider an operon to be
identified if its Jaccard score is above a certain minimum Jaccard score thresh-
old. Figure 4.2 shows the number of identified operons for different values of the

threshold when the maximum window length is 6.
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Fig. 4.2: Number of identified operons versus Jaccard score threshold for BEBHRW
(COUNT, r = 6) clusters.

Based on Figure 4.2, we chose a value of 2/3 for the threshold. There are 253
operons with at least two genes and at least 2/3 of its genes are common to both
E. coli K-12 and B. subtilis. This is an upper bound on the number of operons

that can be identified based on the input.

Effect of window length

Our gene cluster model has a single parameter r, which is the maximum length
of a window. A natural question that arises is the effect of this parameter on the
resulting clusters. We ran our algorithm for a range of window lengths from 1 to
30, each run took approximately 8 seconds to complete.

As shown in Figure 4.3, the percentage of identified operons increases as the
window length increases from 1 to 6 and decreases for larger values of r. At the
peak, when the maximum window length is 6, our method identified 34% of the
operons (85 out of 253). It is interesting to note that there is a core of about 60
operons that are identified across the entire range of the parameter . The dashed
line shows the number of BBHRW (COUNT) clusters that are not matched to any

operon; it ranges between 70% to 80%. This illustrates the difficulty of using only
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Fig. 4.3: Percentage of identified operons and percentage of non-operon clusters
versus maximum window length for the BBHRW (COUNT) model.

Table 4.1: Significant BBHRW (COUNT) clusters and corresponding operons. Nine
out of the top twelve based on log E value and corresponding operons. Numbers
in brackets indicate number of genes in the cluster over number of genes in the

operon.
log E BBHRW (count) cluster Operon
—13 | atpC,atpD,atpG,atpA,atpH,atpF,atpE,atpB atplBEFHAGDC (8/8)
—12 secE,nusG,rplK,rplA rplJ,rplL,rpoB,rpoC secE-nusG (2/2), rplKAJL-rpoBC (6/6)
11 hisG,hisD, hisB, hisH, hisA, hisF,his] hisLGDCBHAFI (7/8)
10 fIiE, IiF, AiG, AiH, AL, A1), ATK AiFGHIIK (7/6)
-9 menE,menC,menB,yfbB,menD,menF menFD-yfbB-menBCE (6/6)
-9 rbsD,rbsA,rbsC,rbsB,rbsK,rbsR rbsDACBKR (6/6)
-8 pnp,rpsO,truB,rbfA infB,nusA,yhbC metY-yhbC-nusA-infB-rbf A-truB-rpsO-pnp (7/7)
-8 dppF,dppD,dppC,dppB,dppA,yhjX dppABCDF (6/5)
-7 oppA,oppB,oppC,oppD,oppF oppABCDF (5/5)

spatial information to distinguish between the two kinds of genes clusters: those

that are due to the evolutionary proximity of the two species and those that are

under selective pressure.

Analysis of significant clusters

Table 4.1 shows nine of the top twelve BBHRW (COUNT) clusters in increasing

order of log F, the logarithm of the expected number of clusters between two

random genomes.

Most of the clusters are an exact match to a specific operon, except for the

second cluster which consists of a combination of two operons. Two of our clusters
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contains an additional gene that is not part of the operon.

The fliE-K cluster includes the additional fliE gene that is not part of the fliF
operon. The fliE gene is known to be a monocistronic transcriptional unit that is
adjacent to the fliF operon, it forms part of the flagellar of E. coli K-12 together
with the fliF operon [Muller et al., 1992]. This evidence supports our grouping of
flik together with the fliF operon.

The cluster matched to the dpp operon contains an addition yhjX gene. yhjX
is a hypothetical protein with an unknown function predicted to be a transporter
[Rudd, 2000]. This prediction gives yhjX a similar function as the dpp operon,

which function as a dipeptide transporter, and gives support to our cluster.

4.5 BBHRW using similarity measure MSINT

4.5.1 Similarity measure MSINT

The previous similarity measure COUNT is an asymmetric function. In this section,
we consider a symmetric similarity measure that takes into account the multiplicity
of the gene families.

We make use of the multiplicity by considering the character multiset (CMS)
instead of character set and let the similarity measure be the size of the character

multiset intersection.

Definition 22 (Similarity measure MSINT).
MSINT(wg, wg) = |CMS(wg) N CMS(wgy )|

The following illustrates the difference between COUNT and MSINT
e COUNT({(a,b,a,c, f), (b, f,c,b,a)) =5 and

MSINT({a, b, a,c, f), (b, f,c,b,a)) =4

e COUNT({a,b,a,c, f),{f,c,b,a,a)) =5 and

MSINT({a, b, a,c, f), (f,c,b,a,a)) =5
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For the same pair of gene orders, the value of COUNT is at least as large as
MSINT. In the above example, (b, f,c,b,a) and (f,c,b,a,a) give the same value
under COUNT, and (f, ¢, b, a, a) has a higher value compared to (b, f, ¢, b,a) under
MSINT. Intuitively, (f, ¢, b,a,a) is a more similar to (a,b,a,c, f) as both of them
have two copies of the gene a, whereas (b, f, ¢, b, a) has two copies of gene b but only
a single copy of gene a. This illustrates that we can better distinguish between

two gene orders when we make use of the multiplicity.

4.5.2 Algorithm SWOT

The general approach for this algorithm is the same as in algorithm SWBST. The
difference is in how we compute best hits. The method for computing best hits
used in algorithm SWBST cannot be extended for MSINT because the range query
used for counting the number of genes in an r-window of H does not take into
account the multiplicity. Thus, we need a new approach to handle the similarity
measure MSINT.

The key insight is that instead of storing the similarity measure in the data
structure, we store the intervals to be updated. These intervals depend on the
order of insertion, so we have to insert genes from left to right. We call these

intervals the update interval of a gene.

Definition 23. An update interval of a gene g is the interval where the similarity

measure of every r-window starting in the interval is increased by the addition of

g.

The key is to recast the problem of finding best hits to the problem of finding
the position where the largest number of update intervals overlap. This position
is the start of the best hit r-window. We keep track of the update intervals using
the segment tree data structure.

The algorithm for inserting a new gene and computing best hits consist of

three steps:
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1. computing the update interval of the next gene
2. inserting the update interval and updating the segment tree

3. determining the best hit

Computing the update interval of the next gene

As discussed earlier, inserting a new gene increases the similarity measure of the
r-windows containing the gene. In the case of MSINT, the similarity measure
increases by 1. The following gives the formula to compute the update interval

for similarity measure MSINT.

Definition 24 (Update interval for similarity measure MSINT). Let H; denote the
list of genes from family f in H in increasing position, and [ denote the number
of genes from family f in wg Consider a gene from family f at position p which

has index k in Hy, its update interval is

[max(p -7+ 1ap/ + 1)7]9]

where fam(H|[p']) = f has index k — [ in Hy. If k — [ is less than 1, let p’ be 0.

Observe that every r-window whose start position is in the interval [p—r+1, p]
is affected by H|[p| except those r-windows that already have enough occurrence
of family f. Position p’ is the last position that has as many occurrences of family
f as r-window wg, therefore any position at or before p’ is not affected by the
insertion of a gene at position p.

Figure 4.4 illustrates the update intervals for each gene of the gene order H
for a given r-window wg. Note that this formulation of the problem is also able to
handle similarity measure COUNT. Using similarity measure COUNT, the update
interval for a new gene at position p is simply [max(1,p — r + 1), p].

From the above definition, we can compute the update interval of a gene in

constant time.
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Fig. 4.4: The update intervals corresponding to each gene in H = (a,b,a,b,b,c)
with the red line representing largest overlap with respect to wg = (a, b,b) and
r = 5. There is no update interval for gene c since it does not occur in wg.

Inserting the update interval and updating the segment tree

Insertion of the update interval follows from standard segment tree insertion. In
order to compute the best hit efficiently, we augment each node to keep track of
the largest number of overlapping intervals in its subtree. This augmented value

is updated during insertion.

Determining the best hit

Computing the region covered by the largest number of update intervals incre-
mentally is the dynamic version of the standard stabbing query problem Bentley
[1977]. In our case, since we know the largest number of overlapping interval in the
subtree of each node, we can simply start from the root of the segment tree and
follow the child that has the largest number of overlapping interval. The leaf node
that we reach at the end of this process is the interval with the largest overlap

and equivalently the highest similarity measure according to MSINT.

4.5.3 Time complexity analysis of algorithm SWOT

For simplicity, we assume that the number of genes from a gene family is bounded
by a constant.

Consider two gene orders of length n and m respectively, pre-computing gene
order H takes O(m) time. Computing the update interval for each gene takes O(1).

The worst case time complexity of updating the segment tree and traversing the
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Fig. 4.5: Comparison of the running time between the naive algorithm, algorithm
SWBST and algorithm SWOT for the two similarity measures, COUNT (left) and
MSINT (right). Note that algorithm SWBST cannot be used for similarity measure
MSINT.
tree to find the start position of the best hit r-window is O(lgr) [Bentley, 1977]
as there are at most O(r) intervals in the tree.

Therefore, the worst case time complexity for computing best hits in H for
every r-window of G is O(m + nrlgr), which is the same as the method for com-

puting best hits used in algorithm SWBST. Hence, the worst case time complexity

of the entire algorithm is O((n + m)rlgr) (same as algorithm SWBST).

4.5.4 Results and Discussion

In this section, we are interested in the improvement in the running time of our
algorithms compared to the naive algorithm and the difference between the two
similarity measures.

We computed the BBHRW gene clusters between E. coli K-12 and B. subtilis
genome (details in Section 3.4.1) using both similarity measures for r ranging from
1 to 30 (on an Intel Core 2 Duo T7300 2Ghz with 2GB of RAM running Ubuntu
10.10).

Comparison of the running time

As shown in Figure 4.5, the running time of SWBST and SWOT are almost the

same when we fix the two gene orders and increase r from 1 to 30. This is expected

30
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Fig. 4.6: Number of reported BBHRW clusters for both similarity measures and
r varying from 1 to 30.

from their complexities. In contrast, running time of the naive algorithm is roughly
quadratic with respect to r. From this result, we conclude that our algorithms are

much more scalable than the naive algorithm.

Number of clusters reported

Figure 4.6 shows the number of clusters produced by our algorithm for the two
similarity measures for r from 1 to 30. The two curves shows completely different
trends. The number of results for similarity measure COUNT peak at r equal to
13 and decreases slightly as r increases to 30. In contrast, for similarity measure
MSINT the number of results increases with the parameter r.

This phenomenon is due to the fact that MSINT is symmetric while COUNT
is not. When the similarity measure is symmetric, it is always possible to find a
bidirectional best hit when starting from any pair of r-windows. Suppose (wg, wp)
is not a bidirectional best hit and without loss of generality assume that wg is not
the best hit of wy. Then, there exist another r-window wg, which is the best hit
of wy and MSINT(wg, wy) is greater than MSINT(wg, wg). If (wg, wy) is not a

bidirectional best hit, we simply repeat the previous argument. Each time we do
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Fig. 4.7: Percentage of identified operons and percentage of non-operon clusters
versus maximum window length for both variants of the BBHRW model.

this the similarity measure strictly increases. Since the similarity cannot increase
indefinitely, we eventually reach a maxima and find a bidirectional best hit. The
same argument cannot be applied to an asymmetric similarity measure because
while COUNT(wj,, wy) is greater than COUNT(w¢, wy), COUNT(wg, wy) may be
smaller then COUNT(wq,wy). Therefore, it is easier to find bidirectional best
hits when the similarity measure is symmetric and this is reflected by the greater

number of BBHRW clusters found using the similarity measure MSINT.

Number of clusters that match known operons

We used the Jaccard score cut-off of 2/3 to determine whether an operon can be
identified based on the clusters reported. There are 253 operons with at least 2
genes and at least 2/3 of its genes are common to both E. coli K-12 and B. subtilis.
This is an upper limit on the number of operons that can be identified.

We ran our algorithm on the above dataset, varying the window size from 1 to
30. Figure 4.7 show the difference in the number of identified operons for the two

similarity measures. MSINT identified a maximum of 38.7% (98 out of 253) of the
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operons for window size of 8, while COUNT identified a maximum of 34% (85 out
of 253) for window size of 6. Using similarity measure MSINT, we identified more
operons. In addition, MSINT is less sensitive to the choice of the window size.
As the window size increase to 30, the number of operons identified by MSINT
decreases but not as dramatically as for COUNT. The difference in the number of

identified operons between MSINT and COUNT increases as window size increases.

The similarity measure MSINT generates a greater number of clusters and allows
us to identify more operons. In order to get a more comprehensive analysis that
takes into account both the number of clusters produces and the number of operons
identified, we rank the clusters produced. To do this we compute the expected
number of r-window gene clusters with k& genes between two random genomes
(equation 55 in Durand and Sankoff [2003]) and use it to rank the two sets of
BBH r-window gene clusters to produce a list of ranked clusters. From these
two lists, we compute the precision and recall at all possible cut-offs, where the
precision is the number of identified operons divided by the number of clusters and
the recall is the number of identified operons divided by the number of identifiable

operons (253).

Figure 4.8 shows the precision versus recall curve for the gene clusters found
using the two similarity measures. We observe that the two curves are comparable,
but similarity measure MSINT has a slightly lower precision at various levels of
recall but higher overall recall. This is due to the fact that the additional clusters

reported using similarity MSINT do not correspond to known operons.

Based on Figure 4.8, we conclude when using the BBH heuristic, the theoreti-
cally simpler symmetric similarity measure MSINT does not perform as well as the
asymmetric similarity measure COUNT. In the following section, we perform the

same comparison between BBHRW (COUNT) clusters and gene teams.
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Fig. 4.8: Precision versus recall curve for BBHRW (COUNT,r = 6) and BBHRW
(MSINT, 7 = 8) clusters for the identification of E. coli K-12 operons.

4.6 Comparison between BBHRW (couNT) and

Gene Team

In this section, we present the first empirical comparison between two different

conserved gene cluster models that allows non-contiguous clusters.

We computed the gene team tree (Chapter 3) for the E. coli K-12 and B.
subtilis dataset (ignoring singleton teams) and found that a maximum of 47% of
the operons (119 out of 253) was identified when § is 3 (see Figure 4.9). Recall

that an operon is identified if its Jaccard score is more than 2/3.

This is slightly higher than the 34% achieved by BBHRW (CouUNT). However,
at all parameter values the percentage of non-operon teams is much higher for the
gene team model. This suggests that only a small percentage of the gene teams
are identified as operons, due to the property that every gene is part of some
gene team. In addition, we observe that over the same range of parameter values,
variation in the number of identified operons for BBHRW (COUNT) clusters is

lower than that for gene teams. This means that the BBHRW (COUNT) model
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Fig. 4.9: Percentage of identified operons and percentage of non-operon clusters
versus maximum distance between adjacent genes in a team for the gene team
model.
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Fig. 4.10: Venn diagram showing the overlap between the operons identified based
our BBHRW (COUNT) model and the gene team model for a single parameter value
(r =6, = 3) and over a range of parameter values (r € [1,30],0 € [1, 32]).

is more robust to changes to the value of its parameter as compared to the gene
team model.

Figure 4.10 consists of two Venn diagrams which illustrates the overlap be-
tween the operons identified by the BBHRW (COUNT) model and the gene teams
model for a single value of the parameter and over a range of parameter values.
Considering a range of different parameter values for both models did not signifi-
cantly increase the number of identified operons as most operons can be modelled
by a small range of parameters.

The operons identified using BBHRW (COUNT) are mostly a subset of the
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Fig. 4.11: Precision versus recall curve for BBHRW (COUNT,r = 6) and gene
teams (0 = 3) for identification of E. coli K-12 operons.

ones identified using the gene team model. Both models agree on a common set
of 86 operons. This result is expected since the BBHRW (COUNT) model is more
restrictive. Hence, the recall, which is percentage of identified operons, is lower as
compared to gene teams.

However, an advantage of r-window gene clusters is the availability of exact
statistical tests to evaluate the significance of putative clusters. We computed
the expected number of r-window gene clusters with k genes between two ran-
dom genomes (equation 55 in Durand and Sankoff [2003]) and use it to rank the
BBHRW (COUNT) clusters when 7 is 6. We also ranked each of the gene teams
when § is 3 using the probability of forming a gene team of size k (equation 3
in He and Goldwasser [2005]). Given these two list of ranked gene clusters, we
computed the precision and recall at all possible cut-offs, where the precision is
the number of identified operons divided by the number of clusters and the recall
is the number of identified operons divided by the number of identifiable operons
(253).

Although our BBHRW (COUNT) clusters had a slightly lower recall as com-

pared to gene teams, our model has a much higher precision. Figure 4.11 plots the
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precision versus recall curve for both gene cluster models; it clearly shows that at
any given recall, the precision of our model is always higher than the gene team
model. For example, at a recall of 0.05, 65% of the BBHRW (COUNT) clusters
match 5% of the identifiable operons, whereas only 20% of the gene teams match
the same number of operons. Similarly, at a recall of 0.1, 50% of the BBHRW
(COUNT) clusters match 10% of the identifiable operons, while only 13% of the

gene teams match the same number operons.

4.7 Conclusion

In this chapter, we proposed a novel variant of the r-window gene cluster model
based on the bidirectional best hit constraint. The bidirectional best hit heuristic
is most commonly used for identifying families of homologous DNA sequences
from BLAST hits. We extend this notion to identify homologous chromosomal
segments/conserved gene clusters.

We proposed the BBHRW gene cluster model and two variants based on dif-
ferent similarity measures. Similarity measure MSINT is symmetric and takes into
consideration the number of copies of each gene, whereas COUNT is asymmetric
and based on simple counting. We designed an efficient algorithm for each variant
by making use of fast data structures that support incremental updates.

In our experiments using F. coli K-12 and B. subtilis genomes, we found that
BBH based on a symmetric similarity measure results in many more cluster being
reported as compared to an asymmetric similarity measure. Ranking the results
revealed that overall the clusters reported using the theoretically simpler, symmet-
ric, similarity measure MSINT does not model operons as well as the asymmetric
similarity measure COUNT when using the BBH heuristic.

Comparing BBHRW (COUNT) against the gene team model revealed that the
operons identified by our more restrictive BBHRW (COUNT) model is a subset of

the operons identified by the gene team model. However, as a result of the BBH
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constraint, we were able to achieve a higher level of precision at all levels of recall
as compared to the gene team model. In addition, a detailed analysis of the most
significant BBHRW (COUNT) clusters show that the top ranking results match

known FE. coli K-12 operons.
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Chapter 5

Ortholog Assignment based on

Sequence and Spatial Similarity

In this chapter, we investigate the identification of conserved genes based on the
ORTHOLOG ASSIGNMENT problem. We present a simple yet effective method
(BBH-LS) for the identification of positional homologs from the comparative anal-
ysis of two genomes. BBH-LS applies the bidirectional best hit heuristic to a com-
bination of sequence similarity and gene context similarity scores. We applied our
method to the human, mouse, and rat genomes and found that BBH-LS produced
the best results when using both sequence and gene context information equally.
Compared to the state-of-the-art algorithms, such as MSOAR2, BBH-LS is able
to identify more positional homologs with fewer false positives.

This chapter is based on Zhang and Leong [2011, 2012].

5.1 Motivation

Genome-wide comparative analysis of the different species is only feasible and
meaningful if we can identify elements that are conserved across species boundaries
[Koonin, 2005]. For many studies, the elements under consideration are the set of
protein coding genes. Therefore, the identification of corresponding genes between

different species is an important step in any genome-wide comparative analysis.
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In particular, one-to-one correspondences between genes in different species are
preferred in certain applications such as transfer of function annotation [Friedberg,
2006] and genome rearrangement studies [Sankoff, 1999] as they greatly simplify

subsequent analysis.

Consider a set of extant genomes and their most recent common ancestor
(MRCA). For each gene in the MRCA, there is at most one direct descendant of
the gene in each of the extant genomes. The direct descendants of a gene in the
MRCA form a set of positional homologs [Burgetz et al., 2006]. A single ancestral
gene may have multiple descendants due to gene duplication, or no descendants
because of gene loss. In the case of gene duplication, we distinguish between the
gene that remains in the original location and the copy inserted into a new location.
The gene that retains its ancestral location is the direct descendant. Positional
homologs represent a set of genes in one-to-one correspondence with each other
where each member best reflect the original location of the ancestral gene in the
MRCA. Figure 1.2 shows the gene tree for three genes found in two genomes and

it illustrates the concept of positional homologs, orthologs, and paralogs.

As discussed in Section 2.3, existing methods for the ORTHOLOG ASSIGN-
MENT problem used sequence similarity information and gene order separately.
We propose to combine sequence similarity and gene context similarity into a sin-
gle similarity score and identify positional homologs using the bidirectional best
hit heuristic. This has the advantage that the method is easy to implement and
computationally efficient. Furthermore, we can easily vary the weight of each type

of similarity.
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5.2 Inferring Positional Homologs as Bidirectional
Best Hits of Sequence and Gene Context
Similarity

Our approach is to approximate positional homologs as bidirectional best hits
using a scoring scheme that integrates both sequence and gene context similarity
scores.

Bidirectional (or reciprocal) best hits (BBH) is a widely used heuristic for
finding orthologs between two species. Altenhoff and Dessimoz [2009] compared
a number of ortholog inference algorithms and found that BBH’s overall perfor-
mance is surprisingly good despite the simplicity of the method. In particular,
they found that orthologs predicted by BBH show close functional relatedness.
Another advantage of BBH is that it is easy to compute and commonly used in
the literature.

However, using sequence similarity alone is not enough to identify the posi-
tional homolog among several orthologs [Burgetz et al., 2006]. In such cases, gene
context can be used to disambiguate between the paralogs because positional ho-
mologs tend to have more similar gene context as evidenced by the presence of
large synteny blocks (see Figure 5.1).

Furthermore, [Notebaart et al., 2005] showed that in 29-38 percent of the
orthologs they investigated in bacteria, the gene pair with the lower sequence
similarity have a higher gene context similarity. Hence, they advised combining
gene context information with protein sequence information to predict functional
orthologs. In this chapter, we integrate sequence similarity score with a gene
context similarity score that reflects the shared gene neighborhood between two
genes.

In the following subsections, we give the details for computing sequence and
gene context similarity scores and explain how to combine them to compute bidi-

rectional best hits.
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Fig. 5.1: Conserved synteny blocks between human and mouse genome generated
by the Cinteny web server [Sinha and Meller, 2007]

5.2.1 Computing sequence similarity scores

We define the sequence similarity score between two genes as the Smith-Waterman
alignment score between the respective peptide sequences. As a gene may have
multiple transcripts, we use the transcript with the longest peptide sequence to
represent the gene. We use the SSEARCH program from the FASTA v36 pack-
age [Pearson, 1991] to compute the Smith-Waterman alignment score between all
pairs of peptide sequences using default parameters optimized for high sensitivity

(BLOSUMS50 substitution matrix and E-value cutoff of 10).

We use peptide sequences as the basis of sequence comparison as they have a
number of advantages over using nucleotide sequences [Roth et al., 2008]. Pep-
tide sequences are not affected by synonymous substitution and hence able to
detect more distant homology. Furthermore, the alignments are faster to compute
since the peptide sequence is only one third the length of the nucleotide sequence.

Heuristic search algorithms, such as BLAST, are often used to find homologous
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sequences since they avoid computing the expensive dynamic programming align-
ment. However, a serious drawback is that the derived scores (bit score or E-value)
are not symmetric and are difficult to easily integrate with other scores. On the
other hand, the Smith-Waterman alignment score is symmetric and modern im-

plementations are sufficiently fast for our purpose.

Since we want to integrate both sequence similarity and gene context similar-
ity scores, we normalize the Smith-Waterman scores so that it ranges from 0 to 1
with a score of 1 indicating maximum sequence similarity. The Smith-Waterman
alignment score is roughly linearly proportional to the length of the peptide se-
quences compared; longer peptide sequences tend to have higher alignment scores.
Therefore, we remove this dependence on the length of the peptide sequence and
normalize the score to range between 0 and 1 by dividing by the maximum Smith-
Waterman score of the two self alignments. We formally defined the normalized

Smith-Waterman score, sWorm, as follows:

sw(g, h)
max{sw(g, g),sw(h, h)}

SWnorm (97 h) =

where sw(g, h) is the Smith-Waterman alignment score between the peptide se-

quences of genes g and h.

5.2.2 Computing gene context similarity scores

Gene context similarity refers to the similarity in the genomic context of two genes.
In contrast to sequence similarity, there is no widely accepted method to determine
the level of gene context similarity between two genes. Jun et al. [2009] proposed
a local synteny test that considers three genes upstream and downstream of two
genes of interest to decide if they are orthologs. They modelled the sequence
similarity between the two sets of six genes as a bipartite graph; there is an
edge between two genes if their BLASTP E-value is less than 1le™®. They then

compute a maximum matching of the graph. Two genes are putative orthologs if
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Fig. 5.2: Computing the local synteny score for g and h. We consider three genes
upstream and downstream of the two genes of interest and add an edge between
two genes if their BLASTP E-value is less than 1e=>. The thick edges show one
of the possible maximum matching. The local synteny score of g and h is 4 since
there are 4 edges in the maximum matching.

the size of the maximum matching is greater than one. In other words, they test
if there is at least two other matching gene pairs in the vicinity of the gene pair of
interest. They determine the BLASTP threshold and size of gene neighborhood
by finding the values that maximizes the agreement with InParanoid [Ostlund
et al., 2010] and Ensembl Compara [Hubbard et al., 2009] orthologs. They found
that 93 percent of sampled inter-species pairs in five mammalian genomes (human,
chimpanzee, mouse, rat, and dog) identified by their local synteny test are also
found by InParanoid. By analyzing the remaining seven percent of the pairs, they
conclude that the use of a local synteny test can resolve ambiguous many-to-many
orthologous groups into one-to-one pairs.

While the binary test proposed in Jun et al. [2009] detects the presence of other
matching gene pairs in the vicinity of g and h, it does not capture the strength
of the gene context similarity nor does it make use of the sequence similarity of
the gene pair being tested. Thus, it may cause errors in special cases: (a) false
positives when the local context similarity is high, but the sequence similarity is
low, or (b) false negatives when the local context similarity is low (only one other

matching pair), while the sequence similarity is high.

We define the local synteny score, 1ss(g, h), as an extension of the binary test

proposed in Jun et al. [2009], to capture the degree of gene context similarity
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between g and h. The local synteny score of two genes g and h is the size of
the maximum matching between the six genes surrounding g and h (see Figure
5.2). This gives us a number between 0 and 6, which we normalize by dividing by
6. This is similar to the gene-neighborhood conservation score [Notebaart et al.,

2005].

Formally, we define the normalized local synteny score, 1ssyorm, as follows:

_ |max matching of graph G = (UUV, E)|
a 6

ISSnorrn (97 h)

where U is the set of six genes around ¢, V' is the set of six genes around h and

there is an edge (u,v) in E if the BLASTP E-value of u and v is less than le™®.

5.2.3 Combining bidirectional best hits

Given the normalized sequence similarity scores (sWyorm ) and normalized gene con-
text similarity scores (18Sporm ), We combine them into a single similarity score (sim)
with a parameter « to represent the weight of gene context similarity. Formally,

we define the combined similarity score, sim , as follows:

sim(g,h) = (1 — @) X $Wyorm (g, h) + a X IsSporm (g, )

Using the combined score, we compute the set of bidirectional best hits by
sorting all gene pairs in decreasing score and scanning this list once. A gene pair
(g, h) is a bidirectional best hit if sim(g, h) is strictly greater than sim(g, k") for all
other genes h' and sim(g, h) is strictly greater than sim(g¢’, h) for all other genes

¢'. This guarantees that the set of bidirectional best hits is always one-to-one.

5.2.4 Reducing the number of false positives

A drawback of the bidirectional best hit criteria is that it does not take into account

the actual similarity between two genes. This may lead to false positives when two
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genes with very low similarity form bidirectional best hits simply because there are
no other similar genes. We found that we can quantify the strength of a particular
bidirectional best hit by comparing the similarity of the best hit and the second
best hit. Based on this observation, we define the strength of a bidirectional best

bit pair (g, h) as:

strength(g, ) = /(sim(g, h) — sim(g, b)) x (sim(g, h) — sim(g’, h))

where h' is the second best hit of g and ¢’ is the second best hit of h. When there
is only one hit, the similarity between a gene and its second best hit is defined to
be 0.

We can reduce the number of false positives by only keeping those bidirectional

best hits whose strength is greater than a minimum strength threshold f.

5.3 Results and Discussion

We evaluate our BBH-LS method by applying it to the human, mouse, and rat
genomes. For each pair of genome, we compared the performance of BBH-LS,
BBH using only normalized Smith-Waterman score (BBH), MSOAR2 [Shi et al.,
2010], InParanoid 4.0 [Ostlund et al., 2010}, OMA [Roth et al., 2008], Ensembl
Compara [Hubbard et al., 2009], and OrthoMCL][Li et al., 2003].

5.3.1 Experimental setup

Ideally, we should verify the inferred positional homologs by checking whether they
perform the same function. Due to the lack of experimentally verified orthologs,
we adopt the evaluation strategy used by MSOAR2. The idea is to make use of
the official gene symbols for each gene as a proxy for its function. Gene symbols
are manually curated based on gene function [Bruford et al., 2008]. However, in
the absence of experimentally verified function, genes may be manually assigned

a gene symbol based on their sequence/structural similarity to other genes. This
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implies that there is some correlation between sequence similarity and gene sym-
bols. Nevertheless, the additional manual curation put into the assignment of gene
symbols makes them a reasonable measure.

Using this approach, we can classify the predicted positional homolog pairs

into the following three categories:

e true positive: both genes share a common gene symbol
e false positive: gene symbols are completely different

e unknown: either one of the two genes have not been assigned a meaningful®

gene symbol

The peptide sequences and locations of genes in each of three genomes were
download from the Ensembl Release 60%. There are 20801, 22842, and 22925 genes
in the human, mouse and rat genome. We downloaded official gene symbols from
the following species specific databases: HUGO Gene Nomenclature Committee?,

Mouse Genome Informatics*, and Rat Genome Database®.

5.3.2 Parameter tuning for BBH-LS

Our scoring scheme uses the parameter o to controls the weight of gene context
similarity score. If «v is 1, then we only use gene context similarity. If o is 0, then
we only use sequence similarity.

We want to determine the optimal value of the parameter o on the human-
mouse and mouse-rat dataset. To do this, we ran BBH-LS on the human-mouse
and mouse-rat dataset over a range of values of a and tabulated the number of
true positives, false positives and unknown pairs for each value. Figure 5.3 and
Figure 5.4 shows how the number of true positives, false positives and unknown

pairs varies as a function of « for each dataset.

"'We filter away symbols matching the regular expression “orf” in human genes, “Rik$” or
“*GM][0-9]+$” in mouse genes, and “"LOC[0-9]+$” or “"RGD[0-9]+$” in rat genes.

Zretrieved from ftp://ftp.ensembl.org/pub/release-60/fasta/ in Nov 2010

3retrieved from http://www.genenames.org in Dec 2010

retrieved from http://www.informatics.jax.org in Dec 2010

Sretrieved from http://rgd.mew.edu in Dec 2010
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Fig. 5.3: Performance of BBH-LS for different weight of gene context similarity to
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Fig. 5.4: Performance of BBH-LS for different weight of gene context similarity
to sequence similarity on the mouse-rat dataset. Left axis indicates the number
of pairs of true positives and the right axis indicate the number of unknown pairs
and false positives.
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For the human-mouse dataset (Figure 5.3) we observe that the number of true
positives increases rapidly as « increases and then decreases at the same rate
after reaching a maximum of 14133 when « is 0.53. However, the number of
false positives and unknown pairs also increased slightly as « increases. The same
general trend for the true positives is observed for the mouse-rat dataset shown

in Figure 5.4 (maximum of 12996 when « is 0.52).

We initially thought that the weight of gene context similarity score should be
much lower that of the sequence similarity as many existing methods make use of
sequence similarity but not gene context similarity. To our surprise, we found that
setting « close to 0.50 maximizes the number of true positives for both datasets.

In the following experiments, we set a as 0.50.

It is estimated that the last common ancestor of human and mouse existed
87 million years ago while the mouse-rat ancestor existed 16 million years ago
[Springer et al., 2003], furthermore there are 297 large scale rearrangement events
between human and mouse but only 106 rearrangement events between mouse
and rat [Bourque et al., 2004]. Despite the difference in the genomic distance in
these two datasets, the best value of « is consistently around 0.50. Additional
experiments using genomes of varying evolutionary distances will be necessary to

determine whether this observation holds more generally.

Similarly, we considered the effect of the strength threshold 3 using the human-
mouse dataset. Figure 5.5 shows how the number of true positives, false positives
and unknown pairs varies as a function of 3. All three quantities decrease to zero
as the threshold increases. Importantly, the number of true positives decreases
slowly for small values of 8 while the number of false positives and unknown pairs
drops significantly. This shows that our definition for the strength of a BBH pair
is effective at reducing the number of false positives without too much effect on

the number of true positives.
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Performance tuning for BBH-LS on the human-mouse dataset
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Fig. 5.5: Performance of BBH-LS for different strength threshold 3 on the human-
mouse dataset. Left axis indicates the number of pairs of true positives and the
right axis indicate the number of unknown pairs and false positives.

5.3.3 Comparison of BBH-LS against existing methods

We obtained the output of the methods in our comparison by running the respec-
tive programs on the input data, except for OMA and Ensembl Compara as we
did not have access to the programs. We downloaded the orthologs predicted by
OMAS® and Ensembl Compara’ from their respective websites. InParanoid, OMA,
and Ensembl Compara produces pairs of orthologous groups instead of positional
homolog pairs. We get ortholog pairs by post-processing the output. InPara-
noid builds its groups from pairs of seed orthologs, we extract the seed orthologs
from each group. For OMA, Ensembl Compara, and OrthoMCL, we use only the
one-to-one groups.

Figure 5.6 shows the number of true positives (TP) and false positives (FP) for
each method on three datasets. The results for OrthoMCL were not included in

Figure 5.6 as is an outlier; for human-mouse dataset OrthoMCL has 8936 TP and

bretrieved from http://omabrowser.org in Dec 2010
retrieved from http://www.ensembl.org in Dec 2010
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Number of TP/FP for the human-mouse-rat dataset
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Fig. 5.6: Plot of number of true positives vs number of false positives in the
output of BBH-LS (o = 0.50, 5 = 0.00), BBH, MSOAR2, InParanoid, OMA, and

Ensembl Compara for the human-mouse, human-rat, and mouse-rat dataset

498 FP, for human-rat dataset there are 7409 TP and 530 FP, and for mouse-rat
dataset there are 7812 TP and 819 FP.

For the human-mouse dataset, BBH-LS (o = 0.50, 3 = 0.00) identified the
largest number of true positives (14128), followed by Ensembl Compara (13856),
and MSOAR2 (13718). InParanoid which uses BLAST to compute sequence simi-
larity does significantly worst that BBH using normalized Smith-Waterman align-
ment scores. In terms of the number of false positives, the methods we evaluated
fall into three categories: low false positives (OrthoMCL, OMA, Ensembl Com-
para), medium false positives (InParanoid, BBH, BBH-LS), and high false posi-
tives (MSOAR2). We can reduce the number of false positives to 838 (low false
positives), by increasing 5 to 0.05. The corresponding number of true positives
is 14018, which is still the highest among all the methods compared. OMA and
Ensembl Compara performed surprisingly well given that we only consider the

one-to-one groups that were generated.
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MSOAR?2

BBH-LS InParanoid

Fig. 5.7: Venn diagram showing the overlap between the true positives reported
by BBH-LS, MSOAR2, and InParanoid for the human-mouse dataset.

The results for the human-rat dataset shown in Figure 5.6 is similar to that
of the human-mouse data except that the number of true positives produced by
Ensembl Compara and OMA has decrease relative to the other methods, but
Ensembl Compara still has more true positives than InParanoid. For the mouse-rat
dataset (Figure 5.6), OMA and Ensembl Compara is now worse than InParanoid.
Another interesting characteristic of the mouse-rat dataset is the higher number
of false positives, roughly doubled that of the human-mouse or human-rat dataset

for all the methods.

Overall, in all three experiments, our BBH-LS method consistently produced
the highest number of true positives as validated using gene symbols with a
medium level of false positives. The number of false positives can be further

reduced by removing BBH pairs with low strength.

Figure 5.7 shows a more detailed comparison of the true positives reported by
BBH-LS, MSOAR2, and InParanoid. A total of 17081 true positives pairs are
identified by at least one of the three methods and 57.5 percent (9322/17081)
are identified by all three methods. Therefore, only slightly over half of the true
positive pairs exhibit strong signals and are easy to detect. The rest require the

combination of a number of different sources of information.

In the following, we illustrate a number of specific instances where gene context
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Human CTSH RASGRF1 ANKBDSZLC Human MSH3 RASGRF2 CKMT?2
chr 15 S~ - chr 5 i -7

Mouse ANKRD34C RASGRF1  CTSH Mouse CKMT2 RASGRE?2 MSH3
chr 9 chr 13

Fig. 5.8: BBH erroneously paired RASGRF2 (human) to RASGRF1 (mouse)
because of high Smith-Waterman score, this was corrected by BBH-LS with the
help of local synteny score. Bold edges are the pairing from BBH-LS, thin edges
are the pairing from BBH, sw = Smith-Waterman score, lc = local synteny score

Human
chr 19
sw = 621
s=6

Fig. 5.9: BBH-LS paired LILRA5 (human) with PIRA5 (mouse) and LAIR2 (hu-
man) with LIRA5 (mouse) due to the high local synteny produced by the five
pairs of genes in between. The correct pairing should be LILRA5 (human) with
LILRA5 (mouse) and this was picked up by BBH using just the normalized Smith-
Waterman score.

similarity made a significant differences. Figure 5.8 shows an instance where the
high gene context similarity between related genes overcame the low sequence
similarity between the true positives and converted what would be a false positive
for BBH to a pair of true positives. There are a total of 12 of such cases. However,

in four cases, the local synteny score caused a true positive identified by BBH to

become a pair of false positives. Figure 5.9 illustrates one of these cases.

5.4 Conclusion

The ORTHOLOG ASSIGNMENT problem is challenging in practice due to gene
duplications and gene loss. Several sophisticated methods, which make use of
complex heuristics (InParanoid) or require solving computationally hard prob-
lems (MSOAR?2), have been proposed to tackle this problem. However, we show
in this paper that the simple bidirectional best hit heuristic, coupled with a scoring
scheme that combines both sequence and gene context similarity, is surprisingly
good at identifying positional homologs. In all three pairwise comparison be-

tween human, mouse, and rat genomes, our BBH-LS method identified the largest
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number of positional homolog (as validated using gene symbols) with a medium
number of false positives.
We are current investigating the application of our method for ortholog assign-

ment in plant genomes (see Section A.4).



Chapter 6

Conclusion

In this thesis, we studied the problem of identifying conserved gene clusters and
one-to-one conserved genes (positional homologs). We conclude by presenting a

summary of the contributions and some possible future work.

6.1 Summary of Contributions

We considered two different models of conserved genes clusters that allow for gaps
within the cluster. Our Gene Team Tree (GTT) model is a hierarchical represen-
tation of gene teams for all gap lengths. It allows us to visualize the relationship
between the various gene teams and makes explicit the structure of gene teams.
The identification of all gene teams makes it possible to apply other more intuitive
measures to select interesting teams with different maximum gap length. Our al-
gorithms extends existing algorithms for computing the gene teams based on a
specific max-gap without increasing the time/space complexity. These algorithms
have been superseded by faster, more sophisticated algorithms developed by other
researchers.

The bidirectional best hit (BBH) heuristic is commonly used for identifying
families of homologous DNA sequences from BLAST hits. As conserved gene
clusters are also homologous genomic regions, it is natural to use BBH to constrain

the r-window model. Using the BBH heuristic removes the need to specify the
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minimum level of conservation in a r-window cluster. The constrained model also
enabled us to develop efficient algorithms for finding the clusters as we only have
to find the best hit for each r-window. We found that compared to the gene
teams, a greater percentage of BBHRW clusters corresponds to known conserved
gene clusters. This demonstrates that incorporating domain specific constraints
such as BBH can help to improve the relevance of the clusters.

The last part of this thesis considered the problem of identifying conserved
genes, specifically positional homologs. Inspired by the success of the BBHRW
model, we also make use of the BBH heuristic for this problem. The twist was
we added gene context similarity into the mix to improve upon the standard
approach that was based on only sequence similarity. A surprising result is that
the best performance on the human-mouse-rat data was obtained using sequence
similarity and gene context similarity with equal weight. We experimented with
more sophisticated definitions of gene context similarity based on conserved gene

clusters but they did not improve the results.

6.2 Future Work

GTT for many genomes: Computing the GT'T for a large number of genomes
in a reasonable time is still very challenging as the size of the GTT increases
dramatically when more genomes are considered. It doesn’t make sense to compute
the whole GTT when only a small number of nodes are potentially useful. A
possible approach is to make use of a score function to guide the growth of the
GTT and only compute the parts necessary to find interesting gene teams. A

related problem is to combine the quorum parameter with the GTT.

Conserved gene clusters without gene families: A general problem with
existing models of conserved gene clusters is their reliance on accurate gene fami-
lies. We observed that both gene team and BBHRW can be reformulated in terms

of a more general gene similarity relation. Under this framework, we can model
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gene families as an equivalence relation. One possible gene similarity relation is
to use well known sequence similarity measures such as the Smith-Waterman dis-
tance. This allows us to circumvent the computation of gene families and still

compute conserved gene clusters.

Ranking of gene clusters using domain knowledge: Most algorithms gen-
erally produce a large number of gene clusters. Ranking the generated clusters
is an important way to make sense of a large number of results and focus on the
most interesting clusters. The ranking function is also the right place to include

expert/domain knowledge about gene clusters without complicating the model.
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Appendix A

Other research work undertaken

during the candidature

In addition to the results presented in the main chapters of the thesis, I also

contributed to the following joint research.

A.1 Phylogeny from Gene Order Web Applica-

tion

We developed a web application, http://pgo.comp.nus.edu.sg, that allows users
to run different algorithms for phylogenetic reconstruction from gene orders on
their own dataset. A user submits a list of gene orders via the website and the
system will compute phylogenetic trees using different combinations of phyloge-
netic reconstruction algorithms. The system generates a html report that shows
the tree produced by each algorithm and a comparison of the all the computed

trees. The report is then sent to the user via email.

This is joint work with Fan Chang Hao and Hon Wai Leong (my PhD advisor).
We put up a poster describing this system at the 21st International Conference

on Genome Informatics (GIW), 2010.
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A.2 On Two Variations of the Reversal Median

Problem

The Reversal Median Problem (RMP) is the problem of finding an ancestral
genome (called the median) given the gene orders of three genomes. RMP is
commonly encountered when doing phylogenetic reconstructions. We developed
an exact algorithm that solves certain instances of the RMP when provided with
the optimal sorting sequences between every pair of genomes. Two variations of
the RMP were considered: In the first variation, we are given one sorting sequence
for each pair of genomes. However, in general, there can be many different optimal
sorting sequences. Hence, in the second variation, we make use of a compact rep-
resentation of all possible optimal sorting sequences for each pair of genomes. Our
algorithm is able to provide an exact solution (the median genome) or determine

that it is not able to do so for every instance of the problem.

This is joint work with Zhou Zhong and Hon Wai Leong, the results are pub-
lished in the proceedings of International Conference on Mathematical and Com-

putational Biology (ICMCB), 2011.

A.3 Dynamic Programming Algorithms for Effi-
ciently Computing Cosegmentation between

Biological Images

We propose two dynamic programming algorithms for the so-called tree assignment
problem, which generalizes bipartite matchings to trees. We formulate restricted
versions that are tractable by a dynamic programming algorithm. Furthermore, we
describe a second dynamic programming algorithm that deals with the efficient

computation of certain weights between so-called component trees that can be
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applied to obtain certain cosegmentations in bioimaging applications. Our inves-
tigations indicate that our algorithms are both efficient and effective, supported by
evaluating the influence of the restrictions imposed by the dynamic programming
formulation on a collection of image data.

This is joint work with Xiao Hang, Axel Mosig, and Hon Wai Leong, the
results will appear in the proceedings of Workshop on Bioinformatics Algorithms

(WABI), 2011.

A.4 Ortholog Assignment for Plant Genomes

We are interested in evaluating different algorithms to solve the ORTHOLOG As-
SIGNMENT problem in plant genomes. The goal is to find the positional homologs
for C3/C4 photosynthesis genes and use them to study the evolution of the C3/C4
photosynthesis pathway. ORTHOLOG ASSIGNMENT is particular difficulty in plant
genomes because of extensive gene duplications and whole genome duplication. So
far, the results of our BBH-LS algorithm looks promising as compared to the other
algorithms in the study.

This is joint work with the Plant System Biology group at the CAS-MPG

Partner Institute for Computational Biology.

A.5 Genome Sorting with Bridges

We developed a new heuristic framework for genome sorting based on the concept
of bridges. The idea is have an algorithm that is able to handle arbitrary gene
order without any restrictions by performing a series of reductions to simplify the
problem and reduce the gene orders to simple permutations. We have identified
several structures in the breakpoint graph that can be exploited to reduce the
number of rearrangement operations needed to sort two genomes.

This is joint work with Fan Chang Hao and Hon Wai Leong.



