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ABSTRACT

The emergence of Web 2.0 applications, including social networking sites, wikipedia

and multimedia sharing sites, has changed the way of how information is generated

and shared. Among these applications, map mashup is a popular and convenient

means for data integration and visualization. In recent years, users have contributed

a huge amount of spatial objects in various media formats and displayed them on a

map. They have also annotated these objects with tags to provide semantic mean-

ing. In order to leverage such a large scale spatial-textual database, we propose

efficient location-based spatial keyword query processing strategies in this thesis.

First, we address a novel query, named mCK (m Closest Keywords). The query

accepts a set of query keywords and aims at finding a set of spatial tuples matching

the keywords and closest to each other. A useful application is to find m closest

local service providers using keywords such as “cinema”, “seafood restaurant” and

“shopping mall”, to save the transportation time. To efficiently answer an mCK

query, we introduce a new index named bR∗-tree which is an extension of R∗-tree.

Based on bR∗-tree, we exploit a priori-based top-down search strategy and propose

efficient pruning rules which significantly reduce the search space.
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Second, we adopt mCK query to detect the geographical context of web re-

sources. More specifically, we build a uniform model to represent online resources

by a set of tags and propose a detection method by tag matching. Since there

could be hundreds of thousands of tags, we improve bR∗-tree and design an ef-

ficient and scalable search algorithm. Furthermore, we propose a new geo-tf-idf

ranking method to improve the matching precision.

Third, we solve the problem of efficient web image locating when tags are not

available. We treat high dimensional image feature as “keyword”. Thus, a geo-

image can be considered as a set of spatial keywords at the same location. Given a

query image, our goal is to find a geo-image in the spatial image database that is

most similar to the query image and use its location as the detecting result. To solve

the nearest neighbor (NN) query, we propose a new index named HashFile. The

index can support approximate NN search in the Euclidean space and exact NN

search in L1 norm. Our experiment results show that it provides better efficiency

in processing both types of NN queries.

Finally, we design and develop a new travel mashup system, named LANGG,

to utilize the above efficient spatial keyword query processing technique and provide

location-based services. The main objective of our system is to recommend users a

travel destination based on their personal interest. Users can submit a set of travel

services they would like to enjoy, an interesting travel blog or even a travel photo

with beautiful scene. User feedback shows that our system provides satisfactory

search results.
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CHAPTER 1

INTRODUCTION

The emergence of Web 2.0 applications [5], including social networking sites, wikipedia

and multimedia sharing sites, has changed the way of how information is generated

and shared. In these websites, massive amounts of data have been generated by

users in a collaborative manner. Data from different sources can be further inte-

grated to create new services, leading to an important type of application named

mashup [4]. Mashup applications have attracted great research and commercial

interest. They provide the ability to develop new integrated services quickly and

make them tangible to the business users through friendly map interfaces. In this

thesis, we focus on map mashup application, in which various spatial web resources

are integrated and displayed on map. We tackle the problem of efficient location-

based spatial keyword query processing and build a travel map mashup system,

named LANGG, to provide users with location-based services.

1
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1.1 Travel Map Mashup Applications In Web 2.0

In Web 2.0, users are allowed not only to retrieve information from websites, but

also to interact and collaborate with each other to contribute new contents. A huge

amount of media resources in various formats have been generated and shared in re-

cent years. In July 2006, YouTube was reported to be serving 100 million views and

65, 000 new video uploads per day [10]. In 2007, millions of photos were uploaded

in Flickr per day [101]. More recently, in January 2011, Facebook announced that a

record-breaking amount of 750 million photos had been uploaded over New Year’s

weekend [7]. Most of these user-generated contents (UGC) are publicly accessi-

ble and constitute a luxuriant database to support many upper layer applications.

Among all these applications, mashup plays an important role in improving data

usability and accessibility. It combines data from different sources and shows great

flexibility in creating new services. A very common mashup application is to com-

bine digital map services like Google Maps, Yahoo Maps or Bing Maps with other

useful information resources. For example, Wikipediavision [8] integrates Google

Maps and a Wikipedia API [9] to display Wikipedia articles with geographical

context on the map. Other common examples include online house rental system,

hotel booking system, trip planning system and so on.

In travel market, there also exist a large number of mashup systems whose main

objective is to provide users with valuable travel guide information. A common

assumption in these systems is that users have already got a clear travel destination

and wish to retrieve useful guide information in that location. For example, a

user who is going to travel in Singapore is interested to know the famous sight

attractions, affordable and well located hotels and food outlets serving local favorite

dishes. To fulfill the requirement, these systems need to collect as many travel

resources as possible, integrate them into a spatial database and provide a user-
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Figure 1.1: Singapore restaurants displayed on Google Maps

friendly interface for navigation. Figure 1.1 shows an example of restaurant mashup

system based on Google Maps. Each marker on the map represents one restaurant

at a location. When a marker is clicked, an infowindow containing basic information

of that restaurant such as name, address, telephone number, user ranking and

reviews is popped up. From this information, users can get a general idea and

make a decision about whether to go there for dinner. Figure 1.2 shows another

travel mashup system which displays hotels of Singapore on Bing Maps. It adopts a

similar visualization strategy. When a hotel marker is clicked, summary information

of that hotel including price and user ranking score is displayed for a quick decision

making. Such a map visualization tool is common for presenting travel resources

and is convenient for users to browse travel information. Users can easily tell from

the map where the point of interest (POI) is located and get the textual description
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Figure 1.2: Singapore hotels displayed on Bing Maps

and summary of that POI.

1.2 Locating m Closest Keywords In a Spatial

Database

These map mashup systems generate a huge amount of spatial items in various

formats, including documents, photos and videos. They are often associated with

both textual and spatial attributes. In order to leverage such a large scale spatial-

textual database that is publicly accessible, keyword queries with spatial constraints

have received significant attention from the spatial database research community

and the industry. Typical queries include:

• Nearest Neighbor Query [95]: Find the nearest restaurant which serves

chilly crab from a given hotel.
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• Range Query [87]: Find a 7-Eleven convenient store within 300 meters

from a given location.

• Closest Pair Query [43]: Find a pair of gas station and shopping mall

closest to each other.

• Spatial Join [34]: Find all pairs of cinema and French restaurant located

in the same shopping mall in Singapore.

In this thesis, we address a novel query named mCK (m Closest Keywords),

which aims at finding a location where m query keywords are closest to each other.

A useful application is to findm closest travel service providers. Here, travel service

could refer to “spa”, “skiing”, “hiking”, “seafood restaurant” or any travel related

service that users could be interested in. Each service is represented by a keyword.

For example, in Figure 1.1, the markers on the map indicate the locations where

keyword “restaurant” appears. It is possible that multiple service providers are

at the same location. To facilitate the statement of our problem, we treat them

as multiple spatial tuples, each with one service, at the same location. Locating

closest services is a very useful function to save the transportation cost between the

service providers and allow users to enjoy all the desired services when they have

limited staying time in a place. For example, when a user is travelling in Singapore,

he can submit a query “beach”, “chilly crab”, “shopping mall” and “cinema”. Our

system will return a beach, a seafood restaurant serving chilly crab, a shopping

mall and a cinema that are closest to each other. The user can take a swim in the

sea, enjoy the chilly crab, go shopping and watch a movie conveniently.
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Figure 1.3: Flick photos in Singapore

1.3 LocatingWeb Resources by Spatial Tag Match-

ing

Besides textual information, multimedia objects such as photos and videos can also

be displayed on the map. Users can upload their photos to Flickr and share with

their friends. When they upload a photo, they can also add additional spatial

and textual information for the photo. For example, they are allowed to create a

marker on the map to indicate where the photo was taken1. Figure 1.3 illustrates

such a photo mashup example in Flickr. We can see from the figure that there are

283, 694 photos that match the keyword “Singapore” and have geographic location

to display on the map. Each marker represents a photo and users can tell where

a photo was taken from the location of the marker. When a marker is clicked,

other information like author and title are available. Similarly, an example of video

mashup is shown in Figure 1.4 which displays videos from Youtube in Singapore

on Google Maps.

1If the camera is equipped with GPS, this geographic information can be automatically read
from the EXIF [3] data embedded in the photo.
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Figure 1.4: Youtube videos in Singapore

With these online resources as the underlying database, location detecting ser-

vice has attracted significant interest in recent years due to its commercial potential

to the search engine in providing local or personalized service to customers. Exist-

ing methods take advantage of gazetteer terms in the text body [36, 47, 86, 21, 109,

33, 23] and hyperlink structure [47, 86, 109]. In this thesis, we propose a spatial tag

matching method which utilizes tags as a new information source for location de-

tection if the web resource is associated with tags. In Web 2.0, tagging is a popular

means to annotate various resources, including news, blogs, speeches, photos and

videos. Users are encouraged to add extra textual terms as semantic description or

summarization for the objects. With human intelligence involved, the tags are well

phrased. An example of travel blog about Sentosa Island in Singapore is shown

in the Figure 1.5. The author of the blog contributes four tags. “Palawan” is a

gazetteer term, indicating the name of the beach. “beach”, “island”, and “wooden

bridge” are representative scenes in Sentosa. Another annotation example is shown

in Figure 1.6. The photo is associated with tags “bull”, “bronze” and “sculpture”,
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which are used as description of the object in the photo. From these two examples,

we observe that although documents are essentially different from other media in

textual context, we can use tags as a uniform semantic wrapper so that different

types of web resources can be treated equally. Tagging provides a means to build

a uniform model for our spatial database :

Definition 1.1 (Uniform Mapped Resource Model). Let S be the d-dimensional

geographical space and T be the tag space. Each object o can be represented as

o = [ref, c1, ..., cd, t1, ..., tn] where [c1, ..., cd] ∈ S, ti ∈ T and ref is the reference to

the object itself.

A travel blog example

We reached the beaches and decided on ’Palawan’ as this is a name of an hammock
Sentosa island in the Philippines that we are planning on visiting, so we will be
able to compare at a later date! The sand was soft and beautiful but you could tell
the beach was man-made as you only had to dig your hands down a little to find
a layer of concrete. The sea was pretty dark and there was a lot of smog in the
atmosphere due to the busy port not far away. Despite this we had a really nice
day on the beach, and for all that the island has to offer this beach is more than
decent enough to spend a few days if you were on a family holiday, which we guess
the resort is aimed towards.
The real beauty of the place is that it is like Disneyworld. Everything is designed
how you would imagine it in a fairytale. The beach was a beautiful shaped bay with
a little island which could be reached by a wooden bridge. We crossed the bridge
and climbed a pagoda style wooden lookout point to get a good view over the beach.
After our day sunning, we took the monorail back to the mainland as if was

Tag : beach, island, Palawan, wooden bridge

Figure 1.5: A travel blog example with tags
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Figure 1.6: A travel image example with tags “bull”, “bronze” and “sculpture”

Based on the uniform tag model, our spatial database collects user-generated

web resources. Some of them are associated with tags and spatial attributes which

are referred to as geo-tags. Based on our observation, the geo-tag data set is

of acceptable quality. If we consider Flickr for instance, most of the photos are

associated with relevant tags and are correctly marked in the map. For a spatial

subject, its related geo-tags are clustered around the real location. We illustrate

some examples in Figure 4.9 and 4.10. As shown in Figure 4.9, the tag “zoo” is

mainly distributed in three spatial clusters corresponding to Bronx Zoo, Central

Park Zoo and Queens Zoo Wildlife Center respectively. Similarly, in Figure 4.10,

there are a large number of “USOPEN” tags gathering around the Arthur Ashe

Stadium where the tennis match is held. These geo-tag clusters can be utilized

to identify the locations of popular resources and events because related tags will

emerge around that area. It also provides us with new opportunities to locate

resources in a more precise geographical scale.
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Figure 1.7: Distribution of tag “zoo”

Figure 1.8: Distribution of tag “USOPEN”

If the query is a tagged item, we use a spatial tag matching method to detect

the location. More specifically, we aim at finding a location on the map that

best matches the query tags. We adopt the idea of keyword search in relational

database [18, 59, 78, 82, 74], XML [55, 41, 113, 80, 80] and graph [31, 63, 75] that

returned results by default contain all the query keywords and smaller result size

is preferred as the keywords are considered to be closer to each other. In other

words, we want to find tuples in the space matching the query tags and these

tuples are as close to each other as possible. This problem is similar to locating

closest travel services except that the number of travel services in a city is not
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large but there could be hundreds of thousands of tags. Therefore, the spatial tag

matching solution must be scalable in terms of the number of tags so as to survive

in the Web 2.0 environment. Moreover, only measuring the relevance between tags

is not enough. The spatial relevance of tags with respect to the detected location

also needs to be taken into account. Thus, we propose a new geo-tf-idf ranking

mechanism to improve the detection precision.

1.4 Locating Landmark Photos by Content-Based

Matching

The problem of locating web resource is more difficult when tags are not available.

To solve it, content based methods have to be used. If the input is a textual docu-

ment, we can simply use existing methods to detect the geographical context of web

documents or first adopt existing key phrase extraction methods to automatically

detect the terms with geographical context [51, 112, 107, 46, 114]. These terms

are considered as tags for the document and the problem becomes locating a web

document using spatial tag matching, which has been discussed above. If the input

is an image, this is essentially a landmark recognition problem, which has attracted

immerse attention in recent years. In the Web 2.0 age, users have created, tagged

and shared large amounts of customized photos. Such large-scale, well-organized

and publicly-accessible web data are retrieved as the underlying image database.

The landmark recognition problem is usually tackled by comparing the input photo

with all the photos in the database. The nearest neighbor is retrieved as the match

result. Thus, efficient access to multimedia objects needs to be supported in order

for the Web users to benefit from such data.

In this thesis, we explicitly address the problem of image similarity search and
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design an efficient index to process the image data. We treat high dimensional

image feature as “keyword” and represent a geo-image as a set of spatial keywords

at the same location. Nearest neighbor (NN) is used for image match. Processing

strategies for both exact and approximate NN queries of image data are investi-

gated. The former has wide applications in similarity search, pattern recognition,

clustering and classification. The latter is particularly suitable for efficient retrieval

in a large scale database at the risk of certain loss in quality. Since video can be

modelled as a sequence of images via key frame extraction, we will not cover how

to detect the location of a video specifically.

1.5 LANGG : A Location-Based Travel Mashup

System

To utilize the above efficient spatial keyword query processing technique, we design

and develop a new type of travel mashup system, named LANGG to provide

location-based services. The main objective of our system is to recommend users

a travel destination based on their personal interests. Users can submit a set of

travel services they would like to enjoy, an interesting travel blog or even a travel

photo with beautiful scene. Our system is able to detect a location on the map

that best matches the input so that this location can be recommended to users as

the travel destination. The system supports three main applications :

• Application I : locating closest travel services. In this application, the

input consists of a set of travel services and the user’s goal is to return a

location where the submitted services are closest to each other. Such a query

is essentially useful to save the transportation time if the user only has very

limited staying time.
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• Application II : detecting the geographical context of travel media with

tags. In this application, users are allowed to submit a travel media associated

with a set of annotated tags. The detected location of the media will be

returned. A location that best matches the query tags is returned as the

detection result. Such a query is helpful to assist users in finding a desired

travel destination.

• Application III : detecting the geographical context of travel media without

tags. This application is similar to Application II except that tags are not

available here and content based matching methods have to be used. We focus

on the landmark recognition problem and design an new index to efficiently

answer nearest neighbor query in a large scale image database.

1.6 Contribution of the Thesis

In this thesis, we mainly address efficient location-based spatial keyword query

processing strategies. First, we introduce a novel query, named mCK, to locate m

closest keywords in a spatial database. Such a query is very useful to find closest

local services in a travel destination when users have limited staying time in a place.

To answer an mCK query, we propose efficient index and search algorithm which

significantly reduce the search space. We also adopt mCK query as a spatial tag

matching method to detect the geographical context of web resources. We build a

uniform model to represent various types of web resources and improve the index

and search algorithm to support tag matching in a spatial database with hundreds

of thousands tags. In addition, we tackle the landmark recognition when tags are

not available. Efficient index is proposed and experimental results show that it

provides better efficiency than state-of-the-art works.
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With the efficient spatial keyword processing technique, we build a travel mashup

system to recommend users a travel destination based on their personal interest.

Users can submit a set of travel services they would like to enjoy, an interesting

travel blog or even a travel photo with beautiful scene to find the related location.

Our system can be considered as a complement to existing travel mashups. Users

can first use our system to find a desired travel destination and then turn to other

systems for more travel guide information.

1.7 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, we review existing works that are related to three locating func-

tions provided by our system. The literature review falls into three categories :

finding m-closest keywords in spatial databases, locating web documents and im-

age recognition.

In Chapter 3, we address how to efficiently find the closest travel services. We

introduce a new spatial index called the bR∗-tree, which is an extension of the

R∗-tree. Based on the index, we propose efficient search algorithm with effective

pruning rules that can significantly reduce the search space.

In Chapter 4, we tackle the problem of locating web resources using spatial tag

matching. We further improve the method in Chapter 3 to be scalable in terms of

total number of tags. Moreover, we propose a new geo-tf-idf ranking mechanism

to measure the geographical relevance of query tags.

In Chapter 5, we focus our discussion on the landmark recognition problem and

propose a novel index structure, named HashFile, for efficient retrieval in a large

image database.
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In Chapter 6, we present the framework and design issues of our system and

finally, we conclude the whole thesis in Chapter 7.



CHAPTER 2

LITERATURE REVIEW

In this chapter, we conduct a literature review over location-based spatial keyword

query processing technique. First, we review the existing works about how to find

m-closest keywords in a spatial database. Then, we examine how to detect the

geographical context of web document and images.

2.1 Findingm-Closest Keywords in Spatial Databases

The topic of keyword search in spatial databases has been well studied in recent

years [57, 50, 54, 42, 38, 68]. The spatial keyword search is considered as the

combination of spatial query [52, 95, 87] and keyword search. Thus, it contains

both spatial and textual constraints. In order to efficiently process the spatial key-

word search, various hybrid index structures have been proposed by integrating

R-tree [56] or its variants [98, 26] with inverted index or signature file. Hariha-

ran et al. [57] introduced a spatial keyword query with range constraints. Each

16
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spatial document returned is required to intersect with the query MBR (Minimum

Bounding Rectangle) and matches all the user-specified keywords. They proposed

a hybrid index of R∗-tree and inverted index, called KR∗-tree, to answer the query.

Felipe et al. [50] proposed a similar query type by combining k-Nearest Neighbor

(kNN) query and keyword search, and used IR2, a hybrid index of R-tree and sig-

nature file, for query processing. Göbel proposed a more general hybrid index for

geo-textual searches [54]. Only the most frequent terms are indexed in the extended

R-tree and the filtering strategy relies on the frequency of the query keyword.

Since the ranking methodology of spatial keyword search in the above methods

is based on either the distance to the query point [50] or the relevance with respect

to the query keywords [57], it is necessary to seamlessly combine both the spatial

and textual features in the ranking function. To fill this gap, Khodaei et al. [68]

developed a new distance measure named spatial tf-idf and proposed an index

structure called Spatial-Keyword Inverted File for efficient processing based on the

distance measure. Cao et al. also proposed that both location proximity and text

relevancy should be taken into account during the ranking [42, 38]. They developed

an efficient framework for top-k spatial document retrieval.

The extension to the traditional keyword search is divided into two categories.

The first category relaxes the keyword search constraint to handle approximate

spatial keyword search [115, 20, 19], which is especially useful when users have

no idea of the correct spelling of some keywords. To handle approximate spatial

keyword search, MHR-tree was proposed in [115] to augment R-tree nodes with

min-wise signature [35]. Alternatively, Alsubaiee et al. [20, 19] took advantage

of R-tree and gram-based [108, 73] inverted index and built system prototypes to

demonstrate the practicality of their solution. The other category attempts to

combine keyword search with more complex spatial queries. Besides the popular
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kNN query and range query, closest-pair queries for spatial data using R-trees have

also been investigated [43, 44, 106]. Users can submit two different keywords in

order to find the closest pair in the spatial database. In this thesis, we extend the

closest pair query to a more general case and propose a novel query, named mCK,

to find m closest keywords in the database. In other words, our mCK query allows

more than two keywords. The tuples matching all the keywords and with minimum

diameter are considered as the best result. Another type of query similar to mCK

query is named optimal sequenced route query [100, 99]. The query aims at finding

a route of minimum length starting from a given source point and covering all the

typed keywords. In comparison, our mCK query does not have such a start point.

and the distance measure used in the ranking is also different.

The mCK query can be answered by adopting the idea of Multi-Way Spatial

Join (MWSJ) [90, 89, 84, 88]. The MWSJ works in the way that given m keywords,

multiple R∗-trees, one for each keyword, will be built. Candidate spatial windows

for mCK query result can be identified among these R∗-trees. The join condition

here becomes “closest in space” instead of “overlapping in space”. Unfortunately, as

m increases, this approach suffers from two serious drawbacks. First, it incurs high

disk I/O cost in identifying the candidate windows (due to synchronous multiway

traversal of R∗-trees) since it does not inherently support effective summarization of

keyword locations. Second, it may not be able to identify a “tight” set of candidate

windows since it determines candidate windows in an approximate manner based

on the leaf-node MBRs of R∗-trees without considering the actual objects. To

process mCK queries in a more scalable manner, we use one R∗-tree to index all

the spatial objects as well as their keywords. Integrating all the information in a

single R∗-tree provides more opportunities for efficient search and pruning.
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2.2 Locating Web Documents

Location detecting service has attracted significant interest in recent years due to

its commercial potential to the search engine in providing local or personalized ser-

vice to customers. Many existing geographical search engines [116, 85, 91, 2, 1] can

benefit from this process to organize and index the web documents more appropri-

ately. In order to detect geographic locations of web resources, various geographic

information sources are exploited. The most straightforward method is to analyze

the textual contents and extract the geographic entities [36, 47, 86, 21, 109, 33, 23].

First, a gazetteer dictionary is built. The dictionary contains authorized gazetteer

information from various sources such as USGS Geographic Names Information

System [6], World Gazetteer [11], UNSD [12], USPS [13], Yahoo Regional [14].

Recently, geographical entities in Wikipedia have also been considered as a new

source [111]. Given such a dictionary, the next step is to extract the entities with

geographical context in the web document, including postal code, telephone num-

ber, geographical feature names. During this process, it is important to eliminate

the ambiguities. In [21], Amitay et al. tackled the problem of geographic name

disambiguation. They distinguished both geo/non-geo and geo/geo ambiguities.

Besides the web page content, hyperlink structure [47, 86, 109] and server ip ad-

dress [36] are useful information to infer the location of the web page. A page that is

popularly accessed or cited by other local pages or users is considered to be relevant

to a local area. In this thesis, we propose a location detecting method on a new

information source. If the document is associated with user contributed tags, we

use these tags as the query and find a spatial location that best matches these tags.

Otherwise, we can adopt existing methods [49, 51, 112, 107, 46, 114] to extract key

phrases from a web document and treat the key phrases as the tags. Given the

location candidates, we need to measure their relevance with the input keywords,
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which is a geo-ranking problem. Geo-ranking mechanisms were proposed in [47, 24]

to measure the relevance of tags with respect to a location. In these works, a simi-

lar strategy to PageRank was proposed to measure the local popularity using back

link locations. To further emphasize the local importance, geographic power and

spread measurements are defined in different context. Geographic power refers to

the popularity of a page in a local area and is measured by the normalized number

of desired links to the page. Spread measures how uniform are the distribution of

page’s back links. The back links of the resources are however not available in most

cases. As such, a new geo-ranking mechanism is required to measure the relevance

of geo-tags to the area that they are located in.

2.3 Landmark Recognition

Given a query image without annotations, the problem of location detecting can

be considered as landmark recognition. Suppose we have built a spatial photo

database using photo clustering so that images belonging to the same landmark

are clustered. To achieve this goal, most of the existing works [45, 67, 93, 76, 79]

take advantage of the associated geo-location, descriptive tags as well as their visual

contents to group similar photos together and assign each group a class label. As

a more general approach for the situation when the associated information is not

available, Zheng et al. cluster the landmark photos purely based on the visual

contents. After the raw clustering, the duplicate or near-duplicate photos can be

removed using the methods proposed in [65, 40].

Given the landmark photos taken across the whole planet, building a world-scale

landmark recognition engine becomes an interesting but challenging problem. The

state-of-the-art systems [58, 92, 118] use the same matching mechanism (image-to-
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image) but based upon different visual features. In [58], a bucket of features such

as color histograms, texton histogram, line features, gist descriptor and geometric

context are taken into consideration. In [92, 118], SIFT feature is the main concern.

However, as has been argued, image-to-image matching is not scalable to a vast

collection of photos. In this thesis, we aim at building an efficient index to process

the nearest neighbor search.

In this following part, we briefly review the index structures that are widely

used to process exact or approximate NN queries in multimedia databases.

2.3.1 High Dimensional Index for Exact NN Query

There exist mainly three types of approaches to answering exact NN query based on

the idea of space partitioning [94, 29, 64, 77], data approximation [110, 96, 70, 27]

or one dimensional transformation [28, 61, 117].

The most common index structures are based on the notion of space partition-

ing, resulting in various types of tree-based index structures such as k-d-b tree [94],

X-tree [29], SR-tree [64] and TV-tree [77]. In these trees, the pruning power of

these methods degrades as the dimensionality of data increases. This can be offset

by maintaining trees with very large height, but in that case since the number of

internal nodes grows exponentially with the tree height, tremendous storage over-

head is incurred. The performance of such trees degrades to be worse than linear

scan.

VA-file and iDistance are the representative indexes for data approximation and

one dimensional transformation respectively. Weber et al. proposed VA-file[110]

which uses bit encoding for pruning and takes advantage of linear scan for query

processing. A look-up on the real data file is triggered when a point cannot be

pruned based on the compressed representation. A proper compression rate must
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be specified for the best performance. Otherwise, the performance would become

CPU-bound or IO-bound when it is set too large or too small. The major drawback

of VA-file is the lack of flexibility in a dynamic environment as the data in the two

files are sequentially stored. iDistance [61, 117] attempts to solve the problem by

building a light-weight index using B+-tree. A collection of reference points, which

can be dynamically or statically determined, are selected implicitly to partition

the space in Voronoi cells. Instead of splitting the data space, iDistance indexes

the distance to these reference points. The advantage is that the index size is

relatively small and it also demonstrates satisfactory pruning power. However,

its performance is sensitive to the selection of the reference points and too much

random access of the disk pages is required as the selectivity is coarse for NN query

in the high dimensional space.

In contrast, HashFile combines the advantage of random projection and linear

scan. Random projection is useful to filter away the data points that are far

away and the remaining candidates are processed efficiently using a linear scan.

In our experiments, we compare HashFile with VA-file and iDistance to show the

superiority of our index.

2.3.2 LSH for Approximate NN Query

LSH [60, 53] has been widely applied to answer the approximate NN query and

shown to be quite effective for similarity search in multimedia databases including

text data [103], audio data [37], images [66] and videos [48]. The query cost grows

sub-linearly with the data set size in the worst case. However, it is a trivial job

to tune a good tradeoff between the precision and recall. In practice, hundreds of

hash tables have to be built for a high search accuracy [53]. To reduce the number

of hash tables, Lv et al. proposed multi-probe LSH [83], which can obtain the same
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search quality with much less tables. Since multi-probe LSH is adhoc and without

theoretical guarantee, Tao [105] recently has proposed LSB-tree to address both the

quality and the efficiency of multimedia retrieval. The hash values are represented

as one-dimensional Z-order values and indexed in a B+-tree. Multiple trees can be

built to improve the result quality. Compared to existing LSH methods, HashFile

only recursively partitions dense buckets to achieve more balanced data partitions.

Each bucket hosts similar number of objects. In addition, HashFile takes advantage

of linear scan, which is more efficient than random access used in LSB-tree.



CHAPTER 3

LOCATING CLOSEST TRAVEL

SERVICES

In this chapter, we address a novel spatial keyword query called m-closest keywords

(mCK) query to locate closest travel services. To efficiently answer an mCK query,

we introduce a new index named bR∗-tree, which is an extension of the R∗-tree.

Based on bR∗-tree, we exploit a priori-based search strategy to effectively reduce

the search space. We also propose two monotone constraints, namely the distance

mutex and keyword mutex, as our a priori properties to facilitate effective pruning.

Our performance study demonstrates that our search strategy is indeed efficient in

reducing query response time. Moreover, it demonstrates remarkable scalability in

terms of the number of query keywords.

24
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Cinema

Chilly Crab

Shopping Mall

Beach

Figure 3.1: Distribution of beach, seafood restaurant, shopping mall and cinema
in Singapore

3.1 Introduction

A user travelling in Singapore may make a schedule like this: First, he wants to

take a swim in the sea. After that, he would like to go shopping and find a seafood

restaurant for the delicious chilly crab. Finally, he would watch movie in a cinema

to end the day trip. The desired recommendation is a place on the map where

a beach, a shopping mall, a seafood restaurant with chilly crab and a cinema are

close to each other. Note that in this application, we represent each type of travel

service as a unique keyword. Thus, “beach”, “shopping mall”, “chilly crab” and

“cinema” are considered as four spatial keywords.

Figure 3.1 shows the spatial distribution of the four travel services in Singapore.

We use different shapes to represent different types of services and each shape in

the map indicates that there is a corresponding service provider in that location.

Our goal is to find a location in the map where there are four points with different
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shapes closest to each other1. In this example, we can recommend Vivo City as

the result for these four keywords. He can enjoy the sun bath on the Sentosa island

and go shopping, dining and watching movie in Vivo City. We call this problem

mCK Query Problem and formally define it as follows:

Definition 3.1 (mCK Query Problem). Suppose we have a spatial database with

d-dimensional tuples represented in the form (c1, c2, . . . , cd, w), where ci is the coor-

dinate in the i-th dimension and w is the service keyword. Given a set of m query

keywords Q = {wq1, wq2, . . . , wqm}, the mCK Query Problem is to find m tuples T

= {T1, T2, . . . , Tm}, Ti.w ∈ Q and Ti.w 6= Tj.w if i 6= j, and diam(T ) is minimum.

The closeness for a set of m tuples can be measured as the maximum distance

between any two of the tuples:

Definition 3.2 (Diameter). Let S be a tuple set endowed with a distance metric

dist(·, ·). The diameter of a subset T ⊆ S is defined by

diam(T ) = max
T,T ′∈T

dist(T, T ′).

Different distance metric will give rise to different geometry of the query re-

sponse:

• If dist(·, ·) is the ℓ1-distance metric, then the response containing all the

keywords of the query is a square oriented at a 45◦ angle to the coordinate

axes.

• If dist(·, ·) is the ℓ2-distance (Euclidean distance) metric, then the response

containing all the keywords of the query is a circle of minimum diameter.

1Tuples with multiple service keywords can be treated as multiple tuples, each with a single
keyword and located in the same position.
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• If dist(·, ·) is the ℓ∞-distance metric, then the response containing all the

keywords of the query is a minimum bounding square.

In this example, the diameter for the four keywords is precisely the diameter

of the circle drawn in Figure 3.1. Users can specify their respective mCK queries

according to their requirements.

A naive mCK query processing approach is to exhaustively examine all possible

sets of m tuples of objects matching the query keywords. We can build m inverted

lists for each of m keywords with each list having only spatial objects that contain

the corresponding keyword. The exhaustive algorithm can be implemented in a

multiple nested loop fashion. If the number of objects matching keyword i is D(i),

then the number of tuples to be examined is
∏m

i=1D(i). This is prohibitively

expensive when the number of objects and/or m is large.

Spatial data is almost always indexed to facilitate fast retrieval. We can adopt

the idea of Papadias et al. [89] to answer mCK query. Given N R∗-trees, one for

each keyword, candidate spatial windows for mCK query result can be identified by

executing multiway spatial joins (MWSJ) among the R∗-trees. The join condition

here becomes “closest in space” instead of “overlapping in space” [89]. When m is

very small, this approach accesses only a small portion of the data and returns the

result relatively quickly. However, as m increases, this approach suffers from two

serious drawbacks. First, it incurs high disk I/O cost for identifying the candidate

windows (due to synchronous multiway traversal of R∗-trees) since it does not

inherently support effective summarization of keyword locations. Second, it may

not be able to identify a “tight” set of candidate windows since it determines

candidate windows in an approximate manner based on the leaf-node MBRs of

R∗-trees without considering the actual objects. To process mCK query in a more

scalable manner, we propose to use one R∗-tree to index all the spatial objects as



28

well as their keywords. Integrating all the information in a single R∗-tree provides

more opportunities for efficient search and pruning. The other non-overlapping

space partitioning method like PR-tree [22] or quadtree [97] could be used but

may not perform better than R∗-tree. The reason is that we need to check all

the possible combinations of tree nodes and the design principle of R∗-tree is to

guarantee that objects closer to each other are more likely to be stored in the same

node. On the other hand, R∗-tree is a balanced tree. Compared to quadtree, it has

worst case performance bound.

The main contributions of this work are as follows.

• We propose a novel spatio-keyword query, called the mCK query, which is

useful to locate a group of travel services close to each other on the map.

• We propose a new index, called bR∗-tree, for query processing. bR∗-tree

extends the R∗-tree to effectively summarize keywords and their spatial in-

formation.

• We incorporate efficient a priori-based search strategy, which significantly

reduces the combinatorial search space.

• We define two monotone constraints, namely the distance mutex and key-

word mutex, as a priori properties for pruning. We also provide low-cost

implementations for the examination of these constraints.

• We conduct extensive experiments to demonstrate that our algorithm not

only is effective in reducing mCK query response time, but also exhibits

good scalability in terms of the number of query keywords.

The remainder of this chapter is organized as follows. Section 3.2 introduces

bR∗-tree. Section 3.3 proposes a priori-based mCK query processing strategies and



29

two monotone constraints used as a priori properties to facilitate pruning. Efficient

implementations for the examination of these two constraints are also provided.

Section 3.4 reports our performance study. Finally, we conclude our chapter in

Section 3.5.

3.2 bR∗-tree: R∗-tree With Bitmaps and Key-

word MBRs

To process mCK queries in a more scalable manner, we propose to use one R∗-tree

to index all the spatial objects and their keywords. In this section, we discuss the

proposed index structure called the bR∗-tree.

bR∗-tree is an extension of the R∗-tree. Besides the node MBR, each node is

augmented with additional information. A straightforward extension is to summa-

rize the keywords in the node. With this information, it becomes easy to decide

whether m query keywords can be found in this node. If there are N keywords

in the database, the keywords for each node can be represented using a bitmap of

size N , with a “1” indicating its existence in the node and a “0” otherwise. For

example, a bitmap B = 01001 reveals that there are five keywords in the database

and the current node can only be associated with the keywords in the second and

fifth positions of the bitmap. This representation incurs little storage overhead.

Moreover, it can accelerate the checking process of keyword constraints due to the

relatively high speed of binary operations. Given a query Q = 00110, if we have

B AND Q = 0, it implies that the given node does not have any query keywords

and thus, this node can be eliminated from the search space.

Besides the keyword bitmap, we also store the keyword MBR in the node to set

up more powerful pruning rules. The keyword MBR of keyword wi is the MBR for
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all the objects in the nodes that are associated with wi. It summarizes the spatial

locations of wi in the node. Using this information, we know the approximate area

in the node which each keyword is distributed. If M is the node MBR and Mi is

the keyword MBR for wi, we have Mi ⊆ M .

When N is a large number, the cost for storing the keyword MBR is very

high. For example, suppose there are a total of 100 keywords in the database and

the objects are three-dimensional data. Spatial coordinates are usually stored in

double precision, which occupies eight bytes per coordinate. It would therefore

take 100 × 3 × 8 × 2 = 4800 bytes to store the keyword MBRs in one node. To

reduce the storage cost, we split the node MBR into segments along each dimension.

Each keyword MBR is represented approximately by the start and end offsets of

the segments along each dimension. The range of an offset that occupies n bits is

[0, 2n − 1]. In our implementation, we set n = 8 (resulting in 256 segments) and

found that it provided satisfactory approximation.

After being augmented with bitmap and keyword MBR, non-leaf nodes of bR∗-

tree contain entries in the form of (ptrs, mbr, bmp, kwd mbr), where

• ptrs represents pointers to child nodes;

• mbr is the node MBR that covers all the MBRs in the child nodes;

• bmp is a keyword bitmap, each bit of which corresponding to a specific key-

word, and marked “1” if the node contains that keyword and “0” otherwise;

• kwd mbr is the vector of keyword MBR for all the keywords contained in the

node.

Fig. 3.2 depicts an example of an internal node containing three keywords

w1, w2, w3 represented as 111. The node also maintains three keyword MBRs for

w1, w2 and w3. The keyword MBR of wi is actually the spatial bound of all the
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objects with associated keyword wi. Leaf nodes contain entries of the form (oid,

loc, bmp), where

• oid is a pointer to an object in the database;

• loc represents the coordinates of the object;

• bmp is the keyword bitmap.

w1

w1

w2

w2

w3

w3

w2

w3

w3

w3w2
w1

w1C3

w1
w2

2C

w1

W2

w3

w2

C1

3

W1

W

11 Node Bitmap

Keyword MBR

1

Figure 3.2: Node information of bR∗-tree

A bR∗-tree can be maintained similar to R∗-tree. In R∗-tree, insertion works as

follows: new tuples are added to leaves, overflowing nodes are split and the changes

are propagated upward in the tree. The propagation process is called AdjustTree

and the parent node is updated based on the property that its MBR is tightly

bound to the MBRs of its child nodes. The bitmap and keyword MBR also have

similar properties for convenient information update in the parent node. The set of

keywords of the parent node is the union of the sets of keywords in the child nodes.

If wi appears in a child node, it must also appear in the parent node. On the other

hand, the keyword MBR of wi in the parent node is actually the minimum bound

of the corresponding keyword MBRs in the child nodes. If the parent node’s MBR

does not tightly enclose all its child MBRs, or its keywords or keyword MBRs

are not consistent with those in the child nodes, AdjustTree is invoked. Hence,

we can construct our bR∗-tree by means of the original R∗-tree algorithm [26] by



32

adding the operations of updating keywords and keyword MBR when AdjustTree

is invoked. In a similar vein, the operations of update and delete in bR∗-tree can

also be naturally extended from the original implementations.

3.3 Search Algorithms

Suppose a hierarchical bR∗-tree has been built on all the data objects. mCK

query aims at finding m closest keywords in the leaf entries matching the query

keywords. Our search algorithm starts from the root node. The target keywords

may be located within one child node or across multiple child nodes of the root.

Hence, we need to check all possible subsets of the child nodes. The candidate

search space consists of two parts:

• the space within one child node;

• the space across multiple (> 1) child nodes.

If a child node contains all m query keywords, we treat it as a candidate search

space. Similarly, if multiple child nodes together can contribute all the query

keywords and they are close to each other, then they are also included in the

search space.

1c

C  : 1010

C  : 1111

C  : 0011

2c
3c

1

2

3

Figure 3.3: An illustration of search in one node

To give an intuition of how the search space looks like, let us look at Fig. 3.3.

The node has three child nodes C1, C2, and C3, and they are close to each other.
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C1 is associated with w2 and w4, C2 with all the keywords, and C3 with w1 and

w2. Their bitmap representations are also shown in the figure. If the query is

1111, our candidate search space includes the subsets {C2}, {C1, C2}, {C2, C3} and

{C1, C2, C3}. The target keywords may be located in these nodes. {C1}, {C3} and

{C1, C3} are pruned because they lack certain query keywords.

After exploring the root node, we obtain a list of candidate subsets of its child

nodes. In order to find m closest keywords located at the leaf entries, we need

to further explore these candidates and traverse down the bR∗-tree. For example,

C2 will be processed in a similar manner to the root node. Subsets of child nodes

of C2 are checked and all those that may possibly contribute a closer result are

preserved. The search space for multiple nodes, such as {C1, C2}, is also turned

into combinations of subsets of their child nodes. Each combination consists of child

nodes from both C1 and C2. We can consider this process as node set {C1, C2}

being replaced by subsets of their child nodes and spawning a larger number of new

node sets. The number of nodes in the new node set is nondecreasing and their

nodes are one level lower in the bR∗-tree. If we meet a set of leaf nodes, we retrieve

all the combinations of m tuples from the leaf entries and calculate the distance of

each tuple set to see if a closer result can be found. Note that during the whole

search process, the number of nodes in a node set will never exceed m because

our target m tuples can only reside in at most m child nodes. This provides an

additional constraint to reduce the search space.

Algorithms 1 and 2 summarize our approach for finding m closest keywords.

The first step is to find a relatively small diameter for branch-and-bound pruning

before we start the search. We start from the root node and choose a child node

with the smallest MBR that contains all the query keywords and traverse down that

node. The process is repeated until we reach the leaf level or until we are unable
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to find any child node with all the query keywords. Then we perform exhaustive

search within the node we found and use the diameter of the result as our initial

diameter for searching. Our experiments show that we can find a result of relatively

small diameter in a very short time in this manner. We shall henceforth use δ∗ to

denote the smallest diameter of a result that has been found so far.

With this initial δ∗, we start our search from the root node. Since we are deal-

ing with search in one node or multiple nodes, for the sake of uniformity, we use

NodeSet to denote a set of nodes as candidate search space, regardless of the num-

ber of nodes in it. The function SubsetSearch traverses the tree in a depth-first

manner so as to visit the data objects in leaf entries as soon as possible. This

increases the chance of finding a small δ∗ at an early stage for better pruning. If

NodeSet contains leaf nodes, we retrieve all the objects in the leaf entries and

exhaustively search for the closest keywords. Otherwise, we apply search strate-

gies according to the number of nodes contained in NodeSet. In the following

subsection, we discuss these strategies.

Algorithm 1 — Finding m Closest Keywords

Input: m query keywords, bR∗-tree
Output: Distance of m closest keywords
1. Find an initial δ∗

2. return SubsetSearch(root)

3.3.1 Searching In One Node

When searching in one node, our task is to enumerate all the subsets of its child

nodes in which it is possible to find m closer tuples matching the query keywords.

The subsets which contain all m keywords and whose child nodes are close to each

other are considered as candidates. There is also a constraint that the number of

nodes in a subset should not exceed m. Therefore, the number of candidate subsets
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Algorithm 2 — SubsetSearch: Searching in a Subset of Nodes

Input: current subset curSet
Output: Distance of m closest keywords
1. if curSet contains leaf nodes then
2. δ = ExhaustiveSearch(curSet)
3. if δ < δ∗ then
4. return δ
5. else
6. if curSet has only one node then
7. setList = SearchInOneNode(curSet)
8. for each S ∈ setList do
9. δ∗ = SubsetSearch(S)
10. if curSet has multiple nodes then
11. setList = SearchInMultiNodes(curSet)
12. for each S ∈ setList do
13. δ∗ = SubsetSearch(S)

that may get further explored could reach
∑m

i=1

(

n
i

)

for a node with n child nodes.

An effective strategy for reducing the number of candidate subsets is of paramount

importance as each subset will later spawn an exponential number of new subsets.

Incidentally, a priori algorithm of Agrawal and Srikant [17] has been an influential

algorithm for reducing search space for combinatorial problems. It was designed

for finding frequent itemsets using candidate generation via a lattice structure and

has the following advantages:

1. Each candidate itemset is generated once because the way of generating new

candidates is fixed and ordered. The k-itemset is joined by two (k − 1)-

itemsets with the same (k − 2)-length prefix. Therefore, given a candidate

itemset, such as {a, b, c, d}, we can infer that it is joined by {a, b, c} and

{a, b, d}.

2. For a k-itemset, we only need to check whether all its (k− 1)-itemset subsets

are frequent in level k−1. The cost is O(n). This is due to the a priori prop-

erty that all nonempty subsets of a frequent itemset must also be frequent.
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It is not necessary to check all its subsets at lower levels, the cost of which

would be exponential.

In order to take advantage of a priori algorithm, we define two monotonic

constraints called distance mutex and keyword mutex. If a node set N =

{N1, N2, . . . , Nn} is distance mutex or keyword mutex, then any superset of N is

also distance mutex or keyword mutex and can be pruned.

Definition 3.3 (Distance Mutex). A node set N is distance mutex if there exist

two nodes N,N ′ ∈ N such that dist(N,N ′) > δ∗.

The definition of distance mutex is based on the observation that if the minimum

distance between two node MBRs of N and N ′ is larger than δ∗, then the node

set {N,N ′} does not give a result with diameter better than δ∗. This is obvious

because the distance between any two tuples from N and N ′ must be larger than

δ∗. Hence, we have the following lemma.

Lemma 3.1. If a node set N is distance mutex, then it can be pruned.

Proof. IfN is distance mutex, then there exist two nodesN,N ′ ∈ N with dist(N,N ′) >

δ∗. For any m tuples T1, T2, . . . , Tm found in this node set that match m query key-

words , we can find at least one Tu from N and Tv from N ′ because each node has

to contribute at least one tuple for the result. Since the distance between Tu and

Tv must be larger than δ∗, any candidate set of m tuples has diameter larger than

δ∗.

Lemma 3.2. Distance mutex is a monotone property.

Proof. Suppose N is distance mutex. Then there exist two nodes N,N ′ ∈ N with

dist(N,N ′) > δ∗. Any superset of N must also contain N and N ′ and hence must

have diameter exceeding δ∗.
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If all the nodes in node set N are close to each other, we can still take advantage

of the stored keyword MBR for pruning. Here, we consider the problem from the

perspective of contribution of keywords. Each node in the set must contribute

a distinct subset of query keywords and all the contributed keywords constitute a

complete set of query keywords. For example, given a set of two nodesN andN ′ and

a query of three keywords 0111, if the closest keywords exist in this set, there are six

cases of different contributions of query keywords by N and N ′. N contributes one

of the query keywords and N ′ contributes the other two. This generates three cases:

(w1, w2w3), (w2, w1w3), (w3, w1w2). If N contributes two and N ′ contributes one,

there are another three cases: (w1w2, w3), (w1w3, w2), (w2w3, w1). If the distance of

any two different keywords (wi, wj) is larger than δ∗, where wi is from N and wj is

from N ′, then the diameters of the six cases above are all larger than δ∗. We say

that the node set is keyword mutex. The distance of (wi, wj) can be measured by

the minimum distance of the two corresponding keyword MBRs. More generally,

the concept of keyword mutex is defined as follows:

Definition 3.4 (Keyword Mutex). Given a node set N = {N1, N2, . . . , Nn}, for

any n different query keywords (wq1, wq2, . . . , wqn) in which wqi is uniquely con-

tributed by node Ni, there always exist two different keywords wqi and wqj such that

dist(wqi, wqj) > δ∗, then N is called keyword mutex.

Keyword mutex has properties similar to distance mutex.

Lemma 3.3. If a node set {N1, N2, . . . , Nn} is keyword mutex, then it can be

pruned.

Proof. For any candidate ofm tuples T = {T1, T2, . . . , Tm}matching the query key-

words, we want to prove diam(T ) > δ∗. Since each node is required to contribute at

least one tuple and m ≥ n, we can extract n different keywords {ws1, ws2, . . . , wsn},
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each wsj coming from node Nj . According to our definition of keyword mutex,

there exist two keywords wsi and wsj whose distance is larger than δ∗. Two tuples

Tu and Tv in candidate T , associated with wsi and wsj respectively, can be found

to be located within the two corresponding keyword MBRs with distance larger

than δ∗. Therefore, diam(T ) > δ∗ and the node set can be pruned.

Lemma 3.4. Keyword mutex is a monotone property.

Proof. Suppose N is keyword mutex and N ′ is its superset with t nodes. For any

t different keywords {ws1, ws2, . . . , wst} where wsi is contributed by node Ni, we

can find two keywords wsj and wsk from nodes Nj and Nk(Nj , Nk ∈ N ), such that

dist(wsj , wsk) > δ∗. Hence N ′ is also keyword mutex.

Algorithm 3 — SearchInOneNode: Searching in One Node

Input: A node N in bR∗-tree
Output: A list of new NodeSets
1. L1 = all the child nodes in N
2. for i from 2 to m do
3. for each NodeSet C1 ∈ Li−1 do
4. for each NodeSet C2 ∈ Li−1 do
5. if C1 and C2 share the first i− 1 nodes then
6. C = NodeSet(C1, C2)
7. if C has subset not appear in Li−1 then
8. continue
9. if C is not distance mutex then
10. if C is not keyword mutex then
11. Li = Li ∪ C
12. for each NodeSet S ∈ ∪m

i=1Li do
13. if S contains all the query keywords then
14. add S to cList
15. return cList

The method for searching in one node is shown in Algorithm 3. First (in line

1), we put all the child nodes in the bottom level of the lattice. The lattice is built
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level by level with increasing number of child nodes in the NodeSet. In level i,

each NodeSet contains exactly i child nodes. For a query with m keywords, we

only need to check NodeSet with at most m nodes, leading to a lattice with at

most m levels. Lines 5–6 show two sets C1 and C2 in level i − 1 being joined.

They must have i − 2 nodes in common. Lines 7–14 check if any of its subsets in

level i − 1 is pruned due to distance mutex or keyword mutex. If all the subsets

are legal, we check whether this new candidate itself is distance mutex or keyword

mutex for pruning. If it is not pruned, we add it to level i. In lines 19–22, after all

the candidates have been generated, we check each one to see if it contains all the

query keywords. Those missing any keywords are eliminated. We do not check this

constraint while building the lattice because if a node does not contain all the query

keywords, it can still combine with other nodes to cover the missing keywords. As

long as it is neither distance mutex nor keyword mutex, we keep it in the lattice.

3.3.2 Searching In Multiple Nodes

Given a node set N = {N1, N2, . . . , Nn}, the search in N needs to check all the

possible combinations of child nodes from each Ni to explore the search space in the

lower level. The number of child nodes in the newly derived sets should not exceed

m. For example, given a node set {A,B,C} where A = {A1, A2}, B = {B1, B2}

and C = {C1}. Ai, Bi and Ci are child nodes in A,B, and C, respectively. Assume

all the pair distances of child nodes are less than δ∗. All the candidate combinations

of child nodes are shown in Fig. 3.1. Every new node set contains child nodes from

all the three nodes. If m = 3, the candidates are those in the first column. Each

query keyword is contributed by exactly one of the child nodes. If m = 5, the

search space includes all the node sets listed in the figure.

The a priori algorithm can still be applied to this situation. Fig. 3.4 shows the
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Table 3.1: Possible sets of {A1, A2}, {B1, B2}, and {C1}

3 nodes 4 nodes 5 nodes
A1B1C1 A1A2B1C1 A1A2B1B2C1

A1B2C1 A1A2B2C1

A2B1C1 A1B1B2C1

A2B2C1 A2B1B2C1

lattice to generate candidates for the above node set {A,B,C}. The sets with child

nodes from all three nodes are marked with bold lines. The nonbold nodes cannot

be candidates. Given m query keywords, only the bottom m levels of the lattice

is built. The properties of distance mutex and keyword mutex are also applicable

during generation of the new candidates. The algorithm returns those candidates

in the bold nodes, which are neither distance mutex nor keyword mutex. However,

this approach creates many unnecessary candidates and incurs additional cost in

checking these candidates. For example, ifm = 3, we know from Fig. 3.1 that there

are only four candidate sets that need to be generated. But the a priori algorithm

will create a whole level for candidates with three nodes, thereby resulting in ten

candidates.

Alternatively, we propose a new algorithm which does not generate any un-

necessary candidates, but still keeps the advantages of a priori algorithm. For a

node set N = {N1, N2, . . . , Nn}, we reuse the n lists of candidate node sets gener-

ated by applying a priori algorithm to search in each node. The ith list contains

the sets of child nodes in Ni. The sets are ordered from lower levels in the lat-

tice to higher levels. For example, if Ni has three child nodes {C1, C2, C3}, the

sets of child nodes in the corresponding list may be ordered in the following way:

{C1}, {C2}, . . . , {C1, C2, C3}. An initial filtering is done on Ni’s list by only con-

sidering the child nodes that are close to all the other Nj . If Ck in Ni is far away
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Figure 3.4: a priori algorithm applied to search in multiple nodes

from any other node Nj , all the sets in the ith list containing Ck are pruned.

To generate new candidates, we enumerate all the possible combinations of

child node subsets from these n lists. Fig. 3.5 illustrates our approach. At the

bottom level, we have three lists of child node subsets from nodes A, B, and C.

Combinations of the subsets from these three lists are enumerated to retrieve new

candidate sets. As shown in Fig. 3.5, all the nine candidate sets are directly

retrieved from the subsets in the bottom level. In this manner, our algorithm

does not generate unnecessary candidates. Moreover, the enumeration process is

ordered, as shown by the dashed arrows. A new candidate is enumerated only after

all of its subsets have been generated. For example, A1A2B1C1 must be generated

after A1B1C1 and A2B1C1 because the subsets of child nodes in each list are ordered

by the node number. As a consequence, we can efficiently generate the candidates

and still preserve the advantages of a priori algorithm:

1. Each candidate item is generated once. For example, given a candidate item
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{A1A2B1C1}, we know that it is combined by {A1, A2}, {B1} and {C1}. No

duplicate candidates will appear in the results.

2. For a k-item, we only need to check its (k − 1)-item subsets. Since the

candidates in each Ni generated by a priori algorithm are ordered, all its

subsets must have been examined when we are processing current k-item.

A 1 A 2 A  A 1 2 B1 B  B 1 2 C1B2

1 1 1 1 2 1A  B  B  C A  B  B  C

1 1

1 1

A  A  B  B  C1 2 2 1

2A  B  C12 11 1A  B  C1 A  B  C2 A  B  C1 2

2 A  A  B  C2 1 1

1

A  A  B  C1 2 2 2

Figure 3.5: Extended a priori algorithm

Algorithm 4 shows how a set of n nodes {N1, . . . , Nn} is explored. First, n lists

of ordered subsets of child nodes are obtained. Then Algorithm 5 is invoked to

enumerate all the candidate sets. It is implemented in a recursive manner. Each

time an enumerated candidate is generated, we check if it contains all the query

keywords to decide whether to prune it or to put it in the candidate list(see Lines

1–4). Lines 5–8 indicate the beginning of the recursion process. It starts from each

child node subset in list Ln and makes it as our current partial node set curSet.

curSet recursively combines with other child node subsets until it finally contains

child nodes from {N1, . . . , Nn}. In each recursion, we iterate the child node sets in
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list Li to combine with curSet and generate a new set denoted as newSet. Lines

12–13 show that if newSet already has more than m child nodes, we stop the

iteration. The child node subsets which are not checked could only have more child

nodes and will result in even more nodes in newSet. Otherwise, we check if any

subsets of newSet have been pruned due to distance mutex or keyword mutex. If

not, we continue checking whether this new NodeSet itself is distance mutex or

keyword mutex. All these checking functions are shown in Lines 14–17. If newSet

is not pruned, we set it as curSet and continue the recursion. Finally, the algorithm

returns all the candidates that were not pruned. In the following subsections, we

propose two novel methods to efficiently check whether a set is distance mutex or

keyword mutex.

Algorithm 4 — SearchInMultiNodes: Search In Multiple Nodes

Input: A set of {N1, . . . , Nn} in bR∗-tree
Output: A list of new NodeSets
1. for each node Ni do
2. Li = SearchInOneNode(Ni)
3. perform an initial filtering on Li

4. return Enumerate(L1, . . . , Ln, n, NULL)

3.3.3 Pruning via Distance Mutex

The diameter of a candidate ofm tuples matching the query keywords is determined

by the maximum distance between any two tuples. The candidate can be discarded

if we found two tuples in it with distance larger than δ∗. Similarly, as we are

traversing down the tree, we can eliminate the node sets in which the minimum

distance between two nodes is larger than δ∗. A candidate which is not distance

mutex requires each pair of nodes to be close. It takes O(n2) time to check the

distance between all pairs of a set of n nodes.

To facilitate more efficient checking, we introduce a concept called active
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Algorithm 5 — Enumerate: Enumerate All Possible Candidates

Input: n lists of sets of child nodes L1, . . . , Ln, count and curSet
Output: A list of new NodeSets
1. if count = 0 then
2. if curSet contains all the query keywords then
3. push curSet into the candidate list cList
4. return
5. if count = n then
6. for each NodeSet S ∈ Ln do
7. curSet = S
8. Enumerate(L1, . . . , Ln, count−1, curSet)
9. else
10. for each NodeSet S ∈ Ln do
11. newSet = NodeSet(curSet, S)
12. if newSet contains more than m nodes then
13. break
14. if newSet has any illegal subset candidate then
15. continue
16. if newSet is not distance mutex then
17. if newSet is not keyword mutex then
18. Enumerate(L1, . . . , Ln, count−1, newSet)
19. return cList

MBR. Fig. 3.6(a) illustrates this concept with a set of two nodes {N1, N2}. First,

we enlarge these two MBRs by a distance of δ∗, and their intersection is marked

by the shaded area M in the figure. We can restrict our search area within area

M because any tuple outside M cannot possibly combine with tuples of the other

node to achieve a smaller diameter than δ∗. In this example, the child node C1

does not participate because it does not intersect with M . The objects in C2 but

outside M need not be taken into account as well. We call M the active MBR of

N1 and N2 because a candidate of m tuples can only reside within the area covered

by M . However, we should also check for false intersections, which is shown in Fig.

3.6(b). The intersection actually lies outside both N1 and N2. If this happens,

the set does not have an active MBR and becomes distance mutex. Hence, we can

prune it away.
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N1
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(a) True intersection

N1
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δ∗M

(b) False intersection

Figure 3.6: Example of active MBR

When a third node N3 combines with N1 and N2, we only need to check whether

N3 intersects with M , without having to calculate the distance from N3 to N2 and

N1. Any tuple outsideM is either far away fromN1 or far away fromN2. Therefore,

if N3 does not intersect with M , we can conclude that the set {N1, N2, N3} is

distance mutex. Otherwise, we update the active MBR for this new set to be its

intersection with the enlarged N3. This property greatly facilitates the checking of

distance mutex. When we are checking a new candidate “joined” by two sets C1

and C2 in a priori algorithm, we only need to check whether the active MBR of

C1 intersects with that of C2. Moreover, as more nodes participate in the set, the

active MBR becomes smaller and smaller, and is likely to be pruned. This helps to

reduce the cost of search by avoiding the enumeration of large number of nodes.

3.3.4 Pruning via Keyword Mutex

A set of n nodes is said to be keyword mutex if for any n different keywords, each

from one node, we can always find two keywords whose distance is larger than δ∗.

We use the keyword MBR stored in each node to check for keyword mutex. We

present a simple example by considering a set of two nodes {A,B}. Given four query

keywords, we construct a 4 × 4 matrix M(A,B) = (m)ij to describe the keyword
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relationship between A and B: mij indicates whether tuples with keyword wi in

A can be combined with tuples with keyword wj in B. If the minimum distance

between these two keyword MBRs is smaller than δ∗, then mij = 1; otherwise,

mij = 0. If wi does not appear in A, or wj does not appear in B, then also mij = 0.

Moreover, mii = 0 since each keyword in the mCK result can only be contributed

by one node. If M(A,B) is the zero matrix, we can conclude that the set is keyword

mutex. For any two different keywords wi and wj from A and B, its distance must

be larger than δ∗.

Generally, for a set of n ≥ 3 nodes {N1, N2, . . . , Nn}, we define M(N1, . . . , Nn)

recursively as follows: for n ≥ 3,

M(N1, . . . , Nn) =(M(N1, N2)×M(N2, . . . , Nn))⊗

(M(N1, . . . , Nn−1)×M(Nn−1, Nn))⊗

M(N1, Nn),

where × is the ordinary matrix multiplication, and ⊗ is elementwise multiplication.

The base case when n = 2 has already been defined in the paragraph above.

As the lemma below shows, we need only check whether M(N1, . . . , Nn) = 0 to

determine if {N1, . . . , Nn} is keyword mutex.

Lemma 3.5. If M(N1, . . . , Nn) = 0, then the set of nodes {N1, N2, . . . , Nn} is

keyword mutex.

Proof. Suppose M(N1, . . . , Nn) = 0 but {N1, . . . , Nn} is not keyword mutex. Then

there must exist n different keywords k1, . . . , kn from nodesN1, . . . , Nn, respectively,

such that all pairs of keywords are at distance less than δ∗. We haveM(Ni, Nj)kikj =
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1 for 1 ≤ i < j ≤ n. First, we prove

M(Nu, . . . , Nv)kukv ≥
∏

u≤i<j≤v

M(Ni, Nj)kikj (3.1)

by induction on v − u

When v − u = 1, (3.1) clearly holds. For v − u > 1, consider the inequalities:

M(Nu, . . . , Nv−1)kukv−1
≥

∏

u≤i<j≤v−1

M(Ni, Nj)kikj

and

M(Nu+1, . . . , Nv)ku+1kv
≥

∏

u+1≤i<j≤v

M(Ni, Nj)kikj ,

which hold by the induction hypothesis. Since the matrix entries are all nonnega-

tive, we have

M(Nu, . . . , Nv)kukv

≥
(

M(Nu, Nu+1)kuku+1
·
(

∏

u+1≤i<j≤v

M(Ni, Nj)kikj

))

·
((

∏

u≤i<j≤v−1

M(Ni, Nj)kikj

)

·M(Nv−1Nv)kv−1kv

)

·M(Nu, Nv)kukv

≥
∏

u≤i<j≤v−1

M(Ni, Nj)kikj .

Therefore,

M(N1, . . . , Nn)k1kn ≥
∏

1≤i<j≤n

M(Ni, Nj)kikj = 1,

which is nonzero. This is a contradiction.
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The advantage of the matrix implementation is that it can be naturally inte-

grated into our a priori-based search strategy. When dealing with set {N1, . . . , Nn},

the matrices involved in the above formula will already have materialized in most

cases. Therefore, checking for keyword mutex requires only two matrix multipli-

cations and two matrix elementwise products, which can be achieved at a low

computation cost.

3.4 Empirical Study

This section provides an extensive performance study of our query strategy using

one bR∗-tree to integrate all the spatial and keyword information. We use MWSJ

approach [89] as reference which works in this way: If there areN keywords existing

in the spatial database, N separate R∗-trees are built. Given m query keywords, we

pick m corresponding R∗-trees T1, T2, . . . , Tm. The trees are ordered by the number

of objects in the tree. The search process starts from the smallest R∗-tree T1 with

fewest objects. For any leaf MBR M1 in T1, we search the leaf MBRs in T2 that are

close enough to M1. The idea of active MBR can be applied to speed up the search.

In T3, the search space has been shrunk to the active MBR of M1 and M2. Only

MBRs intersecting with this active MBR will be taken into account. This process

lasts until all the leaf MBRs near M1 in all other R∗-trees have been explored.

Then, we move to other leaf MBRs in T1 until all the combinations of objects in

each R∗-tree have been explored completely. Such an implementation outperforms

the traditional top-down strategy used in answering closest-pair queries [43].

We implement both algorithms in C++ using its standard template library.

Our bR∗-tree is implemented by extending the R∗-tree code 2. All the experiments

are conducted on a server with Intel Xeon 2.6GHz CPU, 8GB memory, running

2http://research.att.com/∼marioh/spatialindex/
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Ubuntu 7.10. Both synthetic and real life data sets are used for performance

testing. We use average response time (ART) as our performance metric: ART =

(1/NQ)
∑NQ

i=1(Tf − Ti), where Ti is the time of query issuing, Tf is time of query

completion, and NQ is total number of times the given mCK query was issued.

Note that ART is equivalent to the elapsed time including disk I/O and CPU-time.

3.4.1 Experiments on Synthetic Data Sets

The synthetic data generator generates spatial data points in a random manner.

Each point is randomly distributed in the d-dimensional space [0, 1]d and assigned

a fixed number of random keywords. We fix the number of keywords on each data

point so that it is more convenient to analyze the performance when a data point

is associated with multiple keywords. In our implementation of bR∗-tree, the page

size is set to 4K bytes and the maximum number of entries in internal nodes is

set to 30. However, the number of entries in leaf nodes is set to be the same

with total number of keywords to allow flexibility in handling different number of

keywords. In the implementation of MWSJ, we also use a page size of 4K and set

the maximum number of entries in all nodes at 30. bR∗-tree takes more time than

MWSJ in building the index for two reasons. First, in MWSJ, each tuple is inserted

into a small R∗-tree with the same keyword as the tuple. In bR∗-tree, each tuple

is inserted into the whole tree. This results in much higher cost for each insertion,

including choosing a leaf, invoking more split and AdjustTree operations. Second,

bR∗-tree maintains additional information, such as keywords and keyword MBR,

which need to be updated during insertions.

In the following experiments, we adjust four parameters to generate different

data sets. The parameters are

• TK : total number of keywords in the database;
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• DS : data size;

• DM : the dimension of data point;

• KD : the number of keywords associated with each data.

In each experiment, we compare the performance of bR∗-tree with MWSJ on dif-

ferent synthetic data sets using ART as the performance metric.

Effect of TK

We ran the first experiment on four data sets to test scalability in terms of the num-

ber of query keywords m. We generated data sets with total number of keywords

50, 100, 200 and 400, respectively. Each data is two-dimensional and associated

with one keyword. In each data set, there are 3,000 data points associated with

the same keyword.

Fig. 4.6 shows the ART of two algorithms with respect to the number of query

keywords. When m is small, we can see that MWSJ outperforms bR∗-tree and this

advantage becomes clearer as total number of keywords increases. It only accesses

m of total N R∗-trees that occupy a small portion of the whole data set. The query

can be processed relatively quickly. However, our search process needs to access

all the nodes in the entire bR∗-tree because the data with different keywords are

randomly distributed in the leaf nodes. This results in relatively poor performance

as compared to that of MWSJ.

As m increases to large values, the performance of MWSJ starts to degrade

dramatically. The search space is expanded exponentially and MWSJ incurs high

disk I/O cost for identifying the candidate windows since it does not inherently

support effective summarization of keyword locations. However, our algorithm
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demonstrates remarkable scalability as m increases3. Our bR∗-tree summarizes

the keywords and their locations in each node, and this plays an important role

in effectively pruning the search space. The a priori-based search strategy also

restricts the candidate search space from growing too quickly.

Note that the overall performance trend of MWSJ across the four data sets is

similar. The reason is that the data sets have the same number of data points

associated with each keyword and the size of R∗-tree is the same. However, the

performance of bR∗-tree degrades slightly with the increase of data size and total

number of keywords. It integrates all the data points in one tree, leading to a

higher access cost.

Effect of DS

In the above experiment, the number of data points associated with each keyword

is fixed. In this experiment, we fix total number of keywords at 100 and increase

data size from 100,000 to 3,000,000 to examine the performance of bR∗-tree and

MWSJ.

Fig. 3.8 shows how ART increases with data size in answering the same num-

ber of query keywords. When m is small, e.g. m = 3 and m = 5, both algorithms

demonstrate similar rate of increase in ART. The spatial index and the pruning

using active MBR did take effect to suppress the expansion of search space caused

by the increase of data size. However, when m becomes large, e.g. m = 7 and

m = 8, a small amount of increase in the size of the R∗-tree in MWSJ can lead to a

remarkable increase in the search space. We can observe from Fig. 3.8 that MWSJ

becomes sensitive to the increase of data size and the performance declines dra-

3Note that this make our algorithm particularly useful for purpose like geotagging of documents
where a mCK query with large number of keywords are issued by an automatic search algorithm.
In addition, for systems in which the number of keywords in a submitted query can varies greatly,
our approach will provide very stable performance compared to MWSJ.
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Figure 3.7: Performance on increasing TK

matically especially when data size is large. In contrast, bR∗-tree scales smoothly

in a stable manner, thereby validating the effectiveness of our search strategy.

Effect of KD

In many applications, a spatial object is associated with a set of keywords rather

than only one keyword. Under a fixed data size, if we increase the number of

keywords associated with each data point, the search space increases as well. For

each keyword, there are more data points associated with it, and hence, a larger

R∗-tree is needed for indexing in the case of MWSJ. However, the size of bR∗-tree

is not affected because the bitmap in the node only gets more bits set, but still

incurs a fixed storage cost.

In this experiment, we generate 1,000,000 two-dimensional data points. There
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Figure 3.8: Performance on increasing DS

are a total of 100 keywords in the data set. We increase the value of KD from one

to six. The results, depicted in Fig. 3.4.1, show that bR∗-tree always demonstrates

good stability when KD increases. However, MWSJ suffers from serious perfor-

mance degradation asKD increases because it does not inherently support effective

summarization of keyword locations. Note that when m = 3, the performance of

MWSJ has a sudden improvement when KD = 3, i.e. each object is associated

with three keywords. An object with all three query keywords is very likely to be

found in the data set giving δ∗ = 0. This greatly facilitates the pruning in the

unexplored search space. When m = 5, this improvement is not shown clearly be-

cause the probability of finding an object with all the query keywords in the early

search stage is low.
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Figure 3.9: Performance on increasing KD

Effect of DM

In the above experiments, we only handle two-dimensional data. In some applica-

tions, the data may have multiple attributes and are mapped to higher-dimensional

space. For example, a notebook may be mapped to a five-dimensional value arising

from attributes such as CPU, memory, hard disk, weight and price. The closest

notebooks from different manufacturers may be serious competitors in the market.

Therefore, it is meaningful to test how the algorithms perform on higher dimen-

sional spaces.

We test the performance on three- and four-dimensional data with a small data

size of 50,000. There are 100 keywords in total and each data is associated with

one keyword. The ART results are shown in Fig. 3.10. It is clear that MWSJ
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performs poorly on higher dimensional data set because its pruning is based on

only the distance constraint. Our bR∗-tree takes advantage of both distance and

keyword constraints of mCK query for pruning and shows much better scalability.

As m increases, the performance of MWSJ rapidly declines and can be orders of

magnitude worse than bR∗-tree.

 0

 10

 20

 30

 40

 50

 60

 70

2 3 4 5 6 7 8 9

A
R

T
(s

ec
on

ds
)

m

bR*tree
MWSJ

(a) dimension = 3

 0

 50

 100

 150

 200

2 3 4 5 6

A
R

T
(s

ec
on

ds
)

m

bR*tree
MWSJ

(b) dimension = 4

Figure 3.10: Performance on increasing DM

3.4.2 Experiments on Real Data Set

We use TIGER (Topologically Integrated Geographic Encoding and Referencing

system) (downloadable from http://www.census.gov/geo/www/tiger) as our real

data set. The data set consists of numerous complicated geographic and car-

tographic information of the entire United States. Since we are concerned with

point data in our mCK query, we simply extract the landmark data, which can be

custodial facility (hospitals, orphanages, federal penitentiaries, etc.), educational,

cultural or religious institutions, etc. Each point in the data set is associated with

a census feature class code to identify its noticeable characteristic. For example,

D85 is the class code for keyword Park.

After cleaning and format transformation on the raw data, we extracted two

data sets, Texas and California, with 15,179 and 13,863 data points, respectively.
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Table 3.2: Keyword distribution on Texas data set

D1 4 D28 206 D43 1956 D71 75
D10 3 D29 1 D44 6092 D73 1
D20 23 D31 266 D51 364 D81 177
D21 872 D32 3 D53 2 D82 3291
D22 2 D33 34 D61 929 D83 21
D23 167 D35 6 D62 21 D84 1
D24 2 D36 17 D63 21 D85 295
D25 20 D37 5 D64 21 D90 78
D26 26 D41 2 D65 120
D27 44 D42 2 D66 9

Both data sets have dozens of keywords. The distribution for each keyword is highly

skewed. Table 3.2 shows the keyword distribution in Texas. Some landmark may

get thousands of points while others may have only one data point. For example,

D43 represents educational institutions, including academy, school, college and

university. These institutions are widely distributed and are well recorded in the

raw data set. However, landmarks like water tower (D71) are a rarity and only one

such landmark appears in our extracted data set.

In our experiments, we ignore infrequent keywords and submit queries with the

most frequent keywords. Fig. 3.11 shows the ART with respect to the number of

query keywords in both data sets. We can see that bR∗-tree outperforms MWSJ

even when m is small. The reason is that the number data associated with each

keyword is highly skewed. When a query has frequent keywords, MWSJ loses

the advantage of having to access only a small portion of the data set. When m

increases to large values, its performance still degrades dramatically. Our bR∗-tree

not only answers the frequent keywords query in a shorter time, but also exhibits

good scalability. Therefore, bR∗-tree performs significantly better than MWSJ in

answering queries with frequent keywords.
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Figure 3.11: Performance on two real data sets

3.5 Summary

In this chapter, we addressed mCK query, which aims at retrieving m closest

travel services. We used keyword to represent travel service and proposed bR∗-

tree to effectively summarize keyword locations, thereby facilitating pruning. We

also proposed effective a priori-based search strategy for mCK query processing.

Two monotone constraints and their efficient implementations were discussed. Our

performance study on both synthetic and real data sets demonstrates that the

proposed bR∗-tree answers mCK queries efficiently within relatively short query

response time. Furthermore, it demonstrates remarkable scalability in terms of the

number of query keywords. It significantly outperforms existing MWSJ approach

when m is large.



CHAPTER 4

LOCATING WEB RESOURCES BY

SPATIAL TAG MATCHING

In this chapter, we focus on the fundamental application of locating geographical

web resources and propose an efficient tag-centric query processing strategy. The

result is a location that is most relevant to the query tags. In particular, we aim at

finding a set of nearest co-located travel objects which together match the query

tags. Given the fact that there could be a large number of travel objects and tags,

we develop an efficient search algorithm that can scale up in terms of the number of

objects and tags. Further, to ensure that the results are relevant, we also propose a

geographical context sensitive geo-tf-idf ranking mechanism. Our experiments on

synthetic data sets demonstrate its scalability while the experiments using a real

life data set confirm its practicality.

58
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4.1 Introduction

In Web 2.0, users are free to upload diverse kinds of travel resources and mark them

in the map to indicate their relevance to the area using open map APIs. Such a large

amount of user-contributed materials constitute a luxuriant spatial database that

can provide immense mining opportunities. Effective location detecting technique

has significant commercial potential and can assist the search engine in classifying

and indexing the web resources to improve the relevance of the returned results.

It also plays an important role in providing the customers with local personalized

services. Existing work tackles this problem by mining and extracting phrases that

contain geographical context in web documents or with the aid of hyperlink struc-

tures and query logs when the geographical context is not clear. The ambiguities

on the location names are eliminated via NLP or IR technique to assign the correct

scope so that terms such as “Washington” appearing in “Denzel Washington” will

not be treated as a location name. Despite considerably high accuracy, traditional

methods are still faced with new challenges in the Web 2.0 environment:

• Various types of resources exist in the spatial database. Existing search en-

gines pay particular attention to gazetteer terms derived from web documents.

However, other multimedia resources, such as photos and videos, are not as-

sociated with such terms inherently. Without geographical terms, traditional

approaches may not work well.

• Current geographic information systems typically rely on the gazetteer in-

formation published by authorized communities. In Web 2.0, users have

contributed huge amounts of useful contents collaboratively. A prominent

example is Wikipedia, the most widely used online encyclopedia. There are

abundant implicit geographic information embedded and they should be fully
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exploited.

In Chapter 1, we introduced a uniform data model for travel resources based on

tagging. Based on this model, an example blog is shown in Figure 1.5. The blog is

associated with user-generated tags and the gazetteer terms in the text body are

shown in bold. We can see that “Philippines” and “Disneyworld” are noisy terms

and not related to the travel destination. This brings challenges to traditional

methods utilizing NLP or IR technique. In this case, we can take advantage of the

associated tags which are of higher quality because noisy terms have been filtered by

human intelligence. The problem now becomes finding a location in Singapore that

best matches the four tags “beach”, “island”, “Palawan” and “wooden bridge”.

Another locating example is shown in Figure 1.6. In this example, the query is

an image from Flickr with annotations. In order to detect the location of the image,

we can use “bull”, “bronze” and “sculpture” to query the spatial database in New

York City and find the best match location. This is similar to locating the travel

blog in the above example. Since we have proposed a uniform mapped resource

model in Chapter 1, the problem of locating mapped resources is essentially a

spatial tag matching problem.

Finding co-locating tags in spatial databases remains an ongoing research prob-

lem. Traditional approaches of keyword search in spatial databases [57, 50, 42, 38]

are seeking for a mapped resource matching all the query tags. However, the num-

ber of tags associated with each object is typically small, making it difficult to find

a complete match. On the other hand, these methods ignore the fact that spatially

close resources could belong to the same object and are related to each other. For

example, news about “New York City airplane river crash” could be marked by

users around the crash location in the Hudson River and photos of “Statue of Lib-

erty” are likely to be uploaded around the Liberty Island. Therefore, instead of
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looking for one-to-one match, we allow one query object to match multiple spatially

correlated objects as long as the union of their tags can match all the query tags.

The search algorithm in Chapter 3 shows good scalability in terms of the number

of query keywords. However, the proposed bR∗-tree indexing structure requires the

storage of auxiliary information for each possible tag and can therefore potentially

incur high I/O cost when the tag space T is large. In this chapter, we present

a new and efficient index based on the R∗-tree [26] and inverted list. A labelled

R∗-tree is constructed to provide spatial proximity information and the inverted

list is used as a partition of the tag space T . The augmented summary information

is not stored but built dynamically during the search process to make the index

light-weight. We design a bottom-up search algorithm to utilize the inverted index

so that only the related lists will be accessed. Since the I/O cost has been greatly

reduced, the new indexing and searching technique can ensure scalability in terms

of both the number of query tags m and the data size within a large tag space T .

In addition to the efficiency issue, we also address the issue of semantic relevance

by proposing a re-ranking mechanism for co-located tags that are found within the

top-k closest scope. To this end, we have to take into account the geographical

context in the ranking process. There exist works in [47, 24] that proposed geo-

ranking mechanism using local popularity of web resources measured by citations.

However, the hyperlink structure among the resources is not available in our data

model. In the recent works of [42, 38], Cong et al. proposed to retrieve the

most relevant spatial web objects by considering both the distance proximity and

text relevance in the ranking function. However, the text relevance is still between

query keywords and each single spatial web document. In this chapter, we present a

more general ranking method that takes nearby resources into account as well. We

extend the widely used tf-idf and propose a new ranking strategy, named geo-tf-idf,
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to measure how the tags are related to the area that they are located in.

In summary, the main contributions of the work include:

• We propose to use tags to build a general data model. Based on the model,

we describe a system framework to support co-location searches on various

types of resources in Web 2.0 applications.

• We develop an efficient indexing and searching strategy, which is scalable in

terms of both the number of query tags and the data size of resources, to

answer the queries of co-located tag matching.

• We extend the widely accepted tf-idf method for the geographical context,

called the geo-tf-idf ranking method, to measure the relevance of the geo-tags

with respect to the area in which they are located.

• We conduct extensive experiments using synthetic and real life data sets.

The results confirm the effectiveness and practicability of our proposal in the

context of Web 2.0 applications.

The remaining of this chapter is organized as follows. Section 4.2 introduces

the improved index and search strategy. Section 4.3 proposes the geo-tf-idf ranking

mechanism. Section 4.4 presents our performance study on the synthetic and real

life data sets. Finally, the chapter is concluded in Section 4.5.

4.2 Spatial Index and Search Algorithm

4.2.1 Light-weight Index Structure

In Web 2.0 context, users can continuously contribute new resources to the map. On

one hand, there will be increasing number of locations. On the other hand, in each
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Figure 4.1: The index of R∗-tree and inverted index

location, the number of associated tags will increase as well. Thus, it is essential

for the proposed index structure to be scalable enough to handle large number

of locations and tags. To achieve this goal, we do not maintain the additional

summary information. Moreover, we do not integrate all the locations and tags

into one tree structure. Instead, we split them into two components: a spatial

index and an inverted index, as shown in Figure 4.1. This also ensures that the

proposed index could be grafted into existing commercial systems easily.

The R∗-tree is used to index all the spatial locations associated with tags. It

is constructed in the same manner as described in [26] except that each node is

assigned a label indicating the path to the root node. In our example, node R3

and R4 are both labelled as “a” because they share the same path to the root

node’s first entry. Similarly, R5 and R6 are labelled with “b”, which represents the

second entry in the root node. Given a node label, we can judge where the node is

located in the R∗-tree without accessing the tree. Two locations close to each other

probably have the same prefix of node label. If they lie in the same internal node,

they will be assigned the same label. Thus, the label can be used to approximate
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the spatial distance between the data points.

An inverted index is built along with the R∗-tree. It maintains inverted lists

for all the tags in the database. Each element in the list consists of node label

derived from the construction of R∗-tree and its actual location. Note that the list

is ordered by the location label so that the data points close to each other in the

geographical space are probably still close in the inverted lists.

Such an index is scalable in terms of both the number of locations and tags.

Each time a new location is marked in the map, it is inserted in the labelled R∗-tree.

The function ChooseSubtree in [26] is first invoked to find a leaf node to accom-

modate the location. If there exist empty entries in the node, the location point

is inserted and assigned with the node’s label. The inverted lists of the associated

tags can also be updated at a small cost as the elements have been ordered. Other-

wise, split occurs in the overflowing node and the changes are propagated upward

the tree. Besides the MBR adjustment, we need to update the label of nodes as

well as the elements in the inverted lists assigned with the old label. Suppose the

propagation stopped at node N labelled l1l2...lt, all the descendent nodes of N will

be re-labelled. Meanwhile, the elements in the affected inverted index whose labels

start with l1l2...lt are also updated. Since the lists have been ordered, it is conve-

nient to retrieve the list segment with this prefix. However, if the insertion occurs

frequently, ensuring correct label will be computationally expensive. As we do not

require accurate labelling in our search algorithm, we can adopt a lazy approach

in which we will delay the update of the labels. The location’s label is buffered

before the split operation. The affected part of R∗-tree will be updated in a batch

manner using the buffered information to ensure an acceptable cost. The case of

inserting a new tag is much simpler. A new inverted list is created for the new tag

and then its location and label can be inserted into the list.
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Figure 4.2: Bottom-up construction of virtual bR∗-tree

In contrast to the index in Chapter 3, such a light-weight index saves a large

amount of I/O cost compared to indexing all the tags and locations into one bR∗-

tree. Given a set of query tags, only the relevant location lists are retrieved. The

following subsection will introduce how mCK query can be answered on top of

inverted lists without even accessing the spatial index. The index can also be

utilized to answer queries in which the user specifies a bounding region. We traverse

down the R∗-tree as much as possible while ensuring that the node MBR bounds

the query region completely. Using the label of such a node, we filter off all data

points that are not prefixed with this label. The retrieval cost is small as the labels

in the lists have been ordered. Then, a further check is performed to see if the data

point is within the query region so as to obtain the correct result.

4.2.2 Bottom-Up Search Algorithm

Given m query tags, we retrieve m lists of data points that match the tags from

the inverted index. A naive solution to this problem is to exhaustively examine all

possible sets of m tuples from different lists. This is prohibitively expensive when

the number of objects and/or m is large. To take advantage of the spatial informa-

tion embedded in the label, we instead propose an elegant solution by constructing

a virtual bR∗-tree using the label and location of the data points.
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The virtual bR∗-tree is built level by level in a bottom-up manner as illustrated

in Figure 4.2. At first, m inverted lists corresponding to the query tags are retrieved

and merged into one list ordered by the node label. The cost of this merge sort

is linear to list size. We traverse the sorted list and fetch all the data points with

the same label. These points are used to construct a new virtual node which has a

counterpart in the original R∗-tree. Note that the MBR of the virtual node is much

smaller than its counterpart as it is built on the points relevant to the query. For

each virtual node, we maintain the additional information: the keyword bitmap

and the keyword MBR to summarize the keywords and their distribution inside

the virtual node. Compared to the bR∗-tree proposed in Chapter 3, the node size

has been greatly reduced to save the I/O cost and allows virtual bR∗-tree to handle

a database with a massive number of possible tags. In addition, the a priori-based

search strategy can still be applied in the virtual bR∗-tree.

Algorithm 6 Bottom-Up Search Strategy

Input: m query tags, inverted index
Output: Distance and location of m closest keywords
1. Retrieve m inverted lists for each query tag
2. Merge the lists into one list L ordered by the label
3. Initialize a virtual node cur node
4. while L.level < tree.height do
5. for each element vnode in L do
6. if vnode has the same label with its previous element then
7. add vnode into cur node
8. else
9. SubsetSearch(cur node)
10. add cur node to List L′

11. move L′ to L

The detailed search algorithm is shown in Algorithm 6. Each time a virtual

node is constructed, it will be treated as a subtree and the pruning algorithm

SubsetSearch proposed in Chapter 3 could be applied in this virtual node. The

difference is that the search space will exclude the single child node that matches
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all the query tags. As our search strategy is bottom up, the space within the node

must have been explored. Fig 4.3 shows the order of NodeSet candidates checked

in the top-down and bottom-up search algorithm respectively. The bottom-up

strategy can access the leaf nodes earlier than top-down method and get a smaller

δ∗ first. In overall summary, the bottom-up search demonstrates better scalability

because it only accesses a small virtual bR∗-tree and in the meanwhile preserves

the effective pruning strategy.

Order 1 2 3 4 5 6

Top-down R1 R3 R2 R5 R1R2 R3R5

Bottom-up R3 R5 R1R2 R3R5

Figure 4.3: Order of NodeSet candidates checked

4.3 Ranking

The results returned by mCK search algorithm only consider the spatial closeness

while ignoring the geographical relevance. In this section, we propose a new ranking

mechanism, namely geo-tf-idf, which extends the classic tf-idf ranking to be applied

in a geographical context.

tf-idf [25, 102, 78] has been widely adopted in search engines to measure the

importance of a keyword with respect to a document in a collection or corpus. In-

tuitively, score(k,D) will be assigned a higher value if keyword k occurs frequently

in document D and infrequently in other documents. Formulae 4.1-4.5 shows the

ranking mechanism with normalization of document length and frequency taken

into account:
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score(Q,D) =
∑

k∈Q

weight(k,Q) ∗ score(k,D) (4.1)

score(k,D) =
tf(k,D)

dl
∗ idf (4.2)

tf(k,D) = 1 + ln(1 + ln(freq(k,D))) (4.3)

dl = (1− s) + s ∗ dl(D)

avgdl
(4.4)

idf = ln
N

df + 1
(4.5)

The term weight of k with respect to Q is usually measured by the raw term

frequency in Q. The documents with higher ranking scores will be considered as

more relevant to the keywords. Similarly, we can define our score function of a

geographical area R with respect to query Q, as shown in Formula 4.6.

score(Q,R) =
∑

k∈Q

weight(k,Q) ∗ score(k, R) (4.6)

The problem becomes how to measure the importance of a tag k with respect

to an area R. Inspired by the intuition behind tf-idf, we propose an extended

ranking mechanism used in geographical context. A higher score will be assigned

to score(k, R) if the tag t and area R satisfy the following properties:

1. The tag t appears frequently around the area of R. For example, tourist

travelling in Beijing will probably take a visit to Forbidden City. There will

be many photos and blogs tagged with “Forbidden City” uploaded in the

map. Thus, this tag is closely related to Beijing city.

2. The tag t is not frequently mentioned in areas other than R. Although
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“Forbidden City” may appear in other travel blogs not located in Beijing,

such cases are typically rare. Beijing will be assigned with a high score with

respect to “Forbidden City”.

In IR systems, the information unit is a document. While in our uniform data

model, the concept of document is vague. Each location point is associated with

a set of tags. Distinct resources located at the same point can constitute a large

virtual document with the tags merged. If there are no resources in the nearby

area, we can apply traditional tf-idf to measure the weight between keyword k and

location p:

inw(k, p) = score(k,D) (4.7)

,where D is the merged tag “document” located at point p. However, in real

Web 2.0 applications, the resources are contributed and uploaded by users. The

resources on the same topic will gather around the actual location. The score value

on a point location p can not completely capture the geographical context. We

need to take into account nearby resources.

In order to measure the effect of tag t in location p to its nearby areas, we build

a degradation model as shown in Figure 4.4(a). The keyword will affect mainly

the nearby regions. The regions far away are considered irrelevant to the tag. We

may use Gaussian function in Figure 4.4(b) to describe such degradation. Suppose

the d-dimensional space has been normalized into [0, 1]d, the relevance of keyword

k located at p with respect to area R can be measured via the following formula:

score(k, p, R) =

∫

q∈R
{inw(k, p) ∗ f(dist(p, q))}

1 + ln(area(R))
(4.8)

, where f is the degradation function. The intuition behind the definition is that

if the area is small and close to the keyword, a higher score will be assigned. If
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the area is large, the effect of the keyword on the whole region will be scaled down

accordingly. Thus, R2 is more relevant to k than R1 in example of Figure 4.4(a). If

there are multiple occurrences of keyword k in the spatial database SD, the final

score will sum up all the effect of k on the area of R:

score(k, R) =
∑

p∈SD

score(k, p, R) (4.9)

R1

R2

(a) Keyword weight degra-
dation model

1

f

x

(b) Keyword weight degra-
dation function

Figure 4.4: Degradation of keyword spatial importance

4.3.1 Approximate Ranking Mechanism

In real applications, it is expensive to calculate the exact weight of a region with

respect to a keyword. To save the computation cost, we propose an approximate

scoring mechanism.

In our approximation model, the space is split into grid cells and region R

is approximated by a minimum set of cells that can bound it. The degradation

function no longer decreases continuously to 0. Instead, as shown in Figure 4.5(b),

we use the grid cell as basic unit. The weight of the grid that holds point p

is assigned with constant α and the neighboring grids are assigned with constant

β(1 ≥ α > β > 0). The remaining grids are considered not relevant to the keyword.

The weight of keyword k with respect the cell C becomes:
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α
β β β

β
ββ

β
β

(a) Grid degradation model

α
β

(b) Grid degradation func-
tion

Figure 4.5: Approximate model for degradation of keyword spatial importance

score(k, C) =

α ∗ ∑
p∈C

inw(k, p) + β ∗ ∑

C′∈NC

∑

p∈C′

inw(k, p)

3d
(4.10)

,where NC are the neighboring cells of C. Such a definition will assign higher value

to score(k, C) if k frequently appear in C as well as its neighboring cells. Finally, a

normalization process similar to idf is proposed to reduce the effect of the general

tag that occurs all over the grid:

igf(k) = ln
|G|

dg(k) + 1
(4.11)

,where |G| is the total number of d-dimensional grid cells and dg(k) is the number

of grids containing the keyword. Given all these formulae, the ranking score of k

with respect to its location can be approximately defined as :

score(k, R) ≈

∑

C∈R

score(k, C) ∗ igf(k)

|C| (4.12)

,where R is approximated by a set of cells C. Such an approximation takes the

nearby documents into account. In our experiments, we will provide further analysis

of the ranking mechanism.
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4.4 Experiment Study

This section provides an extensive performance study on both synthetic and real

data sets in order to evaluate the scalability of our query processing strategy as

well as its practical utility.

We incrementally generate large synthetic data sets to simulate those from Web

2.0 applications. Meanwhile, real data sets extracted from online photo sharing

applications are used to testify the practical utility of mCK query in local services

and resource locating. All of our experiments are conducted on a server with Quad-

Core AMD Opteron (tm) Processor 8356, 128GB memory, running RHEL 4.7AS.

4.4.1 Experiments on Synthetic Data Sets

Synthetic data sets are generated to simulate real-life applications in two aspects.

First, in successful commercial applications, there are millions of users who create

large amounts of resources. Hence, the data size we generate must be large scale.

Second, the database expands continuously as new resources are added in by differ-

ent users. Thus, scalability in terms of the number of locations and their associated

tags becomes an essential issue. Our experiments are performed on synthetic data

sets with millions of locations and thousands of tags. All the spatial data points are

generated in a d-dimensional space [0, 1]d in a random manner. For most mapping

applications, d is usually set as two. Each data point is randomly assigned with a

fixed number of tags.

We compare our new virtual bR∗-tree against the one proposed in Chapter 3

and MWSJ [89] in answering mCK query. These two algorithms retain the same

settings as before. The average response time (ART) is used as our performance

metric. In the following experiments, we compare the scalability in terms of m, the
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number of locations and the associated tags.

Scalability in terms of m

In this experiment, we randomly generate two data sets with 5,000,000 and 10,000,000

location points respectively. There are in total 5, 000 tags in the database and each

point is associated with 5 random tags. The number of query tags submitted is

varied from 3 to 8.

Figure 4.6 illustrates the average running time of the three algorithms. The

bR∗-tree proposed in Chapter 3 shows reasonable scalability as m increases. How-

ever, since the tree maintains auxiliary information in each node, this leads to

extremely high I/O cost. The index occupies more than 4GB disk storage while

our inverted index only takes up 527MB for the data set with 5, 000, 000 points.

The performance of MWSJ shows the same pattern as in Chapter 3. When m is

small, the query can be answered efficiently. When m is increased to larger values,

the performance starts to degrade due to the exponential expansion of the search

space. Our virtual bR∗-tree demonstrates advantage over the other two algorithms.

This is due to the improved index structure as well as the efficient pruning strategy.

In the following two experiments, we only compare the performance with MWSJ

as the original bR∗-tree is not suitable for handling data set with a massive number

of tags.

Scalability in terms of the number of locations

In order to simulate the real applications in which new resources are continuously

marked in the map, we generate the synthetic data sets with the size increasing

steadily from 5, 000, 000 to 10, 000, 000 data points. The number of tags associated

with each point is fixed as 5. Figure 4.7 shows the performance trend as the data
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Figure 4.6: Scalability in terms of m

size increases.

When m is small, both algorithms demonstrate similar growth rate in running

time. The spatial index does take effect to suppress the expansion of search space.

However, asm increases, the performance of MWSJ becomes sensitive to the growth

of data size. The reason is that the search space grows substantially with the data

size. A small amount of increase in data size can lead to remarkable expansion

of the search space. In contrast, our virtual bR∗-tree is able to scale in a stable

manner.

Scalability in terms of the number of tags

In real applications, new tags can be added to describe a particular resource. In this

experiment, synthetic data sets are generated to simulate the growth in the number

of tags. Here, we increase the number of tags associated with each location from 1

to 9. The spatial database contains 5, 000, 000 data points and 5, 000 different tags

in total.

The two algorithms in Figure 4.8 present similar growth rate to that in Figure

4.7 in terms of response time. Their performance is good whenm is small. However,

MWSJ suffers from serious degradation in handling large numbers of query tags

because it does not inherently support effective summarization of tag locations.
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Figure 4.7: Scalability in terms of the number of locations

Our virtual bR∗-tree, on the other hand, demonstrates good scalability.

Note that the virtual bR∗-tree performs slightly better with respect to the

growth in the number of tags compared to the growth in number of locations.

The reason is that the virtual node in the bR∗-tree maintains a bitmap indicating

the query tags within. The insertion of a tag into an existing location will only

trigger the setting of the bit in the bitmap. However, the insertion of new locations

leads to a larger labelled R∗-tree. Therefore, more virtual nodes will need to be

created during the search process.
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Figure 4.8: Scalability in terms of the number of tags

4.4.2 Experiments On Real Data Sets

Our real data set is generated via the Flickr service API1 and Picasa Web Albums

Data API2. We extract all photos in New York that are tagged and geo-marked.

Resources located at the same coordinates are merged into the same tag list. After

removing the infrequent tags, the database consistes of 74, 774 location points from

Flickr and 6, 729 points from Picasa Web. There are 12, 636 tags in total.

Based on our observation, the geo-tag data set is of acceptable quality. Most

of the photos are assigned with relevant tags and are correctly marked in the map.

The geo-tags are usually distributed in the form of spatial clusters. These clusters

can be utilized to identify the locations of popular resources and events because

related tags will emerge around that area. For instance, as shown in Figure 4.9,

1http://www.flickr.com/services/api/
2http://code.google.com/apis/picasaweb/overview.html
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Figure 4.9: Distribution of tag “zoo”

Figure 4.10: Distribution of tag “USOPEN”

the tag “zoo” is mainly distributed in three spatial clusters corresponding to Bronx

Zoo, Central Park Zoo and Queens Zoo Wildlife Center respectively. Similarly, in

Figure 4.10 there are a large number of “USOPEN” tags gathering around the

Arthur Ashe Stadium where the tennis match is held. This phenomenon provides

us with new opportunities to locate resources in a more precise geographical scale.

In the following experiments with real data set, we design a set of queries using

tags or photos as the input. These queries are mainly for locating local services.
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Tag Query

In this experiment, users propose query tags from the perspective of finding local

service, including restaurant, museum, shopping, recreation center, viewing site,

local news and so on. As shown in Figure 4.11, fifteen example queries are listed

and the results are compared against Google Maps. These local service queries can

be divided into three categories:

Type Tag Query Google mCK

I liberty statue
√ √

marc jacobs store
√ ×

restaurant seafood sashimi
√ ×

bar cocktail jazz player × √

museum dinosaur fossil
√ √

tennis court Williams champion × √

II weapon factory × ×
river airplane crush

√ √

campus Barack Obama × √

park river fishing × √

recreation bowling billiard
√ ×

square fountain roller skating × √

III applestore subway
√ √

supermarket gas station
√ ×

hotel church catholic historic × √

Figure 4.11: Example tag queries

• The first type of queries is landmark query, such as “Statue of Liberty” and

“Marc Jacobs Store” in our examples. Google Maps can answer this kind of

queries effectively as an enormous number of landmarks have been correctly

maintained in the database. Each time a query is submitted, it will first

look for gazetteer terms so as to reduce the search space. Our mCK query

strategy can correctly give the result for “Statue of Liberty” because this is a

famous viewing site in New York City and many photos have been tagged and

marked around the statue. However, no result is returned for “Marc Jacobs
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Store” as no geo-tagged photos about “Marc Jacobs” exist in our data sets.

• The second type of query is seeking for a subject associated with constraint

features, persons or events that users are interested in. If the association is

common and straightforward, such as a restaurant with seafood and sashimi,

a museum with dinosaur fossil and recreation center with bowling and billiard,

Google Maps is a good choice. However, this search engine is not suitable for

locating subjects with complicated features like “tennis court where Williams

won the champion” and “bar with cocktail and jazz player”. In contrast, our

mCK query can answer most of the queries as long as the target location

is well tagged. For the infrequent tags in our data set, such as “sashimi”,

“recreation”, “billiard”, it is difficult for them to occur simultaneously with

other query tags in the same location. Thus, no related results are returned.

The other problem with mCK query is that it can not guarantee that the

results returned are related to the same subject. In the query “weapon fac-

tory”, Knitting Factory, a music club and concert house, is returned. The

reason is that there are no available weapon factories in the database and it

happens that there is a poster about weapon on the door of the music club

so that the two tags “weapon” and “factory” become connected.

• The third type of query differs in that spatial constraint is embedded. For

example, the query “applestore subway” aims to find the apple retail stores

near the subway. Similarly, the query “supermarket gas station” intends to

find a supermarket and gas station close to each other. Google Maps is able

to answer these two queries because the result returned happens to contain

all the query tags. It can not capture the spatial constraint so as to answer

queries like “find a historic catholic church with hotels nearby”. Our mCK

in essence is proposed to answer this type of query. The quality of the search
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result relies on the quantity of tags contributed by users.

Figure 4.12 illustrates some results of example queries returned by mCK and

Google Maps. We can observe that Google Maps pays more attention to tags with

geographical context, such as college and church. The other keywords used as

features or spatial constraints are ignored. Thus, its results can not capture the

correct query subject or a user’s intention. Our mCK query takes all the tags into

account and find a location matching all of them. Such a query mechanism is able

to capture the complete meaning and return satisfactory results.

Query Tags mCK Google Maps

BarackObama

campus

Columbia University

Campus Description: 12 acre Yeshiva College

campus in uptown Manhattan Stern College

Business at both campuses... a2zcolleges.com

Yeshiva University Main Campus

campus in midtown Manhattan Sy Syms School of

hotel

church

catholic

historic

St Patrick’s Cathedral

Latin Catholic - 2 NYC Cathedrals The people

usually known as ”Roman Catholics” - the historic

of the Pope ...fordham.edu

Old St Patricks Cathedral School

Church of the West under the immediate supervision

Figure 4.12: Example results returned by mCK and Google Maps

Ranking Mechanism

In this part, we provide more in-depth analysis of our ranking strategy. As men-

tioned, we assign higher value to score(k, R) if keyword k appears frequently around

R and infrequently in other locations. Such keywords usually refer to the distin-

guishing and prominent entities. To achieve this goal, the primary issue is to

determine the size of the grid cell. The setting of this parameter is closely related

to the specific services being provided. Precise location at the level of a shop or
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sculpture desires a small cell size. Otherwise, we can allow larger cells to save

maintenance cost. Note that hierarchy grid structure can be designed to support

locating services at different geographical scales. In our experiment on the New

York data set, the grid is split into 500× 500 cells.

Fig 4.13 shows the ranking scores of query tags with respect to the detected

location. The bold tags “crash”, “catholic” are important and prominent subjects

or features in that location. Although tags like “river” and “hotel” also appear

frequently, they are not distinguishing enough. These tags spread round the city

and the igf (inverse grid frequency ) takes effect to assign lower scores to them.

In addition, we can tell from the figure that most feature tags are assigned with

moderate scores.

t8 airplane crash river
141.221 217.448 118.497

t15 hotel church catholic historic
114.849 214.979 685.173 45.2946

Figure 4.13: Ranking score for tag query

The last essential issue about ranking is the weights of the query terms. In de-

fault, the query tags are assigned with equal weights. When the results returned are

not satisfactory, users are allowed to adjust the weights to highlight the important

terms to better identify their intention. For example, given query tags “fountain,

square”, a famous square with a fountain may be returned as the square may be

frequently tagged, leading to a dominating score. If the user is actually searching

an ornate fountain in a square, he can increase the weight of “fountain”. If the

fountain is the prominent scene, it is likely to be more frequently tagged than the

square where it is located and the famous fountains will be returned.
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Accuracy

To further test the accuracy of resource locating, we invite a group of volunteers

to generate local service queries for us and verify whether the returned results

are satisfactory or not. Since our data set is still too small to meet with daily

needs, we extract frequent tags and ask the volunteers to create the query from the

combination of these tags. All the 50 queries are shown in Fig 4.14.

sunrise hotel hospital plaza dinner movie island waterfall weapons factory

wedding church gold sunset beach rockband beer waterfall ferry weapon museum

orange lamp library historic architechture historic museum pizza plaza sunset lake

waterfalls hotel fireworks square bridge train river fishing dogs pet shop

garden cafe monument square movie theatre kids playground dinner plaza chicken

baseball stadium sunset skyline sunset boat sea tennis usopen iphone gallery

beach guitar moon dance rock band fish market fashion jewelry shop architecture museum

sexy girls flower exhibition bronze statue towers lamp ice cafe pizza

island moon bowling beer dinner girls gold shoes shop 911 monument japanese restaurants

vocation island ice stadium park band bass historic movie theater museum pizza

Figure 4.14: Local service queries

In this experiment, we first use the Flickr data set and later add in the Picasa

Web data set to examine whether the idea of mashup works. The accuracy results

are shown in Fig 4.15. When there is only one data set, mCK query only performs

slightly better than Google Maps. The reason is that mCK seeks for a location

matching the query tags but these tags are possible to be associated with different

unrelated subjects. If multiple data sources from other applications are combined,

it is more likely for the related query tags to appear in the same location and their

distance becomes 0. As such, we obtain an improvement in accuracy when the

Picasa Web data set is incorporated.

Photo Query

In this experiment, we discuss how to locate a photo using mCK query. Given a

photo, the semantic objects as well as their features can be extracted via human

intelligence and represented as query tags. These tags are close to each other in
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the physical space. Google Maps is not suitable to handle such queries because it

is unable to capture the spatial constraint. Thus, we try to solve the problem by

submitting an mCK query using the extracted tags.

As different query tags extracted from the same photo may result in different

matching locations, the selection of extracted tags becomes an important issue.

Based on our experiments of the query photos in Fig 4.16, we observe that:

• Distinguishing tags are preferred as they can help to reduce the search space.

For example, in the second query, “skyscraper” is a frequent tag that appears

around the downtown of New York City and leads to many candidates. How-

ever, “mast” is a distinguishing keyword as it is found in limited locations.

The search space can be further reduced through the spatial constraint that

the skyscraper is near the mast.

• The number of candidate locations can be reduced by adding new query tags.

When there are no distinguishing features embedded in the photo, users can

provide more tags from the image to eliminate false positive. For instance,

in the first photo query, all the four query tags are widely distributed in New

York City. Their spatial constraint assists us in detecting the correct location.

Missing any of the query tags could lead to a false result.
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Other types of resources, such as blogs, news and videos, can also be located

in a similar manner. As long as the resource is concerned with a local area, their

associated tags are likely to spread around that area. Therefore, mCK is a useful

query in detecting geographical context of mapped resources.

park square

arch fountain

Washington Square Park

skyscraper seaport

boat mast

Near Brooklyn Bridge

bull bronze

sculpture

Wall Street Bull

Figure 4.16: Example photo queries
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4.5 Summary

In this chapter, we addressed the new emerging problem of locating mapped re-

sources in Web 2.0. We proposed that we can use tags to build a general data and

query model to support co-location searches by tag matching. The data resources

from different applications can be combined and integrated into the labelled R∗-tree

and inverted index. Efficient search strategies are developed to effectively answer

the tag matching query. We have also proposed a new geo-tf-idf ranking mechanism

to measure the geographical relevance. Extensive experiments using both synthetic

and real life data sets confirm the feasibility and efficiency of our proposed design

in the Web 2.0 environment.



CHAPTER 5

LANDMARK RECOGNITION USING

HASHFILE

Content based matching method is normally used to detect the geographical context

of web resources when tag is not available. In this chapter, we focus our problem on

detecting geographical context of images or in other words, landmark recognition.

With the increasing popularity of personal digital photography and online photo

sharing, landmark recognition becomes an important interface to the vast collection

of landmark photos. Typically, the problem is solved by comparing the input photo

with all the photos in the database, which is essentially a nearest neighbor query.

In this chapter, we propose a novel index structure, named HashFile, for effi-

cient retrieval of multimedia objects. It combines the advantages of random projec-

tion and linear scan. Unlike the LSH family in which each bucket is associated with

a concatenation of m hash values, we only recursively partition the dense buckets

and organize them as a tree structure. Given a query point q, the search algorithm

86
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explores the buckets near the query object in a top-down manner. The candidate

buckets in each node are stored sequentially in increasing order of the hash value

and can be efficiently loaded into memory for linear scan. HashFile can support

both exact and approximate NN queries. Experimental results show that HashFile

performs better than existing indexes in answering both types of NN queries.

5.1 Introduction

Due to the proliferation of Web 2.0 social and community systems, a large number

of multimedia objects are publicly available. Efficient access to such multimedia

objects needs to be supported in order for the web users to benefit from such data.

In this chapter, we study the problem of nearest neighbor (NN) search, which is an

essential query in many multimedia retrieval applications. We investigate process-

ing strategies for both exact and approximate NN queries. The former has wide

applications in similarity search, pattern recognition, clustering and classification.

The latter is particularly suitable for efficient retrieval in a large scale database at

the risk of certain loss in quality.

The most common and straightforward method for solving exact NN problem is

based on hierarchical space partitioning, resulting in various kinds of tree structure

indexes [94, 64, 29, 77]. The multi-dimensional feature space is split into smaller

partitions and organized as a tree structure. Data close to each other are grouped

in the same node so that they can be pruned together without accessing each in-

dividual point inside. However, the pruning power of these indexes decreases as

dimensionality grows and most of the tree nodes will be accessed, taking consider-

able CPU and I/O cost. In this case, the performance of existing index structures

degrades rapidly and even becomes worse than a simple sequential scan of the
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data [110, 30]. Due to this curse of dimensionality, it is difficult to build indexes

to efficiently answer exact NN queries.

To provide efficient similarity search, the research community has focused on

approximate NN search in recent years. Among various efforts, locality sensitive

hashing (LSH) [60, 53] and its variants have received considerable attention. The

LSH family adopts hash functions that preserve the distance in the Euclidean space

so that similar objects have a high probability of colliding in the same bucket. If

there are l hash tables and each table Hi is associated withm hash functions Gij, an

object o will be hashed to H(o) = [h1, h2, ..., hl], where hi = Gi1(o)Gi2(o)...Gim(o).

Given a query object q, the search space includes the buckets in the l hash tables

where q is located. All the objects in these buckets are scanned to return the

approximate NN result. As m increases, the bucket size becomes smaller and more

false positives are removed. Precision increases but recall degrades. Similarly, as

l increases, more buckets are examined. Recall is improved but precision may

become worse. Thus, the main challenge of LSH is to tune a good tradeoff between

precision and recall. To achieve a high search accuracy, hundreds of hash tables are

normally used [53] and require a large amount of memory space. In [83], multi-

probe LSH was proposed to reduce the number of hash tables and obtain the same

search quality. Since multi-probe LSH is adhoc and without theoretical guarantee,

Tao et al. have recently proposed the locality sensitive B-tree (LSB-tree) [105]

to ensure both quality and efficiency. The drawback of LSB tree is that it uses

random I/O access, which requires a considerable number of disk accesses when

the database is large.

To support efficient NN query processing, we propose a novel index structure,

named HashFile, based on the following three observations:

1. In LSH, the hash function is likely to place most of data objects into the
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buckets near the mean hash value, resulting in a skewed distribution of bucket

size. When m increases, the dense buckets can be recursively partitioned

to reduce the number of false positives. However, other buckets containing

fewer points will be partitioned as well. Since the data points inside these

buckets are well separated from others, further partitioning will generate a

large number of very small buckets and the quality of the approximate results

may degrade.

2. Expanding the search space by inspecting neighboring buckets can signifi-

cantly improve the result quality [83, 71] because some missing nearest neigh-

bors can be retrieved in this way without building a new hash table. Although

such a method is adhoc and without theoretical guarantee, we argue that the

theoretical bound obtained by previous works [60, 105] is too loose to be ap-

plied in practice. For example, LSB-tree only guarantees 4-approximate NN

with at least constant probability. In other words, the distance of NN result

returned by LSB-tree can be guaranteed to be within 4 times of the real best

distance.

3. Disk page access method plays an important role in the cost of the index look-

up [27], especially for high dimensional data. The time of random access is

higher than that of sequential access by many times.

In our implementation, the entire data set is first hashed into a set of buckets

like LSH. The dense buckets are fetched and re-hashed so as to further separate the

objects inside to remove the false positives. The remaining buckets only contain

a small number of points and will not be further partitioned. The process will

be repeated until there is no dense bucket. In this manner, the distribution of

the bucket size is much more balanced than that generated by LSH. We organize
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HashFile as a tree structure and each node is associated with a unique hash function

as well as a data file to store the buckets that can not be further partitioned. These

buckets are stored in increasing order of the hash value for linear scanning. We

propose a dynamic bucket allocation strategy to guarantee a minimum storage

utilization of 50%. Given a query point q, the search algorithm explores the tree in

a top-down manner and only retrieves those pages around the query object. The

candidate pages in each file are retrieved using sequential scan, with a single disk

seek operation followed by the data transfer.

We choose random projection as our hash function. This is because it is simple,

database-friendly [15] and yields comparable results to conventional dimensionality

reduction, such as PCA, for both image and text data [32]. Furthermore, using

random projection, we can extend the search algorithm to support exact NN search

in L1 norm, which is found to be effective for multimedia data [16]. Experiment

results on image data sets show that performance is improved as random projec-

tion is useful to filter away the data points that are far away and the remaining

candidates are processed efficiently using a linear scan. In summary, we propose

HashFile, a novel index structure for processing nearest neighbor queries efficiently

over multimedia databases. HashFile has the following desirable features:

1. It supports approximate NN search in the Euclidean space as well as exact

NN search in L1 norm.

2. It has a linear space complexity of O(2N + N/B) where N is the data size

and B is the page size.

3. Experiment results show that HashFile outperforms state-of-the-art tech-

niques for processing both types of NN queries.

The rest of the chapter is organized as follows. First, in Section 5.2, we review
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the necessary background to provide the underlying ideas and the intuition behind

HashFile for a better understanding. The detailed algorithm for inserting, updat-

ing and deleting data objects is presented in Section 5.3. The query processing

strategies for exact NN and approximate NN are proposed in Sections 5.4 and 5.5,

respectively. In Section 5.6, we analyze the complexity of data operations and

query processing. Extensive experiments on the real image data sets are conducted

in Section 5.7 to establish the superiority of the proposed methods over current

state-of-the-art NN processing techniques. Section 5.8 concludes the chapter.

5.2 The Preliminaries

In this section, we briefly review the theoretical background on random projection

and motivate the intuition for the notion of HashFile.

5.2.1 Random Projection

Random projection is a powerful method for dimensionality reduction. It is com-

putationally efficient and sufficiently accurate. Given a d dimensional data set P

with n points and a random matrix Rd×k, the projection is computed as follows:

P ′
n×k = Pn×d × Rd×k,

which results in a k dimensional data set P ′ with n points. Random projection

can preserve the Euclidean distance in the lower dimensional space provided the

constraints specified by the Johnson-Lindenstrauss Lemma [62] hold.

Lemma 5.1 (Johnson-Lindenstrauss Lemma). Given ǫ > 0 and an integer n, let

k be a positive integer such that k ≥ k0 = O(ǫ−2logn). For every set P of n points
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in Rd, there exists f : Rd → R
k such that for all u, v ∈ P , we have

(1− ǫ) ‖ u− v ‖2≤‖ f(u)− f(v) ‖2≤ (1 + ǫ) ‖ u− v ‖2

The choice of random matrix is a key step and it is often Gaussian distributed

with mean 0 and variance 1 to solve the ǫ-approximate nearest neighbor prob-

lem [69, 72, 60, 83, 105]. In [15], Achlioptas showed that the computational ef-

ficiency can be further improved by replacing Gaussian distribution with a much

simpler random distribution:

Lemma 5.2. Given ǫ, β > 0, let k0 =
4+2β

ǫ2/2−ǫ3/3
log n. For integer k ≥ k0, let R be

a d× k random matrix where the elements are independent random variables from

either one of the following probability distributions:

rij =











+1 with probability 1/2

−1 with probability 1/2

or

rij =
√
3























+1 with probability 1/6

0 with probability 2/3

−1 with probability 1/6

With probability at least 1− n−β, for all u, v ∈ P ,

(1− ǫ) ‖ u− v ‖2≤‖ f(u)− f(v) ‖2≤ (1 + ǫ) ‖ u− v ‖2

In practice, we can select either of the two projection functions for dimension-
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ality reduction. In our implementation, we pick rij randomly from {−1, 1}.

5.2.2 Distance Constraint for Exact NN Query Using L1

Suppose H is a hash function derived from any row of Rd×k such that it hashes an

object o with d dimensions into one dimensional value:

H(o) = ⌊
d
∑

i=1

hi · oi⌋

Since each element hi in H is from {−1, 1}, we can easily achieve a lower bound

for the exact L1 distance.

Lemma 5.3. Given two d dimensional data points x and y and a hash function

H : Rd → R
1 with hi ∈ {−1, 1}, we have

‖ x− y ‖L1
≥ |H(x)−H(y)| − 1

Proof.

‖ x− y ‖L1
=

d
∑

i=1

|xi − yi|

≥
d
∑

i=1

|hi(xi − yi)|

≥ |
d
∑

i=1

hi(xi − yi)|

Since for two real values a and b, |a− b| ≥ |⌊a⌋ − ⌊b⌋| − 1, we have

‖ x− y ‖L1
≥ |H(x)−H(y)| − 1
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Figure 5.1: A random projection example

Example. Figure 5.1 shows an illustrative example. Given three 4-dimensional

data points x, y and z, a random hash function is generated to hash each point

into a 1-dimensional value. It is obvious that the distance of the hashed value is

the lower bound of their real distance. Since the elements are integers, we have

|a− b| = |⌊a⌋− ⌊b⌋| for two integers a and b. The factor “-1” can be dropped from

the RHS and therefore we get: ‖ x− y ‖L1
≥ |H(x)−H(y)|.

‖ x− y ‖L1
= 6 ≥ 6 = |H(x)−H(y)|

‖ x− z ‖L1
= 7 ≥ 7 = |H(x)−H(z)|

‖ y − z ‖L1
= 3 ≥ 1 = |H(y)−H(z)|

Inspired by this, we adopt random projection to partition the large volume of

high dimensional data points into buckets in 1-dimensional space. Each bucket is

associated with a hash value and occupies one disk page. The pages are stored
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Figure 5.2: Hash value frequency of a color histogram dataset

sequentially in increasing order of hash value. Given a query point q, suppose it is

hashed into bucket hq. We denote δ as the distance to the nearest neighbor ever

found. According to Lemma 5.3, only the pages with hash value in [hq − δ, hq + δ]

need to be accessed. The other data points outside the range can be safely pruned.

Figure 5.2 illustrates an example of frequency distribution of hash value derived

from a color histogram dataset with 200, 000 points corresponding to 200K images,

which looks similar to a normal distribution. Most of the data points are hashed

into the buckets around the mean hash value µ. For buckets far away from µ, the

number of points inside the bucket drops dramatically. Therefore, if hq is lucky to

be far from µ, e.g., q2 in the figure, the search space only includes a set of buckets

with relatively few points inside the buckets. Since the pages with hash value in

[hq − δ, hq + δ] are stored sequentially, we can use linear scan to process the data

without resorting to random I/O accesses. However, if hq = q1 as shown in the

figure, we need to access the majority of the data points to answer exact NN query.

To solve this problem, we need to further partition the dense buckets. A new



96

hash function is created for each dense bucket to further partition the data points

inside. We expect that some amount of data far away from q can still be pruned

away via the re-hashing. However, as each bucket is associated with only a value of

H(·), the bucket size is relatively small. As shown in Figure 5.2, even the densest

bucket contains less than 1, 000 data points. The pruning power of re-hashing in

such a small partition is very limited. Each time we access the new partition, only

very few points can be pruned. This results in high I/O cost to perform sequential

scan on these small files. Therefore, we adopt the popular hash function in LSH to

increase the number of points hashed to each bucket:

H(o) = ⌊~a · ~o+ b

W
⌋

In our case, ai is selected the same with rij. bi is not required and simply set to

0. W is the hash window size. The original hash space is split into intervals with

lengthW and the data points hashed to the same interval will be stored in the same

bucket. Obviously, the larger W is, the more data points will be hashed to the same

bucket. Figure 5.3 shows the new frequency distribution in the larger buckets. W

is set to 450 and there are now only 15 partitions in the hash space. The densest

bucket contains around 35, 000 data points. Given a fixed page size, all the buckets

whose size exceeds the page size will be re-partitioned to gain additional pruning

power. When q is located in the dense area, we do not need to access all the data

points in the nearby buckets as in Figure 5.2. Instead, points far away from q can

still be pruned to save the CPU cost. Finally, we prove that we can still achieve a

lower bound of distance constraint using the new hash function.

Lemma 5.4. Given two d dimensional data points x and y and a hash function
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Hw(o) = ⌊hi·oi
W

⌋, we have

‖ x− y ‖L1
≥ W (|Hw(x)−Hw(y)| − 1)

Proof.

‖ x− y ‖L1
≥ |

d
∑

i=1

hi(xi − yi)|

= W |
d
∑

i=1

hixi

W
−

d
∑

i=1

hiyi
W

|

≥ W (|Hw(x)−Hw(y)| − 1)

In the extreme case, when W is set to +∞, HashFile degrades to linear scan

without any pruning power. In our experiment setup, we will study how the per-
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formance varies with this parameter.

5.3 HashFile Index Structure

In the section, we first present the overall design of the HashFile index structure

then describe the algorithms for data insertion, update and deletion in HashFile.

The notations used in the presentation are summarized in Table 5.1.

Table 5.1: Notation table

d the data dimension
o an object with d dimensions
W the hash window size

Hw Hw(o) = ⌊
∑d

i=1 hi·oi
W

⌋
[li, hi] the hash interval of a page
B the page size to host B objects
δ the best NN distance ever found
µ the storage utilization rate
κ the tree height of HashFile

5.3.1 HashFile Overview

We build HashFile in a top-down manner based on the distribution of the data

set. In the beginning, we randomly generate a hash function in the root node and

create a disk file to store the data. Since we are unable to predict the hash range,

we cannot allocate a collection of fixed-size pages in advance. Moreover, such a

static allocation strategy wastes a lot of storage resource because the buckets far

from the mean hash value usually contain a small number of data points, resulting

in a low storage utilization. Hence, we propose a dynamic allocation mechanism

which guarantees that the page utilization is at least 50%.
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Figure 5.4: The structure of HashFile and HashNode

Initially, there is only one page allocated in the disk file with a hash interval

(−∞,∞). The size of the page is fixed as B, indicating that it can accommodate B

data points. The first B objects can be successfully inserted into the page. When

the (B + 1)-th object arrives, the page is full and we select a hash value hs and

split the page into two new pages. Now, the object can be inserted into the new

page based on its hash value. As new objects are inserted continuously, more and

more split operations occur and the hash intervals of the page become smaller and

smaller. Finally, an object may be hashed to a full bucket in which all the data

points inside this page are associated with the same hash value and can not be

split any more using the node’s hash function. To insert this new object, we need

to create a child node with a new random projection function. The data points in

that page are extracted and re-hashed into the child node’s data file. At this time,

we have vacant space in the child node to accommodate the new object.

Figure 5.4 illustrates an example of HashFile with the tree structure and the

logical view of one internal tree node. The tree is built by continuous insertion of
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data points. When a bucket in the parent node can not be split any more, child

nodes are created to further partition the dense bucket. Therefore, each internal

node contains a list of child nodes and pages as shown in the figure. Each cell

represents one page with a hash interval [li, hi]. The pages are stored in increasing

order of the hash value, i.e., li ≤ hi ≤ li+1 and
⋃

[li, hi] = (−∞,∞). The pages

with circles inside are buckets with only one hash value and the data inside have

been extracted and re-hashed into the child node. In this example, we have l3 = h3,

l4 = h4 and l5 = h5. Therefore, node N13 has three child nodes N22, N23 and N24.

Note that in the physical file, these three buckets do not occupy any page as their

content has been extracted and stored in the child nodes’ disk files. In this way,

we ensure that the remaining disk pages are still sequentially stored.

5.3.2 Data Insertion

Algorithm 7 InsertData(o) : Insert an object into HashFile

Input: Data object o
1. pi = FindPage(o)
2. if pi is not full then
3. append o in pi
4. else
5. if hi > li then
6. select a hash value hs

7. split the pages into two pages pi1 and pi2 with intervals [li, hs] and [h′
s, hi]

respectively
8. leave data points of pi1 in the page pi
9. create a new page for pi2 and insert pi2 next to pi1
10. if ho ≤ hs then
11. append o in pi1
12. else
13. append o in pi2
14. else
15. create a new hash function and a new disk file as the child node
16. extract pi and hash the points to the new file
17. move pj to pj−1 for j > i in the parent node
18. InsertData(o)
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Algorithm 8 FindPage(o) : Find the disk page o is hashed into

Input: Data object o
Output: The disk page that o is hashed into
1. init node as the root node
2. while 1 do
3. ho = node.hash(o)
4. if ho is the hash value of a child node child then
5. node = child
6. else
7. find disk page pi so that ho ∈ [li, hi]
8. return page pi

Given a data object o to be inserted into HashFile, we need to find the disk

page in the tree node where o is hashed into. Since the hash value range of each

tree node is (−∞,+∞), we can ensure that the hash value of o must be located

either in a disk page or in one of the child nodes. Thus, we start from the root node

and compare the hash value of the intervals of each page. If we find a page pi with

interval [li, hi] such that ho ∈ [li, hi], o will be inserted into this page. Otherwise, o

must be hashed into one of the child nodes. We compare the hash value with the

list of child nodes until we find a match. The child node is visited in a similar way

to the root node. Finally, we must be able to find a disk page pi in the tree node

to host the object o.

If the found page pi has vacant space, we directly append o into the page.

Otherwise, we need to check the hash range of pi to determine whether we split the

page or create a new child node. If objects inside pi are associated with multiple

hash values, we can find the median hash value hs so that we can split pi into two

new pages pi1 and pi2 . hs is selected to make sure the page is split into two even

parts to guarantee the storage utilization is no less than 50%. The hash intervals of

the pi1 and pi2 become [li, hs] and [h′
s, hi] respectively. Note that the objects hashed

to hs could appear in both new pages. In this case, hs = h′
s. Otherwise, h′

s = hs+1.
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We leave the objects hashed into [li, hs] in the original page pi and create a new

physical page for pi2. To ensure that the hash intervals are in increasing order for

sequential scan, we insert the page pi2 right next to pi in the file.

If pi is full and all the objects inside pi are hashed to the same value, we can

not split the page any more. Thus, we create a new hash function as the child

node for further partition of pi. All the contents in pi are extracted and hashed

into the child node. pi is deleted in the parent node and we move the block of

pages {pj|j > i} ahead to fill the gap. The object o can now be inserted into the

child node with the new hash function. The detailed algorithm of data insertion is

shown in Algorithm 7.

5.3.3 Data Deletion

The delete operation is simpler than the insert operation. Given an object o to

delete, we first find the disk page where o is located in using Algorithm 8. Then, we

sequentially scan the data inside it and delete the object. A simpler implementation

is to maintain a bitmap with B bits for each page. Each bit indicates whether the

corresponding slot is free or in use. To delete an object, we only need to set the

status flag as free. In this case, to insert an object, we only need to find any free

slot for the data.

If the page becomes empty after the delete operation, we do not delete it. The

reason is that the overhead caused by the empty page in the query processing stage

is negligible. The pages are loaded into the memory in blocks and do not require

additional CPU cost when scanning the data. Moreover, in the Web 2.0 appli-

cations, insert operations are much more frequent than delete operations. There

would be new objects inserted into the page in the future. Thus, we can save the

overhead of removing the page cost by simply leaving the page there and reusing
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it later when new objects are inserted.

5.3.4 Data Update

Given an object o to update, since its hash value could be updated as well, we can

not simply update it in the data file. Instead, we treat an update operation as a

deletion followed by an insertion.

5.4 Exact NN Query Processing

In this section, we present the exact NN query processing algorithm using the

proposed HashFile. We adopt the lower bound distance constraint in Lemma 5.4

to prune the search space. Since we have organized the disk pages in the file in

increasing order of the hash value, the candidates can be retrieved efficiently.

Algorithm 9 ExactNN : Exact NN Search in HashFile

Input: Query object q
Output: The distance δ from q to its nearest neighbor
1. init δ
2. δ = ExactNNInNode (q, root, δ)
3. return δ

Algorithm 9 and Algorithm 10 show how exact NN search is performed in

HashFile. Given a query point q, we start from the root node and recursively

search the child nodes in the depth-first order. Suppose q is hashed to hq in the

current tree node, the candidate hash space is [hq − δ
W

− 1, hq +
δ
W

+ 1]. We check

the list of child nodes whether their hash values are located in this range. The

candidate child nodes are put in the heap in increasing order of their distance to hq

so that the most promising child node can be accessed first in the best first search

manner. Meanwhile, we check the the disk pages to find the start offset and end

offset whose hash intervals intersect with our candidate search space. The block of
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pages are loaded into memory using random access and scanned sequentially. If a

better result is found, we update δ accordingly. Finally, the algorithm terminates

until all the candidate nodes are explored.

Algorithm 10 ExactNNInNode : Exact NN Search in the HashNode

Input: Query object q, a tree node node and δ
Output: The new δ
1. hq = node.hash(q)
2. for each child node child do
3. cdist = W (|child.hashvalue− hq| − 1)
4. if cdist < δ then
5. add child to the heap ordered by cdist
6. for each node candiddate in the heap do
7. δ = ExactNNInNode (q, candidate, δ)
8. for each disk page pi in increasing order do
9. find the list of pages from pstart to pend so that their intervals intersect with

[hq − δ
W

− 1, hq +
δ
W

+ 1]
10. load the block of pages into memory
11. for each object o in the block do
12. dist =‖ o− q ‖L1

13. if dist < δ then
14. δ = dist
15. return δ

5.5 Approximate NN Query Processing

In LSH, each hash table is associated with m hash functions. Intuitively, we can

consider all the buckets are organized in a height-balanced tree in which the path

length from the root to the leaf nodes is always m. When m increases, the bucket

size becomes smaller and it is more likely for the objects close to each other to

be hashed into neighboring buckets and missed by the search algorithm. Thus,

expanding the search space by inspecting neighboring buckets can significantly

improve the result quality [83, 71].

Inspired by this, we propose a flexible and effective method to process approx-
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imate NN query. Users can specify a parameter λ to determine the search space.

If q is hashed to hq, we only explore the neighboring buckets with hash value in-

terval intersecting with [hq − λ, hq + λ]. Note that λ specifies the query range in

the hash space instead of the number of neighboring buckets. Figure 11 shows an

example in which q is hashed to B5 with hash value 9. When λ = 1, only three

buckets {B4, B5, B6} are in the search space. All the points in B6 are scanned

sequentially. Since B4 and B5 correspond to child nodes, they will be processed

in a similar way to their parent node. When λ = 3, the search space expands to

{B2, B3, B4, B5, B6, B7}. Since buckets {B2, B6, B7} are stored sequentially in the

data file, we can load them into memory for linear scan.

Algorithm 11 and 12 illustrate how to answer an approximate NN query. The

search process starts from the root node in a top-down manner and recursively

explore the neighboring buckets within the search range. These candidate buckets

are retrieved using sequential scan. When λ is 0, we only examine the points

located within the same bucket with the query object. This is the same with the

basic LSH.

Algorithm 11 ApproximateNN : Approximate NN Search in HashFile

Input: Query object q and query range λ
Output: The distance δ from q to its approximate nearest neighbor
1. init δ
2. δ = ApproximateNNInNode (q, root, δ, λ)
3. return δ

5.6 Complexity and Cost Analysis

In this section, we analyze the storage utilization as well as the query time cost

in answering both exact and approximate NN queries. Since the split operation

partitions one page into two even parts, we have the first lemma on the storage
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Algorithm 12 ApproximateNNInNode : Approximate NN Search in the
HashNode
Input: Query object q, a tree node node, distance δ, and query range λ
Output: A new δ
1. hq = node.hash(q)
2. for each child node child do
3. wdist = |child.hashvalue− hq|
4. if wdist < λ then
5. add child to the heap ordered by wdist
6. for each disk page pi in increasing order do
7. find the list of pages from pstart to pend so that their intervals intersect with

[hq − λ, hq + λ]
8. load the block of pages into memory
9. for each object o in the block do
10. dist =‖ o− q ‖L2

11. if dist < δ then
12. δ = dist
13. return δ

utilization:

Lemma 5.5. Given a data set P with N points, where N ≫ B, after inserting

all the data points into HashFile, we have the storage utilization rate for each page

µ ≥ 50%.

Proof. We prove that µ ≥ 50% is the loop invariant during the batch insertion:

Initialization : After the first B
2
data points are inserted, there is only one

Exact NN

Approx NN (λ = 3)

Approx NN (λ = 1)

δ δ

λ λ

λ λ

B3 B4 B5 B6 B7 B8B1 B2
∞ ∞2 3 6 77 8 8 9 9 10 1110 17 18 +−

hq

Figure 5.5: Approximate search in the tree node
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page and µ = 50%.

Maintenance : When a new data is inserted, there are three cases.

1. The page has free space to host the data. The number of points in that page

will increase by 1. Thus, µ′ > µ ≥ 50%.

2. If the page is full and a split occurs, since the objects in the page can be

evenly partitioned, we have µ ≥ 50% for the two new generated pages1.

3. If the page is full and can not be split, a new child node is created and this

page is moved to the child node’s data file. Similar with case 2), when the new

object is inserted to this page, a split occurs at the child node and µ ≥ 50%

still holds.

Termination : When the insertion terminates, µ ≥ 50% still holds.

5.6.1 Storage Cost

Since the storage utilization rate for each page is no less than 50%, we only need

at most 2N space to store the data points. Also, there would be at most N/B tree

nodes, the storage cost for HashFile is O(2N +N/B).

5.6.2 Exact NN Query

In the worst case, the search space includes the entire HashFile when no points

can be pruned. Since N ≫ B, each node contains at least two disk pages using

the even split approach, there are at most N/B tree nodes in HashFile. The exact

query processing algorithm visits all the data points and the tree nodes. Hence,

the cost is O(N(1 + 1
B
)).

1Counting in the new data to be inserted, we actually split B + 1 objects into two pages and
B+1

2
≥ ⌈B

2
⌉
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5.6.3 Approximate NN Query

In the approximate NN query, we usually select a small W so that the densest

bucket contains a small fraction of the data size, say ǫN . Since we only visit at

most 2λ+ 1 buckets in the root node, the total number of data accessed would be

O((2λ+1)ǫN), spread in O(2(2λ+1)ǫN
B

) buckets. As each node contains at least two

buckets, we need to access O( (2λ+1)ǫN
B

) node. The cost of approximate NN query

becomes O((1 + 1
B
)(2λ+ 1)ǫN).

5.7 Experiments

In this section, we study the performance of HashFile and compare it with state-

of-the-art approaches using real image data sets. Both exact and approximate

NN query processing algorithms are evaluated. All the experiments are conducted

on a server with Quad-Core AMD Opteron (tm) Processor 8356, 128GB memory,

running Centos 5.4.

5.7.1 Data Set and Query

We use NUS-WIDE [39] as the image data set, which contains 269, 648 web

images from Flickr. Two types of image features widely used in the image retrieval

applications are extracted:

1. Color Histogram. In image processing and photography, a color histogram

summarizes the distribution of colors in an image. The color space is quan-

tized into a set of bins and the value of each bin represents the number of

projected pixels by color. In practice, LAB color space [104] is normally

selected as the candidate because its space is linear and suitable for quantiza-
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tion. In our experiment, we extract 64-dimensional color histograms in LAB

space from the image data set.

2. SIFT. The SIFT [81] descriptor has been widely used in image retrieval and

object recognition due to its invariance with respect to translation, scaling,

rotation and small distortions. Each feature is a 128-dimension vector ex-

tracted from 4 ∗ 4 subregions around the key point and each subregion is

approximated by an 8-bin histogram of the image gradients.

We split the color histogram data set into two parts D1 and Q1 without inter-

section. 100 color histograms were randomly selected as the query. The leftover

data are used as the underlying database. Similarly, we extract 10 million SIFT

features from the Flcikr photos for indexing and another 200 for query.

5.7.2 Performance Measurement

The goal of the experiments is to show that the performance of our index is better

than state-of-the-art query processing methods in answering exact and approximate

NN queries in the high dimensional vector space. Before we present the experiment

results, we first address the performance measurement used in our experiments to

judge the superiority of an index.

Due to the curse of dimensionality, the pruning power degrades in the high

dimensional space, resulting in a large candidate set for the NN result. We need

to load these candidates into memory and calculate their distance to the query

object. Both disk I/O cost and CPU computation time play an important role in

the query processing stage. Since HashFile takes advantage of sequential scan, it

may be unfair to measure the I/O cost simply by the number of page access or

disk access. To make a fair competition, we use average response time (ART) to
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measure the performance of an index in answering an exact NN query.

ART = (1/NQ)

NQ
∑

i=1

(Tf − Ti)

where Ti is the time at which the query was issued, Tf is the time of query com-

pletion and NQ is the total number of times exact NN query was issued. The ART

is equivalent to the elapsed time including both I/O and CPU cost. Besides the

ART, we also report the selectivity of different indexes in the query processing. If

we assume the time cost of calculating the distance between a candidate to the

query object is fixed as t, the CPU cost can be measured by the selectivity.

Ccpu = N ∗ s ∗ t

, where N is the data size and s is the average query selectivity.

In the approximate NN query, the quality of the result is usually represented

by the distance ratio between the approximate NN and the exact NN. For top-k

approximate NN query, we can adopt the same metric as in [105]:

Ri(q) =
‖oi, q‖
‖o∗i , q‖

, 1 ≤ i ≤ k

R(q) =

∑k
i=1Ri

k

where oi is i-th approximate neighbor and o∗i is the exact neighbor. Obviously,

the smaller the value of R(q), the better is the quality of results retrieved via

approximate NN query. If R(q) equals to 1, the query results are exact. However,

the distance recall is not enough to measure the performance of an index as there is

a trade-off between the access cost and the result quality. If more data are accessed

in the buckets, a smaller R(q) can be retrieved. Hence, we need to consider both
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Figure 5.6: Tune parameter W

factors in the performance measurement. Since LSB-tree uses random access and

our index takes advantage of sequential scan, we still use ART to measure the

access cost. We plot the curve of R(q) as the y axis with respect to the ART as the

x axis. The curve drops down as the ART increases, meaning that R(q) is getting

close to 1. We use the area under the curve as the measurement. If an index can

retrieve an approximate result closer to the exact neighbors in less running time,

we consider it to be superior.

5.7.3 Parameter Tuning

In our first experiment, we study how the performance varies with the only pa-

rameter W . The page size B is fixed as 100. We randomly select a subset with 1

million SIFT descriptors from D2 as the data set and test the performance of the

exact NN search algorithm.

The result in Figure 5.6 shows that the performance degrades when W is set

too large or too small. If W is chosen to be very large, a lot of data points will be

hashed into the same bucket. It becomes easy for a bucket to be overloaded and

generate new child nodes. Therefore, the tree becomes higher and more random
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accesses are needed to retrieve the tree nodes. Also, there are fewer disk pages in

each node’s file. The advantage of sequential scan is offset in this case. On the

other hand, if W is set to be very small, the strategy of further partitioning the

dense bucket becomes useless. The number of points in the buckets is small as well

and the re-hashing does not take much effect.

5.7.4 Frequent Insertion

HashFile needs to maintain the sequential order of disk pages based on the hash

value. When a split operation occurs in a full page pi, we need to move the pages

{pj|j > i} backwards to make room for the new page. Similarly, when pi contains

objects with the same hash value and can not be split using the node’s hash func-

tion, we need to delete pi from the file and move forward the pages {pj|j > i} that

are behind to fill the gap. We consider the page movement as a sequence of two

disk operations: the block of pages {pj|j > i} is first read into the memory and

then written to the target location in the disk file. The I/O cost is determined by

the size of the block to be moved.

Figure 5.7 shows an example of how the number of disk pages in the root varies

when data points are continuously inserted. In this example, we use the color

histogram data set and set the page size to 100. From this curve, we can tell that

the number of pages in the data file is always in a small scale. The first split occurs

when the 101-st point arrived. After that, the pages in the root are split frequently

and the number of pages in the file increases dramatically. As more data points are

inserted, the buckets near the mean value can not be split anymore. These buckets

are extracted from the file and re-hashed into the child nodes. Thus, the number

of pages starts to decrease. Finally, this number becomes relatively stable, varying

between 3 to 6, because the buckets near the mean hash value have been deleted
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and new objects are more likely to be inserted into the child nodes. Therefore,

the file size does not grow too large and cause too much I/O overhead in the page

movement.

5.7.5 Exact NN Query

In this experiment, we compare HashFile to linear scan, VA-file, and iDistance.

The parameter setting for each type of index is shown in Table 5.2. We tune the

bit number for each dimension in the VA-file in the range of [4, 6] and select the

best one to build the index. The number of reference points in iDistance is set

to 2d. The window size of W in HashFile is also set differently according to the

data set. The exact NN query is executed on both color histogram and the SIFT

descriptor. We gradually increase the data set in D1 from 180, 000 to 260, 000 and

in D2 from 2 million to 10 million.

Table 5.3 shows the disk storage used for each of the three types of index. VA-

file takes up the least storage cost. Besides the real data points, it only maintains

the bitmap summary which can be stored efficiently. iDistance needs to build an

additional B+-tree and store the real data in the leaf entries. Since the page can not
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Table 5.2: Parameter Setting

VA-File iDistance HashFile
D1 bit=5 ref=128 W=20
D2 bit=4 ref=256 W=100

be fully utilized, it takes much more storage cost than VA-file. HashFile consumes

slightly larger storage than iDistance. But it is still under the bound O(2N+N/B).

Table 5.3: Index storage cost

Color Histogram(MB)
Data Size 180K 200K 220K 240K 260K
VA-file 49.4 54.9 60.4 65.9 71.4

iDistance 72 80 87 95 104
HashFile 74 82 89 96 104

SIFT Descriptor(GB)
Data Size 2M 4M 6M 8M 10M
VA-file 1.125 2.25 3.375 4.5 5.625

iDistance 1.6 3.1 4.6 6.1 7.6
HashFile 1.8 3.5 5.3 7.0 9.2

The pruning power of the three types of index in answering exact top-50 NN

queries is reported in Table 5.4. It counts the proportion of the real data points

accessed in the query processing stage. VA-file has the best selectivity because

the data space is split into exponential number of small cells and the real data

points are tightly approximated by the cells. After comparing the query point to

the bitmap file, only a very small number of real data need to be accessed. The

pruning power of iDistance is mainly determined by the selection of the reference

points. When we use the cluster center to partition the space into Voronoi cells,

iDistance demonstrates a better pruning power than HashFile. The pruning of

iDistance is based on real distance while HashFile is based on the lower bound

distance constraint in the hash space. All the data points in the same page are



115

sequentially scanned without any pruning. As d increases from 64 to 128, we can

see that the pruning power of VA-file becomes even better. However, iDistance and

HashFile need to access the majority of the data set.

Table 5.4: Top-50 NN query selectivity

Color Histogram
Data Size 180K 200K 220K 240K 260K
VA-file 0.00281 0.00275 0.00269 0.00264 0.00260

iDistance 0.217 0.205 0.2 0.193 0.182
HashFile 0.301 0.291 0.285 0.278 0.268

SIFT Descriptor
Data Size 2M 4M 6M 8M 10M
VA-file 0.00034 0.00024 0.00021 0.00019 0.00018

iDistance 0.841 0.769 0.696 0.645 0.599
HashFile 0.918 0.911 0.902 0.889 0.867

The average running time to answer the queries is shown in Figure 5.8. Since

the color histogram data set is skewed, iDistance shows good pruning power and

its performance is better than linear scan. But when it comes to the SIFT data set,

which is more uniformly distributed, iDistance needs to access the majority of the

pages and performs worst. Such a large amount of random access makes the index

I/O bound. VA-File outperforms linear scan in both two data sets. It has extremely

low selectivity in the query processing and the operations to calculate the minimum

and maximum bound distance from the query point to the cells are optimized in the

implementation to greatly save the CPU cost. HashFile adopts random projection

to gain the pruning power and takes advantage of sequential scan to reduce the

number of random access. It achieves significant superiority over the other index

structures in the color histogram data set, which is skewed to black and white

colors. In the SIFT data set, the data is more uniformly distributed and HashFile

needs to access a large population of the data. Comparing Figure 5.8(b) with
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Figure 5.8(b), we can see that the performance of high dimensional index start to

degrade to linear scan as the dimensionality increases. This makes approximate NN

search an appealing method to handle similarity search in a large scale multimedia

database.
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Figure 5.8: Performance of the exact top-50 NN search

5.7.6 Approximate NN Query

In this experiment, we test the performance of HashFile in answering the approxi-

mate NN query. We use the LSB trees [105] as the comparison method. In order

to plot the curve of R(q) with respect to the access cost for the LSB trees, we do

not terminate the search algorithm based on the two conditions proposed in [105].

Instead, we set a parameter I as the number of iteration to execute. We gradually

increase I so that more and more leaf entries will be accessed. With the increasing

access cost, the algorithm returns the nearest neighbors with smaller R(q). In this

way, we can plot how the quality of the result varies with the running time. As

to HashFile, we set a small window and gradually increase the parameter λ. Each

time λ is increased, we can access more disk pages to find a better nearest neighbor.

The experiment is conducted on D1 with 260, 000 color histograms and D2 with

two million descriptors.
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Table 5.5: Storage cost of HashFile and LSB forest

Color Histogram SIFT Descriptor
HashFile 110MB 1.6GB

LSB(1 tree) 107MB 1.6GB
LSB(5 trees) 539MB 8GB
LSB(10 trees) 1094MB 16GB

We computed the overall disk storage costs for the LSB forest with varying

number of trees. Table 5.5 depicts the storage cost for different variants. The

size of HashFile is basically the same with that of one LSB tree. The size of the

LSB-forest grows linearly with the number of trees. In particular, when 10 trees

are used, the storage cost of LSB is almost 10 times that of HashFile.

Figure 5.9 shows the tradeoff between R(q) and ART on the top-20 nearest

neighbors in D1 and D2 respectively. As more data are accessed, R(q) declines to

be near 1, indicating that better results are found. We can clearly tell from the

figure that HashFile has significant superiority than LSB forests. Even though LSB

forests consume much more storage cost than HashFile, when the number of trees

increases to 10, its performance is still dominated by HashFile. Given a point in

the curve of 10 LSB trees, we can always find another point in HashFile curve so

that the query is processed with less running time but with better R(Q). This

validates the superiority of linear scan to random access.

Finally, we compare the search quality of HashFile with LSH. In HashFile, only

the dense buckets are further partitioned and the data points are associated with

hash values of variable length. In contrast, the length is fixed as m when LSH

is used. We use multi-probe LSH 2 as the comparison method because it is also

adhoc and without theoretical guarantee. In this experiment, we set m = κ, i.e.,

2http://lshkit.sourceforge.net/
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Figure 5.9: Approximate NN query results of LSB-tree and HashFile

the number of hash functions m is equal to the tree height of HashFile. We also

tuned the parameter W in these two indexes to generate roughly the same number

of buckets. Since multi-probe LSH is an in-memory index, the search quality is

measured by the distance ratio with respect to the number of data accessed. We

gradually increase the number of probe in multi-proble LSH and λ in HashFile to

expand the search space. The experiment results on the color histogram and SIFT

data sets are shown in Figure 5.10. Since the distribution of bucket size in LSH

is much more skewed than HashFile, many false positives still exist in the dense

buckets. Accessing these false positives will reduce the search quality. HashFile

has more balanced bucket size and demonstrates better search quality.
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Figure 5.10: Approximate NN query results of Multi-probe LSH and HashFile
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5.8 Summary

In this chapter, we proposed a novel index structure, HashFile, to handle nearest

neighbor queries in the high dimensional vector space which are needed to support

object retrieval in multimedia databases. The index can support approximate NN

search in the Euclidean space and exact NN search in L1 norm. Users can select

the query strategy based on their applications. HashFile is simple in structure

and therefore is easy to be implemented into the real system and applications. It

provides better efficiency in processing both two types of NN queries. Experiments

were conducted on real data sets to establish the superiority of Hashfile over other

state-of-the-art index structures.



CHAPTER 6

LANGG : A TRAVEL MASHUP

SYSTEM FOR LOCATION-BASED

SERVICES

In this chapter, we introduce the framework and design issues of our travel mashup

system which provides location-based services. We also demonstrate the system

to show how each locating application is implemented. We target our system at

travel market in Singapore and crawl relevant travel data mainly from Foursquare1,

Flickr2 and TripAdvisor3 to build a spatial database. User feedback shows that our

system provides satisfactory search results.

1https://foursquare.com/
2http://www.flickr.com/
3http://www.tripadvisor.com/
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Figure 6.1: The framework of location detecting in Web 2.0 applications

6.1 System Framework

The emergence of Web 2.0 has resulted in the concept of mashup where data objects

from multiple external sources are combined to create a new service. In other words,

mashup is a hybrid web application built on top of resources from different channels.

In this section, we describe a new type of mapping mashup that integrates data

sources from various Web 2.0 applications to support travel resource locating. The

framework exhibits the following features:

• A wide range of data sources from different Web 2.0 applications are com-

bined.

• All the resources are represented in a uniform data model to facilitate the

indexing and searching process.

• A simple, map-based user interface is designed to provide users with satisfac-

tory experience in searching and browsing the geographical resources.

Figure 6.1 shows the map mashup framework. It consists of three components:

1) the index engine to crawl, integrate and index source data. 2) query engine to

find the location of the resources. 3) friendly interface to improve user experience.
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Index Engine

The index engine aims at supporting efficient tag matching and image locating

on top of the combined data resources derived from other applications, such as

Wikipedia, Flickr, Picasa Web Albums, and Youtube. In Wikipedia, most of the

articles with geographical context have been geo-located. For instance, the page

“Forbidden City” is associated with coordinates 39◦54′53′′N and 116◦23′26′′E. This

location information can be parsed as the spatial attribute of the article. In online

photo sharing applications like Flickr and Google Web Picasa, APIs have been pub-

lished to access the public albums, photos, tags as well as their locations. Similarly,

when users share their videos in Youtube or other online video sharing websites,

they may mark on the map the location where the video was shot. Hence, we are

able to retrieve mapped resources of different types to build a spatial database.

In our implementation, we crawl travel services from Foursquare, geo-tags from

Flickr and photos of sight attractions from TripAdvisor. After the retrieval step,

we need to combine the data sources. We can use the uniform resource mapped re-

source model to seamlessly integrate the articles, photos and videos. It can provide

a transparent access layer and benefit the indexing and searching process. SIFT

features are also extracted from the photos and indexed using HashFile.

The Query Engine and User Interface

Based on our uniform resource model, the query interface allows users to submit

query in different formats. Our system supports three types of input, including

desired travel services, tags and travel photos. Local search engines can benefit

greatly from such queries as these can help them to provide better customized

service.

The search engine is designed to be simple and friendly. The whole interface is
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Figure 6.2: System portal of LANGG

map-based. Users can freely explore geo-resources in the area they are interested

in. Different search portals are provided for different types of input. All the related

resources will be displayed directly on the map for further refinement.

6.2 Demonstration

The main portal of our system is shown in Figure 6.2. The logo is Explore Singapore

as our system is targeted at Singapore travel market. There are there buttons

indicating the three types of locating services that our system supports. Users can

select the locating function they are interested in by clicking the corresponding

button. In the following, we will explicitly explain the implementation of each

locating application.

6.2.1 Search Closest Travel Services

We crawl 45 popular local services from Foursquare in Singapore to benefit trav-

ellers. The services are divided into five categories, including Restaurant, Shop,

Night Club, Entertainment and MISC. Since restaurant is a very popular travel

service, we cover various types of restaurant in our database. As we can see from
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Figure 6.3: Interface of locating closest travel services

Figure 6.3, our system supports search for restaurants from all over the world in-

cluding Asian, Chinese, Japanese, Indian, French, American, Italian and African.

We also provide Fast Food, Coffee and Dessert for special needs. To use the locat-

ing function, users just check their desired services from the list and click “Submit”

button. The search result will be displayed on the right-hand, as shown in Figure

6.3. The closest services are displayed on Google Maps with markers indicating

their locations. Textual description of these entities are also provided under the

map block. Users can click them for more detailed information in Foursquare. To

start a new search, they can click the “Clear All” and re-check the query services.

6.2.2 Search Location Using Tags

In our system, the geo-tags are derived from Flickr images. When users upload

their photos to Flickr, some of them would also mark the shooting location of each
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Figure 6.4: Query by “bird park”

photo on the map and annotate it with tags as description or summary. We crawl

4, 000 photos with geo-tags as our underlying database. Although the database is

not large, it can support simple queries that are relevant to some popular travel

resources in Singapore. Figure 6.4 and 6.5 show two query examples of “bird park”

and “chicken rice”. The location and related Flickr photos are displayed to show

the relevance.

6.2.3 Search Location by Image

We crawl travel photos that are associated with most popular sight attractions from

TripAdvisor. There are in total 2, 228 photos which generate around 4 million SIFT

features. We use HashFile to index these features and adopt approximate nearest

neighbor search for image similarity retrieval. In our search interface, users can

submit a query photo either from an external url or from their local file system.

When the photo is uploaded, we first extract its SIFT features. Then, for each
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Figure 6.5: Query by ”chicken rice”

feature, we check which bucket it is located in our HashFile index. Features in

that bucket are retrieved as matching candidates. If an image has more matching

features with the query image, we consider it more similar and assign it with

higher score. We illustrate two query examples in Figure 6.6(a) and 6.7(a) about

Singapore Merlion and Singapore Zoo. The search results for these two queries,

including top-5 matching images as well as their location on the map are shown in

Figure 6.6(b) and 6.7(b) respectively. From the results, we can see that HashFile

provides satisfactory results for famous landmark recognition.
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(a) Input image (b) Search result

Figure 6.6: Example image query of Merlion

(a) Input image (b) Search result

Figure 6.7: Example image query of Zoo



CHAPTER 7

CONCLUSION AND FUTURE WORK

7.1 Conclusion

Map mashup is a popular and convenient means to integrate and visualize various

types of web resources, including documents, photos and videos. In this thesis, we

proposed efficient spatial keyword query processing technique and built a new map

mashup system to provide users with location-based services.

First, we addressed a novel query, named mCK query, in Chapter 3 to retrieve

the closest set of objects matching m specified query keywords. We used keyword

to represent travel service and applied mCK query to find a location on the map

where a set of travel services are closest to each other. Such an application is

specially useful to save the transportation cost when a traveller only has limited

staying time in a city. Since the search space of mCK query is exponential to the

number of travel services and the size of database, an efficient solution is typically

required. We built a bR∗-tree which effectively summarizes keyword locations to

128
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facilitate pruning. We also proposed effective a priori-based search strategies for

mCK query processing and discussed two monotone constraints with efficient im-

plementation. Our performance study on both synthetic and real data sets shows

that our proposed bR∗-tree answers mCK queries efficiently within relatively short

query response time. Furthermore, it demonstrates remarkable scalability in terms

of the number of query keywords. It significantly outperforms the existing MWSJ

approach when m is large.

Besides travel services, we also proposed efficient solutions to detecting the

geographical context of web media. If the media is associated with user-generated

tags, we developed a new detecting method to support co-location searches by tag

matching in Chapter 4. We built a labelled R∗-tree and inverted lists to index the

spatial and textual attributes of web resources in the underlying database. We

developed efficient search strategies to answer the tag matching query. To further

improve the matching precision, we proposed a new geo-tf-idf ranking mechanism

to measure the geographical relevance of query tags with respect to the detected

location. Extensive experiments using both synthetic and real life data sets confirm

the feasibility and efficiency of our proposed design in the Web 2.0 environment.

If the media is a raw travel blog or photo, content-based matching method can

be used. If the input is a textual document, there have been quite a few related

works about detecting geographical context of web documents and we could adopt

existing approaches to solve the problem. If the input is a travel photo, we used

nearest neighbor(NN) search to find the most similar image as the match result.

To efficiently support NN query, we proposed a novel index structure, HashFile, in

Chapter 5 to handle nearest neighbor queries in the high dimensional vector space.

The index can support approximate NN search in the Euclidean space and exact NN

search in L1 norm. Users can select the query strategy based on their applications.
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HashFile is simple in structure and therefore is easy to be implemented into the

real system and applications. It provides better efficiency in processing both the

two types of NN queries. Experiments conducted on real data sets established the

superiority of HashFile over other state-of-the-art index structures.

7.2 Future work

Although our system provides efficient solutions to location detecting services, there

still exist situations that it can not handle well. The bR∗-tree in Chapter 3 inte-

grates all the keyword information inside the tree node. When there exist a large

number of keywords in the database, the node size could become very large and

the I/O access to tree nodes could turn into the bottleneck of performance. Hence,

the performance is not scalable in terms of the number of travel services. Although

we proposed a new virtual bR∗-tree in Chapter 4 which combines the advantage of

R∗-tree and inverted index and demonstrates good scalability, it incurs consider-

able update cost when the insertion frequency of new objects is high. Each time

a node in the R∗-tree is split after an insertion, the label of its descendants will

change and all the related elements in the inverted lists need to be updated as well.

Therefore, the design of a scalable and easy-to-maintain spatial index for answering

mCK query still remains an interesting area for future work.

There are also two dimensions to extend mCK query to more useful applica-

tions. The first one is to add spatial constraint to support mobile applications. For

example, users may be more interested to find closest tuples around their locations.

The other extension is to support partial mCK query. When the number of key-

words is large, the distance of the results could be too large to be meaningful. In

this case, we may need to select subset of query keywords in the query processing.
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If web resource is associated with noisy tags or the number of query tags is too

large, it may not be meaningful to return a location matching all the query tags. In

this case, a partial tag match would be a desired solution. The place that matches

only a subset of the query tags can be returned. Hence, the design of a new spatial

index and ranking strategy for partial tag match remains another interesting area.

Finally, our HashFile is efficient for image match based on color histogram.

Although SIFT feature has been widely used due to its invariance with respect to

translation, scaling, rotation and small distortions, we can not directly apply our

index for SIFT data as each image contains hundreds of SIFT descriptors. How

to efficiently support high dimensional set similarity is still an on-going research

problem.
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