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Summary

The exponentially-increasing growth of high-speed andhtogpacity Internet traffics
sees that the spectral efficiency (SE) becomes more and mpgetant in the devel-
opment of the backbone optical networks. To efficientlyizgilthe limited spectrum
of the optical fibers, coherent detection has revived to stpgdvanced modulation
formats in optical transmission systems. Besides, tharftdkrmation of the received
electric field can be preserved in coherent receivers, thablimg digital signal pro-
cessing (DSP) algorithms to compensate for the fiber tressam impairments.

This thesis studies the DSP techniques in such followingsarghase estimation
(PE) algorithms for laser phase noise and fiber nonlineasghaise; frequency offset
estimator (FOE) to tackle the frequency offset betweerstratter and local oscillator
(LO) lasers; and electrical compensation for the fiber maarity.

Among these impairments, laser phase noise plays a sigriificke in affecting
the performance of coherent receivers. For example, a ggad €apable of allowing
for a laser with large linewidth, thus reducing the systerst.célthough quite a few
DSP-based PE algorithms have been proposed in the litesattirey require either
nonlinear computations\{th-power operation and phase unwrapping) or the statistics
of the system noises (phase noise and additive noise). iN@rloperations are likely to
increase the power consumption of coherent receivers wtelstatistics of such infor-
mation may be not known to the receiver especially in recondigle optical switching

systems. In view of the disadvantages, a computationalgal decision aided (DA)

Vi



CONTENTS

maximum likelihood (ML) PE was introduced to eliminate trehnear computations
while keeping or even improving the laser linewidth toleran We have conducted
in-depth analysis on the performance of DA ML in differentdntation formats, and
observed that optimal memory length is related to the vadarof the phase noise
and additive noise. The parallel and serial implementatminthe DA ML PE were
also investigated to adapt itself to the high-speed optexdivers. Moreover, a coher-
ent polarization-division-multiplexing (PDM) quadra¢uphase-shift-keying (QPSK)
experiment was carried out to successfully demonstrat®f®L PE which shows
to achieve the same performance as the conventional \l&¥-power method yet
requires less computational loads.

However, the DA ML is subjected to the block length effect BBlbecause of a
trade-off to average out the additive noise and phase nioiseder to address the BLE,
a first-order filter was introduced to the DA ML algorithm, thadaptively adjusting
the filter gain based on the characteristics of the receiggthls. A Monte Carlo (M-
C) simulation indicates that the adaptive DA algorithm ha®aerful self-adaptation
capability to acquire the optimal filter gain, resulting jptional performance in all the
signal-to-noise ratio (SNR) regions for constant-ampi® SK formats. The adaptive
DA algorithm was extended into the -quadrature amplitude modulation (QAM) for-
mats, where it was found that it suffers from the constetapenalty. Analysis was
presented elaborately to show that the DA ML with the optimamory length has
a better performance than the adaptive DA at low and mod&fdies. A long-haul
coherent PDM-QPSK experiment was demonstrated that thetieel@A algorithm
can outperform the DA ML PE in the presence of nonlinear pinasse.

Finally, two novel DSP algorithms were proposed to addrassphase noises
originating from the frequency offset and fiber nonlinganiespectively. A Gardner-
timing-based FOE was experimentally demonstrated to eelaigvide estimation range

from -5 GHz to 6 GHz. As for a joint self-phase-modulation gansation (SPMC)

Vil
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scheme for fiber nonlinearity compensation, it is found thajoint-SPMC has a wider

dynamic input power range compared to other conventionghoaks.
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Chapter 1

Introduction

Optical communication refers to use optical fiber as a medatmansmit optical signal
from the source to the destination. Since the 1990s theagiier has been widely
installed for metropolitan and trans-ocean communicatfoom 45 Mbit/s to now 100
Ghit/s. Depending on the detection methods, optical comoation systems can be
divided into two broad categories: direct detection andeceht detection. For direct
detection system, the data is mapped into the intensityeodftical signals to simplify
the system design and reduce the cost. Despite that the ipfi@seation of the optical
signal can be modulated, the receiver complexity and cdsirnerease accordingly.
To meet the bandwidth demand of the exponentially increamsiternet traffic in the
present and future, the capability of direct detectionaystis extremely limited for
upgrading the data rate from Q09 Gbit/s up to 100109 Gbit/s or even higher.
Recent advances in high-speed analog-to-digital comee(#dCs) have revived
the coherent detection systems. When the received sigraalsaapled into digital
waveforms using ADCs, its full information, such as phasepktude and polariza-
tion, can be preserved in the receiver such that higherandelulation formats can
be used to increase the transmission capacity. Besidebutkye optical components

are replaced by small and compact digital signal proceg&M&dP) processors to com-



1.1 Rebirth of Coherent Optical Communication

pensate for the fiber transmission impairments. This DSEtikums make the digital
coherent detection universal and independent of the mbdalformats.

In the following section, we will review the development gitzal fiber commu-
nication, which actually sees the growth of “Global Villdgehere information moves

faster and faster from one place to another!

1.1 Rebirth of Coherent Optical Communication

Coherent optical communication attracted considerabém@ons in the 1980s, since it
can approach the theoretical limit of the receiver sensjfithus extending the trans-
mission reach of optical communication systems [1, 2]. losthdays, experiments
phase-locked the phase of the local oscillator (LO) laséhab of the incoming opti-
cal signals using an optical phase-locked loop (PLL). These is called homodyne
detection, which demodulates the optical signal direalyhe baseband, because the
LO laser has the same frequency as the signal optical cmeguency [1]. However,
it is complicated and unstable to use optical PLLs operagingptical frequency in
practice [3,4]. As a result, heterodyne detection was thtoed to simplify the re-
ceiver design and relax the feedback delay of optical PLL®e dptical signal is first
downconverted into an intermediate frequency (IF), and #reelectrical PLL is used
to track the phase of the IF signals at microwave frequencg][5It can be found
that most works focused on the simple modulation formatsh s binary phase-shift-
keying (BPSK), differential phase-shift-keying (DPSK)daamplitude-shift keying,
due to the wide laser linewidth and stringent requirementhenloop delay of PLL-
s [7]. As claimed in [4], delays greater than a few tens of sasonds will result in
loop instability in a 10 Gb/s transmission.

To develop a stable yet low-cost optical system, the inteénesoherent detection

cooled down and was shifted back to intensity modulatioatdidetection (IM/DD)



1.1 Rebirth of Coherent Optical Communication

scheme by resorting to erbium-doped fiber amplifiers (EDRAsg)wavelength-division-
multiplexing (WDM) technology in the 1990’s. The receivansitivity can be im-
proved by using an optical amplifier as a preamplifier whike tiansmission distance
can be up to thousands of kilometers by using cascaded ECHATI e capacity of
lightwave communication systems had been increased tatlee of Terabits per sec-
ond with the aid of WDM technologies in S-band (1460 to 1530Q,rband (1530 to
1565 nm) and L-band (1565 to 1625 nm) ranges [9, 10].

As Internet networks continued to boom, their backbonecaptystems saw the
demanding requirement of spectral efficiency (SE) in th&échoptical spectrum [11].
This contributed to the extensive researches on improvihigyausing high-order mod-
ulation formats. Around the year 2000, differentially eded phase-shift-keying (P-
SK) format was firstly demonstrated in experiments in coajiom with self-nomodyne
detection [8]. The self-homodyne receiver consists of Maehnder delay interferom-
eters (MZDIs), which convert the phase difference betw&encturrent optical signal
and its one-symbol delayed version into optical intensityd a pair of balanced pho-
todiodes [12]. The scheme removes an LO laser that is alwagsept in a typical
coherent receiver and consequently relaxes the laseritittewolerance. Moreover,
SE can be raised in principle from 1 bit/s/Hz for IM/DD and ¥t log, M bits/s/Hz
in M-DPSK modulation §/ > 2) [13]. Nonetheless, the potentials for further SE
improvement have become limited within achievable recesemsitivity by using the
higher-orderM-DPSK formats {/ > 4), and the respective self-homodyne receiver
has become quite complicated to implement [14]. In addjtibe MZDIs remove the
phase information of the current receivé@-DPSK signals (Note that MZDIs only
detects the phase change between two adjacent symbols).tiNatthose phase and
amplitude information of optical signals can be furtherduse compensate for the
transmission impairments, such as chromatic dispersi@) @0d polarization-mode

dispersion (PMD) [15].



1.1 Rebirth of Coherent Optical Communication

Recent advances in high-speed ADCs [16—-18] have promptedsxe research-
es on coherent optical communication once again. Nowadlagsampling speed of
commercial built-in ADCs can be as high as 50 GSamples/s [dO¢ven up to 80
GSamples/s for two channels [20]. Rather than improvingebeiver sensitivity only,
the primary motivations nowadays aim to further improve &H gsystem capacity by
using advanced modulation formats and schemes, susih-BSK and 16-quadrature
amplitude modulation (16QAM) in conjunction with singlarder or orthogonal fre-
guency division multiplexing (OFDM) techniques, and to @ansate for the channel
distortions through DSP algorithms [21-26]. Generallynledyne detection is pre-
ferred to downconvert the optical signal to or near the basébnstead of using the
heterodyne scheme, which requires quite a large bandwadtiubsequent electrical
components [27]. Compared to the early coherent receitregss are two dramatic d-
ifferences in current ones. First, high-speed ADCs emplayeurrent phase-diversity
coherent receivers sample the photocurrents, correspptwihe received optical sig-
nals, at the Nyquist rate or above so as to retain full infaiomaof the electric field,
which is lost in the self-homodyne scheme. Some papers kéeeed to it as a digital
coherent receiver [28]. Since the amplitude and phasenrdton of the received op-
tical signals are preserved, both of them can be modulatedltsineously to increase
SE, and can be further utilized for compensation of linear @ren nonlinear channel
impairments [15]. Second, bulky optical components aréacsal by small and com-
pact DSP processors to compensate for the fiber transmisspairments. This DSP
functions make the digital coherent receiver universaliaddpendent of the modula-
tion formats [28]. In the future, customers may only set spaw@meters through the
interface of their DSP-enabled coherent receivers toensdrdata from any fiber port.
We did a literature survey about the SE and capacity achsvéat, as depicted in Fig-
ure 1.1. It can be observed that most of those experimenis\vaiat) the record system

capacity and SE were conducted using coherent detecti¢nagitanced modulation
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formats as well as polarization division multiplexing (PPkéchniques. The largest
capacity till the year 2010 is 69.1 Tb/s (SE is 9 bits/s/Hz)usyng PDM-16QAM
format, which is done by NTT Lab, Japan [29]. As can be seem fragure 1.1, the
high capacity is driven by coherent detection and multipligtechnologies, including
time-, wavelength, polarization and even mode multiplgxiAll these multiplexing
approaches are independent, thus enabling any combirggmending on the system

requirements.
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Figure 1.1: The review on capacity and SE reported in the raxjeats till the year

2010.

1.2 Literature Review

One of the challenges in coherent optical systems is to s¥¢be carrier phase, which
is perturbed, for example, by laser phase noise. An optital iB one solution to
track the carrier phase with respect to the LO carrier in tdyedays of coherent
optical communications. However, optical PLLs operatihgtical wavelengths in
combination with distributed feedback lasers are quitiadilt to implement because
of the large product of laser linewidth and loop delay [3hds been shown that delays

greater than a few tens of nanoseconds would lead to locgdaittisg even at a 10 Gbit/s
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transmission [4].

Coherent detection can retain the information of the rexcbelectrical field. As
a result, its linear impairments, such as CD, first-order RM&n be fully compen-
sated in principle. Instead of using bulky and complicatpdoal components, the
DSP algorithms now play an important role in compensatimgffe fiber transmission
impairments in digital coherent receivers [30]. With thd af high-speed ADCs in
a digital coherent receiver, the carrier PE can be done in-sgped DSP units rather
than using optical PLLs for carrier phase tracking, allayior a free-running LO
laser. Recent experiments have demonstrated that DSHE-B&stechniques are very
effective to recover carrier phase. Based on a nonlineasfibamation of received
M-PSK signals, the commonly-used Viterbi & Viterbi ( V&VNth-power scheme is
capable of accurately tracking the unknown carrier phasg [Severtheless, it relies
heavily on nonlinear computations, such as rectangutaetar/polar-to-rectangular
transformations. Despite thaf-th power operation can be simply performed block
by block [22], nonlinear functions liké/-th power and phase unwrapping are still
imperative such that risking increasing power consumimhmemory requirements.
This Mth-power scheme is further extended to non-constant-g&undelil/-QAM for-
mats by using a subgroup of symbols with phase modulatioh+ nr/2 (n=0, 1,
2, 3) [32]. Since only a fraction of received signals are usedstimate the phase
reference in a QAM system, its system performance is sgvdegraded, thus mak-
ing the algorithm sensitive to laser phase noise [33]. A redi)/th-power scheme
in [34,35] suggests utilizing all the symbols by sub-pantiing those symbols belong-
ing to the middle ring of 16QAM constellation into two QPSKogps. However, all
the Mth-power schemes require nonlinear operations, suahcasn(-) function, sub-
grouping of symbols, and phase unwrapping. To address thienear computations,
we will first introduce a computationally-linear decisiarded (DA) maximum like-

lihood (ML) phase estimation (PE) into coherent optical camication systems to
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eliminate the nonlinear operations while keeping or evamrawing the laser linewidth
tolerance.

Akin to the Mth-power algorithm, DA ML is also subjected to block length e
fect (BLE) because of the trade-off between averaging ogditiae noise and phase
noises [36]. It is suggested that the optimal memory leng»¥»oML can be calculat-
ed provided that the statistics of the additive noise and@maise are available [37].
However, the same prerequisite can be applied to other Rithligns, such as Wiener
filter [4,38] and Kalman filter [39]. Note that such requirarteemay be impractical es-
pecially in a reconfigurable optical system. Therefore, mradized least-mean square
(NLMS) PE is provided to handle this problem with a fixed steges The optimum
step size needs to time-consumingly find out through eithaulations or experiments,
thus making it not suitable for online processing. In thissils, we propose to send a
sequence of training data to the receiver for acquiring ttenel characteristics, and
a recursive algorithm is introduced to adjust the filter gaian adaptive version of the
DA algorithm. The filter gain can enable the adaptive DA allfpon to operate at the
optimal or suboptimal state even without the knowledge efsyistem noises.

Besides, the frequency offset between the transmitter &thkers, and the fiber
nonlinearity can also lead to phase noise. This frequenfisgiotan be as large as
5 GHz due to aging, heating and fabrication of lasers [40]s lworth pointing out
that PE algorithms generally require that frequency ofi&diveen the transmitter and
LO lasers should be no more than 10 percent of symbol rate \vith translates to
be~1 GHz for a 10 GBaud coherent optical system. Hence, an additDSP-based
FOE is imperative to make sure PE algorithms work proper8}.[&he conventional
frequency offset estimators (FOE) usually build upon thelinear M/ th-power opera-
tions [43—45] or decision feedback [46] to remove phase ratidun. Nonlinear)M th-
power operations would restrict such FOEs to a smaller esitom range compared to

decision-feedback algorithms [46]. Meanwhile, decisieedback FOEs suffers from
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the feedback delays, thus limiting its practical applicatspecially in high-speed op-
tical systems. In view of those potential disadvantagesyillgropose an ultra-wide
feed-forward FOE without using nonline&fth-power operations.

On the other hand, fiber self-phase modulation (SPM) efieutd the perfor-
mance of long-haul phase-modulated transmission systerasgh nonlinear phase
noise [47,48]. A simple phase-rotation scheme dependirigereceived signal power
has been proposed to mitigate fiber SPM at the receiver efhdHfé9vever, the method
is only effective in a dispersionless link or a specific dispen map with small local
dispersion. In an optical transmission system with stroisgetsion, the interaction
between fiber Kerr effect and CD causes this phase-rotatioense to fail [47]. As a
result, SPM pre- and post-compensation techniques haveibéidually proposed
to reduce fiber nonlinearity effect [50-54]. The basic icetoisolve the inverse non-
linear Schrodinger equation (NLSE) to either restore theeform of received signals
at the receiver side, or estimate the transmitted signéals. dbserved that unknown
system noises would lead to divergence in the solutionsaatierse NLSE [47]. We
will propose a joint-SPM compensation (SPMC) at the trattemand receiver side
simultaneously, such that mitigating this divergence fewb

Of significance is that all DSP algorithms are able to cotewigh forward-
looking all-optical signal regeneration approach, sucphase sensitive amplification,
which would render one of the most cost-effective ways toroup system perfor-
mance. In other words, with the aid of all-optical proceggechniques, DSP algo-
rithm can further enhance the system performance. Comsgitre fact that real-time
coherent receivers are limited by the availability of hggeed ADCs, all-optical pro-

cessing technologies become even more practical at beyafi@l's systems.
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1.3 Contribution of the Thesis

First of all, we successfully introduce the DA ML algorithorecover the carrier phase
in coherent optical\/-PSK/QAM systems. Its phase error variance is analytically
derived in bothV/-PSK/ QAM formats to explain the BLE of DA ML algorithm, thus
enabling optimal operation of the DA ML algorithm. In additi, the serial and parallel
implementations of DA ML algorithm are presented for thetfinsie to operate it in
real-time.

To deal with the BLE of DA ML and prerequisite on the statistaf system nois-
es in other adaptive PEs (Wiener and Kalman filter), we intoedthe adaptive DA
algorithm and extend it intd/-QAM formats. Its phase error variance is analyti-
cally obtained, and is subjected to the effect of constieltapenalty. Moreover, we
compare three adaptive PEs (NLMS, Kalman and the adaptivealdérithm) in a
comprehensive analysis, and find out that they share the cjtineal performance but
with difference in their approaches to determine step&z@eriments are also carried
out to demonstrate DA ML and adaptive DA algorithms in a paktion-multiplexing
(PolMux) quadrature phase-shift-keying (QPSK) system.

A novel FOE based on the Gardner timing recovery algorithpneaposed and ex-
perimentally demonstrated to track the frequency offsat keeps rotating the carrier
phase. Its estimation range is shown fref.5 R, to 0.6 R, according to experimen-
tal results Rz, refers to the system symbol rate), which is the widest reploirn the
literature to the best of our knowledge.

Last not the least, we have proposed a joint pre- and pospensation scheme to
mitigate the fiber nonlinearity effect on the coherent regeiThe dynamic input pow-
er, leading to BER less thai®—3, has been increased by 0.4 dB and 1.2 dB compared

to individual pre- and post-compensation algorithm.
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1.4 Thesis Outline

The remainder of this thesis is organized as follows.

In Chapter 2, we review the coherent optical communicatistesn with the
methods to generate different modulation formats in theeapdomain by using Mach-
Zehnder modulators (MZM). At the receiver side, a series 8Palgorithms are pre-
sented in detail to explain the principles how to compentatthe CD, de-multiplex
polarization crosstalk, and recover carrier phase.

In Chapter 3, a DA ML PE is introduced to estimate the carrege perturbed by
the laser phase noises in different modulation formats reviie performance is first
investigated using Monte Carlo (MC) simulations. In aduiti the implementation
of the DA ML algorithm is discussed in the scenario of seriadl garallel receiver
structure.

In Chapter 4, to cope with BLE of DA ML, an adaptive version & tDA ML
algorithm is introduced to recover the carrier phasg/ifPSK formats, and we further
develop the algorithm intd/-QAM formats. The performance of the adaptive DA
algorithm is experimentally demonstrated in a long-haujl&-channel PolIMux QPSK
system.

In Chapter 5, a novel Gardner-timing-recovery-based FOEajoint pre- and
post-SPM compensation are proposed, respectively, toeonsape for frequency offset
and fiber nonlinear phase noise.

Finally, conclusion and future work are presented in Chafpte

10



Chapter 2

Fundamental Theory of Coherent

Optical Systems

In this chapter, an overview of the coherent optical commaton systems is present-
ed in detall, including the transmitter design, transnoisdinks, receiver structure as
well as the DSP algorithms.

The modulation techniques in coherent optical commurocasystems can be
further classified into single-carrier and multi-carrier@~DM systems. They basi-
cally have the same optical modulators (such as I/Q MZMndnaission fibers and
coherent receivers. The difference lies in their DSP methodnodulate the transmit-
ted data and demodulate the received signals in the DSP egéd depicted in Figure
2.1. As for the single-carrier system, DSP algorithms ameegaly not necessary at
the transmitter side, whereas OFDM transmitter requirggalito-analog converters
(DAC) to perform OFDM modulation. To some extent, the maximwansmission
speed is limited by the speed of DAC in OFDM systems [55]. s thesis, we focus
on single-carrier system in which optical transmitter mgier than the one in OFDM

systems.

11



2.1 Advanced Optical Modulation Formats

data | DSP I/Q Coherent DSP | data
— - - -
Mod. Modulator Receiver Demod.

Figure 2.1: Coherent optical system using an I/Q modulatdriSP algorithms

2.1 Advanced Optical Modulation Formats

Advanced modulation formats in optical communication atakated to the devel-
opment of high-speed electro-optic modulators. Of impur¢ais the development of
MZM working by the principle ofinterference controlled by modulating the optical
phase It is an essential component of I/Q modulators that are hyidsed in coherent

optical communication systems nowadays [56].

2.1.1 Channel Capacity of Multi-Level Signals

The SE provided by the simple on-off keying (OOK) modulatmannot exceed 1
bit/s/Hz without using PDM technique [22]. Hence, mult<ésignalling is a superior
alternative to increase the SE of the optical transmissystess [28]. Besides, the
slower symbol rate in multi-level modulation formats caduee the impact of CD and
PMD, compared to an OOK system with the equivalent bit rate.

The digital baseband representation of a phase- and/ointadgimodulated sig-

nal can be expressed as [27]

X (k) = As(k) exp (jos(K)), (2.1)

where A (k) and¢,(k), respectively, denote the amplitude and the phase of tinalsig
X(k), j = v/—1, andk stands for the symbol located at time per{gd’, (k + 1)T).

It is worth noting that various methods are available to gateemulti-level signal-
s [57-61]. InM-PSK modulation formats, the phase is divided iffoeven levels for

representing// different symbols, each encodihgg, M bits [62]. On the other hand,

12
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in M-QAM formats, two degrees of freedom (DOF), the amplitude te phase, in
Eq.(2.1) are used for denoting different symbols. Although there are other varia-
tions to useV/ different frequencies or only/ different levels ofA, (k) [57,63], those
methods usually do not provide better SE tldrPSK/QAM signals at low signal-to-
noise ratio (SNR) [27]. To illustrate the superior SE usingltidevel signalling and
advantages ol/-PSK/QAM formats, we compute the channel capacity accgrthn

the methods in [13].

Noise

N
X —I— Y=X+N

Input Signal 'U Output Signai

Figure 2.2: The schematic representation of the complex AVé@annel.

For a complex additive, white, Gaussian noise (AWGN) chi(see Figure 2.2)

with discrete inputs, the channel capacity in bits per sylmgshown to be [64]

C= max [(X;Y), (2.2)

E[|X|?]<P

subjected to the input power constraifif| X |?] < P. Here,I(X;Y) is the mutual
information of the channel input’ and output’, and E£|-] denotes statistical expecta-
tion. Note that Eqg.(2.2) is maximized only when all the syislawe equiprobable in the
considered modulation formats [65]. The details about #ieutation of the AWGN
channel capacity are provided in Appendix A in the case afrdie constellations.

Figure 2.3 shows the capacityin bits/symbol for several commonly-used mod-
ulation formats. The Shannon limitis given by= log, (1 + ;) [64], wherey, refers

to SNR per symbol. The SNR per bit] is defined as

fys
p— 2-3
T log2 M’ ( )

for a constellation that encodész, M bits per symbol. It should be reminded that

the optical SNR (OSNR) are usually used to evaluate the myptformance. The

13
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Figure 2.3: The capacity as a function of SNR per symbol feres®# modulation

formats.

relationship between OSNR and SNIR shown to be [13]

Ry
2B ref

OSNR=

Vo, (2.4)

whereR, is the information bit rate, anB,¢¢ is the reference optical bandwidth, which
is commonly chosen to be 0.1 nm resolution, correspondidg 6 GHz bandwidth of
optical spectrum analyzers at 1550 nm carrier wavelength.

We highlight some observations from Figure 2.3 as follows.

e At high SNR, all formats with an alphabet sizé saturate tdog, M bits per

symbol, the maximum capacity of each respective constatiat
¢ Higher-order modulation formats are preferred to apprahelShannon limit;

e At low SNRs, OOK and 4 amplitude shift-keying (ASK) formatse aputper-
formed by BPSK and QPSK, respectively, due to the smalleli@sn distances

in such intensity-modulated formats;

14
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e The constellations using both DOFs (phase and amplituda&paph their ca-
pacity limit much faster than those using only one DOF, fatamce M/ -QAM
formats versus/-PSK (M > 16).

In this thesis, we hence focus on bdthPSK andM-QAM signals capable of achiev-
ing better channel capacity at low SNRs but vulnerable tesph®ise. It is worth
noting that the PDM technique can double the channel cgpaciprinciple without
requiring more optical spectrum [13]. As further shown iguitie 1.1, the technique is

widely deployed in all historical transmission experingent

2.1.2 The Principle of Mach-Zehnder Modulator

Vl(t) Optlci}l
i Waveguides

D1
E in ;‘ s E out
7

2/

P2

MZM

i |
;

iP5
':","' Va®)

F;
Electric-Optic Materials

Figure 2.4: The structure of an MZM.

The structure of an MZM is shown in Figure 2.4. A coupler splite incoming
light £, into two equal replicas, which pass through two identicaicah waveguides
controlled by the drive signalig, (¢) andV;(t). Each replica experiences a phase shift
¢1 Or ¢ due to the electro-optic effect of the waveguide materiéfg.[Generally, the

phase shift, depending linearly on the drive signals, carepeesented by

1 Vi

¢1/2 = §7W7T> (2.5)

whereV, is defined as the required voltage switching the output ligteinsity from

its maximum to its minimum value [67]. Note that the factoR Hccounts for the
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combined phase modulation for both two arms [27]. The twa$ehterfere at the
output coupler to generate the output as given by

Ein

Eout [exp (j¢1(2)) + exp (j@a(1))]

B (SO0 (OO ) g

Therefore, the output power of the MZM can be written as

| Eout|” = %|Ezn|2 [1 + cos <%‘/%(ﬂﬂ'):| . (2.7)

It can be observed that the output power is related to theedroltage difference
AV (t) = Vi(t) — Va(t). According to the characteristics of thes (-) function, the

intensity of the output optical signals exhibs periodicity.

Output Power
| s+ Input Power
quadrature
point
0 A Vit)
null poin
Electric
" field

Figure 2.5: The power transfer function of an MZM.

As also shown from Eq.(2.6), there is a phase moduldiiafy) + ¢»(t))/2 ac-
companying the intensity modulation. The ratio of phasentenisity modulation is
called chirp parameter [68], which can be used to compeffsafiber dispersion [69].
In addition, this characteristic enables a single MZM to bedias an I/Q modulator to
independently modulate the phase and amplitude by cayefdjustingV; (¢) + Va(t)

andVi(t) — V() [70]. In digital optical communication, chirp is usually traesired
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for the sake of increasing the transmission reach [56]. Assalt, MZMs are typically

operated at the push-pull conditiori(t) = V;(t) = —V4(¢), thus yielding into

wV (t
E,. = E,, cos < QV(W)) (2.8)

Its sine-shape transfer function is depicted in Figure Zlae null point refers to the
V. voltage to turn off the optical output of the MZM. Of import@nin the phase-
modulated systems is the electric field with respect to thetatal drive signal/(¢).

The sign of the modulated optical field is capable of reflectime change in drive
signal V' (¢), leading to the application of phase modulation. In comtréee power
transmission as a function of the drive signal is the keyqpie in intensity-modulated
systems, in which the bias is normally set to the quadratoirg pas indicated in Figure

2.5.

2.1.3 Generation ofM-PSK/QAM

This section discusses a typical method using an I/Q moohtiageneraté/-PSK/QAM

formats.

MZM V[z(t)
EEm—
| -~

Ein ';/I(t) Im Eout

[ V!Z(t) | Re e
| NS = o|e ™
| sy

MZM Vo) .

Figure 2.6: The structure of an I/Q modulator and the colaieh of QPSK.

An integrated optical I/Q modulator has a nested MZM strieettapable of con-

verting the full complex plane of the optical field [67], a®sim in Figure 2.6. The two
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sub-MZMs, operating at push-pull mode to achieve chirg-Bgnal, modulate their
respective lightwave independently according to the dsigeall;(¢) andV;(t). The
third modulator driving by a DQ/3(¢) introduces a constant 9@hase shift between
the two signals in upper and lower branch, thus putting themuadrature to each
other. Recalling the transfer function Eq.(2.8) of a singléM, the output of the 1/Q
modulator can be written as

Eo = 7 |:COS ( oV ) + j - cos (72‘/7T )] . (2.9)

This transfer function indicates that an I/Q modulator caeally generate\/-PSK/

QAM formats when both the driving signdl§(t) andV;(t) are M-level. As an exam-
ple illustrated in Figure 2.6, QPSKt(, +7) can be generated using two binary drive
signals, 0 an@V,. The multi-level electrical signals can be obtained usirmtaary
waveform generator (AWG), in which the bit resolution ané #peed of the DAC
limits the maximum modulation speed. Since binary drivealg can promise higher-
speed modulation formats and lower cost, serial MZMs imgletation is another al-
ternative to achieve higher-ordéf-PSK/QAM signals [28]. It is worth pointing out
that the drive signals of; () and V5 (¢) are not necessary evenly spacing for evenly
spacing signal points due to the nonlinear transfer charatt of Eq.(2.9) [71]. In
addition, the bias should be properly applied to the I/Q nhatdwu to remove the DC
of the input drive signals. For instance, when the biasef®ftivo sub-MZMs are
set at null point ;) in a QPSK I/Q MZM, the drive signal®;(¢) andV5(t) need to
swing from—V,. to V.. Note that differential encoding of the drive sigrigl¢) and
V5(t) is usually necessary to avoid phase rotation because oftthgepambiguity in

the systems, such as phase noise [72].
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Figure 2.7: The eye diagram of the two-level drive signal #relgenerated output

intensity in an 1/Q modulator.

2.1.4 Pulse Carver

Figure 2.7 displays the eye diagram of the two-level eleatrdrive signal and the
corresponding output intensity when using an 1/Q modulaiggenerate non-return-
to-zero (NRZ) QPSK signals. The drive signal has a peaketkpvoltage2V;, to
obtain the 180phase shift in each arm. Intensity dips occur between somsecoitive
symbols due to the transition between two levels [12]. Anetio-zero (RZ) pulse
carver is usually applied to cut out the intensity dips inesrtb reduce its impact on
the information-bearing optical phase [73]. Although Rgrsils take up a broader
optical spectrum than NRZ, it can have superior fiber noalithg tolerance over NRZ
[74,75]. The broader RZ signal spectrum, resulting in aiteotlike’ properties [76],
is shown to generally favor nonlinear transmission esfig@aahigh 10 Gb/s data rate
and above [56].

An RZ pulse carver can be implemented using an MZM driven binaseidal
signal. Different duty cycle RZ pulses are obtained by clvanthe bias of an MZM
modulator, the frequency and the amplitude of the sinussidaal [77], as depicted

in Figure 2.8.

e 33% RZ: driving an MZM (bias atV) with a sinusoidal signal having peak-to-
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Jamod jndino

0 Va2 Drive signal 7(¢)

Figure 2.8: The illustration of generating @3 507%- and 67%-duty cycle RZ pulse

shape.

peak amplitud@V; at half the symbol rate;

e 50% RZ: sinusoidally driving an MZM at the symbol rate with peakgeak

amplitudeV,. and bias a8V} /2;

e 67% RZ: sinusoidally driving an MZM at half the symbol rate with pei@-peak

amplitude2V,; and bias at/;. This format is also called carrier-suppressed RZ.

2.2 Transmission Links

The optical fieldE from the transmitter propagates through fiber, which impqssver

attenuation, CD, PMD and fiber nonlinearity to the opticainsils. When the other

effects, such as Raman and Brillouin scattering, are niéigigthe signal propagation

in fiber can be described by the NLSE [78]:
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whereD is a differential operator accounting for group velocitgmrsion (GVD)3,

and attenuation, andN is a nonlinear operator governing the effect of fiber nordine
ity ~v. Note that higher-order dispersion, PMD and PDM are notriaki account here
for simplification. The propagation equations governingletron of the two polariza-
tion components along a fiber are characterized by two cduplede NLSEs [78].
Fully understanding the impact of different parameterstandignal propagation in
optical fibers is helpful to design techniques to compenkatéhe transmission im-

pairments in either optical or electrical domain.

2.2.1 Linear Fiber Impairments

We first study how the linear distortions, such as GVD anchatéon, affect the opti-
cal field £ in the absence of the fiber nonlinearity £ 0). To solve the linear partial
differential NLSE, Eq.(2.10) is transformed into frequgmmmain, thus yielding in-
to [79]

0z

OE(z,w) _ (j@wz
2 2

_ %) E(z,w), (2.11)

whereE(z,w) is the Fourier transform of the optical electric fieltiz, ¢) located at
distancez at the observation timg¢ andw is the angular frequency. Note that the
characteristic of Fourier transforgfb LR (jw)? is applied in deriving Eq.(2.11) [80].

The solution to the ordinary differential equation is easil show as

E(z,w) = E(0,w) exp (j%aﬂz - %). (2.12)

The optical field at any distanceis obtained by converting the solution in Eq.(2.12)

back into time domain through inverse Fourier transform:

1 [T
E(z,t) = %/ E(0,w)exp (j%uﬂz — % —jwt) dw. (2.13)

—0o0

e Fiber Loss
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2.2 Transmission Links

Eq.(2.12) indicates that fiber lossreduces the signal power. The power of the
optical signal at distanceis given by|E(z, t)|? = |E(0, t)|? exp (—az). It is custom-

ary to express: in units of dB/km by using the relation [1]

10 E(z,t)|?
a(dB/km) = — log,o (%) ~ 4.343a, (2.14)

and itis called the fiber-loss parameter. Fiber loss leadgpgonential decay of the sig-
nal power, thus playing a critical role in the optical fibemoounication. Attenuation
is caused by absorption, scattering, and bending lossesaptaal fiber. The sophis-
ticated fabrication of the fiber has reduced the fiber lossi\f&® dB/km in the early
days to 0.2 dB/km in 1979 [81] and even commerei@l.17 dB/km at 1.5%m nowa-
days [82]! On the other hand, the advent of optical amplifiete 1990s enables that
transmission distances to easily exceed several thougdadseters by compensating

for accumulated losses periodically [83].
e Fiber Dispersion

Although GVD only changes the phase of each spectral cormpoibés capable
of broadening the optical pulse, thus resulting in intembyl interference (ISI) [1].
This can be illustrated by considering the case of a Gaugailse traveling along a

dispersive fiber. The incident Gaussian pulse has the form

E(0,t) = exp <—2t—T02), (2.15)

whereTj is the half-width (at Jd-intensity point). By using Eq.(2.12) and carrying out
the inverse Fourier transform like in Eq.(2.13), the eledteld at distance along the

fiber is characterized by

1o

t2
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2.2 Transmission Links

Note that the Fourier transform of a Gaussian functionlisssBaussian, i.eexp (—at?)
LN /7 /aexp [—-m2w?/(4a)]. The dispersion parameté?, expressed in units of p-
s/(km- nm), is commonly used to characterize the dispersive featuthe fiber, and

is related to GVD3, through [78]

2me

D=-5

D, (2.17)

wherec and A\ are the light velocity in the vacuum and optical carrier wexmgth,

respectively.
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Figure 2.9: Dispersion-induced broadening of a Gaussidsepn a fiber at different
distances4=0, 10 km, 100 km and 300 km) and pulse widil3£100 ps and 25 ps).

A=1.55pum andD= 17 ps/(kmnm). (The unit of x-axis is ps.)

As illustrated in Figure 2.9, the extent of broadening dejsesn the initial pulse
width and transmission distance. Shorter pulses, correipg to higher symbol rate,
experience more serious dispersion-induced broadenfagtetthan wide pulses. As
a result, the broadened pulses spread into the neighbanisgto cause serious ISI,
resulting in much shorter optical reach. When optical afigps are used to restore the
attenuated signal power in long-haul transmission systérasccumulated dispersion
in the optical pulse becomes of serious concern. One saligito reduce the symbol

rate of the optical systems by means of employing higheefonaodulation formats,
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2.2 Transmission Links

which have smaller symbol rate to achieve the same bit ratgaced to OOK formats
[84]. Further, considering that dispersion is a linear affelispersion management
is a superior solution to keep the average GVD of the entirer fiilnk quite low or
even zero [85, 86]. For a dispersion map consisting of twa Begments, as shown in
Figure 2.10 (a), Eq.(2.13) now becomes

B 1 +o0 ] ) ‘
E(L,t) = —/ E(0,w) exp v (Bar Ly + Pagls) — jwt |dw, (2.18)

27 J_o
whereL = L; + L, is the dispersion-map periods; is the GVD parameter of the
fiber segment with lengtlh;. 1t can be observed that the original optical field can be

restored, i.e.F(L,t) = E(0,t), when the following condition is satisfied:
DiLy 4+ DyLy = 0. (2.19)

Here, the GVDsS,, are replaced by the commonly-used dispersion paranieter
through Eq.(2.17). The prerequisite shows that the sectwed $hould have an op-
posite sign of the dispersial;. The second fiber with a negative dispersion, capable
of fully canceling out the dispersion accumulated in the §pan, is called dispersion-
compensating fiber (DCF). In practical systems, a DCF modubded at the site
of the optical amplifiers to compensate for the accumulaiggedsion while the fiber
losses are addressed by the amplifier. However, the nonkfiegt in DCFs are con-
siderably enhanced due to the small effective mode area tilediiber input power is
still high [87]. Transmission link consisting of single-o@fiber (SMF) without DCF
(see Figure 2.10 (b)) becomes realistic only when the dsspeicompensation is car-
ried out at the transmitter or receiver side. The advancegh-peed DAC or ADC

makes such compensation techniques feasible in curreictbpystems [88].
e Polarization-Mode Dispersion

SMF actually support two perpendicular polarizations @f ¢higinal transmitted

signal (fundamental mode). The two perpendicular polioracomponents of the
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2.2 Transmission Links

*N span xN span
L;, D, Ly, D;

Optical Optical
Amplfier Amplfier

SMF

(a) (b)
Figure 2.10: Transmission link: (a) dispersion-manageat fih) uncompensated dis-

persion link.

signal light may travel at different velocities due to thepienfect cylindrical symmetry
in fibers [89]. Therefore, the two components arrive at thet @rthe fiber at different
times, leading to pulse broadening. This phenomenon is¢&MD. PMD vector?

can be expanded into Taylor series, given by
7 7 (wo) + 7 (wo) Aw, (2.20)

where? V) (wg) = d7'/dw|,—.,. The first (Oth-order in frequency) term of this expan-
sion corresponds to the most widely used first-order PMD@ppration [90]. Except
the broadening of the pulse, the random variation of theralaon states imposes
a performance degradation in coherent receiver. It is wooihting out that the po-
larization state of light propagating in fibers would chamgedomly along the fiber
during propagation. It is shown that PMD is a statisticadlgdom quantity [91].

The second-order PMD approximation adds the second terimeofdylor’s ex-
pansion (first-order frequency derivative) [90]. It indiesthat the PMD vector can
change either its direction or its magnitude. The changedamiagnitude leads to a lin-
ear change in the group delay across the signal spectrunGDePulses launched into
the two PSPs (which are parallel and anti-parallel to the RM&or)7(w,) and 7(wo)
see different amounts of CD, with the difference being propoal todr/dw [90].

In a PDM optical system, PMD will cause cross-talk betweendignals in the

two polarization states in the presence of PMD and polaoratependent loss [15].
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2.2 Transmission Links

Hence, some extra processing procedures are necessgpatatedhe two polarization

states.

2.2.2 Fiber Nonlinearity

The origin of fiber nonlinearity is that the refractive indeixsilica fiber is power de-

pendent [78], given by
. 27Tﬁ2

7—m7

wheren, is the nonlinear index coefficient, antlx is the effective mode area. In the

(2.21)

absence of GVDY,, the general NLSE Eq.(2.10) can be rewritten as

oE
5 = NNEPE - exp(—az), (2.22)

Here, the exponential factexp (—«az) accounts for the fiber loss. The general solution
to Eq.(2.22) has the form df' = V exp(j®n.(2)), whereV is the signal amplitude.
Substituting the general solution to Eq.(2.22), we can have

ov

oV 8<I>N|_(z)
0z

0.
' 0z

=yVZexp (—az). (2.23)

It means that the signal amplitudiedoes not vary along the fiber length. The optical

electric field at the end of the fiber lengthbecomes
E(L,1) = E(0, ) exp (j®n.(2)), (2.24)
where the nonlinear phase noise can be integrated andlyasa
D (L) = /OL YE(0,8)” exp (—az)dz = vLex| E(0, )], (2.25)
with effective lengthL¢s defined as
_ 1 —exp(—al)

Le . (2.26)

(%

Eqgs.(2.24)-(2.25) show that optical pulses experien@nsity-dependent phase mod-

ulation, called SPM [92]. This SPM phenomenon will limit timaximum signal power
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2.2 Transmission Links

launched into optical fibers, which is in contrary to the camvonal wireless channels.
The temporally varying phase modulation also associatds the pulse shape, thus
resulting in spectra broadening [78]. It is worth pointing that the SPM effect oc-
curs at the initial effective lengthes of a fiber because fiber nonlinearity has a strong
impact at high power [47]. Eventually, the attenuated digoaer mitigates the effect
after the effective length.

In view of this simple characteristic between SPM and sigmaiit power, the
overall accumulated nonlinear phase noise after passingdgh N amplifiers can be

approximated by [49]

on(t) = > onlkt)
k=1

= 7LeﬁZ|E(kvt)|2
= YLew{|E(0,1) + na(t)]* + [E(0,) + na(t) + na ()] + - - -
+|E(0,t) +ni(t) + - - - + ny(t)]*} (2.27)

wheren(t),k = 1,..., N are those ANGNSs introduced layh amplifier. Henceforth,

the received signal can be written as
E.(t) = E(N,t)-exp[jon(t)] (2.28)

Note that nonlinear phase noise is suggested bgimiistributed due to square addition
of the Gaussian ASE nois¢s,, no, ..., ng, ...}, which is verified by experiment data
in [93]. This nonlinear optical channel model has been wabided to investigate per-
formances of different modulation formats [27, 72, 94],ugb it would overestimate
the penalty of fiber nonlinearity without taking into accodlme interaction between
CD and fiber nonlinearity [48].

The power-dependent refractive index can also lead to atbelinear effects,
such as cross-phase modulation (XPM) [95], four-wave ngiXi8], especially in WD-

M systems. All these nonlinear effects would interact withew linear fiber effects to
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2.2 Transmission Links

severely limit the performance of long-haul lightwave syss [77]. Of importance is
that the SPM/XPM-induced phase shift would cause a seveferpence degradation

in phase-modulated systems.

2.2.3 Split-Step Fourier Method

We have separately investigated the impact of fiber lingartd nonlinearity. In fact,
fiber dispersion and nonlinearity would interact with eatheo along the length of
the fiber, though a general analytical solution is not atéldor the NLSE Eq.(2.10)
[78]. Consequently, numerical approaches are necessayitate the optical pulse
evolution in the fiber for evaluating various fiber impairngenOne approach that has
been used extensively to solve the pulse-propagationgmoid the split-step Fourier

method [96] when both fiber dispersion and nonlinearity aken into account.

Segment &

(a) exp (hﬁ(w)) @ E(z+h)

exp (hN)

Segment 4

E(z+h)

E) exp (%ﬁ(w)) exp (%ﬁ(w)) >
(b)

exp (% [N(z) +N(z+ h)D

Y

Figure 2.11: The schematic illustration of: (a) split-stepurier method; (b) sym-

metrized split-step Fourier method.

The split-step Fourier method obtains an approximate ieoldty assuming that

the dispersion and the nonlinearity factors can be treapdrately in the propagation
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2.2 Transmission Links

of the optical field over a small distanée The nonlinear section is first performed
in the time domain, as illustrated in Figure 2.11 (a). Thio&gst Fourier transform
(FFT), the signal is then transformed into frequency domdiere each spectral com-
ponent is multiplied by a phase shift due to the fiber GVD, adked in Eq.(2.12).
Note that[)(w) = j%uﬂ. To further improve the accuracy of the split-step Fourier
method, fiber nonlinearity is evaluated in the middle of tegrsenth instead of car-
rying out the step at the beginning of the segment (see Figuld (b)) [97]. The

mathematical expression of the modified method can be repies by

A Z+h A A
E(z + h,t) ~ exp (gD) exp (/ N(z')dz') exp (gD) E(z,1). (2.29)

This scheme is called symmetrized split-step Fourier nteblezause of the symmetric
form of the exponential operators in Eq.(2.29), in whichititegral is usually approx-

imated by the trapezoidal rule [98]:
z+h Ao~ .
/ N()de ~ 5 [N(z) +N(z+h)]. (2.30)

Note that higher-order dispersion is not included here. &i@gN (= + h) is unknown
at the middle of the segment located:at /2. An iterative procedure is introduced to
replace the terV (z+-h) by N (=) at first. Eq.(2.29) is then used to estimate+h, t)
which in turn is applied to calculate the ne?\AW(z + h). The procedure is repeated
several times until certain tolerance is satisfied, suchasmaximum phase shift and
the loss of signal power during the segment. More effortseHasen put to further
improve the computational efficiency and enhance the sitoanlaccuracy [99]. It
is suggested that the fiber can be modeled as a concatenationlmear and linear
sections, in which the propagation of the optical field iseyoed by the prescription
of Eq.(2.29) [78].
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2.3 Coherent Receiver

2.3 Coherent Receiver

Compared to direction detection, coherent detection casepve full information of
the optical electric field, such as the amplitude, phase afatipation, which provides
modulation in more DOF for multi-level signalling [15] sutmat approaching Shan-
non capacity limit, as depicted in Figure 1.1. The applaabf high-speed ADCs in
coherent receivers has triggered extensive research indf®thms to compensate
for the fiber transmission impairments rather than usingyasd complicated optical

components [24,100-103].

2x4 90°
Received Optical Hybrid
Optical Signal; 3-4B 3-dB
E (t) > Coupler _ Coupler
\ g > \_f—%}, R[EOE |

Local _ .
Oscillator :%})> S[E (¢ )ELO]
ELO —»—

Figure 2.12: A schematic setup of a single-polarizatioreceht receiver.

The structure of a single-polarization coherent receivigh Wwalanced photode-
tector is shown in Figure 2.12. The received optical field) is combined with an
LO laser in a % 4 90° optical hybrid, whose output signals are detected by twe bal
anced photodetectors corresponding to the in-phase (Ijjaadrature-phase (Q) sig-
nals [104]. The optical hybrid is composed of four 3-dB caupland an additional

90 phase shifter. The transfer matrix of the optical hybridiieg as [104]

1 1
111 -1
S == . (2.31)
J
L =




2.3 Coherent Receiver

After the square-law photodetection, the photocurret®fthe upper balanced detec-

tors can be written as [94]

1 1 .
I = ZR |E(t) + ELo|* — ZR |E(t) — ELol® + isn(t)

= R-Re[E(t)Elo] + ism(t) (2.32)

whereR is the photodetector responsitivityy(¢) represents the shot noidee[x] and

* denote the real part af and conjugation operation, respectively. Here

Eio = v/ Poexp (jwiot + jbo(t)), (2.33)

where P o, wo andéd o(t), respectively, are the power, the carrier angular frequenc
and the phase noise of the LO signal. Applying the same demvas in Eq.(2.32),

the lower branch signal is derived as

1 , 1 _ |
Q = JRIE() +jEwol’ — RIE() - jEiol” + isn(t)

= R-Im[E()E{o] + isnalt). (2.34)

whereIm|z] denotes the imaginary part of andish,(t) represents the shot noise.
As can be seen from Egs.(2.32) and (2.34), the outputs ofwbepairs of balanced
photodetectors correspond to the in-phase and quadrdttire ceceived optical elec-
tric field. When sampling the signals at the Nyquist rate gifdCs, the digitalized
signals can be further processed by either real-time oneffliSP algorithms to com-
pensate for the transmission impairments [62]. This rexrestructure is also universal
for any multi-level modulation formats [28]. Note that a tpalarization coherent re-
ceiver can be realized by splitting the polarization of th&dent optical field into two
orthogonal states, and each of them beats with the respddiivcounterpart which
has the identical polarization state as the signal’s [41].

The impact of optical noises and the shot noises on the pedioce of a coherent

system is worthy of investigation. Due to the fiber loss, tlEmsmitted signal are
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2.3 Coherent Receiver

repeatedly amplified by optical amplifiers, which introdU®E noisesV (t) into the
transmitted signaF(¢). Hence, the received signal beconte®) = FE(t) + N(t).

The transmitted signal is assumed to have the form of

E,(t) = \/Pyexp (jwet + jos(t) + jO(1)), (2.35)

where P, and¢,(t) are the power and the signal phaég) is the phase noise associ-
ated with the source laser, and is the carrier angular frequency of the signal. The
spectral density of the received ASE noiSét) with N4-cascaded optical amplifiers
is given by [1]

Sase = Nang(G — 1)hw, (2.36)

wherens, andG are the spontaneous emission factor and gain of the optigaliféers,
andhv is a photon energy. In terms of practical applications, ténest is homodyne
detection . = w o) because the bandwidth of the electrical low-pass filteuired
for heterodyne detectionuf # w o) is R, whereas one half of this bandwidth, i.e.,
Rs/2, is enough for the homodyne case [105]. Hétejs the symbol rate of a system.
By combining the in-phase and quadrature signals togetfeican derive the base-

band complex signals as

r(t) = R-Re[E(t)E{o] +ism(t) +j - (R-Im[E(t)Elo] + isnalt))

= Ry\/ P;Poexp[j (¢s(t) + 05(t) — Oo(t))] + iLo-ase(t) + isn(t)(2.37)

where the LO-ASE beat noiSgs.ase(t) = R-Re[N(t)Ejo] +j - R-Im[N(t)E}o],

whose two-sided power spectrum density (PSD) is found to be
SLO—ASE - R2PLOSASE- (238)

The shot noiseqy(t) equals toishi(t) + j - isn2(t) having a two-sided PSD¥y, of
eR(Po + Ps), wheree is the electron charge. The signal power divided by the to-

tal noise power in the same banl,/2 in homodyne receivers, gives the SNR per
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symbol ¢,) at the detector, as given by [94]

2PoP,
[ ol (2.39)

T = 9 (R?PloSase + ¢R(Poo + P.)) - R./2"

PSD(W/H2)

-30 =20 -10 0 10 20
P o (dBm)
Figure 2.13: The PSD of different noises (LO-ASE beat noisg shot noise) as a

function of LO power in a coherent receivert=10 dBm.

As illustrated in Figure 2.13, the shot noise is dominant &@-ASE beat noise
only when the power of LO laser is very small. In practice,ltepower is always kept
at least above 0 dBm to improve the receiver sensitivity.id@ess the use of cascaded
optical amplifiers will enhance the LO-ASE noises. Consatjyethe LO-ASE beat
noise is the major source of additive noises in coherentvexse thus yielding the

ASE-limited SNR per symbol as [27]

N

A 2.40
Naneg (2.40)

SNRgym =

because’, = G R,N,hv when assuming that the last optical amplifier acts as a pream-
plifier with gainG. Here, N, is the average number of photons per symbol.
Other than the amplitude distortion, the received signedsadso rotated by the

phase noisé;(t) — 0, o(t) from the transmitter and LO lasers. The power spectrum of
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2.4 DSP Algorithms in Coherent Receivers

laser linewidthAvr has a Lorentzian line-shape, inducing a Gaussian-diséaljphase

deviation with mean zero and variance [106]

o2 = 27(2Av)T, (2.41)

p

in a symbol intervall; = 1/R,. Note that2Ar accounts for the total 3-dB linewidth
for both lasers.The laser phase noise keeps rotating teeecsignals, thus requiring

phase tracking in coherent receiver.

2.4 DSP Algorithms in Coherent Receivers

As reviewed in Section 2.2, the transmitted signal aften fitensmission will be de-
teriorated by the CD, PMD and fiber nonlinearity such thaensrs are unable to
recover the original transmitted data if no specific measare employed in the sys-
tems. A digital coherent receiver samples the in-phase amadrgture signals into
digital waveforms at Nyquist rate or above (see Section, Z&)sequently applying
DSP algorithms to fully recover the transmitted data [80¢ve&al benefits are seen
to using DSP-based algorithms in such coherent receivéegtiae filters can provide
better performance and design versatility while a univeneseeiver structure can be
used for reception of different modulation formats by atipgsonly the parameters of
digital filters [107].

The DSP algorithms in digital coherent receivers are diwvioigo several step-
s [24], which may consist of clock recovery, re-sampling, Ginpensation (CDC),
polarization-demultiplexing, carrier phase recoverjuding frequency and phase es-
timation, symbol decision, differential decoding and extetector, as depicted in the
architecture of Figure 2.14. If nonlinear impairments saslsPM or XPM are present,
additional fiber nonlinearity compensation is necessainfmove the system perfor-

mance [47], which will be discussed in detail in Chapter 5.
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Figure 2.14: The architecture of the DSP algorithms in anodéon-multiplexing

digital coherent receiver.

2.4.1 Clock Recovery and 1Q Imbalance

The four streams of digitalized data from ADCs, correspogdbp the in-phase and
guadrature signals in two polarization states, are firgarepled to 2 samples per
symbol [21], because the sample ratf . of a real-time oscilloscope may be not
exactly two times the symbol rate of an optical system. Inoglkckecovery module,
digital timing recovery algorithms are applied to corrdw timing offset between the
clocks of transmitter and receiver, which can be performeareal-time oscilloscope.
Commonly-used algorithms, such as the square timing reg¢¥@8] and the Gardner
algorithm [109], are able to estimate the timing error, vilhthen used to re-sample
the data via an interpolator to obtain exactly 2 samplesyabsl.

It is also worth mentioning that the normalization and I(batance compensa-
tion may be required when dealing with real experiment dat@[111] because of the
imperfections in optical front ends, where the amplitudéysrid outputs may be not

equal or the phase shifter in the hybrid (see Figure 2.12)moape exactly 90[107].
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2.4.2 Channel Equalization

As noted in Section 2.2, fiber can be regarded as a linearmsysith only attenu-
ation, CD and PMD in the absence of fiber nonlinearity. In @pte, all the linear
impairments can be fully compensated by using digital 8ltg2]. Since CD is a
time-invariant distortion and the residual CD may exceeatis® thousands of ps/nm
at the receiver end, it is desirable to use nonadaptive Viltir fixed taps for the com-
pensation [112]. Although infinite impulse response (IIRgfirequires less taps than
finite impulse response (FIR) filters, IIR filters tend to betable especially when the
residual CD is large [113]. This drawback limits its applioa in practical systems.
On the other hand, the PMD effect may be modeled by the Jonesnvehich varies
rapidly due to the fiber birefringence [89]. The compensasticheme of PMD should
be adaptive to continuously adjust the tap coefficients.[33 a result, the channel
equalization in coherent receivers is split into two sugpst fixed-tap FIR filters for
CDC and a time-domain adaptive butterfly-like filter for PM@negpensation.

Recalling the fiber dispersion effect on the transmitteaaign Section 2.2, the
fiber can be regarded as an all-pass filter only incurring aehbhift to different spec-
tral components. It suggests that an inverse function ofthpass filter suffices to
fully compensate for the CD of a fiber link [114]. This apprbaman be realized in
either time-domain or frequency-domain [112].

The time-domain CDC in the DSP unit is a fractionally-spa®&d2) FIR equal-
izer [115], as plotted in Figure 2.15. The tap coefficienessa@mputed from the inverse

Fourier transform of the fiber transfer function (see EqZ).[116], as given by:

C

H(f)=exp (—ij)\ / z) (2.42)

while changing the sign oD to the opposite. Note that the number of filter taps
depends on the amount of the accumulated dispersion in telifiix of lengthz. To

approach the desired phase respdiise H(f)}, the tap coefficient§), is computed
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Figure 2.15: A fractionally-spaced’(/2) FIR filter with V taps.

through sampling the inverse Fourier transform of the fiarfsinction Eq.(2.42), i.e.

[116],

KT, kT,

Ch = “5*h(t = =

), (2.43)

where

W) = / " H(P) exp (2m fo)df

N/2—1

= Af- > H(f =iAf)exp (j2r(iAf)t). (2.44)

i=—N/2
Here, the integration is approximated by adding up thoserelis components from
—1/T, to 1/T, with a stepsize\ f. If the accumulated dispersidnz and symbol rate
R, are known, the FIR tap coefficients, as illustrated in Fig6, are determined
through Eqgs.(2.43) and (2.44). In theory, CD can be comigletampensated for if the
number of taps of the FIR equalizer is sufficiently large [30Q]is found that a FIR
with tap numberV = 47|53, | L R? is sufficient to fully compensate for CD [117].
As for the frequency-domain equalizer, the re-sampledadgyN (k7/2) and

Y (kT,/2) are transformed into frequency domain through FFT. Theueegy compo-
nents are then multiplied by the fiber transfer functiéf) to cancel out the CD im-
pact, and are converted back into time domain for subseigpmal processions. Gen-

erally, frequency-domain equalization is much faster ttiae-domain equalizer due
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Figure 2.16: The tap coefficients of a fractionally-spacgd¥) FIR filter with N=21,

accumulated dispersianz= 1700 ps/nm, and symbol rafe,=10 GBaud.

to the FFT operation, especially when the number of FIR tagsimes large [103,112].
It is worth noting that fiber nonlinearity compensation isegsary if there exists strong
fiber nonlinearity effect. In this case, the fiber dispersiothbe simultaneously com-
pensated for through back-propagation of the receivedraldield [47, 118], which
will be addressed elaborately in Chapter 5.

After the nonadaptive FIR filtering for CDC, the subsequanttédyfly-like FIR
filter aims to remove the cross-talk between two transmuigdals in these two or-
thogonal polarization states, because of the PMD effedt [0 a PolMux system,
the optical channel can be modeled as<@ 2nulti-input multi-output system [41], as

given by

Xout(k) = Hgm(kj)xln(kj)+ng(k)Ylﬂ(k)

Youlk) = Hay(k)" Xin(k) + H], (k) Yin(k), (2.45)

whereH,,(k), H,,(k), H,,(k) andH,,(k) are N x 1 tap coefficient vectors of the
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2.4 DSP Algorithms in Coherent Receivers

butterfly FIR filter att = k7%, Xi,(k) andYj,(k) areN x 1 input vectors at = kT, and
(1) denotes matrix transpose. Of importance is how to de-mekithe two signals
from the two polarization states. The blind constant mosldlgorithm (CMA) is
a popular method for constant-modulus modulation formai®], such as\/-PSK,
where the magnitude errorsof = 1— | Xo(k)|? ande, = 1—|You(k)|? are examined

to adjust the coefficient vectors through

Hoo(k+1) = Huo(k) + peaXou(k) Xin (k) (2.46)
Hy,(k+1) = Hy(k) + pe. Xoulk)Yin(k) (2.47)
Hay(k+1) = Hay(k) + peyYoulk) Xin(k) (2.48)
H,,(k+1) = Hy (k) + pe,Youlk)Yin(k) (2.49)

wherey is the step size of the CMA algorithm. Note that the tap vectwe updated
once every symbol. The decision-directed (DD) least-megmaie (LMS) algorithm
can be introduced to improve the system performance onc€NMh algorithm has
reached the steady state [23]. As for the non-constant-lased@AM formats, this
CMA criterion is usually applied at the first stage to acqaingre-convergence [120].
A modified CMA such as multi-modulus CMA, and DD-LMS [121]eararried out to
fully de-multiplex these two signals in conjunction withrgar phase recovery.

It is worth of pointing out that the higher-order dispersibke dispersion slope,
can still be compensated once the dispersion slope and ehaavelength are known
to the receiver. Further, quite a few DSP algorithms [122] @ready proposed to

compensate for XPM from inter/intra channels and refereticerein.

2.4.3 Carrier Phase Recovery

When ISI of the received signals is removed by the channaleggion, the remain-

ing distortions include only frequency offset, laser phasese and additive noises.
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2.4 DSP Algorithms in Coherent Receivers

The signal now becomes the same as Eq.(2.37), and the sawgletbrms are then

described as [4]

r(k) = I(KT,) +j-Q(kT,)

= Apexp (]Qbs(k) + j@(k) + jkAfoffset) + n(k)u (2.50)

whereA, = Rv/P,P o andA fyusetis the frequency offset between transmitter and LO
lasers. The additive noise is a complex AWGN, originatirapfrLO-ASE beat noise
and shot noises, with a circular Gaussian distribution ocdmeero and variancd,.
The carrier phase recovery consists of FOE and PE, becatisévimfactors would
lead to carrier phase rotation.

Fregquency mismatch always exists between two differeet$asue to fabrication,
heating and aging, thus resulting in a continuous phasenment in each symbol [46].
Conventional FOE algorithms can be implemented in eitlmeetdomain or frequency
domain. Here, we only review a commonly-used frequencyaonkOE [43], de-

scribed as

1N

A R, _
A foftset = — max eXp —Jj2m foi) | , (2.51)
M R, Z:o

,_.

Here, f, is the normalized frequency offset andis the number of symbols used in
the FOE. TheV/-th power operation is to eliminate phase modulation in d#weived
M-PSK signals [31]. Note that the algorithm is also applieabl M/-QAM formats
but suffers from inaccuracy issue due to their phase maduakaare not exactlyr /M
[44]. The accuracy of this FOE it/-QAM formats can be improved by incorporating
more symbols in Eqg.(2.51).

In addition to frequency offset, laser phase noise is a Wipnacess associated
with the 3-dB laser linewidth and system symbol rate, as shiowFigure 2.17a, and
thus keeps rotating the phase of transmitted signals. itatl@pherent receivers, DSP-

based PE allows for a free-running LO laser rather than wsiraptical PLL for carrier
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Figure 2.17: (a) Simulated Wiener laser phase noigd\atl, =1x10~*; (b) The esti-

mated phase referendék) using the V&V Mth-power algorithm in a QPSK system

phase tracking [4]. To retrieve the phase modulatigfk), the phase referendk)
needs to be first estimated through PE algorithms. A conweatinonlinear V&V

Mth-power scheme is proposed in [31] to raise the receie®SK signals to the
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2.4 DSP Algorithms in Coherent Receivers

Mth-power for estimating the carrier phase.
In the V&V Mth-power algorithm, a nonlinear transformation is perfedio

extract the unknown carrier phase from receiw¢ePSK signals:
r'(k) = S [lr(k)[] exp [iM Lr(k)], (2.52)

whereF[-] denotes nonlinear transformation of the received signadlitude. It has
been observed thg[|r(k)|] = 1 or |r(k)|> achieves a better performance than the
scenario of§[|r(k)|] = |r(k)|* for QPSK format. The nonlinear function §f|r(k)|] =
l7(k)|™ is used throughout this thesis since we observe that thereia difference
in terms of laser linewidth tolerance between them at higRSN

Considering the scenario df-PSK signals, the received signdk) is raised to

the Mth-power to remove the phase modulatiaik), since
rar(k) = Ag' exp [j(Ms(k) + MO(k))] = Ay exp [FMO(k)]. (2.53)

Here, for illustration purpose,the amplitude noise terth) is neglected and the non-
linear transformation is assumed to ®gr(k)|] = |r(k)|*. Averaging overL + 1
samples fromk — L)T; to (k + L)T, the estimated phase reference at k7" in the
V&V Mth-power algorithm can be given as

(k+L)T,
0(k) = arctan Z Ty /M (2.54)

I=(k—L)Ts
The argument of the received signmék) is then subtracted by the estimated reference
0(k) before symbol decoding. In the decoder, the phase differandr(k)) — 0(k) is
discriminated amontyl states in thévl-PSK constellation. It can be observed that the
phase referenoé(k) is obtained from dividing the sum @f. + 1-symbol longM/-th
power ofr (k). It indicates that the phase referertié) will lie between—r/M and

w/M due to thearctan(-) function. Therefore, whenever the trajectory of the laser

phase exceeds the range betweery M, an instantaneous phase jump-b2r /M
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2.4 DSP Algorithms in Coherent Receivers

would occur, leading to irreducible symbol errors [123]jImsstrated in Figure 2.17b.
In order to avoid such phase jump, the phase estir@(&i}emust be compared to the
previousé(k— 1). If the difference in the phase estimate between two adjayenbols
is within (—m /M, 7 /M), the estimated phase refereri¢é) is valid, otherwise it must
be added or subtracted by multi@e/). The phase unwrapping process fdrPSK

using V&V Mth-power algorithm is summarized as [22]:

(

O(k)+ 2, if (k) —0(k—1) > &
O(k) = 0(k) — 2, it G(k) — Ok — 1) < —% - (2.55)
(k) else

\

Figure 2.17b demonstrates that the phase unwrapping ibleapfaccurately track-
ing the actual time-varying phase noise. However, phaseapping can cause cycle
slips, which is a highly nonlinear phenomenon [4,72]. Aligb the V&V Mth-power
scheme is implemented in the constant-amplitdde’SK formats, it has been ex-
tended to 16-QAM format by using a subgroup of symbols witagghmodulation
T/4+nr/2(n=0,1,2,3)[32].

2.4.4 Symbol Detector

After recovering the carrier phase, the symbol decisionad@before carrying out dif-
ferential decoding. It is important that the data is diffeéially encoded to avoid phase
ambiguity or cycle slips [4, 33, 72]. Supposing thék) is the information symbol, d-
ifferentially encoded/-PSK symbok(k) can be obtained from(k) = c¢(k — 1)a(k).
On the other hand, differentially encoded QAM symbols aneegated by means of
the quadrant differential encoding rule [124]. The infotima symbola(k) can be
represented by(k) = p(k)b(k) , wherep(k) belongs to the first quadrant angh) €
+1, 45 [125]. Differentially encoded QAM symbel k) is given byc(k) = p(k)d(k),
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whered(k) = b(k)d(k — 1). Note thatF||a(k)|*]=1 for both M/-PSK/QAM format-

S. At the receiver side, to recover the original informatigymbola(k), differential
decoding is imperative to reverse the differential encggirocess. The information
symbola (k) can be differentially decoded ask) = ¢(k)c*(k — 1)in M-PSK formats,
anda(k) = p(k)d(k)/d(k — 1) in M-QAM systems. Error detector is performed to
compare the recovered data with original transmitted dgtedunting bit errors. If
forward error control (FEC) coding is used to achieve higleljable communication
in an optical transmission system [126], a uncoded BER lestleen 03 ~ 107° is

a reasonable reference to compare the performances oktmheceivers.

2.5 Conclusion

In this chapter, we have studied the system principles oéit optical communi-
cation, including transmitters, fiber transmission andereht receivers. Advanced
modulation formats are desirable to approach the Shannuohifi conjunction with
coherent detection and PDM techniques. The developmentzi Mnd 1Q modu-
lators facilitates optical communication systems to emgimher-order modulation
formats rather than only using OOK/ASK to further improve SE

During the propagation of the transmitted signal alongagpfibers, not only do
linear impairments, such as CD, PMD and fiber loss, detdgdhe signal, but the non-
linear SPM and XPM can become detrimental to the performahtmng-haul optical
communication systems at high input powers. Since coheetettion can retain the
information of optical electric field, DSP algorithms aredeiy applied to compensate
for the fiber impairments instead of using bulky and compéidaoptical components.
The application of DSP CMOS chips render design versaalitgt universal structure
to digital coherent receivers, which would be highly expegbortable receivers in the

near future. Finally, a series of DSP algorithms are revitimadetail for the sake of
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understanding the basic principles of digital coherentikess.
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Chapter 3

Decision-Aided Maximum Likelihood

Phase Estimation

To allow a free-running LO laser for beating with the recedioptical signals in coher-
ent receives, DSP-based PEs are widely introduced to rettovearrier phase [127].
Meanwhile, PE algorithms can relax the laser linewidth nesjuents compared to
PLLs-based coherent receivers which are sensitive to the dielay in the feedback
loop [4]. Furthermore, the laser linewidth poses a critlzalt to the performance of
high-order modulation formats, which are nowadays oftepleged in coherent opti-
cal communications for the sake of improving SE and systgmaaigy [29, 120, 128].
Therefore, a large linewidth tolerance is desirable for adgPE. Although various
PE algorithms, such a®&th-power [31], blockMth-power [22, 32], NLMS PE [129],
Wiener filter-based PE [4, 38], Kalman filter-based PE [3%lyehbeen proposed to
recover the carrier phase, they require either nonlineaapcations {/th-power op-
eration and phase unwrapping) or the statistics of the syatases (phase noise and
additive noise). Nonlinear computations may increase tveep consumption of the
complementary metal-oxide-semiconductor (CMOS) pramessis coherent receivers

while the statistics of such information cannot always bailable, especially in re-
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3.1 The Principle of DA ML Phase Estimation

configurable optical switching systems.

In this chapter, a computationally-efficient, DA ML PE wik llerived to achieve
a comparable or even better performance thanMtik-power scheme. The perfor-
mance of DA ML PE will be analytically conducted in differembdulation formats.
Further, a real-time structure of the DA ML receiver will beposed to estimate car-

rier phase reference online in optical coherent detection.

3.1 The Principle of DA ML Phase Estimation

In order to simplify notations in the following formula, Eg§.50) can be rewritten
as [37]
r(k) = m(k)exp (j0(k)) + n(k) (3.1)

wherem(k) = Ao(k) exp (jos(k)) is the signal constellation poiidt;. It is assumed
that frequency offset and ISl are fully compensated throD&® algorithms as re-
viewed in Section 2.4 and all symbols are equiprobable. kraer-suppressed modu-
lation format, it is possible to arrange constellation p@such that’; = —C'_; [130].
Transmitted symbols are then chosen from ensemble of tloestatiation points, ex-
pressed as

m(k‘)G{C’Z-:CZ-:— Z’+J\/j/2,i:1,2,“‘,M/2}, (32)

whereM, a power of 2, is the total number of signal points in the celfetion. The

SNR per symbol+{) is re-written as

_ Efm(k)]*]
Vs = T- (3.3)

The ML phase reference estimatat timet = k7' is computed over the immedi-
ate past. received signals, i.er(l), k — L < | < k — 1, whereL is called memory
length. The likelihood functior\ (0, k) is given by joint PDFp(r(k — L), --- ,r(k —

1)|6). Itis assumed that symbol timing is known, ahis taken to be time invariant at
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3.1 The Principle of DA ML Phase Estimation

least over an interval longer thdr¥". Note that if there is no I1SI affecting the samples
att = kT, r(l) andr(j) are independent because of the independencdpfand
n(7) wheni # j. The removal of ISI can be realized through channel equ#diza
before carrying out PE algorithms. The PP§(1)|0) is obtained by writing it as the
sum over allif of p(r(1)|0, m(l) = C;)P(m(l) = C;). The conditional PDF of the

received signat (k) is given by [131]

1 lr(k) — Cied 0
— ) = — . 4
p(r(k)| 0, m(k) = C;) N exp ( No (3.4)
Through this arrangemeat = —Cj 51/, of the constellation points, the log-likelihood

function (6, k) = In A(0, k) can now be expressed as

k—1 M/2

Zexp S)Coshqi(l,ﬁ)] +c (3.5)

i=1

l=k—L
Here,S; = |C;|?/No, ¢:i(1,0) = (2/No)Re[r(1)Cre7?], andc is a constant indepen-
dent ofé (see Appendix B for details). It is easy to derive the follogrequation for
the ML estimate) from the likelihood equatio@L(0, k) /0 6 = 0 atd = (k) [130],
Z S22 exp (=5;) sinh gi(1, Bk
I=k—L wafexp( S;) cosh g;

Z ZzM/lz exp (—S;) sinh ¢; (1, O(k
I=k—L ZZM/SGXP( Si) cosh g;

cos 0

Equation (3.6) is highly nonlinear and is hard to get an eipolution ford(k). Sup-
posing that we have obtained the ML phase estin%%@, the receiver uses it in the
detection of thetth data symboin(k) as if it were the true valué. The receiver

declaresn(k) = C, according to decision statistics [62]

ga(k) = max Re [r(k;)c; exp (—jé(k))] =41, £M/2, (3.7

i

in M-PSK formats, whereas itV -QAM formats the decision statistig becomes [37]

q4(k) = max Re [T(k)C’Z* exp (—jO(k)) — %|C’Z—|2} yi==+1,--- ,£M/2. (3.8)

(2
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3.1 The Principle of DA ML Phase Estimation

Here, the receiver decision is denoted/byk) at timet = k7. An explicit result
for é(k) allows the decision statistics (3.7) to be easily computkds allowing a
completely digital receiver implementation.

Approximations are imperative to make Eq.(3.6) implembleta High SNR is
the case of most interest in practice. When considering ijie 8NR limit, decision-
feedback provides a nearly optimum implementation of the@dtimator (3.6) [132].
For instance, in BPSK formaf\{ = 2), Eq.(3.6) reduces to

o Tm[r(1)rin* (1)

o Relr(m(1)] ]

0(k) = arctan (3.9

whereC? at timet = [T in EQ.(3.6) is replaced by the receiver decisi@ifl) in
decision-aided PE. In the case of signal constellationk wit > 2, for each fixed
[ in EQ.(3.6), each of the summations oveis dominated in magnitude by the ter-
m whose index corresponds to the decision. For instan i/f exp (—9;) sinh ¢;
(L O(K)Im [r(1)C] | & | exp (—S,) sinh gq(1, (k))Im [r(1)C%] | if the decision is ei-
therm(l|k) = Cq or m(l|k) = —Cy. Thus, Eq.(3.6) reduces again to Eq.(3.9) when
tanh (-) is replaced by sgn) andm(l|k) by m(l). The decision-feedback approxima-
tion is more accurate for BPSK\( = 2) thanM-PSK with M > 2. For M > 2, the
accuracy of the approximation depends on the "discrimiitgbbetween the signal
pointsC'.’s, which improves with higher values of SNR,’s [130].

In order to totally eliminate nonlinear operation in this &gorithm, we introduce
a complex vectol” asV = [Re V,Im V| = [¢(k), 5(k)] such that Eq.(3.9) can be
rewritten as [94, 130]

0(k) = arctan Egm (3.10)

Therefore, from the comparison between Eq.(3.9) and Ef)j3we can define

k—1

V(k) £ U (k) Y ey (D), (3.11)

l=k—L

whereU (k) = 271 |m(1)]?, a factor used to normalize the reference phasor (RP)
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V (k). The quantitiesc(k), s(k)], respectively, are the in-phase and quadrature outputs
of the receiver. In the form Eq.(3.10), it is clear thattheadian ambiguity ofrctan(-)
function is resolved by the signs &ft) ands(k) if an initial training data is sent to start

up the receiver. Figure 3.1 summarizes the receiver streieind the signal processing

operations involved in DA ML algorithm for eithev/-PSK or M -QAM signals.

RP V(k) Estimator

Vi =U®K) Y r(lyi (1)

I=k-L

v (k) t k)

Y

r(k)

\i

Symbol Detector
Set m(k)=C, if
{ max Re[r(k)V" (k)C]1, for M -ary PSK

max Re[r(k)V"(k)C;—|C, [ /2], for M-QAM

\i

Figure 3.1: The structure of the DA ML receiver fbf-ary PSK/QAM systems.

Compared to thel/th-power scheme, the contributions of introducing the RP

V' (k) in a phasor form are significant when implementing PE algorg. In the)M th-
power scheme, nonlinear operations are necessary, suafitaa(-) operation and
the Mth power operation of the received signals [33]. Besides, tduthe fact that
arctan(-) operation limits estimated phase referefige) to an interval —x /M, /M),
as already illustrated in Section 2.4.3, an additional sfgphase unwrapping hence
needs to be performed [4] to avoid cycle slips. In contrdst, DA ML PE only re-
quires linear computations and there is no phase ambidudte that the feedback in
DA ML would be subjected to decision-feedback errors, thossgbly causing error
propagation. The impact of decision-feedback errors isdioio be negligible when
BER is less than 1¢. A detailed comparison between DA ML and théh-power

schemes will be given in Section 3.2.

50



3.2 The Performance of DA ML in M-PSK and QAM

3.2 The Performance of DA ML in M-PSK and QAM

To investigate the performance of the derived DA ML PE, weycaut MC simulations
in different M/-PSK and 16-QAM formats. Differential encoding is employdhe

transmitter for preventing error propagation due to pasisilen errors.
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Figure 3.2: Receiver sensitivity penalties at BER=10ersus the linewidth per laser
and memory lengtlh for different modulation formats: (a) QPSK, (b) 8PSK, (cPt6
SK and (d) 16-QAM. Bit rate @ 40Gb/s.

As a performance measure, the contour plots of the recearesitivity penalty
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at BER=10"* are depicted in Figure 3.2 for different modulation formatth respect

to the linewidth per laser and different memory lengthsThe reference is the SNR
per bit ¢y,) in ideal coherent detection of differentially encodedPSK/16QAM with
perfect carrier PE. The referengg at BER=10* are 8.8 dB, 12.1 dB, 16.6 dB and
12.5 dB for QPSK, 8PSK, 16PSK and 16-QAM, respectively. Nobi a certain
minimum memory length. is necessary to approach the ideal coherent performance
even in the absence of phase noise. For a small laser lifewidtich means the
phase noise varies slowly, a longer memory lenftis preferred to average out the
additive noise. As the laser linewidth increases, the ogltmemory length. becomes
smaller, because rapidly changing phase noise becomesdestated over the long
memory length, compared to the case of sliorGenerally, a trade-off exists between
averaging over the additive noise and over the phase nois®.14dB ~, penalty is
acceptable, the optimal memory lengths are found té €6 for PSK formats and,
=12 for 16QAM. From the above results, the faster the phasenaries the shorter
the memory lengtti. to be used. This is called block length effect (BLE) phenoomen
that exists in both DA ML and thé/th-power schemes [32]. One alternative is to use
an adaptive PE technique to achieve the optimal performay@elaptively adjusting
the phase estimator input gain [133], which will be addrdsseChapter 4.

It is also obviously observed that requirements for lageviidth is more rigid if
there are more phase states in the modulation format. Tlee/ezsensitivity penalty
at BER=10* is shown in Figure 3.3 versus the ratio of the linewidth peetao the
symbol rate AvT,), for the four modulation formats with optimal memory lehdt.
The limitations of the ratio of linewidth per laser to symbatie leading to 1 dB-penalty
are found to b&.2 x 1074, 3.0 x 1077, 8.8 x 107% and2.5 x 10~° for QPSK, 8PSK,
16PSK and 16-QAM, respectively, which correspond to 4.4 M#30 kHz, 88 kHz
and 250 kHz linewidth for each laser at 40 Gbit/s. In orderttovsthe performance

improvement, we compare our results with the one using th¥ Vi&h-power scheme.
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Figure 3.3: Receiver sensitivity penalty at BER=1@ersus the ratio of the linewidth
per laser to symbol raté&v7, using DA ML. Note: 16QAM* denotes the penalty
from the V&V Mth power scheme (optimal block length: 64); 16QAM+ représen

the penalty from the modified/th power scheme (optimal block length: 16).

The optimal length forM/-PSK and 16-QAM formats are found to be 8 and 64 in
[32]. As indicated in Table 3.1, the performance of DA ML ctsntly outperforms
the conventional V&VMth-power scheme. This performance improvement of DA
ML over the V&V Mth-power becomes more evident as the number of phase states
increases. The advantage of using DA ML is to avoid the couation from the higher
powers ¢ 2) of additive noise present in the'th power scheme [94, 130].

In addition, as indicated in Figure 3.2, the optimal memenygthZ for 16QAM
is comparable to the PSK formats. This improvement is dulegdect that all symbols
are used to estimate the RR%) in DA ML method, whereas only subgroup symbols
(Class I) with modulation phases of4 + n7/2 (n=0, 1, 2, 3) can be utilized to deter-
mine phase estimate in the V&W/th-power scheme [32], as depicted in Figure 3.4.

As aresult, the requirement on laser linewidth for the V&XMh-power becomes worse
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Figure 3.4: The Class | symbols (marked as red) in 16-QAM #&drane used id/th-

power PEs. The blue symbols located on the middle ring beltm@lass II.

Table 3.1: The maximum tolerance to linewidth per laserilegtb a 1-dBy, penalty

at BER=10~* for DA ML and V&V Mth-power PEs (MC Simulations)

QPSK  8PSK 16PSK  16-QAM

DA ML 4.4MHz 400kHz 88kHz 250 kHz
V&V Mth-power 4.4MHz 330kHz 50KkHz< 12.5kHz

than our DA ML algorithm (Figure 3.3). The tolerance to lagaewidth using DA M-

L is increased by more than 10 times in 16-QAM format compaoeithe one using
V&V Mth-power, as listed in Table 3.1. Additionally, a modifigfth-power scheme
has been proposed in [34, 35], wherein all symbols are exguldd estimate carrier
phase in QAM systems. Figure 3.3 shows that its performancemparable to DA
ML algorithm (the optimum block length of the modifiedth-power is found to be
16 in our simulation). However, the complexity of the modifi&/th-power scheme

is relatively large through acquiring the phase informatiothose symbols belonging
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to the middle ring of QAM constellation (Class Il): #)/th-power and phase unwrap-
ping are necessary. It can be observed that the modified gcheeds at least two
phase unwrapping processes, which are involved in the Rif @ass | symbols and
Class Il symbols; ii) the symbol decision and rotation amguneed in the sub-group
partition stage, which determines the sign of phase rotatiarctan 1/3 when esti-
mating carrier phase [33]. Instead, DA ML PE is computatilyrimear and simple to
be implemented without involving any nonlinear computaiimd sub-step. Table 3.2
summarizes the complexity comparison between DA ML and V&Nh-power PESs.
In short, the proposed DA ML algorithm not only has a bettafgrenance than the

conventionalM/th-power PEs, but requires less computational complexity.

Table 3.2: The Complexity Comparison between DA ML and V&¥th-power PEs

with Memory LengthL

Complex Complex Phase Argument

Multiplication Addition Unwrapping Operation

DA ML 2L L—-1 No No

V&V Mth-power (M —1)L L—-1 Yes Yes

3.3 Performance Evaluation of DA ML

3.3.1 Analysis of Phase Error

Phase error variance is usually used to evaluate the peafareof PE algorithms. Not
only can it provide an insightful investigation on the imfsaof different parameters

on the performance of PE algorithms, but it also indicates twoachieve the ultimate

2L denotes that L numbers of multiplications.
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3.3 Performance Evaluation of DA ML

optimal performance [4,134]. The phase error is defined 24]|[1
AO(k) = 0(k) — 0(k), (3.12)

whered(k) refers to the phase reference obtained from PE algorithm&DA ML
PE, the phase referenéék) is the argument of RF (k), i.e.,d(k) = arg V (k). For
simplicity, we first assume that the receiver decision isremr(n{(l) = m(l)) in a
constant-amplitudé/-PSK system. Replacing(l) in Eq.(3.11) with Eq.(3.1), the

phase referencé k) is yielded into

0(k) = arg z_: exp (70(1)) +n'(1) |, (3.13)

l=k—L
wheren/(1) = n(1)/|m(1)|* having a statistics with zero mean and variamte= 1/~,.
Note that real factors in Eq.(3.13) have been removed simeg do not affect the
argument value of a complex.
By pulling out the phasé(k — 1) out of the bracket in Eq.(3.13), the phase refer-

encefl(k) can be re-written as [37]:

M k-1
é(k) = 0(k—1)+arg exp (7O(1) — jO(k — 1)) +n'(1) exp (jO(k — 1))]
Li=k—L
k-1
= 0(k—1)+arg ex ( jz )
L l=k—L i=l+1

n'(1) exp (jO(k — 1))] . (3.14)

Here, the discrete Wiener laser phase néige is modeled by [4]
O(k) = > v(m), (3.15)
whererv(m)’s are independent, identically distributed, Gaussiadoamvariables with

mean zero and varianeg. Since| S u(i)| < 1, the approximation + jz ~

i= l+1
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exp (jx) is applied, thus giving

SfWCﬁfwﬂ f(uﬁfwﬂ

Q

I=k—L i=l+1 l=k—L i=l+1
L—1
= L—jY (L—pw(k—p)
p=1
1 L—1
~ Lexp (—jf (L —pv(k— p)) (3.16)
p=1

Substituting the approximation Eq.(3.16) into Eq.(3.1#g phase referencﬁ{k) is

now simplified into

0(k) ~ . v(k —p) + arg {1 + in (1)} : (3.17)

hS]

where L
n" (1) =n'(l) - exp (jﬁ(k —-1)— j% Z(L —pv(k — p)) : (3.18)

Note thatn”([) is statistically identical ta'(!) because of circularly symmetric char-
acteristics of2’(7). The remaining argument in Eq.(3.16) can be further reteniinto

the form as follows by using this approximation thag [1 + =] ~ Im|x] for |z| < 1:

0(k) ~ . vk — p)—i—zlm[ "(1)). (3.19)

=1

3

Therefore, the phase error is derived as [37]

~

-1

(L — p)uik — p) — ~Imln"(1)]. (3.20)

AO(k) ~ 7

SIE

i
o

Due to the independence between additive noise and phase Bj.(3.20) leads to a

Gaussian approximation faxf (k) with moments [37]:

E[A0(k)] = 0, (3.21)
202 +3L+1 , 1 ,

E[A0(k)?] = —L % T 3w (3.22)
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Figure 3.5: The PDF of the simulated phase error variancgy3A ML PE in M -PSK

formats(.=5).
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Figure 3.6: The simulated STD of the phase error varianaegudA ML PE in M-
PSK/QAM formats with{.=5) and optimal_.
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MC simulations are performed to verify the derived phaserdmn M -PSK for-
mats. Figure 3.5 proves that the mean of the phase erroras Besides, the PDF of
the phase error in DA ML can be well approximated by a Gausdistnibution up to
the probability ofl0~% even thoughy, is only 5 dB. The small difference at the tails is
due to the limited sample$({®) in MC simulations. Figure 3.6 shows that the standard
deviation (STD) of the analytical phase error variance, wheeal decision feedback
is assumed, i.em(k) = m(k). Excellent agreement can be observed between MC
simulations and the analytical approximation at diffenex@mory lengthL. This in-
dicates that we can rely on the analytical phase error taiatalthe performance of
different M-PSK systems when using DA ML PE.

It is seen from Eq.(3.22) that the contribution of phase etasthe variance of
phase error\d is enhanced as memory lengthincreases, while the impact of addi-
tive noises?, is reduced. The expression for the variance of phase éficexplains
the tradeoff that is discussed previously based on thoseimMdGlation results. As il-
lustrated in Figure 3.6, the STD of phase errof.all5 is much smaller than the one
using DA ML with L.=5 at low and moderate SNR levels, whereas short memoryHengt
becomes better to track phase noise at high SNR in which ploase is dominant over
additive noise, as explained in Section 3.2.

From Eq.(3.22), an optimdl can be obtained to give the minimum variance of
phase erron\d and, hence, the smallest BER:

Lopt = F 1440 §J , (3.23)
4 2

%p

where| x| denotes the largest integer less than or equal tois seen from Figure 3.6
that DA ML with optimal memory lengtiL,, always delivers a minimal phase error
variance, thus leading to the optimal BER performance.

In addition, though the analysis here is developed fromtamtsnodulus\/-PSK

formats, these conclusions are also applicabl&/HQAM formats due to the average
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3.3 Performance Evaluation of DA ML

over L symbols [135]. MC simulations in Figure 3.7 verify that theadytical phase
error variance EQ.(3.22) is sufficient to characterize #égqumance of DA ML in any

order of QAM formats.

6 : : : ,
Analysis
a MC

o
Z
2 QPSK
o 4r
@ 16QAM
e 32QAM
o 37
- 64QAM
[a)
|_
n

2,

1 Il Il 1

0 10 20 30 40 50

SNR per bit ((b) (dB)
Figure 3.7: The STD of the phase error of DA ML PE#£ 10) obtained from analysis

(line) and MC simulations (marker ’+’)g§ =1x 10"*racf.

3.3.2 Impact of Decision Errors on DA ML

In the above simulations, the decision feedback is assumeéd error free. In fact,
this is not valid any more since there exist bit errors wheeikers normally operate
at a low or moderate SNR to reduce power consumption and &beidnonlinearity.
As illustrated in Figure 3.8, if RF/ (k) deviates from the correct one hy'2 rad or
more, due to incorrect decision feedback from previoussi@cierrors, those subse-
quent received signalgk)’s would be constantly rotated by/2 or more, resulting in
cycle slips and error propagation in coherent detectionR$R) signals [72]. Although
feedforward)M th-power schemes are not affected by decision errors, pheise am-

biguity still causes catastrophic error propagation [4JiciSproblem can be avoided

60



3.3 Performance Evaluation of DA ML

by using differential encoding (DE) [124] as the phase d#ffee between two consec-
utive symbols is independent of a constant phase offset df &P, though there is a
DE-induced performance penalty. For example, the BER of éBPEK increases by
a factor of 2 at high SNR compared to a non-DE BPSK format [68]s performance
penalty can be even larger if fiber nonlinearity is presetterAatively, periodic pilots
can be inserted to data sequence for the sake of correcamptsibly deviated RP and
thus phase offset [72]. Pilot is very efficient and does nke tap much extra power

when pilots and data length are carefully selected.

DB

N
N
\

SR (e T

///
’ —jnl2
JE.e T

Figure 3.8: Effect of a R’ (k) error on the symbol decision in a QPSK constellation.

DB: decision boundary:(k): received signalF: symbol energy.

The impact of decision error is further studied using MC datians, as depicted
in Figure 3.9. Frequently occurring decision ertforsould keep rotating RF/ (k)’s
from their correct ones, thus causing phase jumping ane I8P of phase error in
DA ML. If neither DE nor pilots are employed in the system,ogrpropagation will
occur in non-differential-encoded (NDE) systems [4]. Aplained above, because

DE-QPSK is independent of constant phase offset oflRR), DE is able to avert

LIn real optical system, the acceptable BER is abbfit< 10~3 with the current commercial FEC

decoder whose output error less thar 10~1° [136].
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Figure 3.9: The impact of decision error on the STD of phaserearsing DA ML

in a QPSK constellation (left axis); BER performance cornguar between DE and

NDE-QPSK (right axis).

catastrophic error propagation (see Figure 3.9). It is vodting that the BER of
DE-QPSK is slightly worse than NDE-QPSK when BER is lowemth&—3, where
infrequently decision errors are not critical any more. BHsually applied in coherent
M-PSK/QAM simulations and experiments to prevent error pgation due to its
simplicity [24]. In our thesis it is still called cohereftf-PSK/QAM instead of DE

M-PSK/QAM for short notation unless specified clearly in agricontext.

3.3.3 Analytical Performance of DA ML in Non-DE M-PSK/QAM

In view of the good agreement between MC simulations andy#oal results, we
can now resort to analytical tools which are more efficiet powerful compared to
extensive MC simulations to evaluate the performance of DA M

In the presence of a phase eruyd, the BER P,(e) of M-PSK/QAM can be
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3.3 Performance Evaluation of DA ML

numerically evaluated as [62]

Pye) = / " P(e|A0)p(AG)dAD. (3.24)

wherePF,(e|Af) stands for the BER of different/-PSK/QAM signals conditioned on
a fixed value of the phase errdvd, andp(Ad) is the PDF of the phase errdyd, as
given in Egs.(3.21) and (3.22) for DA ML PE.

The well-known expressioR,(e|Af) of BPSK, QPSK and 8PSK can be found in

many literatures [137-139], which are listed as:
Py(c|AG) = %erfc(\/%cos A0) (3.25)
for BPSK, where erfer) = 2/y/7 - [.7° exp (—12)dt;
1 L (T . (T
P,(e|]Af) = 1 {erfc( v, Sin <Z — AH)) + erfc( v, Sin (Z + A@)) ] (3.26)
for QPSK; and

Py(e|A0) + Py(e| — AG)

- %erfc[ asin (g - A@): + %erfc[ ~asin (g + Ae)]
n %erfc[ 7 COS (g _ A@): - erfc[ ~asin (Ae _ g)}
erfc [—msin (Ae + g)} (3.27)

+ %erfc[ ~s COS (g + A@)

for 8PSK. Note that the integration range in Eq.(3.24) fo8BHs reduced td0, )
since a pair of?,(e|Af) and P,(e| — A) are used in EQ.(3.27).

Recent researches in optical communication have focuseathmr high-order
modulation formats, such as 16-PSK and 16-QAM [59, 120]abép of further in-
creasing SE. It is worthy of investigating the toleranceuwadtssystems to phase noise.

Here, we have derived thi,(e| Af) expressions for 16-PSK and 16-QAM in the pres-

ence of the phase errdyd [135], as described elaborately in Appendix C.
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Numerical BER
+ MC Simulation

30

yJdB]

Figure 3.10: The BER performance comparison of DA ML PE bemw# -ary PSK
and 16QAM formats through numerical integration and MC datians with the opti-

mum memory lengthL. o> = 1 x 10~* racf.

To justify the validity of the analytical BER evaluation,&fBER performances
of DA ML in different modulation formats are examined usingCNimulations when
o2 =1 x 10~* rac*, as demonstrated in Figure 3.10. Note that the optimum mgmor
lengthZ of DA ML is selected by minimizing the phase error varianceither)/-PSK
(M=2, 4, 8, and 16) or 16-QAM format. MC simulation results amf well to the
numerical integration of Eq.(3.24) when the statisticshefphase erraf\d in DA ML
PE is applied. The excellent agreement indicates that thlytasal performance can
be utilized to investigate the performance of DA ML in ditéat modulation formats,
such as laser linewidth tolerance. Note that the analysesdmes not take into account
the error propagation in the non-DE format. It is becausensergerested in the BER
level less than0—3, where the error propagation is not of big concern for deaisi

feedback algorithms.
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3.4 Implementation of DA ML Algorithm

3.4 Implementation of DA ML Algorithm

The implementation of DA ML algorithm can be realized usiniper serial [94] or
parallel [140] structure. Serial structure is simple bujuiees high-speed processing
CMOS units, which are difficult to be fabricated based on th&s-of-arts technolo-
gies. As a result, parallel processing is preferred in lsgbed receivers to avoid the
bottleneck of CMOS processor speed, and thus reduce thefcasteivers [141]. In
this section, we will simplify the serial processing for BP&nd QPSK formats. The

performance DA ML algorithm is then investigated in a paadtructure.

3.4.1 Simplified Serial Structure

As for BPSK, the decision statistic EQ.(3.7) can be reduoed t
qa(k) = sgn(Re [r(k)V"(k)]), (3.28)

due toC; € +A,, which can be easily implemented using a slicer with the pea
of r(k)V*(k) as input. Here sdn) is a sign function. In the case of QPSK format, the

decision statistic is equivalently expressed as

qa(k) = argmaxRe[2exp (jm/4)r(k)V*(k)C! exp (—jm/4)]

= argmax Re [u(k)m”™ (k)] . (3.29)

Here,u(k) = 2exp (jm/4)r(k)V*(k), andm/(k) = C;exp (—jm/4) € (£1 £+ j) Ao/
V2 are rotated symbols in a 44ilted QPSK constellation. The scale factor of 2 in
Eq.(3.29) does not affect the decision rule, because thisidestatistics take indeix
only when the real part is the maximum. The scaling will gnéga a simple imple-
mentation of DA ML algorithm, as illustrated in the follovgrsteps. It can be observed

that the decision in Eq.(3.29) over the tilted constellatieduces to decisions on the
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3.4 Implementation of DA ML Algorithm

signs of the real and imaginary parts;af) [142]:

_ sgn(Relu(k)]) + j - sgn{Imlpu(k)])
Y .

The decision on variablde[x. (k)] andIm|u(k)] can be implemented using two sign-

' (k)

(3.30)

decision devices or two slicers. Althougli(k) is a complex rotated signal which is
different from the previousn(k), the gray bit mapping of the QPSK signals is still

preserved after symbol decision:
Vil (k) = 14 j € V2exp (jm/4){1,j, 1,5} +— {00,10,11,01}.  (3.31)

As for M-PSK/QAM (M > 4), the decision rule cannot be easily simplified into taking
the sign of the decision statistics. An alternative is tohigb-speed ADCs to conduct
the decision statistics in Eq.(3.7) or Eq.(3.8) in DSP pssoes, which also make the
real-time implementation af/-PSK/QAM(M > 4) more difficult compared to BPSK
and QPSK formats.

r(k) r'(k) = r(k)(1+ )
3 cal J CcM 2 slicer
t1 > 1,0
11 . +
Conj(*) 3 — 1,0
" (k) | | L T
D|D D | D | | Decision
. 1 i { Feedback
r(k-1) ) CCI [ L ! Loop
D|D| | \ D|D
* l | I |

______________________________________________

Figure 3.11: A simplified serial structure of DA ML algorithior QPSK format (.=2).
D: Time delay. Note that the input complex signal is formedtbyeal and imaginary

parts.

Here, we use the analog devices to implement the simplifiedl €A ML struc-

ture for BPSK/QPSK modulated signals. By considering th&RBimplified decision

66



3.4 Implementation of DA ML Algorithm

statistics in Eq.(3.29), decision variahlét) should be fed into the slicer to decode the
received signals, so a four-quadrant complex multiple€dd)is required to perform

multiplications of the form [94]:

p(k) = (Re[2exp (jm/4)r(k)] + j - Tm [2exp (jm/4)r(k)])

(Re[V*(K)]+j-Im[V*(k)]), (3.32)

where the term2 exp (jm/4)r(k) = (147)- (Re[r(k)]+ jIm[r(k)]) can be realized by
using complex-controlled inverters (CCIs), whose cortibinputs are fixed tg1,1}.

The transfer function of a CCl is given by

Youtlt) = (200 — 1)afy — (2b1 — Dy

in>

yan(t) = (2by — L)afe — (2bp — )i, (3.33)

where {2¢, M} are the real and imaginary parts of input signals to the C@ an
{yke., yim1 are the counterparts of its output signdks,, b, } are the control bits (binary
inverted) to realize the multiplication betweer + j andz!® + j2!™ [142]. Since CCI
is a specialized complex multiplier witk1 + 7, its implementation is considerably
simpler than that of a general four-quadrant CM. Furtheemtire decision-feedback
RPV (k) is generated by the decision-feedback loop, which congfsté time delay
(T") of the slicer output. Since
k—1 * k—1
VaV*(k) = [ 3 ﬁra)m'*(w] = N V2t )i (1) exp (—jn /4)
l=k—L l=k—L
k—1

= [ (D] (1), (3.34)

l=k—L
phase referenc€™(k) can be obtained by two adders ahdCCls. V*(k) times the
rotated received signal(k) = v/2r(k) exp (j7/4) to generate the decision variable
w(k), which is the input signal to the slicer for decoding the hesé signalr (k).

From the previous explanations, the scale factor of 2 i¢ 8yilh two factors ofy/2
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so thatr’(k) can be generated through a simple CCI not a four-quadrantiCMder
to reduce the complexity. As for BPSK signals, the diffeens that the received
r(k) does not require a 45otation and the slicer can decode the received signals
based on the real part ofk)V*(k). A simplified structure of DA ML algorithms for
QPSK format with memory lengtihh, = 2 is plotted in Figure 3.11. Note that this
QPSK DA ML serial structure with memory length comprise2LL + 1 CCls, 4L
time delays, two adders, one CM and one slicer. A similarcsine for differentially
encoded\/-PSK signals is shown in [142] in conjunction with severatpaf optical
delay interferometers (ODIs) with respective time delays phase shifters. However,
such a receiver structure with a window lendgdhneedsD-1 pairs of complex ODIs,
and it requires data be differentially encoded. In our nemrestructure, there is no

requirement for data to be differentially encoded, thus/dehg a better performance.

3.4.2 Parallel Structure

The current speed of a CMOS processor is limited to less tliew &Hz. As a result,
a parallel structure is necessary in 10 Gbit/s and highecapystems to split ultra-
high-speed data stream into several lower-speed branohekich CMOS processors
can implement DSP algorithms online [143]. Current comna¢FPGA chips are able
to deliver up to 2.8 Tb/s serial bandwidth [144]. It is debleato have no feedback
in the PE scheme for real-time operation [141]. In this sabse, we will propose
a parallel DA ML PE for real-time processing, and will examiibs performance in
different M/-PSK formats.

The serial DA ML structure suggested in Section 3.4.1 cay opérate at symbol
rate, thus making it difficult to implement by using curreatranercial CMOS proces-
sors. Here, we use the same RP from previous frame to adapt#oliL to a parallel

implementation, as shown in Figure 3.12. Since the whole DARE algorithm can-
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k=(hp
V=Y r(mi)
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rtk—p+1)
D _E
r(k —1) —] >
Symbol
I’(k) M Decision R
| mk=3p+1)
Register =
— m(k —2p)
|Conj(-)| s

Figure 3.12: A schematic of a parallelized DA ML receiveriwipeline stages=4.

Conj(-) stands for a complex conjugation, apddenotes summation of all its inputs.

not be realized completely within one clock cycle, thosernmtediate results need to be
stored in registers (represented by black square boxegund-B.12). This process is
called pipelining [141]. The high-speed data stream is déipiexed intop branches,
whose signals are rotated using the same RP from the preyisysbols [140], i.e.,

V = S P (3)im* (1), when taking into accourdtpipeline stages. Note that the
received signals(k)’s andV are first conjugated to save conjugation operations in the
parallel structure, as illustrated in Figure 3.12. A pipglg stage of = 4 is found to

be sufficient for a parallel DA ML PE [140].

It can be observed that this common RPis used for the entire symbols in
each frame. The performance will be degraded due to thigyeeélphase tracking,
compared to the symbol-rate one in Section 3.4.1. The phase/s of the parallel
DA ML is analytically investigated on the center symbol,,i€k — (p — 1)/2), which
thus accounts for an average performance over the enbiranches. The phase error

in the parallel DA ML is defined as
A)=0k—(p—1)/2) —argV. (3.35)

Following the same approach as described in Section 3.3rtjuznent of the RP” in
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the parallel DA ML can be written as

) k—(I+1)p+1
0 =argV = arg Z {exp [JO(:)] +n'(i)} |, (3.36)

i=k—Ip

which is further simplified into [140]

1 p—1 k—(+1)p+1
argV = 0(k — Ip) — z_? Y p—iwlk—lp—i+1)+ ) > Im[R(i)]. (3.37)
=1 i=k—lIp

Consequently, the phase error variance of the parallel DAdwWasily derived as

6l — 1)p? + 1 1
plae) = @D El L 1o, .
[ 9] 6 ap+2pan (3.38)

To justify our analysis results, both the mean and the vaeani the phase error
are measured using MC simulationsif+PSK formats. In our simulations, the vari-
ance and mean of phase errors are obtained by averaginghogerdntirey branches.
The assumption on the zero-mean phase error is found tolbeasonable even at a
large parallelism degree £20) and the number of pipelines<20), and linewidth as
high as 20 MHz per laser at 10 GSymbols/s for illustratione Pparallelism degree(
=10) and the number of pipelines£4) are selected at 10 GSymbols/s. As shown in
Figure 3.13, the average phase error variance from MC stiookconforms well to
the analytical results based on the center symbol despitecegasing laser linewidth.

The feedback delay of the parallel DA ML can be defined\ds= (I — 1) - p +
(p+1)/2[141]. It can be observed from Figure 3.14 that there existgaimum delay
AT for each pair ot ando?,, and the number of pipeline stagép thus minimizing
the variance in EQ.(3.35). The results point out that a ocedagree of parallelism
is actually beneficial to the performance of a parallel DA Maesides, it is found
from Eq.(3.35) and Figure 3.14 that the number of pipeliages {) affects the phase
error more seriously than parallelism degreg because the phase error is linearly

proportional to the number of pipeline stages.
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Figure 3.13: Comparison of the phase error variance frontysisa(line) and MC

simulations (markerI') in a 10 GSymbols/9/-PSK format at different linewidths of

each lasery = 10,1 = 4).

Dot Line: |1 =10
Solid Line: | =1

Phase Error Variance

1 MHz
10° : : : :
0 10 20 30 40
Delay (Symboals)

50

Figure 3.14: The phase error variance as a function of fezdibalayA7 in a parallel

DA ML (p =10) with different laser linewidths and pipeline staged@GSymbols/s

and~, =10 dB.
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Figure 3.15: The SNR per bit{) penalty at BER+0~* versus different parallelism

degreesy) in a 40 Gbit/sM-PSK system with 100 KHz linewidth of each ECL5).

In addition, we performed BER analysis in 40 Gbit/s BPSK, @RHd 8PSK
systems by using the approach illustrated in Section 3.2 liflewidth of each laser
is assumed to be 100 KHz for emulating external cavity lage@.), and/=5 as sug-
gested in [141] for realistic reason. The penalty at BER*0~* as a function of
parallelism degreep] is plotted in Figure 3.15. The SNR per bit) penalty is with

respect to ideal coherent detection of ea¢HPSK with perfect PE, given by

1 [erfc ! (log, M - BER)]”
~ logy M sin (/M)

Vo (3.39)

for M-PSK with M > 4. Note that the well-known BER of BPSK and QPSK in the
absence of phase error is giventyy= [erfc ' (2 - BER)]?. Itis seen from Figure 3.15
that the performance degradations of a parallel DA ML in BR8 QPSK are limited
within 0.2 dB and 0.5 dB, respectively. However, the penalfgs sharply in 8PSK
and even high-order formats. One reason is that higher-arti®SK is more sen-

sitive to phase noise, thus imposing a rigid feedback defdy2oML algorithm. In
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general, the parallel DA ML is feasible for coherent reaidireceiver provided that
laser linewidth, the degree of parallelisp) @nd the number of pipelining stagd$ (

are carefully selected.

3.5 Filtering Effect

Although significant researches have been carried out tlyz&Es in coherent de-
tection [4,37,127], they did not take into account filteraftgct as suggested in [145].
In communication theory, the matched filter would offer hi§NR at the sampling
point [62], thus ensuring better receiver sensitivity. histsection, the filtering pro-
cess of DA ML algorithm is studied by assuming a matched fdtehe receiver side.

Therefore, the filtered/-PSK signal can be represented by [138]

F+DT o) 14
~ VEepljob]- [ Uy s ey, (3.40)

wherey(t) is the laser phase noise that is a Wiener process Wijih(t)] = 0 and
Elp(t1)p(ts)] = o min(ty,ty), ando? = 27(2Av). Here, the matched filter is as-
sumed to have a rectangular pulse shape.

Replacing(l) in the RPV (k) given in Eq.(3.11) with Eq.(3.40), it yields into

Vik) =< F Z ) + exp [—jds (D)]n(D), (3.41)
where
2() = /E, exp [jp(IT)] /ZT(H) &P W(t)T_ JeUT] oy (3.42)

To facilitate the analysis here, the phase-noise expormnitation theory in [145]

is applied to give the subsequent approximation:

(+1)T _
\/> exp [76(1) exp[ /z Mdt]

T

DT | (py _
= /B, exp [j0(k)] - exp [ J Z / Mdt]. (3.43)

i=l+1
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3.5 Filtering Effect

Here,0(l) = o(IT) = 6(l — 1) + v(l), andd(l) = 6(k) — Zf 141 v(1). The additive
noise terms are not taken into account temporally for siaitgli In fact, the additive
noise term can be simply added into the final equation as itheskin [37], and will be
included later. Using the similar approach as illustrate@ection 3.3, the argument

of the RPV (k) in the presence of the matched filter can be expressed as

) k— (+1)T .
0(k) = argV (k) = 0(k) + arg Z —J Z / Mdt”
k—1 k (+1)T _
el o 25
k-1 (1+1)T _ k
I—k—r, | YIT i=l+1

Thus, the statistic of the phase error variance becomes

k

k-1 (I+1)T . 2
E[(A0(k)?] = E !;( > [/l Mdt— > V(i)]) ] . (3.45)

—k— T i=l+1
The details to derive the final expression of the phase eanance can be found in

Appendix D, where the phase error variance is shown as

E[(A0(K))’] = éai +3 2%-

(3.46)

Recalling that the phase error variance without filterin%ﬁﬁ% 2+ 5702, as given
in Eq.(3.22). It is found that the phase error variance witarfng is smaller than the
one without filtering (refer to Figure 3.16). This may be daelte fact that filtering
makes the phase noise vary slower. The result shows thatigts helpful to mitigate
the impact of phase noise on coherent receivers. In addditonger memory length
L is able to reduce the phase error difference between the DAWMt. and without
matched filtering but in the sacrifice of enhancing absolbtesp error variance due to

the BLE phenomenon.
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Figure 3.16: The difference between the STD of phase errén mmd without a

matched filtering at different memory length(~, = 10 dB).
3.6 Experiment

An experiment was conducted to verify the performance ofitlieduced DA M-
L algorithm. An 8-channel 42.8-Gbit/s WDM coherent PolIM@RSK system setup
is shown in Figure 3.17 [146]. Note that 7% overhead accofartshe FEC over-
head in 40 Gbit/s data transmission, resulting in total 428t/s per channel. A
42.8-Gbit/s PolIMux-QPSK transmitter modulated eight 1d8z&paced tunable E-
CLs with linewidth about 100 kHz. The PolMux-QPSK transmrittonsisted of an
IQ-modulator, an additional MZM as a pulse carver, and anEation-multiplexing u-
nit. The IQ-modulator was driven by 10.7 Gbi#/S-1 pseudo random binary sequence
data, while the MZM carved the optical pulse into 50%-RZ-®&R%nals. Note that
the two polarization states of 21.4 Gbit/s data signals vaere€orrelated by intro-
ducing different bit delays with respect to each other in Egzation-multiplexing

unit. The transmission link comprised 10 spans of 80 km steth@&MF (average

75



3.6 Experiment

Optical power [dBm]
T
S o

Ch] -510544 1546 1548 1550 1552 1554
_________ Wavelength [nm]
ECL r
! VOA
[

A EDFA i
PolM ! !
Wi RZO-QPuSXK ! S0Kkm ! OTF % Coherent . ADC
¢ EDFA 1om— - 10.x: Pol- &
ECL EDFA Diversity Off-line
Chs > Hybrid Processing

Figure 3.17: Experimental setup for an 8-channel WDM 42.8/&boherent PolMux-
QPSK system. AWG: arrayed waveguide grating; PC: polaagmatontroller; VOA:

variable optical attenuator.

span loss around 17.3 dB) and EDFA-only optical amplificatiNo dispersion com-
pensation fiber was used in this experiment. The total poafégr(the boost EDFA)
launching into the transmission fiber was kept at 9 dBm. Aréoeiver end, the mea-
sured 42.8 Gbhit/s signal was selected by one optical turfdtde (OTF) with 0.5 nm
bandwidth. After down-converting the selected opticahaigoy a tunable ECL LO
(about 100 KHz linewidth) in a polarization-diversity coBet receiver, the outputs
from four single-ended photodetectors were sampled bygws#channel digital stor-
age scope with 50 GSamples/s sample rate. The captured #latalljon symbols)
was then post-processed using a desktop PC. A series obsthD&P algorithms as
illustrated in Section 2.4 of Chapter 2 were carried out imvig CDC, polarization
de-multiplexing, FOE and so on. Note that the unequal opsipactrum (inset of
Figure 3.17) after transmission was due to the EDFA amplifrerqual gain profile.
Figure 3.18 (a) shows the back-to-back (B2B) BER perforreasfdA ML and
V&V Mth-power as a function of OSNR in 0.1 nm for center channeB8915 nm).
According to the SNR penalty contour in Figure 3.2, the optimemory lengthZ

should be greater than 5 to mitigate the impact of the majstodion from receiv-
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Figure 3.18: Experimental results: (a) measured B2B BERp®ance; (b) measured

BER performance after 800 km SSMF transmission

er additive noise. In our experiment, was selected to be 21 when considering the
small laser linewidth of ECLs. As can be seen, the computatip-linear DA M-

L algorithm is able to achieve a comparable performance asdnventional V&V
Mth-power at much lower computational complexity. The ireddtigure 3.18 depict-

s the recovered constellation of PoIMux-QPSK signals u§iAgML. After 800km
standard SMF transmission, DA ML is still effective to reeovthe carrier phase by
observing Fig 3.18 (b). The results of other channels arétedibecause of the simi-
lar performances. Although a larger laser linewidth taterais observed in Section 3.2
using DA ML compared with V&V th-power, the laser around a few MHz was not
available in the lab such that the performance of laser lidéwtolerance cannot be
experimentally proved. Due to the limited resources, no Qéxyeriments were car-
ried out to further demonstrate the advantages of DA ML dwvéh-power algorithm.

In addition, the data processing was performed in offlinas timaking the compari-
son of time consumption not meaningful from this point ofwiél his comparison of
complexity has already proved in the Table 3.2 through nigathematics derivation.

In this experiment, linear phase noise is of particularregeto investigate. With
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high input power, nonlinear phase noise would become damindhe system, which
will be examined in the next chapter. Moreover, the numbechainnels would not
affect the performance of phase estimation much if theinnkhspacing is 50 GHz or
above and the input channel power is low to keep fiber impaitsneithin the linear
region. However, when the input power goes up, the XPM wautichduce additional
phase noise to the testing channel. It would be desirablgpdy aadditional DSP
algorithms, like XPM compensation [122], to address thogelinear phase noise.

Those nonlinear compensation algorithms will be furthabetated in Chapter 5.

3.7 Conclusion

In this chapter, we have analytically introduced a compaonatly-linear DA ML PE
algorithm to recover the carrier phase instead of the cdrmomeal V&V Mth-power,
which suffers from nonlinear computational complexitys jterformance was inves-
tigated in both analysis and MC simulations, and was fouritatie a comparable or
even larger laser linewidth than the V&M th-power algorithm. Only limited symbol-
s does the V&VMth-power utilize to estimate the carrier phaselinQAM formats.
As a result, the laser linewidth tolerance is much smallantBA ML, in which all
symbols are used. In addition, the memory lengtblays an critical role in averaging
over additive noise and over phase noise, thus affectingén®rmance of DA ML.
This is called block length effect: the optimal memory léngtbecomes smaller as
laser linewidth increases, because rapidly changing phaise becomes less corre-
lated over the long memory length compared to the case of $sh@and vice versa.
Subsequently, the analysis was carried out to evaluateltaseperror of DA ML in
different modulation formats, and pointed out that the mptimemory length of DA
ML is related to the ratio of laser phase noise and additiveendVith the knowledge

of the phase error variance of DA ML algorithm, we can anabjty evaluate the per-
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formance of DA ML in different modulation formats. Geneyalhe analytical BERs
give the lower bound of the DA ML performance at high BER leveg! 10-?) due to
the fact that error propagation of non-DE modulation fosyatcurs from the frequent
decision errors.

Moreover, the issues of serial and parallel implementadiioRA ML algorithm
were extensively studied. A simplified serial structure BRSK and QPSK was p-
resented to reduce the complexity. As a result of the batkrof electrical CMOS
processors, it is desirable to implement algorithm in alpgrstructure especially in
high-speed coherent optical receivers. The analysis sti@t/parallel DA ML is quite
feasible in BPSK/QPSK formats whereas in higher-order &ashe laser linewidth,
the degree of parallelisnp) and the number of pipelining stagésghould be careful-
ly selected for on-line processing. The performance of DARE.in the presence of a
matched filter suggests that filtering is helpful to mitigédue impact of phase noise on
coherent receivers, which may be attributed to the factfitb@ting makes phase noise
vary slower. Finally, an experiment was carried out to destraibe DA ML algorithm

in an 8-channel 42.8-Gbit/s WDM coherent PoIMux-QPSK gyste
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Chapter 4

Adaptive Decision-Aided Phase

Estimation

The proposed DA ML PE in Chapter 3 can outperform the conveatiV&V Mth-
power method; however, it suffers from the impact of BLE likéh-power algorithm-

s [36]. Although the optimal memory length,: can be determined when the statistical
information of laser phase noise and additive noise becdmesn to receivers [37],
as illustrated in Section 3.3, these parameters may notdkble especially in recon-
figurable optical systems. In consequence, it is desirdl@ethe phase estimator be
adaptive to estimate the carrier phase without the aid df stformation, and without
BLE. We will introduce an adaptive DA PE in this chapter to trtbe aforementioned

motivations.
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4.1 The Principle of Adaptive Decision-Aided Phase Estima&in

4.1 The Principle of Adaptive Decision-Aided Phase Es-
timation

The adaptive DA PE algorithm has been proposedM6PSK signals in the work
[133]. Here, we extend that work to include both constanpléode and non-constant-
amplitude signals, e.g., QAM. A first-order DA adaptive filie introduced to assign
weightsa and1—a to the previous RF (k) and the current RP, i.ex(k)m* (k)| (k)| 2,
respectively, so that the RP for demodulating the- 1)th symbol can be represented
as

r(k)im* (k)
in(k)[*

r(k)

(k)

Vk+1) = aV(k)+ (1 —a)

= aV(k)+(1—a) (4.1)

The filter gaina is chosen at each timebased on the observatiofis(l),0 < [ < k}
to minimize the conditional risk functioR(k) [133], i.e., the conditional expectation

of the cost, where

{r(D}| - (4.2)

R(k)=E Y Ir() = V(1))

Minimizing R(k) for each sample of observatiofs(l),0 < [ < k} results in min-
imizing the average risl&[R(k)]. The optimal valueg(k), of a at each timek, is

obtained by solving/R(k)/da — 0, given as [37];
a(k) = A(k)/B(k),for k > 1, (4.3)
where
A=Ak = 1)+ PP - |lg(1 = D = Re[V0 = 15"~ 1) - 0
vie-n-ge-) e

B(k) = B(k — 1)+ |m(k)]* - V(I —1) — g(l = 1), (4.5)
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4.1 The Principle of Adaptive Decision-Aided Phase Estima&in

Here, we havey(k) = r(k)m~1(k). The detailed derivation of (%) is given in Ap-
pendix E. Sincém/(k)| is constant in/-PSK modulation formats, it can be removed
simultaneously from the numerator and denominator of E8)(4/ielding the same
adaptive gain derived in [133] fak/-PSK signals. Of importance is that the numer-
ator and denominator in Eq.(4.3) are formed recursivelys tiequiring little memory
and low computational complexity. In operating the adapfiker Eq.(4.1), the initial
condition&(0) = 0 is selected to give the maximum gain of one to the first reckive
signalr(0)7~1(0) (This is done by settingl(0) = B(0) = 1 as the initial conditions
in Eq.(4.3).). The subsequent weightsc) are then adaptively adjusted based on the
received signals(k) for £ > 1. An initial preamble ofK" known symbols (training
data) is used to aid in acquiring a steady-state valug bf, enabling better tracking

of the phasoexp (jO(k)).

ybzl dB
— yb:5 dB
0.2
— yb:10 dB
0 I I I I I
0 50 100 150 200 250 300

k

Figure 4.1: The trajectory of the filter gadir{©) with ideal decision feedback. (k) =

m(k) in a simulated QPSK system} = 1 x 10~ rac?).

The trajectory of the first-order filter gaii(k) versusk for different SNR~y, is
shown in Figure 4.1. Simulation shows that starting fr@()= 0, &(k) increases to

a steady-state value between 0 and 1} ascreases. Thus, the gain— &(k) on the
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4.1 The Principle of Adaptive Decision-Aided Phase Estima&in

inputr(k)m*(k)|m(k)|~? decreases from one At= 0 to a steady-state value less than
one. Figure 4.1 clearly shows that the higher the SNR, thdlenthe valued(k),
because (k)m* (k)|m(k)|~? gives much more information on the RAk + 1) than
the previous one at high SNR [37]. As SNR goes to infinity, tteady-statey(k)
goes to zero, and the receiver becomes a differential @etdntthis limit each signal
sampler(k) is almost noiseless, and it becomes unnecessary to do moiselEng by
taking the weighted average of the past samples [133]. Ibeasbserved that the time-
varying gaina(k) is similar to the adaptive NLMS one-tap filter, though our attlee
DA receiver requires no preset parameters like the steprstbe NLMS scheme. The
generalized adaptive DA receiver not only inherits the teaf the DA ML receiver:
no phase unwrapping and nonlinear operations, but alsatgsewithout the statistical
knowledge of phase noise and additive noise. These chasticie make the adaptive

receiver very suitable in a reconfigurable network.

1
0.8r
0.6/ Pt
= .
<@ "
0.4r ,'
1
1
0.2 ,' —— Actual decision feedbac¢k
1 - = =|deal decision feedback
v | Optimala |
0 ! ! 1 1
0 50 100 150 200 250
timek

Figure 4.2: The adaptation process @fk) from actual decision-feedback, ideal
decision-feedbacki¢(k) = m(k)), and optimala, Eq.(4.12), in a 16QAM system

atvy,=15dB.2AvT = 5 x 107°. a(k) is obtained by averaging over 500 runs.

The impact of decision errors on the performance of the agaA algorith-

83



4.2 Performance Investigation

m is illustrated in Figure 4.2. After an initial 50-symboé&ining period, the adap-
tive DA algorithm switches to a decision-directed mode. As be seen from Fig-
ure 4.2, the decision errors make the adaptation processisiban the ideal decision-
feedback case, where the decisinfk) is identical to the transmitted one, i.6:(k) =
m(k). It can be observed that the risk functidt{k), ignoring the additive noise
term for high SNR, become¥.}, |1 — exp (je(1))]> ~ Sor_, |e(1)|*, by using the
approximationl + jx =~ exp (jz) for |x| < 1, in the case of ideal decision feed-
back. Note that the phase tracking eredf) in the adaptive DA algorithm is de-
fined ase(l) = 6(1) — A(1). As a result, the adaptive filter tracks the carrier phase
by minimizing phase errors. However, decision errors indbtial decision feed-
back mode degrades the tracking performance by modifyiagbove risk function
into S, [m(1) /(1) exp (jAG(1)) — exp (je(l))

cess to reach the steady-state valuégf) than that in the ideal decision feedback

2, leading to a longer tracking pro-

case [37]. The phase differencep,(l) is the signal phase error due to the symbol
decision error, i.e A¢, (1) = ¢4 (1) — ¢4 (1).

4.2 Performance Investigation

The performance of the adaptive DA algorithm is evaluatadguanalysis and M-
C simulations inM-PSK/QAM formats. In addition, the performance of DA ML is

plotted for comparison.

4.2.1 MC Simulations

Figure 4.3 shows the BER performance in a QPSK system for DAwWth the op-
timum memory length ; = 6) for M-PSK formats, as suggested in the Section 3.2

of Chapter 2 and the adaptive DA algorithm. Note that one efativantages of our
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—8— DA ML (L=6)
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— Ideal coherent detection
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Figure 4.3: Performance comparison in a QPSK system amanghtiee different
PE algorithms: DA ML (. = 6, 14) and the adaptive DA algorithm. Ideal coherent
detection and differential detection are also indicatedctomparison. Linewidth per

laser: 5 MHz @40 Gb/s.

adaptive DA algorithm is its self-adaptation capabilitytivaut specifying any preset
parameters. When the linewidth of each laser is 5 MHz, thptageDA algorithm has
a significant performance improvement over the optimal DA.Mlis noted that the
selection of the memory length in DA ML is pivotal to determine its BER perfor-
mance. For instance, DA ML with = 14 performs very worse due to the fast-varying
phase noise. However, the adaptive DA algorithm does nérsinbm the BLE as in
DA ML algorithm. Only 50 training data is necessary for theawer to acquire chan-
nel characteristics. In addition, as illustrated in Figdir@, the adaptive DA algorithm
can approach the performance of ideal coherent detectemiéthe laser linewidth is
as large as 5 MHz per laser!

The performance comparisons in 16-QAM systems are illtedran Figure 4.4,
where the linewidth is assumed to be 250 KHz for each lasettanolptimall is 12 for

DA ML. As can be seen, DA ML with optimal can even outperform the adaptive DA
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—8— DA ML (L=4)
10 "¢ —a— DA ML (L=12)

—+— Adaptive DA
107 — Ideal coherent detection
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Y, (dB)

Figure 4.4: Performance comparison in a 16-QAM system batviiee DA ML (L =

4, 12) and the adaptive DA algorithm. Linewidth per laselORBz @40 Gbit/s.

receiver in 16-QAM system, though the performance impraiis not consistent. It
can be observed that the adaptive DA receiver graduallyeoigpms DA ML (L= 12)
when BER is less thah0~". This observation indicates that DA ML cannot always
be optimal due to its BLE, as explained in Section 3.2. Degpi¢ small performance
degradation € 0.1 dB compared to DA ML with optimal. = 12) for v, less than
16.5 dB, the adaptive DA algorithm can avoid the exhausteagch for the optimal
memory lengthl, in DA ML algorithm. This feature renders the adaptive DA rigee
more suitable than DA ML in a reconfigurable optical systernis worth pointing
out that DA ML with optimal memory lengtl. in M-QAM formats is capable of
outperforming the adaptive DA algorithm at low and mode&itR.

The maximum tolerance to the laser linewidth leading to é881s¢l penalty at
BER =10"* is listed in Table 4.1 for each modulation format. As can bens¢he
adaptive DA algorithm can improve the laser linewidth talare in)/-PSK systems.
Also, we note from our simulation results that the adaptaeeiver is consistently the

best in M-PSK modulation formats, whether with a small laser lingtidr a large
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Table 4.1: Linewidth per laser tolerance at 1-gfpenalty for DA ML and the adaptive

DA algorithms at BER+0~* and 40 Gbit/s.

QPSK 8PSK 16PSK 16-QAM

DA ML 44 MHz 400KHz 88KHz 250 KHz
Adaptive DA 5MHz 547KHz 95KHz 200 KHz

one. This shows the adaptive DA algorithm can effectivelgrage in a time-varying
and reconfigurable system without having to specify the mgriemgth or search for
the optimal one. Note that the laser linewidth tolerancénefadaptive DA algorithm
is outperformed by DA ML with optimum memory length This issue will be ad-
dressed in the next section. Generally speaking, the agapf algorithm is a very
good candidate for PE algorithms in coherent receivers alits self-acquisition and
superior performance especially M-PSK formats. On the other hand, the ultimate
performance of the adaptive DA algorithm is still the bedtjch can be only illustrated

through subsequent analytical works.

4.2.2 Phase Tracking Performance

As we have noted, the BER performance of the adaptive DA #lgoris not always
better than DA ML inM-QAM formats [37]. Besides, MC simulations cannot explore
the ultimate performance of the adaptive DA algorithm bseaitiis time-consuming
and even impossible to evaluate BER less th@r! using conventional MC simula-
tion techniques [134]. Here, we resort to analysis toolavestigate the reason behind
the performance degradation when using the adaptive DAigigoin M -QAM for-

mats.

1Sometimes it is suggested to run the BER to below this levehteck whether there is any error

floor in the algorithm.
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In the steady state, the RP(k) can be well approximated byp (j0(k)). Thus,
at high SNR wheren (k) = m(k), Eg.(4.1) can be re-written as [133]

~

exp [jé(k + 1)} — aexp [;9(@} 4 (1— o) [exp [j0(K)] + o' (k)] (4.6)

wheren’ (k) = n(k)/m(k) with mean zero and variandg|n’ (k)|?] = NoE[|1/m(k)[?].
Taking into account the Wiener process assumed for the pdisese noise in Eq.(3.15)
in Section 3.3 of Chapter 3, and dividing both sides of E§)(%y exp [j6(k)], the

phase error Eq.(4.6) can be further simplified into

exp [jr(k+1) — ek +1)] = agexp [—je(k)]+(1—ay) [1 + n' (k) exp [—70(k + 1)]] .
4.7)
Note that the phase estimaték) consists of two parts: the actual laser phase noise
0(k) and the phase tracking errefk), i.e., (k) = 0(k) — (k). Using the approx-
imation1 + jz ~ exp (jz) for |x| < 1, Eq.(4.7) can be linearly expanded into the

form
e(k+1)=v(k+1)+ are(k) — (1 — ap)Im [0/ (k) exp [—jO(k + 1)]].  (4.8)

It is easy to show thaE[e(k + 1)] = axFle(k)] by taking expectation of both sides of
Eq.(4.8). Thus we hav&[e(k)] = 0 becausey, # 0. Further, squaring both sides of

Eq.(4.8), the variance of the phase er@r) can be shown as

ol(k+1) = ajol(k) + o) + %(1 — )’ E [0/ (k)] . (4.9)

The steady-state variane@ is obtained through letting? = o?(k + 1) = o2(k) in
Eq.(4.9) wherk — oo, thus yielding [37]

2
2 9y n o 1—a

:l—ai+2—7s.l+ak’

g

€

(4.10)
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where
n= NoE[[1/m(k)|?]

1, M-PSK:
_ (4.11)

1.8889,2.2283, and2.6854, M-QAM (M = 16,32 and64);
is called constellation penalty [4]. It can be observed Bta{4.10) reduces to the same
as in [133] for constant-amplitude -PSK formats, where the constellation penalty is
1.
The optimal steady-state denoted byy,, that minimizes the varianeg is easily

derived as Eq.(4.12) by solvingp?/da = 0:

o =1+E&— /261 +1, (4.12)

whereé = %aﬁ/n. Substituting the optimal,, into Eq.(4.10), the minimum steady-

state variance? ;. is given by

o2 a2

T u L (4.13)

M o [(\/W— 1) (1+6) - 1] N

To justify the minimum steady-state variance derived in(£43), we plot the

sample variance from simulations as a function of the SNRsgerbol ) in Fig-
ure 4.5. As can be seen, at high SNR, the simulated phasevaniances approach
their respective steady-state values #6rPSK and 16-QAM. In contrast, at a lower
SNR, the variances of the phase error from simulations teeviam the theoretical
o2 mine @s a result of those frequently occurring decision errdirss worth mention-
ing that the minimum variance? ,;,, of 16QAM is larger than that of/-PSK due to
the constellation penalty found in Eqg.(4.11). In additittme adaptive DA algorith-
m for 16-QAM is much more sensitive to decision errors coragao the M -PSK

scenario, as illustrated in Figure 4.5 within the rangeyof< 15 dB. This can be

explained as follows. The risk function in Eq.(4.2) for ctamg-amplitudeM -PSK
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formats can be rewritten agle lexp (jAGS(1)) — exp (je(1))|*, after neglecting ad-
ditive noises. However, in the casedf-QAM formats, this risk function is expressed
asS1, [m(l) /(1) exp (jA¢4(1)) — exp (je(1))|>. Comparing these two forms of the
risk function, we see that both the magnitude and the phasieeadlecision symbol
would affect the risk function in QAM systems, thus degradihe phase tracking

performance more severely at low SNR region.

0

10 Y
\| —— Theoreticab?
\ €,min
+ Sample Variance (Ideal decision feedbagk)
10 - v - Sample Variance (Actual decision feedback)

—4

10

10 20 30 40 50
Y,(dB)

Figure 4.5: The theoretical minimum varianeg,,,, and the sample variance from

simulation (ideal and actual decision feedback) vergusn M-PSK and 16-QAM

formats.o? = 3.41 x 10~ rad’.

4.2.3 Performance Comparison

In order to address the issue that the adaptive DA algorithoutperformed by DA
ML at low and moderate SNR in/-QAM formats, the performance of the adaptive
DA algorithm is first compared with DA ML in different modulah formats. On
the other hand, there are some other adaptive PEs, such a$ Mbi Kalman filter

PE, to estimate carrier phase. Their performances are a#dytigally investigated to
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show that they share the same performance as the adaptivégbvtlam, though the

difference lies in their approaches to determine the filepsize [147].

4.2.3.1 Adaptive DA versus DA ML Algorithm

w B

N

STD of phase error (deg)

10 20 30 40 50
SNR per symbol (dB)
Figure 4.6: The comparison of STD between DA ML and adapti&d?& in M -QAM

formats obtained from analysisg =1x 10"*racf.

Figure 4.6 compares the STD of DA ML with optimal memory ldngtand the
adaptive DA PE inV/-QAM formats (M =4, 16, 32 and 64). The STD of DA ML al-
gorithm remains the same in higher-order QAM formats sitephase error variance
depends only on the SNR per symbol and memory lergthn contrast, due to the
constellation penalty in the adaptive DA algorithm, the adaptive DA algorithm is-ou
performed by DA ML PE at low SNR region in non-constant moguQ.AM formats
while it is expected to achieve a better performancé&/#PSK formats. Furthermore,
the adaptive DA algorithm has the same performance as DA Mh thie optimal
memory length at high SNR regardless of modulation formhtsa real optical sys-
tem with the aid of FEC, uncoded BER arouri? is sufficient to achieve error-free

transmission. Additionally, it is desirable to operateicgitsystems at low SNR region
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4.2 Performance Investigation

to reduce fiber nonlinearity and channel crosstalk effddésnce, of importance are the
performances of PEs at low and moderate SNR region. In otbelsythe adaptive
DA PE is more suitable in/-PSK format in view of the optimal performance, though
its self-adaptation characteristics renders it a supegadidate in reconfigurable sys-

tems [148].

4.2.3.2 Adaptive DA versus Other Adaptive PEs

Several adaptive PEs have been recently proposed in calogitecal communication
systems, such as Kalman filter and NLMS. Here, we take a quialkysis of the phase

error in both Kalman and NLMS PE to compare their performance
e Kalman Filter
A canonical Kalman filter with stepsizecan be further simplified into the form [149]

Ok +1) = 0(k) + (1 — p) arg [r(k) exp (— jé(k))mk)] (4.14)

With the assumption that decision feedback is error-friee,phase error variance of

Kalman filter at the steady state is shown as [147]

o 012, + (1 = p)%0?, /2

4.15
o (4.15)

by using the same analytical approaches as in Section 4H&&, the stepsize =

(1+¢&/2)—/(1+&/2)2— 1.

e NLMS Filter

The principle of PE using NLMS algorithm is given by [129]

c(k+1) = c(k)+‘r<z)|2e*(k)r(k); (4.16)
e(k) = (k) — c(k)r(k), (4.17)
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r(k) C%/(c* (k)l’(k)= Symbol ﬁ?(@

Decision

e(k) %

Figure 4.7: The structure of NLMS PE.

wherec(k) is the coefficient of an one-tap filter, andis the stepsize of the NLMS
algorithm, which is manually set in advance between 0 andidgur€é 4.7 depicts the
entire structure of the NLMS filter. Here, we demonstrate howerive its analytical
phase error variance for the first time. Substitutitig) (see Eq.(3.1)) and(k) into
Eq.(4.16), it becomes

clk+1)=(1—p)ck)+ m*(k)r(k)

K
r(F)[?

~ (1 — p)c(k) + pexp [jO(k)] + n(k). (4.18)

L
m(k)
when|r(k)| ~ m(k) is assumed. In the steady state, it is reasonable to assame th
the coefficient:(k) of the one-tap filters tracks the time-varying laser phassedgk ),
which means:(k) = exp (jé(k:)) [150]. Applying the similar method that the phase
estimate is given b§(k) = 6(k) — ¢(k) as demonstrated in Section 4.2.2, it is easy to
show that the phase error variance of the NLMS filter is exggdsas
2 2 2
o? = % (4.19)
The theoretically derived phase error variance of Kalmdarfis verified using
MC simulations in 4-, 16- and 32-QAM formats. As shown in Fig4.8, the STD
of the phase error in the Kalman filter through MC simulatigmegs well with the

analytical STD from Eq.(4.15), especially at high SNRs. Ehwall deviation at low
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Analysis
+ MC simulations

STD of the Phase Error (deg)

10 20 30 40 50

y, (dB)
Figure 4.8: The STD of the phase error of Kalman PE in 4-QAM¢k), 16-QAM
(red) and 32-QAM (blue) formats obtained from analysisg)iand MC simulations

(marker '+). 02 = 1 x 10~* racf.

SNRs is due to the fact that the approximations that are nratlesiderivation of the
phase error are not very accurate at low SNRs. In additieNttMS PE is evaluated
in 32-QAM format ato? = 10~* radf, as illustrated in Figure 4.9 (a). At low SNRs,
a smaller stepsizg is preferred to average out more additive noise; whereagja la
stepsizeu performs better to track the fast-varying carrier phaseigtt SNRs. To
minimize the phase error variance, the optimal stepgige by solving the equation

do?/0u = 0, is found to be

o = € (V1267 —1). (4.20)

Note that¢ = %ag/n. Figure 4.9 (a) shows that the STD of the phase error from the
optimal stepsize is consistently minimal. Besides, Figu@(b) indicates that error
floor may be avoided by selecting a suitable stepsize.

So far, we have obtained the phase error variances for these adaptive PEs

considered in this chapter. It would be interesting to takie@per look at their final
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Figure 4.9: The STD of phase error of NLMS PE with differempsizes: = 0.1,0.9
and optimal in a 32-QAM format from analysis (line) and MC simulationsairker

+). op =1 x 10 %rad.

expressions Eqgs.(4.10), (4.15) and (4.19): they have tme $arm with a minor dif-
ference in the selection of the stepsiae=£ p = 1 — u ). This relationship can also
be justified by comparing their optimal stepsizes. In otherds, these three adaptive
PEs should have the same performance under the same ciatwestthe same sys-
tem noises and stepsize). The difference lies in the presdsg which they acquire
the optimal stepsize.

The stepsize in NLMS is normally fixed to estimate carriergehfl29] but with
possible performance degradation, as already illustratdedgure 4.9. As a result,
it is necessary to put some effort to find the optimal stepatzthe SNR of interest
and different laser linewidths. As for Kalman PE, it reqsitee exact statistics of
the system noises to compute state transition matrix [3H, TEherefore, the optimal
stepsize can be computed in advance such that Kalman PEtepeatathe optimal
state. However, the optimal stepsizes in the other two nasthce also available if all

the information is known to the receiver, according to owalgsis here.
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In contrast, the stepsizein the adaptive DA algorithm is dynamically obtained
by using a sequence of training data to acquire the knowletigehannel. Simulations
show that it can quickly approach the optimal stepsize [Bvqddition, the algorithm’s
complexity during the adaptation process is reduced beaafugcursive computations
[133]. On the other hand, like NLMS, a fixed stepsize is expedb work in the
adaptive DA algorithm, though at the expense of possibleopaance loss [147]. In

short, itis more suitable in a reconfigurable optical sydtieam the other two methods.

4.3 Experiments of Long-Haul Transmission

As explained in Section 3.6 of Chapter 3, the B2B experimargsnot presented be-
cause of the small laser linewidth, where they all have theegaerformances. Instead,
a long-haul transmission experiment was carried out to eeatnate the performance

improvement of the adaptive DA algorithm.

44Gbit/s
PolMux RZ-QPSK

7R S "R TR
Wavelength (nm) VOA

480km x 5

ADC . Coherent
& ._._ -
Offéline Di:);::rlsity EDFA
DSP <—.— °
Processing 0 Hybrid |QO0 4 | BPF |— —I GEQ 4
—{¥H pC

Figure 4.10: The experimental setup for a long-haul PoINQMBSK transmission with

a coherent receiver.

The system setup is illustrated in Figure 4.10. A typicaNRot RZ-QPSK trans-
mitter [26], centering at wavelength 1550.0 nm modulatediéyGbit/s bit rate, was
coupled into the transmission loop. The other channels wecapied by CW lasers

for noise suppression in EDFAs. The fiber loop consistedg@&a~80 km dispersion
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4.3 Experiments of Long-Haul Transmission

managed fiber, resulting in a total 800 ps/nm residual chtierdespersion after each
loop. The measured signal was transmitted over 5 loopsltiregin a total transmis-
sion length of 2,400 km. The spectra after 5-loop transmisare depicted in the inset
of Figure 4.10. The received signal was filtered through a bptical tunable filter,
and was then fed into a coherent receiver. The received Iigmeer was kept at -5
dBm throughout all the measurements.

To realize the training transmission, two sequences of knbits were mapped
into a QPSK constellation, and differentially decoded oélto resolve the possible
phase ambiguity in received signals. The training bits figghiase and quadrature
branches were uploaded into two synchronized pulse pajerarators (PPGs). The
conventional DSP processing was implemented before PE.sfBpfind the begin-
ning of the training data, cross correlations between theived bits and training in
both inphase and quadrature branches were calculatedpiasadiein Figure 4.11. The
purpose of using both correlations was to monitor the péssim-off of the synchro-
nization of two PPGs. The length of the training bits was delé to 17,152, which

was originally served to decode low-density parity chedRPIC) codes.

1000

—— Inphase
- — —Quadrature

8000~

6000

4000

Correlation

2000

index

Figure 4.11: The illustration of the correlation betweer tkcovered bits in each

branch and the training bits after 2,400 km transmissionr= —8 dBm.
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4.3 Experiments of Long-Haul Transmission

The first 50 symbols of the LDPC training were used for the &tjon process of
the adaptive DA algorithm, and the remaining training da¢eerassumed to be payload
data for calculating BER. The conventional V&\/th-power and a commonly-used
block M-th power PEs [22] were also plotted for comparison. Thereev2® sets of
data having at least 2 groups of training data each set, #sidting in around 1.2

million total bits for calculating BER, as shown in Figurd 2.

—a— V&V Mth-power

—e— Block Mth-power
—4—DAML .
—v— Adaptive DA A

V4

| N

0.1

0.1

—a— V&V Mth-power
—e— Block Mth-power
—4—DAML

—v— Adaptive DA

0.01 0.01

BER

P
N

T
]

1E-3

1E-4 1E-4

Input power (dBm) Input power (dBm)

(a) (b)

Figure 4.12: The experimental BER versus input power fdedéht PEs: V&V Mth-
power (V=11), blockM-th power (V=11), DA ML (L = 11), and the adaptive DA

algorithm. (a) X-polarization; (b) Y-polarization.

In the presence of fiber nonlinearity, the V& th-power performs better than
the DA ML algorithm whereas both of them have a comparablép®ance in the
B2B case when only small laser phase noise is dominant. Itleague to the fact
that the V&V Mth-power is capable of fully utilizing the pre- and post-dyots to
exploit carrier phase information. In contrast, the DA Mlgalithm only relies on
the past symbols to predict the current phase informatiog.c#n be observed, the
adaptive DA algorithm outperforms DA ML even in the preseat&ber nonlinearity
because it can adaptively adjust the filter gain accordingeaeceived signals. The

commonly-used block/-th power algorithm, which has less computational load than
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the V&V Mth-power, has the same performance as DA ML PE. The commasepha
estimate’ for all the N symbols in the entire block degrades the performance okbloc

M-th power algorithm.

4.4 Conclusion

As demonstrated in Chapter 3, the DA ML algorithm exhibitdEBthenomenon which
requires extensive MC simulations to find out the optimal mgntength. Alternative-
ly, the optimal memory lengtti,, can be determined if the statistics of the channel
noises are known to the receiver, though these parametgraohée available espe-
cially in reconfigurable optical systems. As a result, arpéida DA PE in this chapter
was developed in different/-PSK/QAM formats to eliminate BLE and even improve
system performance as well.

MC simulations indicate that the adaptive DA algorithm @usfprms DA ML
PE in M-PSK formats, thus increasing laser linewidth toleranceweler, its per-
formance inM-QAM formats suffers from the constellation penalty duete hon-
constant-modulus characteristics, which was investth#teough a comprehensive
analysis. Despite the fact that DA ML and the adaptive DA atgms have the same
performance at high SNRs, DA ML is independent of modulatmmats, thus ren-
dering DA ML algorithm a better choice in/-QAM formats at low and moderate
SNRs.

Compared with Kalman filter and NLMS algorithm, we find tha¢ thdaptive
DA shares the same performance as these two adaptive hlgeregxcept that their
approaches to determine the filter stepsize. The analyasalts of Kalman filter and
NLMS PE algorithms were presented for the first time to exantireir performances
in different modulation formats. The optimal stepsize inrKan filter can be computed

in advance once the exact statistics of the system noisesvailable; however, this
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4.4 Conclusion

prerequisite is also applied to the other two adaptive nu=ttemd even the DA ML
algorithm. As for NLMS PE algorithm, its stepsize is usudiked to estimate carrier
phase in sacrifice of some possible performance degrad&tiocontrast, the stepsize
in the adaptive DA algorithm is dynamically obtained by gsinsequence of training
data to acquire the knowledge of a channel. Simulations gheaivit can quickly
approach the optimal stepsize, though training data shioellsent to the receiver to
acquire the channel information.

Finally, a 2,400 km-long 44 Gbit/s coherent PolIMux-RZ-QP&tperiment was
conducted to examine the performance of the adaptive DAridihgo in the presence
of fiber nonlinearity. The adaptive DA algorithm has the sgme&ormance as the
V&V Mth-power performs, whose performances are better than Ah®Dand the

commonly-used blocR/-th power algorithm.
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Chapter 5

Study of DSP Algorithms for Large
Frequency Offset and Fiber

Nonlinearity

The aim of DSP-based PE algorithms is to recover carrierghasse, thus allow-
ing using a free-running LO laser. In addition to laser phasise, frequency offset
between transmitter and LO lasers also leads to linearnmene of carrier phases be-
tween two consecutive symbols, which is another form of pimagsé. This frequency
offset can be as large as5 GHz due to aging, heating and fabrication of lasers [40].
It is worth pointing out that PE algorithms generally reguinat frequency offset be-
tween the transmitter and LO lasers should be no more thareddept of symbol
rate [41], which translates to bel GHz for a 10 GBaud coherent optical system.
Hence, an additional DSP-based FOE is imperative to malePHralgorithms work
properly [42]. On the other hand, fiber nonlinearity woulduce nonlinear phase

noise in the received signals through the interaction betviber Kerr effect and ASE

1The constant frequency offset will add a phase offset batweasecutive two symbols, which can

be regarded as a kind of phase noise.
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5.1 Dual-Stage FOE based on Gardner Timing Recovery Algoritm

noises of optical amplifiers [152]. Due to the access to tketat field through co-
herent receivers, we propose two novel DSP algorithms toeaddhese two critical

factors, frequency offset and fiber nonlinearity, in a cenéoptical system.

5.1 Dual-Stage FOE based on Gardner Timing Recov-
ery Algorithm

A proposed FOE is able to estimate frequency offset up to 8 BHz43 Gbit/s Pol-
Mux QPSK system [153]; however, a feedback structure makaifficult to imple-
ment in parallel processing. A feed-forward FOE is desedablavoid performance
degradation when implementing with parallel processid[in a real-time coherent
receiver. Mth-power operation is usually applied to remove data mduatulan those
feed-forward FOEs. As a result, the maximal estimation eafiog //-PSK formats is
limited to [-R,/2M, Rs/2M] [43], where R, refers to the system symbol rate. Taking
a 40 Gbit/s PoIMux-QPSK system as an example, the maximuimaisbn range is
only [-1.25 GHz, 1.25 GHz] in an FOE that utilizé$th-power to remove data modula-
tion [45,46,154]. In this section, a novel, dual-stagecadsed FOE scheme consisting
of a coarse FOE and a fine FOE will be presented. In a 42.8 Glotldux-RZ-QPSK
system, the estimation range of the proposed dual-stageViAlDEe experimentally
shown to have 4 times that which can be achieved uaiig-power-based FOE [42].
The estimation range of the dual-stage FOE can be up to alr@8iR?, in simula-
tion, and+0.5 R, in experiment. The achieved results have, to our best krigelehe

largest range among FOEs reported so far in the literatures.
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Figure 5.1: Simulation results ofrcurves (phase error output of Gardner algorithm)

versus timing offset at different frequency offsets in ae@mt 42.8 Gbit/s PolMux-

RZ-QPSK system (OSNR=10 dB).

5.1.1 The Principle of Coarse FOE

Timing recovery using, for instance, Gardner algorithmdl.0s usually necessary
to correct timing phase error between the transmitter aceiver clocks in coherent
receivers [24,112,155]. The simple Gardner algorithm aaaplied to yield a phase
error output when only two samples per symbol are availalole coherent PolMux
M-PSK system with Nyquist sampling rate (2 samples per syjnBairdner algorithm

can be represented by [109]
Ui(2k) = I(2k — D)[I(2k) — 1(2k — 2)] + Q(2k — 1)[Q(2k) — Q(2k — 2)], (5.1)

whereU is a phase error, anfland ) are the samples of in-phase and quadrature-
phase, respectively, for each polarization state. Noteah& curve shows the rela-
tionship between phase err@r and input signal timing errar[155]. By averagind/;
over a long sequence of samples, it gives a mean phase emesgonding to the cur-

rent sampling offset. However, the performance of Gardner algorithm is subgetie
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frequency offset [155, 156]. To investigate the impact efjfrency offset on the phase
error output of Gardner algorithm, we first perform simwas to emulate a 42.8 G-
bit/s coherent PolMux RZ-QPSK system. The linewidth of binémsmitter and LO
lasers is set to be 100 KHz for emulating ECLs. The outputsat#rized detectors are
passed through a 5th-order Bessel electrical low-passwilt bandwidths at 75% of
symbol rate. The effective number of bits for ADCs is 8 in siation.

A series ofS-curves, representing the phase error output of Gardneritig
from Eq.(5.1), is shown in Figure 5.1 when sweeping the sargpiming offsett and
tuning frequency offsetA f) in the system. It can be observed that thisurve be-
comes flat as frequency offset increases, which means thiemalgphase error (MPE)
outputs of the Gardner algorithm drop. Thus, a non-zeraseaqy offset makes Gard-
ner timing recovery algorithm less sensitive to the sangpbifiset in coherent receiver-
s, conforming to the results in [155]. On the other hand, wg take advantage of this
underlying relationship between frequency offset and tHREMf Gardner algorithm
as a measure to estimate frequency offset in a system. Fig@rgehows that normal-
ized MPEs under different OSNR levels exhibit almost theestnend within+-9 GHz.
We use a 4th-order polynomial to well emulate the relatigndetween the normal-
ized MPE outputs and frequency offseta (| < 9 GHz). It should be noticed that the
absolute value of MPE varies at different OSNRs so that nbzat&on is required with
respect to those frequency-offset-free MPEs, which aredtirstly in a look-up table.
Therefore, we can rely on this fixed relationship betweemtrenalized MPE and fre-
guency offset to measure frequency offset in a system. Topoged FOE based on the
normalized MPE is called a coarse FOE, since it can only affevarse estimation of
frequency offset4 f.), as illustrated in Figure 5.3. The coarse FOE cannot atelyra
estimate frequency offset arouadl GHz, because the MPE of Gardner algorithm is
less affected by such a small amount of frequency offset emeapto the case when

|Af| > 2 GHz, which is further justified by the smaller MPE curve slapeund zero
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frequency offset in Figure 5.2.

5.1.2 Implementation of the Dual-Stage FOE

It can be observed that the emulated polynomial is an evertibm(see Figure 5.2).
In other words, MPE alone cannot identify the sign of frequyenifset. To resolve this
sign ambiguity, we propose a sign identifier that monitoesrttaximum in the discrete
frequency domain of the received signals:

Afe, 1 <imax< N/2:
Af, = (5.2)

—Af., otherwise
whereina is the index corresponding to the maximum of KET, z(k) = I(k) + j -
Q(k) is the received samples in either X or Y polarization, FFTs FFT operation
with size of N. The principle of the sign identifier is to monitor the maximof the
signal spectrum which is shifted by the frequency offsestaxg in a system. Based
on the characteristics of FFT operation and Fourier transfaf Af > 0, it means
the maximum of the received signals’ spectrum will move te tight-hand side of
zero frequency; otherwise, it will move to the left-handesaf zero frequency [80].
As displayed in Figure 5.3, the proposed sign identifier sssfully addresses the sign
ambiguity in the proposed coarse FOE.

In addition, through scrutinizing the coarse frequencgetfestimate of the coarse
FOE, i.e.,Af,, its estimation error is limited to be withit] GHz in our simulated
system. To tackle the residual frequency offset, a tradiliéOE is introduced in cas-
cade with the coarse FOE, as shown in Figure 5.4. Since ttigéidwraal FOE involving
Mth-power can only estimat®& f within £ R, /2M, it is called a fine FOE [42]. Here,
we choose an FFT-based FOE where data modulation is remgveédihp-power, as
explained in Section 2.4.3 of Chapter 2. A possible strgctira dual-stage cascaded

FOE is proposed in Figure 5.4, where the polynomial betweeguency offset and
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Figure 5.4. A proposed structure of the dual-stage casc&@del. CMA: constant

modulus algorithm; NCO: numerically-controlled oscidiat

normalized MPE can be realized by using a look-up table. Udinossweeping sam-
pling offsett from O to a symbol duratiod;, MPE obtained in Gardner algorithm
Eq.(5.1) is normalized to estimate a coarse frequencytcﬂsf;) while the residual
frequency offset can be recovered through the FFT-based (ﬂfﬁ. The sign am-
biguity of the coarse FOE is resolved by the proposed signtiiier. To implement
the proposed FOE, as shown in Figure 5.4, the coarse FOE a&ninvdependently in
parallel with CMA, which is applied to de-multiplex two odfonal channels. After
down-sampling the outputs of CMA to one sample per symbel dlitput sample is
firstly de-rotated by the coarse frequency offéet.. The de-rotated signals will be
then used in the fine FOE to estimate the fine frequency aﬁfgt thus further com-
pensating for the residual frequency offset in those datedtsamples. Of importance
is that the inputs to the fine FOE should be roughly compeddateéhrough the coarse
frequency offset such that two numerically-controlledilbstors (NCO) are necessary.
In addition, in the presence of both PMD and CD effects, Flierlcan be introduced
to firstly compensate for CD before the dual-stage FOE and Giv&Aapplied [30].

Figure 5.3 plots the estimateldf by single coarse FOE and dual-stage cascaded FOE
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at OSNR = 9.5 dB. The results show that the proposed duag-$t@dt is capable of
accurately estimating a frequency offset upi® GHz, around+0.9R,, the largest

frequency offset estimation range reported so far n sinauiat

5.1.3 Experiment

Experiments were carried out to demonstrate this duakstagcaded FOE. The con-
figuration of a 42.8-Gbit/s coherent PolIMux RZ-QPSK systeas the same as the one

given in Figure 3.17 of Chapter 3.
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Figure 5.5: The experimentally measured normalized MPBussirequency offsets at

OSNR=11dB and 13 dB.

Those normalized MPEs were measured under different frelyuaffsets (1 GHz
steps) at different OSNRs in 0.1 nm. It was found that a 4teopolynomial can
also be applied to fit the trend in our experimental resultstae estimation range of
cascaded FOE reduces to almost [-5 GHz, 6 GHZz] for our experiah configuration,
as plotted in Figure 5.5. With the knowledge of the normai®PE as a function

of frequency offset, we can set up a look-up talte the dual-stage cascaded FOE

2The size ofook-up table in our experiments was only 1 kb.
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Figure 5.6: Measured BER performance of cascaded and coonalh~OE at frequen-
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for further data processing. We also plot the performanceirgfle FFT-based FOE
for comparison. Figure 5.6 shows the BER performance of-stagje or single FFT-
based FOE used in the DSP processing of those captured diifeesgnt frequency
offsets (-1 GHz and 3 GHz). Note that the BER of single FFTedasOE at 3GHz
frequency offset is omitted since it does not work at a fregyeoffset exceeding its
theoretical limit (- 1.34 GHz for 10.7 GBaud). It can be seen that our proposed dual
stage cascaded FOE consistently and accurately recoespsigfnal data even though
frequency offset is 3 GHz without having any performancerdégtion. Furthermore,
Figure 5.7 illustrates th@-factor against different frequency offsets. T@dactor is

directly calculated from BER through
Q = V2erfc (2 x BER), (5.3)

where erfc'(-) stands for the inverse function of effgfunction. TheQ-factor corre-
sponding to the enhanced FEC liniit 10-?3) is also plotted for reference. These ex-
perimental results justify that this dual-stage FOE is bépaf estimating a frequency
offset up to the range of around(.5R,, 0.6 R,], which is almost 4 times the theoret-
ical limit of single FFT-based FOE usingth-power. This excellent improvement is
attributed to the fact that the coarse FOE based on MPE of #éndr@r algorithm can
well track frequency offset variations. System compleigtgetermined by counting
the number of gates to implement this dual-stage FOE, wheguires?, /AT - N,
multipliers and7, /AT x 1.5N, adders QAT is the step of the scanned timing offset,

and the calculated phase error is averaged oesymbols).

5.2 Joint SPM Compensation

PolMux QPSK with coherent detection is regarded as a prowgpigchnology for up-

grading optical networks up to 100 Gb/s per channel. Sintem@nt detection can
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5.2 Joint SPM Compensation

retain the full electric field information of received olsignals, those linear distor-
tions accumulated in the transmission links can be totaippensated for by using
DSP techniques [21, 30, 115]. This leads to intensive inyason on pre- and post-
electrical CD compensation via linear equalizers [157]. t@mother hand, fiber SP-
M effect limits the performance of such linear equalizerdang-haul transmission
systems [47]. Therfore, SPM pre- and post-compensatidgmigaes have been indi-
vidually proposed to reduce fiber nonlinearity effect [58}-5As for pre-SPM com-

pensation (pre-SPMC), transmitted signals are pre-destdoy calculating the inverse
NLSE, such that trying to restore the waveform of receivgdais at the receiver side.
Post-SPM compensation (post-SPMC), well-known as baokggation [47,118], is

carried out at the received side by solving the inverse NL&Estimate the trans-
mitted signals. When solving NLSE with many sections, 0@l cause the solu-

tion of NLSE to diverge from the actual input signals. In thection, we propose a
SPMC at both the transmitter and receiver sides, such thaating this divergence
problem [158]. Our results show that the proposed joint-ER¥n increase dynamic
power range compared to individual pre-SPMC and post-SP&hérse. Due to the
limited resource, we were unable to perform the experiment&rify our proposed

joint-SPMC algorithm.

5.2.1 Principle of Joint SPM Compensation

In a PolMux fiber transmission system, two orthogonal pa&ion component#’,

and ), are governed by a coupled NLSE [78]:

OBy | 2 0By
T ] PR
yA

a . 2
5 o T g Pew = 37 [|B” + 5By’ (5.4)

Recalling that split-step method is applied to simulate lagopropagation over fibers,
in order to compensate for fiber nonlinearity and dispersiois feasible to use the

same method to solve an inverse NLSE at either transmittesoaiver side [50-54].
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5.2 Joint SPM Compensation

A proposed joint-SPMC here is to compensate for fiber noalite simultane-
ously at transmitter and receiver sides. The desired Pol@IBSK signaldv, (¢, L),
that have no CD and PMD, can be located at any point alongahnermission link. In
other words, a pre-SPMC at the transmitter side is aimingltivess fiber dispersion
and nonlinearity in the firsiv,, spans. Meanwhile, fiber nonlinearity and dispersion
in the remainingV,., spans are compensated for by using a post-SPMC at the receiv-
er side [158]. For example, if the desired sigial,(t, L) is at the transmitter side
(L = 0), and the whole fiber nonlinearity and dispersion are corsgieal in the re-
ceiver, it is called back-propagation. The paramedérsand N, need to be optimized
in order to achieve a better performance. The advantagesoptbposed joint-SPMC
is to reduce the divergence when solving NLSE without kngvéract noises at those
locations of optical amplifiers. A coarse-step computatbmverse NLSE is applied
in the simulation for fast and simple calculation [47].

The pre-equalized optical waveform generated by this{8IAMC at the transmit-
ter (see Figure 5.8 (a)) is computed as follows: the targtalsignalsE, (¢, Vi)
after N;,-span transmission are used to compute the signals at thef énd — 1 span

based on a coarse-step split-step method, as given by [158]

By (t Niw = 1) = F ' {F [Euy) (£, Niw) - exp (—5D(£))] } (5.5)
Ery)(t, Nip — 1) = Ep)(t, Nip — 1)-
exp [—j&meﬁ (\Em (t Nw = D) + §|Ey<m> (t, New - 1)\2)}
(5.6)

Here,F andF~! represent the Fourier and inverse Fourier transformatioig) is

a dispersion function related to the considered fiber spag,s the effective fiber
length in each span, ang, is a scaling factor ranging from 0 to 1. This procedure
will be repeatedly calculated until the pre-compensatgdads are generated At= 0.

Further, the driver signals of an IQ modulator are generhtethverting its transfer
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5.2 Joint SPM Compensation

function to obtain the exact electric field signals at thepauof the 1Q modulator [71],

as given by
[Re [E,,,(,0)]] 2v.
I, = arccos © [ o) ﬂ 2V ; (5.7)
AV Pt T
[T [E,, (,0)]] 2V,
I . . 5.8
Qz(y) = arccos N - (5.8)

Note that the driving voltages for the inverse equation efltQ-modulator in VPI are
only half of the voltages given in Eq.(5.7) becaldsethere is defined as the voltages
leading tor-phase change.

The other joint-SPMC in the receiver (Figure 5.8 (b)) is matrout using the
same method as post-SPMC in Egs.(5.5) and (5.6). Note&tha replaced by,
to optimize the performance. The signals at the receivernaveg been sampled in
coherent receivers, and are then back-propagated to éstihgasignals at the end of

Ny, spans.

5.2.2 Simulation

The proposed joint-SPMC scheme was evaluated in a singlereht 112 Gb/s PolMux-
QPSK system, where high-speed systems are more vulnealbileet nonlineari-
ty [13]. The transmitted sequences for those two polaorasitates were first fed
into a joint-SPMC to pre-compensate for SPM and CD in the fistspan transmis-
sion link, as illustrated in Figure 5.8 (c). The transmissimk consisted of 20x
100 km SMF with dispersion coefficient 17 ps/nm/km, fiber 10s5dB/km, and fiber
nonlinearity 1.31 W'km~!. An optical amplifier fully compensates for fiber loss in
each span. Its noise figure was 5 dB. Laser linewidths fostratter and LO lasers
were 100 kHz each, and ADC and DAC were assumed to be ideaheAeteiver end,
the other joint-SPMC for the remainingy,,, span was conducted before polarization

de-multiplexing, carrier phase recovery and data decodiloge thatV,, + N, = 20
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Input Sequence x-pol

Iy
—

- -

5 i
Joint 1/Q
—» -
> SPMC x-polarized CW | Modulator
Input Sequence y-pol A
Ox - -
Oy
(a)
I o
Pol-diversity 0 -
Input optical |  coherent » Joint
signal receiver »| SPMC
front-end | O
O
(b)
]Vtx er
PolMux-QPSK e ((' ANE Coherent
Transmitter P, SMF T SMF receiver

Figure 5.8: (a) The transmitter structure of the joint-SPNI} the receiver structure

of the joint-SPMC,; (c) simulated system setup where desigiils are located in the

Desired signal

(©

middle of the link instead of at the end of the link.
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Q-factor (dB)

Figure 5.9: Q-factor as a function of,, and¢,, using the joint SPMC X;,=10,
N,,=10, P,=5 dBm).

in simulation.

14 T T T T T T T T T T T

Post-SPMC

Q-factor (dB)
®

Pre-SPMC

12

T T T T T T T T
22 20 18 16 14 12 10 8 6 4 2 0 -2
N_ (span)

Figure 5.10:Q-factor versusV,, andN,., (NV;; + N,, =20, P,=5 dBm.)

To determine the optimal scaling factQr and¢,.. , we scanned their values from
0 to 1 by settingV,, = N,, = 10 spans in the simulated system. T@Qefactor was
obtained by using the same approach as reported in [159]h@wsrsin Figure 5.9, the
@-factor was improved by 2.7 dB &, = 0.3 and{,, = 0.5, compared to no SPM

compensation scenario. The scaling factors were fixed todpgmal values in all the
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5.2 Joint SPM Compensation

subsequent simulations.

(@) (b) ()

Figure 5.11: Constellation map of the recovered signalsZ a 100km transmission
system. (a) Pre-SPMQV{,=20, N,, = 0); (b) Joint SPMCV,, = 10, N,, = 10); (¢)
Post-SPMC {V,, =0, N,, = 20). P,=5 dBm.

The parameterd/;, and N,, were also swept to find the optimal solution to the
joint-SPMC. As displayed in Figure 5.10, the optimal spandee-SPMC and post-
SPMC was suggested to be around half of the total length. thatehese simulation
were also found to be quite similar at other input powersufad.11 shows recovered
constellation maps by using different SPMC schemes. It eapldserved that the pro-
posed joint SPMC can outperform the pre- and post-SPMC bylR.and 0.2 dB in
Q-factor improvement, respectively. This may be due to tloe that the joint-SPMC
is able to mitigate the divergence problem when solving tiverise NLSE through
splitting it into two parts: pre- and post-SPMC. Figure 5illistrates the@)-factor
performance of these three SPMC schemes. The input powandgmange is defined
as the launch power allowing BER less than FEC liniit¢) [160]. The dynamic
range of the proposed joint-SPMC can be as large as 10.2 dBp@ed to pre-SPMC
(9.8 dB) and post-SPMC scheme (9 dB), the joint-SPMC schemreased the dy-
namic input power range by 0.4 dB and 1.2 dB, respectivelyaddition, pre-SPMC

scheme cannot perform as good as joint-SPMC and post-SPME iss inverse NLSE
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14 4

12 +

FEC limit

10 +

AP =10.2dB

mn

Q-factor [dB]

—a— Pre-SPMC
—e— Joint-SPMC
6 —a— Post-SPMC .

6 4 2 0 2 4 6 8 10
P [dBm]
Figure 5.12: Performance comparison among the three SPMéhses: pre-SPMC

(V¢,=20), joint-SPMC (V;, = 10, N,,=10) and post-SPMCX, =20).

computation does not take into account system noises addegtical amplifiers. Al-
though the improvement in dynamic input power range is lkas tL dB, we believe
that this improvement will be even larger when more stepparrmed in each span
instead of one step each span during carrying out SPMC. 8gsile analog trans-
mitters has been gradually replaced by digital transmithers the pre-SPMC can be

easily implemented through look-up tables.

5.3 Conclusion

Frequency offset and fiber nonlinearity would cause capieser noise, which are
detrimental to system’s performance as well. It is desgablapply independent D-
SP modules to address these problems separately. An FO& das&ardner timing
recovery algorithm was proposed to deal with frequencyetffA underlying rela-
tionship between normalized MPE and frequency offset widizged to obtain a coarse

estimate of frequency offset. The estimation range wasdaare from 9 GHz to -9
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GHz in a simulated 40 Gbit/s PoIMux-QPSK system. The resitfteguency offset
was further addressed by a cascaded fine FOE basgftpower and FFT operations.
This dual-stage cascaded FOE was experimentally demtetsiraa 42.8 Gbit/s co-
herent PoIMux-RZ-QPSK system. The estimation range wasuned to be [-5 GHz,
6 GHz], where the estimation range of conventional FOE usiftg-power is limited
within [-1.34 GHz, 1.34 GHz].

As for fiber nonlinearity, SPM in a single channel was simedain a 112 G-
bit/s PolIMux-QPSK system to investigate its impact. Baodgagation algorithms are
mostly investigated at either transmitter or receiver sideugh it is susceptible to di-
vergence when solving inverse NLSE. In our proposed joPfME approach, we split
NLSE into two parts: fiber nonlinearity in the firdf,,.-span was pre-compensated at
the transmitter side while the remaining fiber nonlineaimtyhe /V,.-span was post-
compensated in coherent receivers. It was found that tins-8PMC scheme can

enhance the tolerance of fiber nonlinearity in the simulateiem.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we have conducted a systematic study on DA Kl adaptive DA
PE algorithms in}/-PSK/QAM formats. Besides, the issues of frequency offadt a
nonlinear phase noise were addressed by using those ptop&ealgorithms.

The performances of DA ML were investigated in different miadion formats.
It shows that this computationally-linear DA ML PE algoriperforms much better
than the conventional V&\W/th-power methods id/-QAM formats. However, like
Mth-power algorithm, it suffers from BLE due to the averageradditive noises and
laser phase noise. The phase error variance of DA ML PE wdsgtmadly derived
to illustrate this trade-off in selecting the optimal memtength L. In addition, the
optimal memory length can be determined if the statistigshafse noise and additive
noise are known to the receivers. On the other hand, the ée&db DA ML PE actu-
ally limits its application in a real-time coherent recejva which a parallel structure
is desirable to reduce receiver cost and complexity. In wéthhose required features,
a parallel structure of DA ML algorithm was proposed to makelf operate online,

where it has a reasonable performance in both BPSK and QP&iate. Finally, an
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6.1 Conclusions

experiment was demonstrated that DA ML algorithm has theegaenformance as the
V&V Mth-power method but requires less computational efforts.

To avoid BLE in DA ML algorithm, a first-order filter, called ¢hadaptive DA
algorithm, was introduced to adaptively adjust this filtaing thus mitigating or even
eliminating BLE phenomenon. The adaptive DA algorithm wegreded to)/-QAM
formats, where it was found that its performance was degrhgie€onstellation penal-
ty. Compared to DA ML algorithm, the adaptive DA algorithmn®re suitable in
constant-modulus PSK formats. It is also observed thatelieadaptation capabili-
ty makes the adaptive DA algorithm even more attractivR/HQAM formats without
spending amounts of time in finding the optimal memory lengtirther, we examined
another two adaptive PE algorithms, NLMS and the Kalmarr fitteough a similar
analysis as deriving the phase error variance of the adap#valgorithm. Of interest
is that these three adaptive DA algorithms share the sanfierpemnces but differen-
tiates from each other in the approach of determining thepsszes. The adaptive
DA algorithm was then experimentally demonstrated in a {bagl PolMux coheren-
t QPSK system. It was found that the adaptive DA performedlaity as the V&V
Mth-power method in the presence of fiber nonlinearity whi#eNdL and block M th-
power algorithms had the same performance.

Asides from laser phase noise, frequency offset and fibelinearity are also
those factors causing carrier phase noise, thus requiddgienal DSP methods to
compensate before applying PE algorithms. Based on Gatihmiewg algorithm, we
proposed a dual-stage cascaded FOE whose estimation saagdarge as [-9 GHz,
9 GHz] in a simulated 40 Gbit/s PolIMux-QPSK system. In a 42i8t/& coherent
PolMux-QPSK system, the experimentally measured estimatange reduced to [-
5 GHz, 6 GHz] because of the imperfect experiments setup.oAadnlinear phase
noise compensation, the proposed joint-SPMC was verifiihnmulation to increase

the dynamic power range at BER102 by 0.4 dB and 1.2 dB, compared to separate
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pre- and post-SPMC scheme.

6.2 Future Work

The following areas, from my point of view, may become thaufathot topics in

coherent optical communication systems.

6.2.1 Estimation of the SNR and Phase Noise Variance

As demonstrated in Chapter 3 and 4, the optimal operatiorEdcdl§orithms is relat-
ed to the statistics of additive noise and phase noise, ththese knowledge may be
not available at the receiver side. It is desirable to esgntfaose parameters through
those received signals, thus adjusting the memory lehgthDA ML and Mth-power
methods, or computing the optimal stepsize in the adapté&elgorithm. Besides,
the estimated SNR and phase noise variance are helpful $ayrdeg the Wiener fil-
ter, which is shown to be an optimal minimum mean-squarerdiiter capable of

approaching the theoretical performance [4, 151].

6.2.2 Joint Equalization and Phase Estimation

Nowadays, researches have pursued a standard to achiéer degfa rate (112 G-
bit/s [24, 120], 400 Gbit/s [161] or even 1 Thit/s [55]) to meke increasingly de-
mand on traffic bandwidth. The bottleneck is the speed otmeleic devices that are
far less than data rate [141]. Alternatively, higher-orahedulation formats have be-
come candidates to support such ultra-high-speed trasgEmss such as QAM for-
mats [162,163]. In a PolIMux/-QAM format, polarization de-multiplexing butterfly
filters using DD-LMS algorithm and PE need to be conductedigameously due to

the non-constant-modulus of QAM signals [120].MPSK format, CMA algorithm
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is sufficient to fully de-multiplex the signals of the two padkation states. Instead,
DD-LMS should be applied in QAM formats to fully equalize tbss-talk between
these two polarization states. Nonetheless, DD-LMS algaris sensitive to carrier
phase of the equalized signals. Of the importance is the iggt how to incorporate

PE modules into DD-LMS algorithm in order to obtain a betterfprmance [128].

6.2.3 Mode Multiplexing

Recently, the successful demonstration of higher-ordeteno increase fiber nonlin-
earity tolerance has triggered intense research on fewemaitiplexing/demultiplexing
technologies. How to separate those different modes atdhsritter side is a chal-
lenge issue, because the inter-mode delay is too large duyusring a huge amount
of taps to de-multiplex those modes. Therefore, a reaseriaBP algorithm is neces-
sary to keep the de-multiplexing filters within certain liraf complexity for practical

implementation.

6.2.4 Coding

The advance of high-speed ADC and DSP processors enabl@sandrmore sig-
nal processing techniques to be employed in coherent bptoamunication systems.
Specifically, coding techniques provide a great advantatjesi tolerance of fiber non-
linearity and channel capacity [126, 164]. Conventionadiyly 7% overhead is used
for FEC coding which may limit its performance improvemdntas been suggested
increasing the overhead of FEC coding up to 20% for furthefop@mance improve-
ment [165]. In addition, more advanced coding techniquesh s LDPC and Turbo
codes, are still very powerful methods for increasing FE@itlfrom 1073 to even

higher [166].
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A. Channel Capacity

Appendix A

Channel Capacity

In a complex AWGN channel (see Figure 2.2), the channel inpand outpufy” are

complex random variables with
Y =X + N, (A.1)

whereNN is the complex AWGN with a circular Gaussian distributiomw#an zero and
variances2. Due to the independence between the channel ikpand noiseV, the

conditional PDF of the channel output can be written as

|y—xl2}

pY\X(?/W) = 5 (A.2)

1
exp | —
g2 P o2

n

The mutual information of the channel inpdtand output” is given by [65]
I(X;Y) = /:/pxyxg/ng(p”ng))dd
= H(Y|X)
= H(Y)—- H(X + N|X)
= H(Y)— H(N)
= H(Y) —log, (reoy), (A.3)

whereH (Y') and H(Y'| X), respectively, represent the entropy of the random vagiabl

Y and the average conditional entropy. The channel capatibits per symbol is
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defined as [64]
C= max [(X;Y), (A.4)

E[|X[?]<P
subjected to the input power constrainff X |?] < P.
Research works suggest that it is suffices to consider migitto approach the
ultimate capacity limits of noisy channels by using Sharsoriormation theory [13].
As can be observed from Eq.(A.3), the PPf(y) needs to be derived in order to

compute the channel capacity. It can be shown that [131]

i=0, ,M—1

pY(?/) = Z PX($i)pY\X(y|$i)a (A.5)

z,€X
where Py (z;) is the probability that the random variabletakes the value;, and M
refers to the alphabet size in the given modulation formberé&fore, the capacity is a
maximization ofH (Y') over Px(z;),i =0, --- , M —1. Infact, the optimal probability
distribution turns out to b&x (x;) = 1/M for all i [65], thus yielding

1=0,--- ,M—1

Z exp {—‘y;ifip}. (A.6)

r;€X

B 1
N Mno?

Py (y)

The entropyH (Y') can be evaluated through

| M Y — 2,
— log, <M7TU?L Z exp (—T)>] . (A.7)

T, €X

HY)=E

To numerically compute the entrogy(Y") in Eq.(A.7), we follow the similar methods
described in [13]. One million symbols are uniformly chosmrer the considered
modulation formats with alphabet siZé, and are then added by complex Gaussian
noises to emulate the AWGN channel. Finally, we average thereceived signals to

obtain the ultimate channel capacity from Eq.(A.3).
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Appendix B

Derivation of the log-likelihood

function L(0, k) = In A0, k)

The likelihood functionA (9, k) is given by

As explained in 3.1 of Chapter 3, if # j, r(I) andr(j) are independent due to
the independence of(/) andn(j). So (B.1) can be rewritten as products of these

PDFs [131]:

k—1
IT »er16) (B.2)

l=k—M

By using the law of total probability and PDF ofk) (3.4), the likelihood function is

expressed as

_ M2
Aok = TS sotiem=copcc)
l=k—M i=—M/2
k-1 M/2 [ |r(l) — Cie? ?)?
= H Z M’]TNO B NO :|
l=k—M i=— M/2 -
DS g [ Rl
= MaNg ¥ Ny P No
l=k—M i=—M/2 -
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LT e [EE] 3 e [IOE] e [ZREOIC
- MrN, P TN, | L A Ny
I=k—M i=—M/2

(B.3)

Here, P(C;) = 1/M because all symbols are equiprobable. In additién= —C_;,
so we can combine thosé andC_; terms in (B.3) intocosh (+)*.
k-1 M/2 s
1 Cnl? l|2 |C|2 2Rer(1)Cre 7]
A = !
l=k—M
(B.4)

Therefore, the log-likelihood functioh(6, k) = In A(6, k) can now be written as

LO,k) = % In |:%/Qexp{ } h{QRe['r’(]l\)fZ‘eﬁ]H

l=k—M =1
k—1
1 |rf?
1 _ B.5
+lkZ_Mn[M7TNOeXp[ " (8.5)

Since the received signals(/), k — L < | < k — 1} are observed quantities and
independent of and:, the second term on the right-hand side of (B.5) can be treat-
ed as a constant To make the equation shorter, I8t = |C;|*/No, ¢;(1,0) =
(2/No)Re[r(1)C;

e~7%]. Now, the log-likelihood functiord.(6, k) reduces to

k—1 M/2
L(0, k) = In |:Z exp (—S;) cosh qi(l,ﬁ)} +c (B.6)
L

Leosh (x) = 4™
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Appendix C

BER of 16-PSK/QAM In the Presence

of Phase Error

C.1 BERIn16PSK

Ag
.0110
A @ Ay
Lol | ;o000
A, @ A
o101 y 0011
e
Ay -
0100
(]
A1Q 777777777777777
1100
—e
nma ®
A
o °
1111 1001
Ass o L@ N A
1o L1011
Avg 1010 Aqy
LAy

Figure C.1: Constellation map and gray bit mapping of 16PSK.
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Although BERSs conditioned on different transmitted synsbiol 1L6PSK are not
the same, the trivial difference especially at high SNR [1&h guarantee that our
analysis here is sufficiently accurate for investigatisgBER. Constellation map and
bit mapping of 16PSK are given in Fig. C.1, where Gray codsgsed. Supposing

that “0000” is transmitted, the BER conditioned on a phaseréxd can be written as

1

P,(e|AB) =3 [P(A1|A0) + 2P(A3|Af) + P(Ay|A0) + 2P(Ag|AB) + 3P(A7|AH)
+ 2P (As|A0) + P(A4|AG) + 2P(A1o|AG) + 3P(A3]A0)
+ 4P(Ay5|A0) + 3P(A|AG) + 2P(Ayo|A) + 3P( Ay |AF)

4 2P(Ag|AG) + P(A8|A9)], (C.1)

where eachd; denotes a decision region, ai{ A;|Af) is the probability of the re-
ceived signal vector falling in the decision regidn The ordef A1, A3, A2, A6-- -}
is arranged in the anti-clockwise direction as shown in Eid. for easier understand-

ing and derivation rather than using the ordldrn, A2, A3---}. Observing that/; =

ATUAsUJAUAUJA UAsJ AU A andU; = A JAis U As U AU A
U A1 U Ag U As, are half-planes, and thus Eq.(C.1) can be rewritten as

1
Py(elA0) =5 [P(U1|A0) + P(Uy|AB) + P(As|A0) + P(Ag|AB) + 2P(A|AD)
+ P(A5)A0) + 2P (A1 AG) + 3P(Aus| A + 2P (A1 A)

+ P(Ayg| ) + 2P(A1y| AB) + P(A9|A0)]. (C.2)

Similar to the method of deriving the BER of 8PSK as in [139],(E.2) can be sim-

plified into

1

2
+ P(As + A3]A0) + P(A; + As|A6)

Py(e|A8) + Pyle| — A) == | P(U1|AB) + P(Us|AB) + P(Us|A8) + P(Us| AB)

+ P(Ay5 + A14|A0) + P(Ay + Ag|AB) |, (C.3)
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where both/; = Ag|J A7 |J A5 J Ay andU, = Az |J A5 | A1 | Ayp are quadrants.

It is easy to show that

P(UL1]|A0) = %erfc[ s sin (1—7T6 — A@)} : (C.4a)
P(Us|AG) = %erfc[ ~esin (1—”6 + A@)} , (C.4b)

P(Us3|A0) = ierfc [— Vs Sin (17T—6 + A@)} : erfc[ Vs COS (1—7T6 + A@)} , (C.4c)

P(U4|A0) = ierfo [— s Sin (17T—6 — A@)} . erfc[ s COS (116 — AH)] . (C.44d)

Now we derive those remaining terms in Eq.(C.B).A3 + A;|Af) can be expressed

as
P(As + Ay|AG) = P2 >0,y0 <y <yo+2)
o +oo (2! —10)2 +z' /2
— fo \/wlTo exp [__NOO }daj/ . yzio —= eXp [—yﬁo}dy/

=L [erfc( %)—erfe(”—\/%ﬂ F(a' — mo)da!, (C.5)

wherezy = /E, cos (37/16 — Af), yo = v/ E,sin (37/16 — Af), andf(x) = —2

7No

-exp (—t%/Ny). Similar to the derivation i?( Az + A,|Af), the other terms can also

be obtained as follows:

P(Ag + Ay1|AG) = %fOJrOO [erfc( iy ) - erfc(yﬁx')] - f(2' — x1)dx’, (C.6)
P(Ay+ Ais|A0) = & [ [erfc(\/y;_o) - erfc(”—\/jv_f)} - f(&' + x9)da’, (C.7)
Y3

P(As + AgAG) = L[5 [erfc(m> - erfc(y?’—\/%ﬂ - f(2' + z3)d2’, (C.8)

wherez; = /F,cos (37/16 + Af), y1 = /Essin(37/16+ Af), o = /E;sin(7/16
AG), yo = /B, cos(m/16+A0), z3 = /E, sin (1/16 — Af), andys = /E, cos(m /16
—A0). Therefore, the BER of 16PSK conditioned on the phase éxéds given from
Egs.(C.3) to (C.8). The final expression Bf(e|Af) + P,(e|] — Af) for 16PSK is

omitted to save space.
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C.2 BERin 16QAM

The signal constellation and bit mapping of 16QAM are shawhrig. C.2, where each

signal point is represented by a 4-bit symbild ,i2,q2). Data bit stream is split into

inphase () and quadraturef) bit streams. Thd and @ components together are
mapped to complex symbols using Gray coding. Bitgndg; are the most significant

bits (MSB) of I and (), and bitsi, andg, are their least significant bits (LSB) [168].
The average symbol energy & = 10d. Note that the two bit values of eadhand

Q are equally likely.

° ° T ® S ® S,
/A'@/'
ol 1 1 -
o d ! 3d 1
° ° ° ! °
1o 1100 0100 | 0110
,,,,,,,,,,,,,
I I
! !
° 1 ° ° 3 °
11 1101 0101 | 0111
I

Figure C.2: Constellation map and bit mapping of 16QAM.

Due to the symmetry of signal constellation, as well as tharagtry between
MSB and LSB, the average BER conditioned on a phase éfiatan be represented
by [168]

Py(e|Ad) = % [Prrss(e|A0) + Prsp(e|Ad)], (C.9)

which accounts for the BER of eithéror () component. It can be observed that the

probability of MSB bit error conditioned ol = 0 is the same as that conditioned on
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11 = 1. Without loss of generality, we use the four signal pointsated in the first

guadrant, i.e.5g, S1, S2, andSs. It is easy to show that

Pysp(e]So, Af) = %erfc \/id'cos\'/(;_éélJrAe)), (C.10a)
Puss(elSi, A8) = %erfc md'cos(m\/Ni?“(?’HM)), (C.10b)
Pysp(e|Sz, Af) = %erfc \/Ed-co\s/%/4+A9)>’ (C.10c)
Pusn(e|Ss, A9) = %erfc md'cos(ai‘;t%(l/g”M)). (C.10d)

ThUS,PMSB(e‘AQ) can be CompUtEd frorﬁ’MSB(e|A9) = [PJMSB(€|SQ, A@) —+ PJMSB
(e|S1, AO) + Pyrsp(e|Sa, AO) + Pysp(elSs, Ad)] /4. Now the LSB bit error can be
dealt with using a similar approach as the MSB bit error, 8ioE, 55— (€, |A0) #

Prsp—1(e|Af). It can be shown that

VN

+1erfc 2d — /2d - cos (7 /4 + A) |
2 VN,

2d + /10d - cos (arctan (3) + Af)
vV No

N %erfc <2d —1/10d - cos (arctan (3) + AH)) |

Prsp=o(e[So, Ab) =§erfc< +V2d - cos (/4 + ))

(C.11a)

1
PLSB:O(€|Sla AQ) :aerfC<

C.11b
VN, (C.110)

VI8d - cos (/4 + Af) — 2d>

VN

B lerfc V18d - cos (/4 + AB) + 2d
v Ny ’

V/10d - cos (arctan (1/3) + Af) — 2d
VN

1erfc (x/ﬁd - cos (arctan (1/3) + Af) + 2d

1
PLSB:1(€|S37 AQ) :aerfC<

(C.11c)

1
PLSB:1(€|SQ, AQ) :§erfC<

1 . (C.11d
N ) (C.11d)
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Prsp(e]Af) can be represented By, s5(e|A0) = [Prsp—o(€|So, AO)+ Prsp—o(e|St,

A0) 4 Prsp—1(e|Ss, Af) + Prsp—1(e|S3, A0)] /4.

Combining Eq.(C.10a) through Eq.(C.11d), the BER condétb on the phase

error Ad in 16QAM is expressed as

Pb(€|A¢9) =

16 N

4+ erfc

VN

1 [erfc <\/§d -cos (m/4 + AG)) + erfe (@d - cos (arctan (3) + A@))

VN

4+ erfc

vV No
2d + /10d - cos

—~

4+ erfc

E

arctan (3) + A@))

+ erfc

=

2d — +/10d - cos (arctan (3) + AH))

V18d - cos (m/4

~

+

+ erfc — erfc

AB) — 2d>

=

V/10d - cos (arctan (1/3) + Af) — 2d
VvV No
V/10d - cos (arctan (1/3) + Af) + 2d

+ erfc

— erfc

2
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V18d - cos (/4 + A@)) + erfe (x/ﬁd - cos (arctan (1/3) + Af)

)

2d — \/2d - cos (7 /4 + Af)

2d +/2d - cos (7 /4 + AG)) +erfe (

)

V18d - cos (1/4 + Af) + 2d
VNo

] . (C.12)
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Appendix D

Phase Error Variance of DA ML PE

with a Matched Filter

When a matched filter is used at the receiver side, the phasevariance Eq.(3.45)

can be expanded into

k

E[ ( /l(lJrl e(z) dit— Y V(Z.)ﬂ N

T i=l+1

'i > E[</f“” )

e 1T i=l1+1

B [(80()

z;ﬁz_

. (/l(l2+1)T e(t) ;9(52)0{15 — Zk: V(Z)>H . (D.1)

2T i=la+1

Applying the important characteristics of Wiener process), F[¢(t)] = 0 and
Elp(t1)o(t2)] = 02 min(ty, t2) [131], the 1st term in Eq.(D.1) can be shown as:

E{(/(ZH)T SO(t); 00) 4y i 1/(2’))2]

i=l+1

{ /l“ /““ ) — 00 (2)_8(l))dt1dt2

Ly Z y(i)/l(lH)T ¢(t); e(l)dt+ ( zk: 1/(2))1

i=l+1 T i=l+1
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02 DT o) — 6(1) :
S 2
=3 2E{u(l+1)/lT - dt} +'Z o2
i=l+1
2
= (k—1-3)op. (D.2)

The 2nd term in Eq.(D.1) can be further divided into the failog form through some

basic mathematical operations:

E[(/(l1+1)T Mdt_ zk: V(Z.)) _ (/I(lQH)T Mdt— zk: V(U)]

i=l1+1 2 el
(DT (41T ( —0(11)) (p(t2) — 0(12))
_ E[[ [ T dtldtz
k (la+1)T —0(1 é BT p(t) — o0
S / plt) —02) o, > V(i)/ A=y,
=111 IoT T =51 T g
; (3 2

£ Y st 03)

i1=l1+1ia=la+1

As a result, now it is easy to demonstrate that

[/ulmT/(zm)T —0(1)) (p(ta >_9(l2>>dt1dt2

T2

(l1+1 (l2+1 0_
/ / —2 min(tl, tg) — min(tl, lQT) — min(llT, tg)
LT LT

— min(llT, l2T)j| dtldtg

= 0. (D.4)

The 2nd expectation in Eq.(D.3) is evaluated as

E[— i "0 /l (;2+1)T Mdt]
_E { - Ziﬂ (0(T) — (i — 1)T)) /l (;H)T wdt}

E[—[w((lz+1)T)—90(lzT)] ”Mdt} <

0, ll > 12
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—0'2/2, I < l27
= g (D.5)

0, ll > lg

Similarly,

k 1+1 _ 0, Iy l27
E{— _Z V(i) /(l o Mdt} = - (D.6)

T
ht —0'2/2, ll > lg

The expectation of the last term in Eq.(D.4) is obviouslyvwhas
k k
E{ >y V(il)u(zg)} = (k — max(l;, l))o? (D.7)
i1=l1+1i2=l2+1
By summing up the expectations from Eqgs.(D.4) to (D.7) olierdouble summation
in Eq.(D.1) , together with the first expectation of Eq.(D\ig can derive the phase

error variance of DA ML with a matched filter in the absencedditive noise, given

by
) L(L L L(L- L(L? — , L,
E[(Ae(k))}:% %_%_ (2 1)+ (3 1) ot = <o
(D.8)

Note that phase noisg(t) and additive noise (k) are independent. In consequence,

the final phase error variance can be derived as

E[(A0(K))*] = 502 + !

) D.9
3P 2Ly, (D-9)
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Appendix E

Derivation «(k) from Risk Function

R(k)

In the risk functionR(k), given the observationg-({),1 < [ < k}, we can remove
the expectation operation in Eq.(4.2) in Chapter 4. By sultsig V' (/) in R(k) with

Eq.(4.1), the risk function now can be rewritten as

R(k) = E | Y |r() = V(D) {T(l)}fll
= Z r(l) — {aV(l —1)+(1- O‘);z((lz_—?)} m(l)
r(l—1) ?

=" |r(1) = aV(i = 1yin(l) — (1 - V-0

2

r(l—1) .
ni—n"W

=2 {|’f’(l)|2 + 2V = D))+ (1 —a)?

—2aRe[r()V*(I — )M (I)] = 2(1 — a)Re {"’(” {%m@} }

4+ 2a(1 — a)|i(D)|’Re {V(Z ~1) [T;((ll__ll))} } } (E.1)
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Through taking the first derivative d?(k) with respect tay, i.e.,dR(k)/da = 0, we
can get

k A 2
Z{Qa'”‘l m(D)* —2(1 - a) %

— 9Re [r()V*(I — 1)in*(1)] + 2Re [r()r* (L — V)i (1) /riv (1 — 1)]

+ (2 da)in()Re [v(lm—:()lr*_(zl; 1)} }

— 0. (E.2)

The optimala (k) can be obtained after some simple mathematics, as given by:

a(k) = %, (E.3)
where
A =§;\m(z)\2 { ;((Zl_—ll)) R {%V*(l )~ ;,:;((Zz__lf)
{;z((ll)) +V(I - 1)} } } (E.4)
B(k) = é (- | [V - 12 - 2Re {V(z - 1)72*(51—_11))} . 7%__11)) 2] |
(E.5)

It is seen that the numerator and denominator are formedsieely, thereforeA (k)

and B(k) can be re-written as shown in Egs.(4.4) and (4.5) in Chapter 4
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