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Abstract

Towards Automated Related Work Summarization

HOANG Cong Duy Vu

“This thesis introduces and describes the novel problemutbaated related
work summarization. Given multiple articles (e.g., confees or journal papers) as
input, and a set of keywords that describes a target papep®soof interest in a hierar-
chical fashion, a related work summarization system creat@epic-biased summary of
related work specific to the target paper. This thesis has twin g@ntributions. First, |
conducted a deep manual analysis on various aspects oétblabrk sections to identify
their important characteristics in locating appropriataformation for summarization
and generation processes. Second, based on the obses/&bommy manual analysis,
| have developed my initial prototygeelated Work Summarization system, namedRe-
WOS, which creates its extractive summaries using two differeategies for locating
appropriate sentences for general topics as well as detatezs. The proposd&eWoS
system significantly outperforms baseline systems in tefimeman evaluation measures

designed specific to the task”
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Chapter 1

Introduction

1.1 Motivation

In scientific research, scholars spend a significant amolutime determining which
articles are relevant to their specific tasks. Getting upgoeed on the comparative ad-
vantages and disadvantages of related work is crucial itigasg a scholar’'s current
work for publication. The growing number of scholarly pwaliions hampers this, as
the ambiguity and diversity in expressing relevant techegy datasets and tools is only
limited by the authors’ use of natural language.

In many fields, a scholar needs to show an understanding afahixt of his
problem and relate his work to prior community knowledge. efated work section is
often the vehicle for this purpose; it contextualizes thieosar’s contribution and helps
the reader understand the critical aspects of the previarksathat the current work
addresses. Creating such a related work summary requireschiodar to understand
the nuances of his own work, and to manipulate the contexésaarch to support the
advantages of his method.

Imagine a scenario where scholars use a search engine tie @pdaek for certain

research topics of interest. In this scenario, the searglmemay return a long list of



results in different formats such as HTML web pages, PDF, MS8uient as well as
text files. The scholar then needs to check all the links oneney to identify which are

truly relevant. In such a situation, a natural questionesis|s there any technique to
generate a unified, thorough overview of these relatedtsssul

Let me paint another scenario. Current research is incrglgsiross-disciplinary.
For example, a scholar in Natural Language Processing (ML®drking on a research
problem related to an another discipline, perhaps biol&mch research is also termed
natural language processing in biology or bioinformatigsscholar new to this domain
may not have the appropriate background knowledge in byoogl needs to rapidly
learn about this unfamiliar research domain without wasanot of time. Such a re-
guirement can only be satisfied with the development of &ffet¢ools to help a scholar
cover the necessary background as quickly as possible.

Currently, to my best knowledge, there are no existing tdws have such capa-
bilities. To build such automatic intelligent systems iffidilt, requiring the combina-
tion of different techniques in information retrieval (IRDé&NLP. To partially address
this difficulty, individuals and organizations have putoef§ into building smart schol-
arly repositories that can limit the search scope, givemigemanually provided filter-
ing criteria. Exemplars built for the domain of computereswe include DBLP - the
Computer Science BibliographyCiteSeer - the Scientific Literature Digital Librdyy
Google Scholar - a service by Google for scholarly literasearch and ArnetMiner -
the online Academic Researcher Social Network Search byiltdinghua University,
More specifically, there are also some systems built foriip@mmains such as: Bioln-

formatics (e.g. PubMé&) or Computational Linguistics (e.g. ACL AntholoGy AAN

http://en.wikipedia.org/wiki/Bioinformatics
2http://dblp.uni-trier.de/
Shttp://citeseer.ist.psu.edu/
“http://scholar.google.com
Shttp://www.arnetminer.org/
Shttp://www.ncbi.nim.nih.gov/pubmed/
http://www.aclweb.org/anthology-new/


http://en.wikipedia.org/wiki/Bioinformatics
http://dblp.uni-trier.de/
http://citeseer.ist.psu.edu/
http://scholar.google.com
http://www.arnetminer.org/
http://www.ncbi.nlm.nih.gov/pubmed/
http://www.aclweb.org/anthology-new/
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- the ACL Anthology Network hosted by University of MichigaBQ08¥). Such sys-

tems provide supporting tools such as advanced search hgrautr topic keywords
(e.g. DBLP, CiteSeer, Google Scholar, ACL Anthology), viszetiion and statistics (e.g.
ArnetMiner, AAN) to facilitate the scholars’ search reqises

Even though such repositories can perform limited-scopeche the problem of
information overload still remains. For instance, usingésystems (DBLP, AAN, Cite-
Seer), a keyword search for “multi-document summarizétretrieves over 200 hits —
87 from DBLP, 29 from AAN, and 127 from CiteSeer. To read throagjfof such re-
trieved results is still non-trivial and time-consumingoidover, scholars need to cover
all the retrieved results to ensure comprehensive worknoywedge of the relevant pre-
vious work. Thus, a demand for summarization of scientiftel®s is very necessary
and important to accelerate and optimize the working haursdholars.

I now envision an NLP application that assists the scholaréating his related
work summary. | proposeelated work summarizatioas a challenge to the automatic
summarization community. In the full challenge, it is a wpiased, multi-document
summarization problem that takes as input a target sciedtiument for which a related
work section needs to be generated. The output goal is téecae@lated work section
that finds the relevant related works and contextually dlessrthem in relationship to
the scientific document at hand.

| dissect the full challenge as bringing together work opdiste interests; 1) in
finding relevant documents; 2) in identifying the saliepexgs of a relevant document
worth mentioning in relation to the current work; and 3) gaieg the topic-biased
final summary. While it’'s clear that current NLP technologyesaot let us build a
complete solution for this task, | believe tackling the cam@nt problems will help
bring us towards an eventual solution.

Also, unlike other summarization scenarios, a source af g@indard summaries

8http://clair.si.umich.edu/clair/anthology/index.cgi
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is available in publications that feature an explicitly denated summary of the related
literature. This makes the evaluation of such systems fflleuand comparable. For

example, a solution to the first citation prediction compudrtask may use the actual
identity of the cited papers for evaluation. In the final cament of related work sum-

marization task, | can use the gold standard summaries fopadson.

In fact, existing work in the NLP and recommendation systeammunities have
already begun work that fits towards the completion of thetive tasks. Citation predic-
tion (Nallapati et al., 2008) is a growing research areahlataimed both at predicting
citation growth over time within a community and at indivadyaper citation patterns.
Also, automatic survey generation (Mohammad et al., 200Bgcoming a growing field
within the summarization community.

However, to date, | have not yet seen any work that examings-tbased sum-
marization of multiple scientific articles. For these reaso work towards the final
component in the current workthe creation of a related work section, given a struc-
tured input of an appropriate topic for summary.

The key contributions of my thesis consists of work towatds gjoal:

1. I conduct a study of the argumentative patterns used ate@lwork sections, to

describe the plausible summarization tactics for theiatioa in Chapter 2.

2. In Chapter 4, | describe in detail my approach to generatextmactive related
work summary, given an input topic hierarchy tree. This apph uses two sepa-
rate summarization processes to differentiate betweemsuizning shallow inter-

nal nodes from deep detailed leaf nodes of the topic tree.

1.2 Research Goals

Inspired from the situations described as the above, | m®ploe following novel re-

search problem: to automatically generate a scientific sampngiven multiple articles
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(e.g. conference or journal papers) as input, and a set @fdelg that describe the topics
of interest presented in a hierarchical fashion. This quéaged summarization process
is targeted at generating a related work section of a papdrnat a generic summary
as would be the case in a survey paper. Such a related work @aymsna text sum-
mary which describes briefly the main ideas of previous oemeevorks, particularly
indicating important aspects in relationship to the curpaper where the section is to
be embedded. More importantly, a related work summary shoelarly describe the

similarities and differences among articles.

1.3 Overview of Thesis

The organization of this thesis is as follows:

In Chapter 2, I will discuss my manual analysis charactegiaictual related work
summaries. This analysis will help recognize the challengken dealing with related
work summarization.

Chapter 3 will give a literature review on previous works vala to the proposed
problem.

Chapter 4 firstly justifies the formulation of my proposed egshk problem, and
then describes the proposed system that will implementdka using two separate
strategies for general topics and detailed topics, givepig hierarchy tree. This idea is
inspired from a rhetorical analysis on human-written edavork summaries.

In Chapter 5, | will evaluate the proposed system against taselnes, using
both objective automatic and subjective human evaluatiethous.

Chapter 6 discusses future work and Chapter 7 concludes #sisth



Chapter 2

Manual Analysis

In the first part of this chapter, | will discuss the constimiciof a new related work sum-
marization dataset, nameRWSData (Data for Related Work Summaries) used for the
analysis and evaluation in this thesis. | then deconstreicishrelated work summaries
from articles inRWSDatato gain insight on how they are structured and authored, from
both rhetorical and content levels as well as on the surfexedl levels. Based on
this manual analysis, | identify key problems in composingpaition to related work
summarization. | discuss these issues, namely — the togticadture of related work
summaries, the decomposition and alignment problemdgerklaork representation in
the output summaries, and the evaluation metrics designedfi for evaluation — in

second part of this chapter.

2.1 Data Construction

2.1.1 Annotation

The first challenge | encountered was the lack of a suitalilesdg designed specific to
the evaluation process. Thus, | needed to manually constuet a dataset for my use.

As the data preparation was very costly in terms of time, myiaithis goal was not only



to create a dataset for my own use, but also to further pravidedataset to assist other
researchers in related work summarization and to allow tteeverify my experimental
results.

Most scientific articles contain a section presenting eelaworks, often titled
“Related Work”, “Background”, “Literature Review”, “Previgustudies”, “Prior Work”.
This observation led me to utilize such related work sestias gold standard related

work summaries to aim to generate.

No. Article ID Conference
1 C08-1013 COLING
2 C08-1031 COLING
3 C08-1064 COLING
4 C08-1066 COLING
5 E09-1018 EMNLP
6 N09-1008 NAACL
7 N09-1019 NAACL
8 N09-1027 NAACL
9 N09-1034 NAACL
10 N09-1042 NAACL
11 P07-1034 ACL
12 P08-1001 ACL
13 P08-1006 ACL
14 P08-1027 ACL
15 P08-1032 ACL
16 P08-1052 ACL
17 | p27-kalashnikoy  SIGIR
18 | p79-raghavan SIGIR
19 p203-wu SIGIR
20 p343-ko SIGIR

Table 2.1: A list of 20 selected articles in the RWSData datard their associated
conferences.

To construct th®WSData, | carefully selected twenty articles from well-respected
venues in NLP and IR, namely SIGIR, ACL, NAACL, EMNLP and COLING.eTtie-
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tails of these articles are shown in Table 2.1. | then paknsgdy extracted the related
work summaries directly from the PDF files by using manualeapd-paste operations
to ensure the cleanliness of the resultant text. Referenitbswach related work were
identified, located and their text extracted in the same mar@®nly references to books
or Ph.D. theses were removed from these reference listapasarizing very long docu-

ments may cause problems as mentioned in (Mihalcea and Ce&@an). The remaining

references were conference/journal articles or techmegadrts. As a result, all the re-
lated work sections together with the references withimtheere then turned into the

pre-processing steps.

Article ID N1 | N2 | N3 | N4 N5 N6 N7 N8 N9
C08-1013 26 | 512 | 228 | 10 | 2194 | 219 | 47790 | 4779 | 4572
C08-1031 19 | 437 | 201 | 16 | 3347 | 209 | 68337 | 4271 | 5217
C08-1064 20 | 438 | 217 | 8 | 2108 | 263 | 48727 | 6090 | 4149
C08-1066 14 | 408 | 231 | 8 929 | 116 | 21734 | 2716 | 2679
E09-1018 25 | 837 | 359 | 8 1646 | 205 | 36539 | 4567 | 3851
N09-1008 10 | 296 | 176 | 2 348 | 174 8580 | 4290 | 1564
N09-1019 16 | 540 | 282 | 13 | 3370 | 259 | 71580 | 5506 | 6076
N09-1027 9 | 264| 159 | 6 1039 | 173 | 22255 | 3709 | 2895
N09-1034 13 | 471 | 195 | 12 | 2107 | 175 | 42906 | 3575 | 4383
N09-1042 15 | 361 | 184 | 12 | 2470 | 205 | 56728 | 4727 | 4953
P07-1034 13 | 327 | 144 | 5 1035 | 207 | 22745 | 4549 | 2747
P08-1001 9 | 472 | 225 | 9 1461 | 162 | 30899 | 3433 | 3919
P08-1006 6 179 | 106 | 9 1862 | 206 | 45264 | 5029 | 4376
P08-1027 40 | 866 | 352 | 26 | 4400 | 169 | 94172 | 3622 | 6464
P08-1032 21 | 492 | 257 | 7 | 2287 | 326 | 45139 | 6448 | 4289
P08-1052 24 | 793 | 349 | 18 | 4422 | 245 | 91679 | 5093 | 6027
p27-kalashnikov| 26 | 818 | 324 | 20 | 5549 | 277 | 112267 | 5613 | 6223
p79-raghavan | 20 | 604 | 267 | 9 | 2978 | 330 | 71683 | 7964 | 5528
p203-wu 18 | 922 | 352 | 9 | 2017 | 224 | 51009 | 5667 | 4731
p343-ko 14 | 411 | 203 | 11 | 2151 | 195 | 44758 | 4068 | 4287

H\lwmbwmwn—w—'mbmmpwwcﬂwwz
o
zZ

P WONNNMNNNNEREPNENENNDNDNN R
[N

Table 2.2: Detailed statistics of the RWSData dataset. Legend: N1-4) No. of
{sentences, words, distinct words, cited artiglieghe related work section, N5-9jotal
no. of sentences, average no. of sentences, total no. osyarerage no. of words, total
no. of distinct words$ in the referenced articles, and N10-¥Ho. of nodes, heightof
the topic tree.

The pre-processing steps were as follows. First, an OCR gacik@mniPage

was used to extract the raw text from the corresponding PBE. flDmniPage was nec-

Ihttp://www.nuance.com/imaging/products/omnipage.asp
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essary to extract the text with a very high accuracy. Nex¢raesnice segmentation téol
was used to segment raw text files into individual sentences.

The OmniPage output required post-processing as the to@oex all possible
texts from the PDF, including non-body text, such as thoseaated with figures, tables
or mathematical symbols/formulas. In a first pass, this edysoblems where text are
partially lost or uncorrected segmented. Subsequentlylved this problem by manu-
ally correcting the text by: 1) proofreading extracted raxt$ sentence by sentence, 2)
identifying sentences including errors mentioned abo¥e3memoving them. This step
was overly time-consuming, taking almost a month. Finadiigenization and lowercase

steps were performed.

2.1.2 Data Statistics

The detailed statistics of tiRWSData dataset is shown in Table 2.2. This dataset in-
cludes 20 articles with one related work section for eadklartBased on this table, the
correlation between the word- and sentence- based lengtblated work summaries
and the original referring articles (ORAS) is shown in Fig@rd. The word-based
length of related work summaries and ORAs is in range of-1Z8D and 150086500
distinct words, respectively, referring to a word-basedhpression rate of approxi-
mately 0.05-0.07%. Meanwhile, their sentence-based length is in rafh@e-d0 and
348-5549, respectively, referring to a sentence-based cosipresate of approximately
0.01-0.02%. As such, both word- and sentence- based compresgmane less than
1%. This is a key challenge in related work summarizatiamesthe compression length
rate is very high (less than 1%).

RWSData summaries also average 17.9 sentences, 522 woethgjth,|citing an
average of 10.9 articles. As such, the task of related wamknsarization needs to take

multiple articles in the input. If the input has many artgleverlapping and novel infor-

2http://12r.cs.uiuc.edu/ ~ cogcomp/atool.php?tkey=SS
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Figure 2.1: Word- (left) and sentence- (right) based cati@h between reference text
length and related work section length, over the 20 articlése RWSData dataset.

mation among articles will increase. This adds furtherdiffies for the summarization

task in handling multiple input but also lends the oppottuto utilize more evidence to

Related work length
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Related work length

2000
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0 1000 2000 3000 4000 5000 6000 7000
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10 20

Referes

30

nce length
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(a) Word-based length

base our summarization processes on.

Details on the demographics of RWSData are shown in TableTA@RWSData

(b) Sentence-based length

dataset is currently publicly available for research pegs

Measure | N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 | N11

average | 17.9 | 522.4 | 240.6 | 10.9 | 2386.0 | 217.0 | 51739.6 | 4785.8 | 44465 | 3.3 1.8
stdev 79 | 216.5| 753 5.6 | 1306.7 | 53.9 | 26682.3| 1212.3| 1297.9| 1.7 0.6
min 6 179 106 2 348 116 8580 2716 1564 1 1
max 40 922 359 26 5549 330 112267 | 7964 6464 7 3

Table 2.3: Statistics with average, stdev (STandard DEigt min (MINimum), and
max (MAXimum) of values of N:-N11 denoted in Table 2.2 in tH®WSData dataset.

Shttp://wwww.comp.nus.edu.sg/

~ hcdvu/RWSData/RWSData.htm
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2.2 Characteristics of Related Work Summaries

2.2.1 Definition

A related work (abbreviated 8W) summary is a text summary which describes briefly
the main ideas of previous or recent works, indicating tred@vant aspects in the context
of the current paper’s topics. Specifically, a RW summaryughalearly identify the

similarities and dissimilarities among articles, as wslldiscuss the previous works in

an appropriate manner. Figure 2.2 gives a prototypical pkaof a RW summary.

Little work has been done on contradiction detec-
tion. The PASCAL Recognizing Textual Entailment
(RTE) Challenges (Dagan et al.. 2006: Bar-Haim
et al.. 2006: Giampiccolo et al.. 2007) focused on
textual inference in any domain. Condoravdi et al.
(2003) first recognized the importance of handling
entailment and contradiction for text understanding,
but they rely on a strict logical definition of these
phenomena and do not report empirical results. To
our knowledge, Harabagiu et al. (2006) provide the
first empirical results for contradiction detection. but
they focus on specific kinds of contradiction: those
featuring negation and those formed by paraphrases.
They constructed two corpora for evaluating their

system. One was created by overtly negating each
entailment in the RTE2 data, producing a bal-
anced dataset (LCC_negation). To avoid overtrain-
ing, negative markers were also added to each non-
entailment, ensuring that they did not create con-
tradictions. The other was produced by paraphras-
ing the hypothesis sentences from LCC_negation, re-
moving the negation (LCC_paraphrase): A hunger
strike was not attempted — A hunger strike was
called off. They achieved very good performance:
accuracies of 75.63% on LCC_negation and 62.55%
on LCC _paraphrase. Yet, contradictions are not lim-
ited to these constructions; to be practically useful,
any system must provide broader coverage.

Figure 2.2: An actual example RW summary from a publishedfezence paper

(de Marneffe et al., 2008).

2.2.2 Position

In scientific writing, a RW summary (often occurring as andpendent section) can be
placed at two different positions depending the purposeithfas. At the position either
within the introduction section or the section on its ownha beginning of the article
immediately after the Introduction section, a RW summaigudth be give sufficient de-
scriptions as well as possible stance about previous wdvleanwhile, at the position

right before the Conclusion section, it should give a redyishort outline of previous
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studies and adequate comparisons between the techni¢ahtonthe paper and previ-
ous studies. A RW summary positioned at the end of the aralgbe more complicated
to create automatically as it needs extensive semantie@psaotg, which are beyond the
current ability of NLP techniques, for example generatiogiparisons between current
proposed method and previous methods. Thus, in this studggét on generating RW

summaries which target to be placed at the first, beginnisgipa.

2.2.3 Topical Structure

| conducted a first preliminary analysis on human-writtenctures of existing RW sum-
maries within thdRWSDatadataset. | carried out my analysis by reading all RW sections
and then exploring the discourse strategies how RW summeaiebe written. From my
analysis, | propose a general structure for RW summarieshwtshow in Figure 2.3.

The structure of a RW section follows a topic hierarchy tmreaevhich the root
node is the general topic of the RW summary. The content ofjémeral topic usually
starts with a topic sentence following by the general bamligd or description on that
topic. This content is optional and can be ignored dependimthe authors’ purposes.
Further, this general topic may have a number of topics, e&atich has the structure
comprising of different sections: Background, Problem Diption, Result, Comment,
and Claim. Each of such a topic may have sub-topics which sealy use the same
structure.

In addition, the optional section describing the individpeoposed statement of
authors should be included. Importantly, according to mglesstanding, the contents
inside the dark rounded rectangle boxes are capable of lgeingrated automatically.
In contrast, those inside the dashed rounded rectanglesls®em to be very difficult to
generate. Figure 2.4 gives an example that narrates thetgewf the RW summary.

In Figure 2.4, the topic hierarchy tree is comprised of thet rmde with the gen-

eral topic “text classification” (lines 1-5) followed by thapic 1 “monolingual classifi-
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Related work section

General topic
[ Background/description on general topic ]
— topic1 —_— . — topicN
! topic1 topic sentence
1
: e
| Background on topic1
1
: \_
Hop
| Problem description
1
. \_
| e
: Result
1
| \_
! H Comment
1
I I g
1 Claim
|
I
Proposed statement

Figure 2.3: A general structure for RW summaries in sciendifticles

cation” (lines 5—34) and topic 2 “cross-lingual classifioat (lines 35-71). The topic 1
may contain two sub-topics “feature selection” (lines 6-dr&d “probabilistic classifiers”
(lines 20-33) whereas the topic 2 contains two other sulzgdpoly-lingual approach”
(lines 45-58) and “cross-lingual approach” (lines 59-7Epch topic is usually pre-
sented with background knowledge. Various approacheseviqurs related works were
then discussed to elaborate on each topic. Finally, thegsexp statement is discussed
(lines 73-78).

Since each RW summary can implicitly be associated with & tograrchy tree,

the annotation of topical information in ti®VSData dataset is required. | note that the
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The goal of text classification is to classify the topic or
theme of a document [10]. Automated text classification is
a supervised learning task, defined as automatically assign-
ing pre-defined category labels to documents [23]. It is a
well studied task, with many effective techniques, Feature
selection is known to be important. The purpose of feature
selection is to reduce the dimensionality of the term space
since high dimensionality may result in the overfitting of a
classifier to the training data. Yang and Pedersen studied
five feature selection methods for aggressive dimensional-
ity reduction: term selection based on document frequency
(DF). information gain (1G), mutual information, a x? test
(CIIL), and term strength [24]. Using the kNN and Linear
Least Squares Fit mapping (LLSF) techniques, they found
1G and CI1I most effective in aggressive term removal with-
out losing categorization accuracy. They also found that
DF thresholding, the simplest method with the lowest cost
in computation could reliably replace 1G or CIlII when the
computations of those measure were expensive.

Popular techniques for text classification include proba-
bilistic classifiers (e.g. Naive Bayves classifiers), decision tree

classifiers, regression methods (e.g.. Linear Least-Square Fit),

on-line (filtering) methods (e.g., perceptron), the Rocchio

method, neural networks, example-based classifiers (e.g.. kNN).

Support Vector Machines, Bayesian inference networks, ge-

netic algorithms, and maximum entropy modelling [18]. Yang 66

and Liu (23] conducted a controlled study of 5 well-known
text classification methods: support vector machine (SVM),
k-Nearest Neighbor (kNN). a nenral network (NNet). Linear
Least-Square Fit (LLSF) mapping. and Naive Bayes (NB).
Their results show that SVM, kNN, and LLSF significantly
outperform NNet and NB when the number of positive train-
ing examples per category are small (fewer than 10).

In monolingual text classification, both training and test
data are in the same langnage. Cross-language text classi-
fication emerges when training data are in some other lan-
guage. There have been only a few studies on this issue.
In 1999, Topic Detection and Tracking (TDT) research was
extended from English to Chinese [21], In topic tracking,
a system is given several (e.g., 1-4) initial seed documents

lin
41

45

71

73

78

14

and asked to monitor the incoming news stream for further
documents on the same topic (4], the effectiveness of cross-
language classifiers (trained on Chinese data and tested on
English) was worse than monolingual classifiers.

Bel et al. [2] studied an English-Spanish bilingual classi-
fication task for the International Labor Organization (ILO)
corpus, which had 12 categories. They tried two approaches—
a poly-lingual approach in which both English and Span-
ish training and test data were available, and cross-lingual
approach in which training examples were available in one
language. Using the poly-lingual approach, in which a sin-
gle classifier was built from a set of training documents in
both languages, their Winnow classifier, which, like SVM,
computes an optimal linear separator in the term space
between positive and negative training examples, achieved
F; of 0.811, worse than their monolingnal English classifier
(with F,=0.863) but better than their monolingual Spanish
classifier (with F1=0.790). For the cross-lingual approach,
they used two translation methods—terminology translation
and profile translation. When trained on English and tested
on Spanish translated into English, their classifier achieved
Fy of 0.792 using terminology translation and 0.724 using
profile translation; when trained on Spanish and tested on
pseudo-Spanish, their classifier achieved F) of 0.618; all worse
than their corresponding monolingual classifiers.

Rigutini et al. [17] studied English and Italian cross-language
text classification in which training data were available in
English and the documents to be classified were in Ital-
ian. They used a Naive Bayves classifier to classify English
and Italian newsgroups messages of three categories: Hard-
ware, Aute and Sports. English training data (1.000 mes-

The main differences of our approach compared with ear-
lier approaches include: (1) classifving document segments
into aspects, rather than documents into topics: (2) using
few training examples from both languages: (3) using sta-
tistical machine translation results to map segment vectors
from one language into the other.

Figure 2.4: An example about structure of a RW summary in (Wai@ard, 2008)

construction of topic hierarchy tree is subjective and th#ierent annotators will end

up with different topic hierarchy trees. | annotated thirmation for theRWSData

dataset, following the general guidelines below.

e Carefully note the important topics for each related work.

¢ Identify the relationships (parent-child) among topicd annstruct the topic hier-

archy tree.

e For each topic, provide a set of associated keywords. Thegededs can appear
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in RW sections. Note that it is unnecessary to read the @igeaferenced articles
to find keywords. Also, if a keyword already appears in theepatopic, it should
not to appear in the children. Topics which have common pgareray contain

overlapping keywords.

After manually constructing the topic hierarchy trees, ingied demographics
on the dataset, as shown in Table 2.2 and Table 2.3 (colum@sNNI1L). As can be seen,
the topic trees are simple, averaging 3.3 topic nodes inasizkaverage depth of 1.8.
Their simplicity furthers our claim that automated methaasild be able to create such
trees.

In addition to structure of RW summaries, | also exploredwlay the authors
use citations within a RW summary. When describing relaterksvmeans referring to
citations), authors have to choose some aspects of thess vadevant to their current
work to discuss. Some of aspects can be identical or compliame Based on my
observation on th&kWSData dataset, | categorize how authors use citations in three

ways:

e Citations that describe a unique aspect of a work. In this wagh recognized
aspect is associated separately with an citation.
For example:
1) Zens and Ney (2007) remove constraints imposed by theofixe&in memory
by using an external data structure. Johnson et al. (200&tautially reduce

model size with a filtering method.

o Citations that describe an aspect in common with other wdrkihis way, two or
more citations are discussed in tandem.
For example:
1) Chan et al. (2007) and Carpuat and Wu (2007) improve traoslatcuracy

using discriminatively trained models with contextualtteas of source phrases.
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2) Training the transliteration model is typically done endupervised settings
(Bergsma and Kondrak, 2007; Goldwasser and Roth, 2008b),aklyeupervised
settings with additional temporal information (Sproatlet2006; Klementiev and

Roth, 2006a).

o Citations that describe two or more complementary aspdws differ from the
authors’ current work. This is usually to set up a contrasgthiow the advantages
of the current work.

For example:

1) Unlike previous annotations of sentiment or subjectWespe et al., 2005, Pang
and Lee, 2004), which typically relied on binary 0/1 anniotad, we decided to use
a finer-grained scale, hence allowing the annotators tetsdifferent degrees of
emontional load.

2) Our chunk-based system takes the last word of the chun& lasad word for the
purposes of predicting roles, but does not make use of tdiids of the chunk’s
other words or the intervening words between a chunk and ribaigate, unlike
Hidden Markov Model-like systems such as Bikel et al. (199%Callum et al.
(2000) and Lafferty et al. (2001).

Each of the above ways offers different levels of difficultyexploring strate-
gies for summarizing RW sentences. According to my undedstg, the first way is
the simplest for summarization. The second and third orefarder because they re-
guire semantic processing to decide what is similar or ohggr among relevant works.

Automating such a step is beyond the current state-of-thiiaP techniques.
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2.3 Decomposition of Related Work Summaries

2.3.1 Related Studies

How do we ourselves (as humans) compose RW sections? A wayrespect on this
human process is to decompose it. Solving the decompogtimress may help figure
out the feasible approach to RW summarization. Also, theagghes for decomposition
vary, depending on the nature of the summaries. A usefuhdigin | find is to dif-
ferentiate between single-document (Jing and McKeown9:19@g, 2002; Ceylan and
Mihalcea, 2009) and multi-document summaries (Banko andi&amende, 2004).

(Jing and McKeown, 1999; Jing, 2002) initiated the expioratof decompos-
ing human-written summaries for news articles. They defitheddecomposition as
the process to infer the relations between the phrases imanaty composed by hu-
man summarizers and phrases in the original document. Tidésthypothesized that
such relations may come from the cut-and-paste operatidrishvhumans use to ex-
tract relevant texts from the original document to produee summary. Specifically,
the cut-and-paste operations comprise six main operatich are usually performed
by humans such as: sentence reduction, sentence comhirgtidgactic transformation,
lexical paraphrasing, generalization/specification, mawtdering. More descriptions of
them can be found in (Jing, 2002).

Their decomposition shed light on the following three qices:

e Whether the summary is created by human cut-and-paste mperat

e Which components in the summary sentence come from the atigocuments
and where in the original document do they come from? Notettigecomponents

may be of various granularity (e.g. words, phrases, clawses/en sentences).

e How such components are constructed? Which human operatiensed?
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Their decomposition process for single-document summmarges the Hidden
Markov Model (HMM) which utilizes the underlying Viterbi gbrithm. The algorithm
starts by modeling each word in a summary sentence as a ntiake HMM model. The
transition among nodes is drawn based on the assumptiohuhans prefer to extract
phrases than isolated words and are more likely to combmadfacent sentences rather
than combine sentences that are far apart. This assume#idrid some heuristic rules to
assign the transition probabilities for HMM model. The deposition was formulated
as the problem of finding the most likely document positiondach word in the input
summary sentences. A case study in news domain was theedcaut to examine the al-
gorithm using both automatic and subjective human evalnail he results showed that
the proposed algorithm to decomposition using the HMM madeked very well on the
selected corpus. It also suggested that approximately 78Unamary sentences in news
articles was produced by humans using cut-and-paste apesan the original articles.
Also, the technique of the decomposition of human-writiemsaries using HMM mod-
eling was also applied successfully to the analysis of Jegmbroadcast news domain
in (Hideki Tanaka and Itoh, 2005). Recently, Ceylan and Migal(2009) successfully
adapted the above decomposition methodology capable bihgeath technical books.
These promising results are interesting as | also want tmmethe decompaosition in

the context of RW summaries.

2.3.2 The Alignment

Previous decomposition approaches which dealt with sidgiiment summaries can-
not be applied to my task of RW summarization, as this taségafput from multiple
sources. It is also important to consider that scientifigimgiplaces firm limits on pla-
giarism; thus authors often limit their copying of set wotdphrases from the original
references. Due to this reason, they must use their own viorctsmpose the RW sum-

maries. This factor adds more difficulty to the decompositbRW summaries.



Paper 1: ParaMetric: An Automatic Evaluation Metric for Paraphrasing

RWS
- general topic: evaluating paraphrase

quality

Original referenced papers

- sub-topic 1: subjective manual evaluation

(Bannard and Callison-Burch 2005)
replaced phrases with paraphrases in a
number of sentences and asked judges
whether the substitutions “preserved
meaning and remained grammatical.”

(Bannard and Callison-Burch 2005)

- Body section (“Experimental Design”)

. substituted each set of candidate
paraphrases into  between 2-10
sentences which contained the original
phrase.

had two native English speakers
produce
judgments as to whether the new
sentences preserved the meaning of the
original phrase and as to whether they
remained grammatical.

to preserve both meaning and
grammaticality.

Comment [H1]:

Abstract

Previous work has used monolingual
parallel corpora to extract and generate
paraphrases. We show that this task can
be done using bilingual parallel corpora, a
much more commonly available resource.
Using alignment techniques from
phrasebased statistical machine
translation, we show how paraphrases in
one language can be identified using a
phrase in another language as a pivot. We
define a paraphrase probability that
allows paraphrases extracted from a
bilingual parallel corpus to be ranked
using translation probabilities, and show
how it can be refined to take contextual
information into account. We evaluate
our paraphrase extraction and ranking
methods using a set of manual word
alignments, and contrast the quality with
paraphrases extracted from automatic h

(Barzilay and  McKeown  2001)
evaluated their paraphrases by asking
judges whether paraphrases were
“approximately conceptually
equivalent”.

(Barzilay and McKeown 2001)]

- Body section (“The results™)

To evaluate the quality of produced
paraphrases, we picked ... paraphrasing
pairs ... used as test data and also to
evaluate whether humans agree on
paraphrasing judgments.

The judges were given a page of
guidelines,  defining paraphrase as
“approximate conceptual equivalence”.

(Ibrahim et al. 2003) asked judges
whether  their  paraphrases were
“roughly interchangeable given the
genre.”

(Tbrahim et al. 2003)

Comment [H2]:

Abstract

‘While paraphrasing is critical both for
interpretation and generation of natural
language, current systems use manual or
semi-automatic methods to collect
paraphrases. We present an
unsupervised learning algorithm for
identification of paraphrases from a
corpus of multiple English translations of
the same source text. Our approach yields
phrasal and single word lexical
paraphrases as well as syntactic
paraphrases.

- Body section

. operating definition that structural
paraphrases are roughly
interchangeable ...
To evaluate the accuracy of our results,
130 unique paraphrases were randomly
chosen to be assessed by human judges.
The human assessors were specifically
asked whether they thought the
paraphrases were roughly
interchangeable with each other, given
the context of the genre.

C [H3]:

Abstract

‘We present an approach for automatically
learning paraphrases from aligned
monolingual corpora. Our algorithm
works by generalizing the syntactic paths
between corresponding anchors in
aligned sentence pairs. Compared to
previous work, structural paraphrases
generated by our algorithm tend to be
much longer on average, and are capable
of capturing long-distance dependencies.
In addition to a standalone evaluation of
our paraphrases, we also describe a
question answering application currently

under development that could immens(

Figure 2.5: An illustrating example describing the anaysiocess
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Thus, | conducted a manual analysis to examine whether thelRivharies con-
tain words and phrases that originate from the referendedes, as in the cut-and-paste
technique. | randomly selected five RW summaries irRii¢SData dataset and aligned
them to the original referenced articles. The alignmentpeaformed on components at
various granularity such as: word, phrases, sentenceso lpahpointed which sections
(e.g. abstract, introduction, body, discussion, conolusi..) these components come

from.
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Consider the first example in Figure 2.5 referring to the krtjBannard and
Callison-Burch, 2005) In this example, | observed that various words (e.g. “para-
phrase”) or phrases (e.g. “preserved the meaning and rechgrammatical”) are matched
in both RW sentences and text fragments from original refeed articles. As observed,
these words or phrases do not appear in the Abstract sedtiba ceferenced article.

After analyzing the five articles, | observed that a RW sumnadten refers to
just some specific aspects (e.g. methods, results, evatyatbcesses ... ) that relate to
the topic of interest in the current paper. Thus, the RW se@® may be constructed
from the text fragments that come from various sectionsimimal referenced articles.

Further, based on my observation on B SData dataset, | categorize RW sen-

tences into three categories:

e RWS1L: (XX, 2000) ... - a summary of an aspect mentioned in referdrarticle
with respect to a specific topic. For exampl@®arzilay and McKeown 2001)
evaluated their paraphrases by asking judges whetherlpassgs were “approxi-

mately conceptually equivalent”.

e RWS2 Topic (XX, 2000) ... - summary of a topic. For example: Swszd
approaches such gBlack et al. 1998)have used clustering to group together

different nominals ...

e RWS3: Fact or Opinion (XX, 2000) ... - evidence-based refereras.example:
Co-training(Riloff and Jones, 1999; Collins and Singer, 199%egins with ...

e RWST: template-based summary, focus mainly on something albwoueyg paper,
dataset, metric, tool, and so on. For example: Sebastianrigey paper[23]

provides an overview of techniques in text categorization,

Figure 2.6 shows the statistics (occurrence frequency)tgimssible positions of

all RW categories in the original referenced articles.
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Figure 2.6: Statistics of possible positions of all RW categs

As can be seen in Figure 2.6, the most likely positions whigh$gmmary sen-
tences usually come from is the body section of the refeckretcles decreasingly
following by the Abstract, the Title, the Introduction arfeetConclusion sections. Note

the count in this figure means the number of instances to dgzath

2.3.3 Revisions by Human Writers

Another concern in the decomposition process is to find outhvbperations (also called
revisions) human summarizers use to construct the RW sui@snaiere | adapt five of
the original operations as defined in (Jing and McKeown, 1 8&& are used in creating

RW summaries by humans observed in RWSData dataset.

Sentence Reduction

This operation aims to remove less important components &@entence and then use
the reduced sentence in a summary.

Text fragment 1 ... substituted each set of candidaaphrasesinto between 2-10

sentencesvhich contained the origingdhrase
RW sentence(Bannard and Callison-Burch 2005) replag@daseswith paraphrases

in a number okentences..
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Sentence Combination

This operation combines several different fragmentséserds together to construct a
new sentence. Sentence combination can be used in conolbingth sentence reduc-
tion.

Text fragment 1 ... substituted each set of candidaggaraphrasesinto between 2-10

sentencesvhich contained the origingdhrase

Text fragment 2 ... had two native English speakers prodjugments as to whether

the new sentencgseservedthe meaningof the originalphraseand as to whether they
remainedgrammatical.

RW sentence(Bannard and Callison-Burch 200&placed phraseswith paraphrases
in a number okentencesand askegudgeswhether thesubstitutions “preservednean-

ing and remaine@rammatical’.

Syntactic Transformation

This operation transforms some components into other syjyat®rms. An example is
the movement of a subject or a change in word ordering.

Text fragment 1... topreserveboth meaning andrammaticality .

RW sentence... “preservedmeaning and remainegtammatical”.

Lexical Paraphrasing

This operation replaces other phrases/words in a sent@aresider the following exam-
ple in which the word “substituted” is replaced by anotheravtveplaced”:

Text fragment 1 ... substituted each set of candidate paraphrases into between 2-10

sentences which contained the original phrase.
RW sentence(Bannard and Callison-Burch 200&placedphrases with paraphrases in

a number of sentences ...
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Generalization/Specification

This operation replaces some certain phrases/words intarsenwith a higher- (gener-
alization) or lower- (specification) level descriptions: the following example, “large
text corpora” in the original sentence is replaced by “thdWe the summary sentence.
This is the case of generalization.

Text fragment 1 We present an unsupervised learning algorithm that nmarge text

corpora for patterns that express implicit semantic relations.
RW sentence(Turney 2006a) presents an unsupervised algorithm fomugitne Web
for patterns expressing implicit semantic relations.

Note that the overall meaning of a sentence after using tbeeatevisions needs
to be preserved. Also, all of the above revisions are not akete but usually combined
together. Intuitively, handlingll of the above revisions for RW summarization is not
feasible due to their complexity, especially in two reviso lexical paraphrasing and
generalization/specification. Thus, | assume that the Rinhsaries are supposed to be
constructed from three revisions: sentence reductiotesea combination and syntactic

transformation.

2.4 Related Work Representation

The previous discussion has focused on describing the deaistics of RW summaries
which can be beneficially used in ATS. The next step is to erarhow to generate and
represent a complete RW summary. My aim here is to investigich important fac-
tors make such summaries easy-to-read and fluent in termzhekmn and coherence.
Cohesivé is a grammatical and lexical relationship within a text ants@ce, indicating
surface and textual units and their interconnectednessonirast to cohesion, coher-

encé normally refers to a discourse relation between largersusfitext €.g. clauses,

“http://en.wikipedia.org/wiki/Cohesion_(linguistics)
Shttp://en.wikipedia.org/wiki/Coherence_(linguistics )


http://en.wikipedia.org/wiki/Cohesion_(linguistics)
http://en.wikipedia.org/wiki/Coherence_(linguistics)
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sentences, paragraph) which represents structuring destet a macro level by text
schemes and rhetorical structures. Text cohesion andetecan greatly contribute to
text readability. Classic frameworks that describe contpaurtal cohesion and coherence
include (Grosz et al., 1995; Kibble and Power, 2004; BarziZ05). In the context of
RW summarization, there are two main factors which refleotrsary representation.
They are topic transition and local coherence.

This section will give a deep manual analysis on RW repredemt based on
topic transition and local coherence and then figure out fpecgriate representation
which are developed in the proposed system discussed in &hapt

The analysis was carried out over a set of published conterarticles in Com-
putational Linguistics. | randomly chose 30 articles indieg major conferences (e.g.
ACL, NAACL) over years for my analysis. There are 5 articlesitdNAACL'09, 12 ones
from ACL'07 and the rest from ACL'09. | refer to this portion dfd original dataset as
RWSData-Suh Note that th&RWSData-Subdataset differs from thRWSData dataset
because th&WSData dataset will be used to weakly supervise the summarization p
cess in the system (discussed in Chapter 4) whered®@WHeData-Subwill be used as a
post-processing step in the generation process. As sueby#iuation of generated RW
summarieversusgold standard RW summaries will be fair.

Since a RW summary is a topic-biased summary in a hierarcfaishion, topic
transition refers to the appropriate topic representadiuth ordering which ensures that
the output summary is coherent. Given a topic hierarchy, inedes first are ordered
in either a depth-first or breath-first traversal. Accordiogny observation on real RW
summaries, depth-first traversal is preferred. Then, egub hode together with associ-

ated summarized information is presented.
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2.4.1 Topic Transition

My analysis reveals that there are two main types of topicasgntation within RW
summaries. Type 1 uses transition sentences to connecedrtigic nodes. Type 2 is
simpler, referring to the representation of topics noddsais titles. Figures 2.7 and 2.8
give examples of Type 1 and Type 2 topic representations,hiciwa RW section is
associated with a topic hierarchy tree and topic descnpti&ach node in the figures is
linked with a text fragment (surrounded by a rectangle witkdennotation at the upper

left corner) which describes its content.

2 Related Work 5/¥
(o

(© String similarity (2 Trainable measures

(D Basic measures for string similarity (3 Character-based measures

String similarity is a fundamental concept in a va-
riety of fields and hence a range of techniques
have been developed. We focus on approaches

that have been applied to words, i.e., uninterrupted

=

@sequences of characters found in natural language s

text. The most well-known measure of the simi-
larity of two strings is the Edit Distance or Lev-
enshtein Distance (Levenshtein, 1966): the number

to named-entity transliteration by Klementiev and
Roth (2006). Although not compared to other simi-
larity measures in the original paper, we show that
this discriminative technique can strongly outper-
form traditional methods on cognate identification.

of insertions, deletions and substitutions required to

Unlike many recent generative systems, the Kle-
mentiev and Roth approach does not exploit the
known positions in the strings where the characters
match. For example, Brill and Moore (2000) com-

Although simple to use, the untrained measures
cannot adapt to the specific spelling differences be-
tween a pair of languages. Researchers have there-

fore investigated adaptive measures that are learned
from a set of known cognate pairs. Ristad and Yiani-
los (1998) developed a stochastic transducer version
of Edit Distance learned from unaligned string pairs.
Mann and Yarowsky (2001) saw little improvement
over Edit Distance when applying this transducer to
cognates, even when filtering the transducer’s proba-

bine a character-based alignment with the Expec-
tation Maximization (EM) algorithm to develop an
improved probabilistic error model for spelling cor-
rection. Rappoport and Levent-Levi (2006) apply
this approach to learn substring correspondences for
cognates. Zelenko and Aone (2006) recently showed
a Klementiev and Roth (2006)-style discriminative
approach to be superior to alignment-based genera-
tive techniques for name transliteration. Our work
successfully uses the alignment-based methodology
of the generative approaches to enhance the feature
set for discriminative string similarity.

Figure 2.7: An example of Type 1 topic representation in thi¢ $&ction of (Bergsma
and Kondrak, 2007).

In the Figure 2.7, the authors first introduced the genepat tiode 0) following
by a sub topic (node 1). Moving from node 0 to node 1, they esthitie statement with
“the most well-known measures ...” to introduce node 1. Afil@shing the discussion
on node 1, they gave their ideas on node 1 (i.e., simple toresegnized that measures
mentioned in this topic are untrained ones) to move the dson to node which refers

to trainable measures contrary to node 1. Actually, thisesgon can be thought of as
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a discourse relation (i.e., @GONTRASTelation). Similarly, the movement from node 1
to node 2 also uses the CONTRAST discourse relation. Thus,yjoe T, topic nodes
are implicitly expressed using transition sentences. Mg, in the Figure 2.8, the
authors explicitly show topic nodes by using topic sectidBsch topic sections is then
discussed separately. If a topic has sub-topics, its tamte will be structured with
sub-topic sections. As such, Type 1 and 2 show two differeaytswn representing the
transitions between topics given the structure of a topacanchy tree. Each of two has
its advantages and disadvantages. Generally, Type 1 sedmsmore natural in terms

of topic coherence and easier to read than ones using Type 2.
(» Query modeling
2 Related Work

& © none
@ @

(2 External Expansion

Related work comes in two main flavors: (i) query|
modeling in general, and (ii) query expansion us-

2.2 External Expansion

ing external sources (external expansion). We

start by shortly introducing the general ideas be-
hind query modeling, and continue with a quick
Goverview of work related to external expansion.

2.1 Query Modeling

Query modeling, i.e., transformations of simple
keyword queries into more detailed representa-
tions of the user’s information need (e.g., by as-
signing (different) weights to terms, expanding the
query, or using phrases), is often used to bridge the
vocabulary gap between the query and the doc-
ument collection. Many query expansion tech-
niques have been proposed, and they mostly fall
into two categories, i.e., global analysis and local
analysis. The idea of global analysis is to expand

The use of external collections for query expan-
sion has a long history, see, e.g., (Kwok et al.,
2001; Sakai, 2002). Diaz and Metzler (2006) were
the first to give a systematic account of query ex-
pansion using an external corpus in a language
modeling setting, to improve the estimation of rel-
evance models. As will become clear in §4, Diaz
and Metzler’s approach is an instantiation of our
general model for external expansion.

Typical query expansion techniques, such as
pseudo-relevance feedback, using a blog or blog
post corpus do not provide significant perfor-
mance improvements and often dramatically hurt
performance. For this reason, query expansion

Figure 2.8: An example of Type 2 topic representation in tié $&ction of (Weerkamp
et al., 2009).

To gain further insight, | also counted on how many articlescuRW sections for
each type of topic representation. This exercise showedtbanajority — 23 of 30 — of
the RW summaries used a Type 1 representation.

Further, which topic representation type should be usedaratitomatic system

for RW summarization? In fact, given a topic hierarchy trégpe 2 representation is
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simple to process. Type 1 representation is non-triviapbse it requires an external
discourse processor to assign pre-defined discourseoredae.g. CONTRASTELAB-
ORATION for a given pair of topic nodes. To do this raises the diftiquroblem of
discourse processing, which | feel is out of scope for myithddence, | need to prove
that Type 1 is sufficient for topic representation. The feilog section turns to local

coherence of both Type 1 and 2 to validate this.

2.4.2 Local Coherence

Local coherence refers to an instance of discourse progessiich aims to reflect two
main factors — the syntactic realization of discourse @stiand transitions between fo-
cused entities (Nenkova and McKeown, 2003). In summarieewk articles, the focus
is on mentions of people (Nenkova and McKeown, 2003). In thaext of RW sum-
maries, entities refers to citations which are referengédles mentioned in the sum-
maries. Nenkova and McKeown (2003) did a corpus study tovéexistatistical model
based on Markov Chains to resolve the syntactic realizatfomentions to people in
news summaries. The study investigated the differenceseleet first and subsequent
mentions corresponding to people, analyzing the reatimatf their components: pre-
modifiers, names, and post-modifiers. These kinds of mestien help to infer implicit
features to automatically build natural co-referencemdie., the chain of all mentions
of an entity within a summary. The summary post-correctet wiis automatic resolv-
ing step was proved to be more coherent than the original one.

| found that entitiesd.k.a.mentions to people) in news summaries are usually re-
peated. Also, events of these entities are continuousldshe easily build co-reference
chain of entities. This differs from RW summaries sincetesti@.k.a. mentions to ci-
tations) only appear at certain places within each topiasTthe method that the earlier
work suggested may not apply.

In this section, | will examine various relevant issues dlfmw the mentions to
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citations are presented within RW summaries, by analyzthgr8cles fromRWSData-

Sub. Given the focus on mentions to citations, | identified 14qrat that are regularly

used within realistic RW summaries. A pattern here is a firstubbsequent mention to a

citation. Descriptions and examples of these patternsiaea ¢ Table 2.4.

Table 2.4: Details on 14 patterns explored in the analysis.

is-

bio-

ba-

No. | Pattern Notation Mention Example
1 <refl>...They/he/she ... P1 subsequent] Hearst (1998)presents a method to automate the d
covery of WordNet relations, . Sheexplores several
patterns for ...
2 <refl>...(T)heir/his/its P2 subsequent Lauer (1995)tackles the problem of semantically dis-
[model/approach/algorithm/. . .](s) ambiguating noun phrases by His methodinvolves
e searching a corpus ...
3 <refl>...<ref2>...Such/these/the P3 subsequent (Hasegawaetal, 2004; Hassanetal, 2006joposed
studies/approaches/algorithms .. . unsupervised clustering methods thafThese stud-
ies however, focused on the classification of pairs that
4 <refl>...[This/that P4 subsequent Pasca (Pasca, 2007b; Pasca, 2007#)strated a set
work/approach/task/strategyl/. . . ] expansion approach that This approachis similar
inflavorto ...
5 (T)he [work/usel/...] okrefl>... PS5 first The work of Och et al (2004)is perhaps the best
known study of new features and ...
6 <refl>...<ref2>...(O)ther(s) P6 subsequent Some approaches coarsely discriminate between
(work) ... ... graphical and non-biographical informati@houe-
tal., 2004; Biadsyetal., 2008)while others go be-
yond binary distinction by . ..
7 More/some recent approaches P7 first Some recent work (Li et al., 2006; Xu et al., 2006)
<refl>...<ref2>... has attempted to introduce preference into a pro
bilistic framework . ..
8 <refl>’s [work/study/...] ... P8 first A third difficulty with (Och et al., 2002)’s studywas
that it used MERT, which ...
9 <refl>...(<ref2>) ...This/the P9 subsequent Another line of research (Watanabe et al., 2007;
line of work/research ... Chiang et al., 2008)ries to squeeze as many features
as possible from ...
10 | The/Another work/study P10 first Another work (Koehn and Knight, 2003) showed
<refl>... improvements by ...
11 | <refl>...<ref2>...[All P11 subsequent Pasca (Pasca, 2004)resented a method for acqui
these/All of the] [systems/works] ing named entities in . Etzioni et al. (Etzionietal.,
2005)presented the KnowltAll system that All the
systemsmentioned rely on ...
12 | In <refl>, (the authors) ... P12 subsequent In (Harabagiu et al., 2001) the path patterns ir
WordNet are utilized to . ..
13 | <refl>... C1 first Ponzetto and Strube (2006suggest to mine seman
tic relatedness from Wikipedia, . ..
14 | <refl>...<refl>... Cc2 subsequent Another measure, suggested Byurch and Gale
(1995a)is burstiness which . Church and Galealso
noted that . ..

Such patterns show that people tend to use a variety of patterepresent men-

tions to citations. Each pattern plays an important roleannecting sentences in the
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summary. Note that patterns C1 and C2 are special; in that #pegsent the direct uses
of the citation (see examples on C1 and C2 patterns in TablelR.4jidition, the fourth
column in Table 2.4 additionally gives two kinds of mentiamsich each pattern asso-

ciates with. As a result, there are 5 “first” and 9 “subsequer@ntions recognized in

this analysis.
180
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100 B Freq 2
80 0% of freq 1
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O%offreq1|126)/ 68|61 |43 14|22 |22|14]11[29|0.7 |04 |572/07
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Figure 2.9:Statistics for 14 patterns over the RWSData-Sub datasetNote that each

pattern is associated with four columns. The first columnmgtfFl”) means the number
of instances which each pattern appears over the dataset.séldond one (“Freq 27)

means the number of RW sections (over 30 in the dataset) ichvdd@ch pattern appear.
The third and fourth ones are the percentages of “Freq 1” &nelj'2” over 14 patterns,

respectively.

To explore how frequent such patterns are used in RW sumsydreonducted
the calculation on frequencies of patterns over the dataBleé calculation is simply
based on the number of instances of each pattern observedsimple RW sections.
The detail of statistics is given in Figure 2.9.

Figure 2.9 shows that the pattern of direct citation repregeon (C1) is used
most frequently (57.2%). This pattern is the simplest wam@mntion to a citation. Most
observed RW summaries (28/30) use this pattern. Meanwgeleple rarely (2/30) use
the pattern C2 (note that C2 means the use of C1 repeatedly)jushiges the statement
about human preference of less informative subsequenioner(Krahmer and Theune,

2002). Remarkably, patterns that are used frequently faligwhe pattern C1 are P1,
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Figure 2.10:Statistics for 14 patterns that appear in each type of topic tansition
representation over the RWSData-Sub datasetNote that each pattern is associated
with four columns. The two first columns are the number of R\Wtises (over a total of
30 in the dataset) in which each pattern appears referrirgch type of topic represen-
tation. The two final columns are percentages of the first tvey the 14 patterns.

P2, P3, and P4 with percentages 12.6%, 6.8%, 6.1%, and 4e3%eatively. Note that
all these patterns are subsequent patterns.

They also appear in more than 10 RW sectionRW SData-Suh The observa-
tion is that people tend to prefer relatively simple patdmrepresent mentions (e.g. P1,
P2, P3, P4 and C1). Other patterns (P5 to P11) are more commdexsad in specific
cases. Especially P12 is quite simple but is not used fratyu@mly 1 time). Also, peo-
ple usually use patterns that are combined together to Revapresent citations (e.g. C1
combining with P1, P2). Such the flexible use of patterns méke created RW sections
easier-to-read and coherent. However, based on my obsenater theRWSData-
Subdataset, patterns are combined together without specifbic@tion rules. Thus, it
makes the automatic generation for such patterns probiemat

Figure 2.10 shows the statistics of patterns associatddtogic transitions. For

simplicity, this figure only shows the number of RW summairesvhich each pattern
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appears, with respect to topic representation types. Irebghat patterns C1, P1, P2,
P3, and P4 appear most frequently in each type of topic reptason as compared to
other patterns. However, the pattern C1 in Type 1 no longetdshkew distribution as in
Type 2 (23 in Type s.5in Type 2). In particular, three patterns (P1, P3, P4) aeelus
in Type 2 more frequently than in Type 1, especially P1 (insszl dramatically from
7.5% to 22.2%). Some other patterns (P5, P9, P10, and P1Bpdomger used in Type
2. In sum, over 14 patterns, patterns P1, P2, P3, P4 and C1faceestifor both Type 1
(65.1%) & 2 (59.2%).

Table 2.5 counts the appearance of each pattern, and psanfdemation on the
sentence length of the summary, and topic representafi@n fhe average and standard
deviation of appearance of each pattern in the summary i3d51.3, respectively.
The average and standard deviation of sentence-based syriemgth is 17.1 and 5.2,
respectively. As such, a RW summary which has the senteaseddength in range of
17.14+5.2 may use 351.3 transition patterns.

In sum, in order to decide the appropriate setting for représg RW summaries,
one may depend on two factors: 1) choose between the twottapisition types and, 2)
decide the appropriate patterns and their combinatiorsdat coherence with respect to
the chosen type of topic transition. Though an approprigitng for RW representation
can be chosen easily at a human level, however, this is stiblematic for computer
programs.

The detailed analysis above has explored discrete statistwwhich humans use
topic transition and local coherence for RW representafiwam this analysis, | believe
that creating topic transitions only using Type 2 transisicalong with patterne(g. P1,
P2, C1) for representing local coherence, are sufficient éopfe to understand a RW
summary. In my work, | will choose this setting for represegtRW summaries during

generation stage implemented in the proposed ReWoS syst€iajpter 4.



2.4.3 Citation Representation

No. | Summary ID Patterns Freql | Freq2 | Length Type
1 N09-1002 P2, C1(6) 7 2 21 Type 1
2 N09-1022 P1, P2, P8, C1(7) 10 4 12 Type 1
3 N09-1025 P5(3), P2, P6, P8, P9, C1(2) 9 6 9 Type 1
4 N09-1048 P1, P2, C1(8) 10 3 10 Type 1
5 N09-1060 C1(2), C2(1) 3 2 19 Type 1
6 P07-1016 P7,C1(11) 12 2 15 Type 1
7 P07-1017 P7, P9, P10, C1(6) 9 4 17 Type 1
8 P07-1030 P7,P3(2), P4, C1(14) 18 4 12 Type 1
9 P07-1036 P4(3), P10, C1(8) 4 3 19 Type 1
10 P07-1055 P2, P3, P4, P10, C1(8) 12 5 16 Type 1
11 P07-1067 P5, P1(6), P2(3), P12, P8, C1(3) 15 6 22 Type 1
12 P07-1069 P3, P10, C1(4) 6 3 15 Type 1
13 P07-1072 P1(2), P6, C1(5) 8 3 10 Type 1
14 P07-1083 P3, C1(7) 8 2 22 Type 1
15 P07-1124 P1(5), P3, P4, P6, P7, C1(1) 10 6 24 Type 2
16 P07-1125 P1(2), P2(2), P6, P7, C1(6) 12 5 14 Type 2
17 P07-3014 P1(5), P2(3), P4, C1(2) 11 4 31 Type 2
18 P09-1002 P4(2), P5, C1(5), C2(1) 8 4 24 Type 1
19 P09-1009 P4, P10(2), C1(4) 7 3 17 Type 1
20 P09-1010 P3(3) 3 1 13 Type 2
21 P09-1024 P6, P3(3), P4, C1(2) 7 4 15 Type 1
22 P09-1050 P4(2), P11, C1(5) 8 3 16 Type 1
23 P09-1055 P9, P3(2), P10, C1(3) 7 4 13 Type 1
24 P09-1062 P1, P3, P11 3 3 15 Type 2
25 P09-1077 P1(3), P2(2), P4, C1(7) 13 4 16 Type 2
26 P09-1083 P1(3), P3(2), C1(3) 8 3 20 Type 1
27 P09-1113 P2(2), P6, P7, C1(5) 9 4 10 Type 1
28 P09-1114 P1(5), C1(10) 15 2 22 Type 1
29 P09-1119 P1, P8, C1(4) 6 3 24 Type 2
30 P09-1120 P1, P2, P10, C1(11) 14 4 20 Type 1

32

Table 2.5:Detailed counts of the 14 patterns in 30 RW sections in RWSDatSuh
“Summary ID” is the ID of the RW summary; “Patterns” list thatferns that appear
in the summary (the parenthetical numbers indicate thau&egy of the corresponding
pattern); “Freql” and “Freg2” denote the total frequencyl d@ime distinct number of
patterns that appear in the summary; “Length” gives the samrength in sentences;

and “Type” refers to the type of topic representation.

The above analysis has stressed the importance of the usec( cltation rep-

resentation (patterns C1, C2) in writing RW summaries. Thisi@e provides different

ways to use them. The observation on the dataset shows #ratale two categories of

citation representation, being consistent with standiatian uses in scientific writirfg

e Single Citation. This category is divided into two sub categories as foltows

Shttp://www.stat.psu.edu/

~ surajit/present/bib.htm
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— Textual Cite (used under an ETgX symbol: citet) is usually used when
starting new topic sentences. Citations usually appear lsjgta of sen-
tences.

For example: Cucerzan and Brill (2004) pioneered the research of query
spelling correction, with an excellent description of howaditional dictio-

nary based speller had to be ...

P
o

Summary ID | Multiple Citation Single Citation
Parenthetical Cite | Textual Cite

N09-1002
N09-1022
N09-1025
N09-1048
N09-1060
P07-1016
PO7-1017
P07-1030
P07-1036
10 P07-1055
11 PO7-1067
12 P07-1069
13 P07-1072
14 P07-1083
15 P07-1124
16 P07-1125
17 P07-3014
18 P09-1002
19 P09-1009
20 P09-1010
21 P09-1024
22 P09-1050
23 P09-1055
24 P09-1062
25 P09-1077
26 P09-1083
27 P09-1113
28 P09-1114
29 P09-1119
30 P09-1120
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Table 2.6: Detailed statistics of categories for citatiepresentation.

— Parenthetical Cite (used under an4ATEX symbol: citep) is used to mention
specific topics/tools/data/papers/... that the authorg vemders to refer to.
For example: On the other hand, there have been many serangsed ap-

proaches in numerous applications such as self-trainingrand sense dis-
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ambiguation(Yarowsky, 2005) and parsing(McClosky et al., 2008).

e Multiple Citation . This category aims to generally list multiple referenceatkes
to give support to topics mentioned.
For example: This was used, for example,(fbhelen and Riloff, 2002; Collins
and Singer, 1999) in information extraction, and bgSmith and Eisner, 2005) in
POS tagging.

Depending on functionality of each category, one may chtwsappropriate one
that suits specific situations given.

Also, there are many realizations of the above representattegories. For ex-
ample: people may use “Jones et al. (1990)” or “(Jones e€t290)” for single citation
and “Jones et al. (1990); James et al. (1991)” or “(Jones,et290; James et al. 1991)”
for multiple citation .

Furthermore, it is helpful to observe how frequently eactihef above citation
representation category is used in realistic RW summaiieslo this, | also conducted
a statistics over the same datafe¥(SData-Sub). Note that if a multiple citation is
already counted, single citations within that multipleatidn is not counted again. Ta-
ble 2.6 provides such a detailed statistics.

As can been seen in this table, the observed RW summaried uaagegories (11
times) or just a few (3 that use just one and 16 that use jusk tWais supports the
observation that authors prefer using two or three categdar citation representation.
The average and standard deviation of “multiple citatis'1i6 and 1.7, and “single
citation” category with “Parenthetical Cite” is 3.7 and 3ahd with “Textual Cite” is 3.6
and 3.5, respectively. Together with the summary lengtbrmétion shown in Table 2.5,
on the other hand, a RW summary with the length in range of15.2 uses 1.61.7
time(s) for “multiple citation” category, 3#3.1 time(s) for “single citation” category
with “Parenthetical Cite” and 3:63.1 time(s) with “Textual Cite”.

Table 2.5 also shows that people may use both “Parenthé&litsl and “Textual
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Cite” categories for “single citation” (in most cases) irztef using standalone ones. In
addition, people may not use “multiple citation” lMUST use at least one category of
“single citation”.

The manual analysis discussed so far on various aspects cfuRwharies will
be helpful in developing the summarization (Sections fratht® 2.3) and generation
methods (Section 2.4). It provides a detailed vision abbatktehaviour of people in
writing complete RW summaries. Such a manual analysis waly p role as guideline
towards automated summarization and generation of RW suiesnavhich leads to the

implementation of the proposed ReWoS system (Chapter 4).

2.5 Evaluation Metrics

In order to assess the quality of output summaries, it is alsh considering evalua-
tion methods. In this section, | first review evaluation meas used in summarization
community and then assess whether they are sufficient ftwai@n of RW summaries.
In addition, | also present my thoughts about expected osetar both automatic and

manual means which are designed specific to the task of RW auzation.

2.5.1 Previous Metrics

There have been metrics developed expressively for theavah of automatic summa-
rization. Such evaluation metrics are designed to be flexdht applicble to both single-
and multi- document summarization. Here | consider threnmaetrics used regularly
in the summarization literature: ROUGE (Lin, 2004), PyrdrtiNenkova et al., 2007),
and DEPEVAL (Owczarzak, 2009).

ROUGE stands for Recall-Oriented Understudy for Gistingl&aon. It was
proposed by Lin in (Lin, 2004). ROUGE is based on the key idb&kvis to measure

the content coverage at various granularity (e.g. n-gravosg sequences, word pairs)
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between human-generated reference summaries and corgpuatmated summaries. In-
spired from the calculation of content similarity, he sustgd different variants of ROUGE
including ROUGE-N (N-gram Co-Occurrence Statistics), RAJIG(Longest Common
Subsequence), ROUGE-W (Weighted Longest Common Subsegjuamtd ROUGE-S
(Skip-Bigram Co-Occurrence Statistics). These ROUGE socwmszs proven to corre-
late reasonably with human judges. Note that all ROUGE scoas been successfully
implemented in the ROUGE packége

The Pyramid method (Nenkova et al., 2007) observes thatdhteit of a sum-
mary is characterized by different “information nuggets”Summary Content Units
(SCUs). Each SCU can be assigned a weight to favor its impatarddl possible
SCUs are manually extracted from both human and automatiocnsumies. The asses-
sors then determine how many SCUs are shared between thewréotlse summaries.
This method is very expensive and time-consuming becausequires labour to create
the requisite human judgments.

Recently, Owczarzak (2009) proposed a novel method (nameRBYAL) for
automatic summarization evaluation based on lexical digreey relations in sentences.
Each such relation is represented as a triplet: relateme(governor, dependené.g.
subject(resign, John)), which is normally extracted frostatistical dependency parser
(e.g. Stanford Parser (de Marneffe and Manning, 2008)). The bds& behind au-
tomatic evaluation of DEPEVAL is that the correlation beéwehuman and automatic
summaries is measured by the set of overlapping dependelatipns both of them con-
tain. The empirical evaluation on the TAC 2008 and the DUC72808&ta sets shows that
DEPEVAL provides a comparable or better confidence thanique\evaluation metrics

like ROUGE scores.

"http://berouge.com/default.aspx
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2.5.2 Observation and Suggested Metrics

| observe that existing methods may contain some probleplgdo evaluation for RW
summarization. For example, ROUGE may cause the inconsigteblem as shown in
Figure 2.11. In this figure, assume that the reference sugnarat two candidate sum-
maries have some text fragments referring to differentresfeed articles (e.g. articles
[1] and [2]). Initially, if the reference information is n@bnsidered, the first candidate
summary has four overlapping words with the reference suynvaereas the second
candidate summary only has three.

Itturns out that the candidate summary 1 is preferred acogtd the way ROUGE
is computed. Otherwise, the reference information is aw@rsid, C in [1] and A in [2] of
the candidate summary 1 may not refer to C in [2] and A in [1hefteference summary,
respectively. Thus, the candidate summary 1 actually hstamo overlapping words
with the reference summary. In this way, the second carelslatnmary is preferred, in
contrast to the previous case. This situation is also validsing two other evaluation
metrics, the Pyramid (Nenkova et al., 2007) and DEPEVAL (@avzak, 2009) because
they only differ from ROUGE in the way the content similarigyevaluated (overlapping
N-grams with ROUGE, content units extracted by humans wittafid, and depen-
dency relations with DEPEVAL).

Thus, it is very important to adjust existing methods suédbr evaluation of au-
tomatic RW summaries. The main idea to adjust them is to sagopriate information
in comparing between human and automatic summaries. lattwmwithin each refer-
enced article in the automatically generated summary nedaks compared consistently
with the appropriate correlate in the human summary.

Assume that ROUGE metric is given to compute lexical corgantiarity. In this
case, any equivalent metrie.§. DEPEVAL, Pyramid) can be used in replacement of
ROUGE. | choose ROUGE as a typical example to represent nay ide

In light of these problems, | extend ROUGE to create two messsior the eval-
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uation of RW summaries that address these issues. They d&SR@Ref (ROUGE
Reference) and ROUGE-Ref-T (ROUGReference withTopic). ROUGE-Ref means
that information referring to referenced articles is gredipogether and the score is cal-
culated within each group using original ROUGE scores. Mdale, ROUGE-Ref-T
simply adds the topic information into ROUGE-Ref. ROUGE-R&8& based on the ob-
servation that two text fragments may be different accayttirtheir topics. Note that the
ROUGE-Ref-T requires a topic assignment with respect to the topic rabyatree for
each sentence in the final RW summaries. As such, topic blerdree is an important
prerequisite of calculating ROUGE-Ref-T. Intuitively, myd extended ROUGE mea-
sures are reasonable but they need to be examined the torreléh human judges to
compare with the original ROUGE.

Candidate summary 1

[M]...C...B ...
I 2l A..D
= =
Ml...A....B
Reference summary
[2]....D......

Candidate summary 2

Figure 2.11: An illustrating example describing the indsetent problem in evaluating
the RW summaries using original ROUGE

Since automatic evaluation with metrics like ROUGE scossschot allow much
introspection, | decide to turn to human evaluation. Inthésis, in addition to automatic
evaluation with ROUGE metric, | will also propose differdntman evaluation metrics

designed specific to the task of RW summarization which isrgthhe details in Chapter 5.
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Chapter 3

Literature Review

My proposed problem is a specific instance of the automaticsieammarization (ATS)
problem, which has been investigated within NLP commuratyniiearly 50 years. While
general ATS is outside the scope of my thesis, a general ievenf summarization re-
search is still instructive, and | refer the interested ezaola few excellent surveys (Ding,
2004; Das and Matrtins, 2007; Jones, 2007) and books (Ma@i,;28ovy, 2003). Since
the literature of summarization research is already wedletinented by these sources, |
focus mainly on reviewing the works on summarization in tbendin of scientific texts
that relate to the specific proposed problem of related wonkrsarization.

Automated related work summarization is significantly eliént from traditional
summarization€.g. news) in several respects. First, it is limited to the donmdiscien-
tific discourse, which contains specific features that ave larrently not been explored
by others. Second, the related work summary should foll@astructure of other exam-
ple related work sections, which is more regular and forpealithan in other domain-
independent and general summarization tasks. Last, évaluaf this specific type of
summary is non-trivial and requires special evaluationricetWhile there are no exist-
ing studies on this specific problem, there are closelyedlandeavors.

A line of research focuses mainly on exploring domain-dpefgatures for sum-
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marizing scientific texts. Such domain-specific featurasl®een proven very effective
in inferring suitable strategies across summarizatiomleros.

Early works deal with the summarization problem of abstcae#tion for techni-
cal documents. Probably the well-known and oft-cited p&p#rat of (Luhn, 1958) done
at IBM in 1959. In this work, the author presented a method tdraatically creating
the abstracts. The core idea in this method is to use the mcme frequency and distri-
bution of particular words in input documents to rank seoésn Similar work to Luhn
is (Baxendale, 1958), which introduced the feature of seat@osition. To examine the
importance of sentence position feature, the author caaducsmall study by manually
checking 200 paragraphs, finding that the topic sentenges es the first in 85% of the
cases, and occur last in 7% paragraphs. This study impla&sathdve summarization
approach could just select the first few sentences of eacdygmah. Contrary to this,
my manual analysis on Chapter 2/Section 2.3 revealed thatelleetion of a few first
sentences to construct related work summaries is not #eceéquiring other strategies
to locate appropriate information for summarization.

Based on these works, Edmundson (1969) presents an aut@ystien to pro-
duce the extracts for technical documents. He built an etweasummarizer which uses
a linear function to rank the importance of sentences. Thagkted linear function
combines different kinds of features. Adding to the two pyas features from Luhn
and Baxendale’s works (Luhn, 1958; Baxendale, 1958), Ednamitéroduced new fea-
tures specific to technical documents. These include axigaclues that come from two
structural sources — the body and the skeletaq.(title, headings and format) of the
documents — and two linguistic sources — the presence of oudswising cue dictionary
and a key glossary which include all keyword candidates whotl frequency exceeds
a pre-defined threshold. This work explored the importamckedfectiveness of struc-
tural information and heuristics-based evidences in sunzing abstracts of technical

documents. Such information is helpful but need to be adafateuse in related work
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summarization.

According to my understanding, the approaches proposeurée tabove works
are extractive approaches which lack inter-sententiakactiral discourse analysis, and
would not be reliable in producing coherent abstracts. Qrad. €1994) addressed this
problem by presenting an advanced approach which leverthgesnplicit discourse
structure to generate abstracts automatically. In thakwaiscourse structure is de-
fined as the rhetorical structure which can be representdteasompound of rhetorical
relations between sentences or paragraphs in texts. Thetical relations operate at
two layers: intra-paragraph (represented based on ursts#isnces) and inter-paragraph
(represented based on units as paragraphs). In sentemeeketorical relations can be
extracted in accordance with the respective connectiveesgon. For example, con-
sider the sentence “This approach works well because ittggenpn the news domain”.
In this sentence, there exists a connective expressiomtiset which means the relation
“reason”. Thus, the clause “it operates on the news domailhbesa reason for the pre-
vious clause “this approach works well”. Overall, theretatally 34 rhetorical relations
manually defined in (Ono et al., 1994). Their approach, whies a subsequent gener-
ation process, results in a high coverage rate of 74% of nligqudged key sentences,
and demonstrates the effective use of rhetorical relationdentifying key sentences.
However, this work did not provide guidance in detail how thetorical relations are
defined. It is actually helpful for successors to adapt shetorical information to novel
problems. Also, the evaluation of discourse-based apprehould be compared with
other non-discourse approaches to examine its effecgenaspired from this idea, a
possible strategy for related work summarization is to @eimplicit rhetorical features
specific to scientific articles in locating summary inforioat

Another study relies on specific domain on educational sei¢o build summa-
rizer. de la Chica et al. (2008) presented an extractive suinendo construct contents

for concepts within knowledge maps used for educationained@. The summarizer uti-
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lizes the explicit knowledge in educational science tegtinfer features for summa-
rization. In particular, it proposes new domain-specifatfiees, including: the educa-
tional standards feature (measures the content relevdracgiven sentence according
to standards of educational science texts), the additidoadain knowledge of human
experts, and the gazetteer features (reflects the appeavatiee geographical names in
each sentence). These proposed features were provedvefiectompared to baseline
features €.g. centroid, length, and sentence position), resulting bestienmarization
performance.

Technical terms and their definitions now appear frequanthyikipedia. Sum-
marization of Wikipedia has become a research topic in its oght. For example, Ye
et al. (2009) investigated an approach for summarizing tiefirs for Wikipedia articles.
Unlike normal texts, Wikipedia texts usually contain sorpedfic features: wiki con-
cept links which are multi-word terms indicating importaonhtent units in sentences, or
two structural features with outlines which refer to a hiehacal clustering of sub-topics
assigned by authors, and infoboxes which tabulate the lagepties about topics of wiki
articles. Such specific features are then integrated intpuersummarization framework
to produce Wikipedia definitions.

In the context of related work summarization problem, | &adithat there exists
implicit features in scientific articles which are likely tofer effective strategies for
summarization processes. My work in this thesis will work lmw to explore such
features.

Unlike the above works which focus mainly on surface feayesg. sentence
position, cue phrases, ...) or rhetorical structure in sanming scientific texts, another
line of work utilizes citation texts.

A citation is one method by which authors tell readers thaedamn material
should be credited to another source. A dereferencedasitatay lead to a bibliographic

reference providing the necessary details to unambigydasate its source (e.g. au-
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thors, the title of the work, published date and confereretait$). A “citation text” is
text that discusses the cited work. Different citation $etkiat cite the same paper may
highlight different aspects of the cited work. An interagtiapplication is to use such
citation texts to construct a “citation summary”.

Nanba and Okumura (1999) report work on a system to suppertrémtion of
technical surveys. Given a database of multiple paperssytsiem firstly identifies the
reference relationships between papers and the addiiimioamation derived from the
description around the references. This reference infbomas classified into three
reference types including: type B (the references mentibaraesearchers’ theories or
methods), type C (the references compare with relevantsxamll point out the proposed
problems) and type O (other than types B and C). The classifica based on 160
manually-created heuristics rules built from cue phraSasilarities and dissimilarities
are detected among papers based on these reference fragarehfinally presented in
an interactive tool.

Another study that utilizes and stresses the importansrofecitation texts is
(Elkiss et al., 2008). In this study, the authors argue thatsummaries using citation
texts can serve as a surrogate for the actual article inwsgocumstances. They also
explored the issue of little overlap between citation sum@saand abstracts. The citation
summaries may provide more details on different aspecteeofittual article than the
abstracts do. This claim was evaluated using a proposechlesimilarity metric called
cohesion between abstract and citing sentences or amang séntences to quantify
their correlation. Even though the data domain used in thiyss limited on biomedical
domain only, however, the result is very valuable for furttesearch. However, the study
did not explore the role of full text of articles and its rétaiship with citation texts or
abstracts. In fact, this issue has not been explored intdraiure so far. This thesis aims
to examine the roles of full text of articles and abstracttha context of related work

summarization.
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Recent studies have directly utilized citation texts to explhow they impact
scientific document summarization. The first study appredangle article summa-
rization (Qazvinian and Radev, 2008). Given a target sdierdrticle and its citation
summary, a graph-based approach was proposed to produtieahsummary of that
article. Here, a citation summary is represented as a cdenptelirected weighted graph
with nodes (sentences). Edges between nodes are weightéitibjpased cosine sim-
ilarity of two corresponding nodes. A graph clustering noeltls performed to cluster
the nodes of graph. Different sentence extraction strasegere applied to the clusters
in the evaluation.

Further, Mei and Zhai (2008) also demonstrated the usedalioé the citation
summary in single article summarization. Given a sciendiftecle and its citation sum-
mary, this study focused on generating a summary to bestrdiie article’s most influ-
ential aspect. They termed such a summary an impact-baseday, where the task is
to extract the salient sentences from the input which bélsicte the citation summary.

Even though two above studies obtained promising resultapnoving summa-
rization performance, there are still unexplored chalkengdrirst, both of studies did not
deal with redundancy — how to extract unique informationy kmfuse overlapping infor-
mation across sentences. This issue needs to be solvectinoréduce redundancy and
succinctly capture the novelty of the input in the output swary. Also, given a target
paper, an abstract gives perspectives of authors aboyidpat, whereas a citation sum-
mary gives perspective of other works to that paper. Bothcasuare useful for related
work summarization. This perspective has yet to be explordde literature. Finally,
rhetorical features specific to scientific domain have na@nbexplored. Only surface
features in those studies were examined. | believe thatt#otetexts may contain more
rhetorical features that are helpful for summarization gederation processes.

The above studies are the initial efforts on single articlearization towards

the future research of “topic summarization”, where a sydi@kes an input specifying
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a research topic and automatically generates a summaryoof mrlevant works. This
research problem is very challenging due to the complexitthe task. Along these
lines the IOPENER project has been initiated by leadingaieseers at the University of
Michigan and the University of Maryland since 2008. Thisjpabinitially investigates
robust methods towards automatic generation of technicaégs given a set of articles.
The ultimate goal of such generated technical surveys islfpreaders understand large
amounts of technical materials in the research literatsiguickly as possible.

The first results from this project is (Mohammad et al., 200Bje authors re-
examined some state-of-the-art generic multi-documeminsarization algorithms ap-
plied to the creation of the technical surveys. The key doution here was in exploring
the various methods — citation summaries, abstracts ahdeil— that could be em-
ployed to create technical surveys. To explore the straabfia technical survey, they
conducted a manual analysis of chapter notes in technicdddyavhich are prototypical
examples of an actual technical survey. The analysis regehat this structure is created
from a set of rhetorical patterns: introductory statemeefinitional follow up, elabora-
tion of definition, deeper elaboration, contrasting dafnit historical background and
references to other prior works (Mohammad et al., 2009). [&kepattern, on the other
hand, accounts for the citation texts. Initially, this wéokk a first step on using this pat-
tern towards the complete use of all patterns in generattegtanical survey. In fact, the
structure of an actual technical survey is much more comgad:. Future investigation
on this issue poses an interesting research problem.

Further, unlike (Qazvinian and Radev, 2008; Mei and Zhai82@hich target the
problem of single article summarization, Mohammad et &10® examined the problem
of multiple article summarization. Various experiments show that the af citation
texts and abstracts in such context are very effective agpared to the articles’ full
text. Citation texts and abstracts may contain useful in&tiom that is not available

in the full text of articles. However, the use of combinatminboth citation texts and
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abstracts for summarization has not been explored. Theyhaaysome overlap in their
content, and each of them may contain additional informmatat is not included in the
remaining one. Also, | note that the evaluation in this stwdg limited to computational
linguistics, so an extended evaluation over a wider set ofaios is warranted.

In the work of (Mohammad et al., 2009), the output summary édger includes
single sentences which does not express their full meaninghis case, the contextual
sentences (called background information) can help peoadbitional useful evidence
which help readers quickly understand major contributiohshat paper. Qazvinian
and Radev (2010) examine the problem of automatically ifiengj such background
information. To extend the work of (Mohammad et al., 2008is tvork tries to use this
background information in creating technical surveys dmuiz&d that such summaries
have higher quality, compared to using citation summaii@seg in both automatic and
human evaluation.

Such citation information may have great potential in otlesearch domains, for
example in mining the bioscience literature. Schwartz aedrst (2006) utilized citation
summaries to summarize key concepts and entities in biosgjearguing that citation
sentences may contain more informative and important ibanions of a paper than its
original abstract.

These works all center on the role of citations and their eédstin creating a
summary, using citation information to rank content forragtion. However, they did
not study the rhetorical structure of the intended summatageting more on deriving
useful content. Moreover, in the case that the citation sares are unavailable, these
approaches cannot work. My work takes advantage of full ééxrticles and explore
their rhetorical structure, making the summarization peobsolvable.

For work along this vein, | turn to studies on the rhetoricalcture of scientific
articles. Perhaps the most relevant is work by Teufel (1,98&)fel and Moens (2002);
Merity et al. (2009) who defined and studied the argumergaidning of texts, especially
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Notation Category Description
AIM AIM Statement of research goal.
BKG BACKGROUND Description of generally accepted background knowledge.
BAS BASIS Existing knowledge claim provides basis for new knowledigénc.
CTR CONTRAST An existing knowledge claim is contrasted, compared, oreres] as weak
OTH OTHER Description of existing knowledge claim.
OWN OWN Description of any other aspect of new knowledge claim.
TXT TEXTUAL Indication of papers textual structure.
Table 3.1: AZ-I rhetorical annotation scheme defined in {@gu999; Teufel and

Moens, 2002).

First, they did an annotation analysis on a set of computatilinguistics articles

to assign what they term as “rhetorical status” for eacheser# in the texts. They defined

the task of argumentative zoning (AZ), which is the text sifigation of rhetorical status

per sentence. The different types of rhetorical statusesgpdifferent communicative

functions of each sentence with respect to the context ofvhae article. Table 3.1

shows their rhetorical annotation scheme (called AZ-1)cWls comprised of rhetorical

labels and their descriptions. Consider the following exi@spntences:

e Paraphrases are alternative ways of conveying the sameniafion. (rhetorical
status: BKG)

e The remainder of this paper is as follows: Section 2 cordrast method for

extracting paraphrases with the monolingual case, andidesdow we rank the

extracted paraphrases with a probability assignm@nétorical status: TXT)

¢ In this paper we introduce a novel method for extracting jplarases that uses

bilingual parallel corpora(rhetorical status: AlM)

Scientific research articles are main sources of informdtioresearchers to learn

about current cutting-edge technologies. Different fraws articles of which structure
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usually happens in time-linear manner, the structure antific research articles ex-
presses the intellectual work conducted within a certane fperiod, focusing on problem
bias and scientific argumentation. Some scientific artialesproblem-biased because
they describe the author’s work from their own viewpoint arydto convince the reader
the validity of a given work. Other articles are argumenttdiscussing others’ works in
an objective manner, revealing advantages and disadwestdig given approach. Thus,
the structure designed for scientific research articlesires a specific rhetorical and
argumentative analysis. Previous works presented in €Tei®99; Teufel and Moens,
2002) took on the first effort in the construction of impottaancepts for the rhetorical
analysis at the sentence level towards a complete metatdlge analysis at document
level for analyzing scientific research articles.

Recent work (Teufel et al., 2009) has extended these prewanalyses for the
domain in chemistry, expanding the original seven classeshown in Table 3.2. As
can be seen, rhetorical status [a®®V/Nin AZ-1 is extended to three different rhetorical
status labelOWNMETHOD, OWNFAIL, and OWNRESto elaborate aspects about
own work OWN abel) in more detailed manner, better suiting the styleaatestrated
in chemistry publications. Even though the above arguntigetaoning schemes are still
underway, such efforts are promising to take further steyatds independent discipline
for argumentative zoning in analyzing scientific texts.

While these studies studied the structure of an entire aytiicis clear from their
study that a related work section would contain general ¢gpaneknd knowledge (BCK -
GROUND zone) as well as specific information credited to othersHER and BasIS
zones). This vein of work has been followed by Angrosh et2010) which proposed
the rhetorical classification scheme for the roles of eaclesee in related work sec-
tions.

Recently, Jaidka et al. (2010) also present the beginningsaafrpus study of

literature reviews, where they differentiate integratarel descriptive strategies in pre-
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Category Description Category Description
AIM Statement of research goal or hypothesis|ofOWN_CONC | Findings, conclusions (non-measurable) |of
current paper own work
NOV_ADV Novelty or advantage of own approach CODI Comparison, contrast, difference to other go-
lution (neutral)
CO.GRO No knowledge claim is raised (or knowledde GAP.WEAK | Lack of solution in field, problem with othe
claim not significant for the paper) solutions
OTHR Knowledge claim (significant for paper) held ANTISUPP | Clash with somebody else’s results or the-
by somebody else. Neutral description ory; superiority of own work
PREV.OWN Knowledge claim (significant) held by au; SUPPORT | Other work supports current work or is sup-
thors in a previous paper. Neutral descrip- ported by current work
tion.
OWN_METHD | New knowledge claim, own work: method USE Other work is used in own work
OWN_FAIL A solution/method/experiment/ in the papeér FUT Statements/suggestions about future work
that did not work (own or general)
OWN_RES Measurable/objective outcome of own wor]

Table 3.2: AZ-ll rhetorical annotation scheme defined iruf@eet al., 2009).

senting discourse work. | see my differentiation betweeregal and detailed topics in a

topic tree (as discussed in Chapter 4/Section 4.2) as a hpamalel to their notion of

integrative and descriptive strategies.

Further, the task of related work summarization is topesbd, multi-document

summarization problem that takes in a set of keywords ae@dnga hierarchical fashion

that describes topics of interest. Despite the bulk of previworks that addressed the

topic-biased summarization problem for news texts, th&rgt®eno work for scientific

texts.

In my task, a topic hierarchy tree is a bit similar to two poais studies (Branavan

et al., 2007; Sauper and Barzilay, 2009). Sauper and Bar2@39) addressed the prob-
lem of automatically generating the summaries accordirgfrtectural topic information
given. The structural topic information differs from a topiierarchy tree in terms of the
depth of topic tree. Their tree is non-hierarchical. MeaisylBranavan et al. (2007)
presented a problem that given the hierarchical segmentafia text, the task is to au-
tomatically generate a table-of-contents for that treé wie desired length. Contrary to

my proposed problem, given a topic hierarchy tree, | wanetoegate a text summary of
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related works driven by that tree. Another concern is thetijposof topic nodes in tree.
In particular, related work summarizer may treat leaf anermediate nodes of topic tree

in different ways in selecting appropriate information $oimmarization.
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Chapter 4

Proposed System

The goal of this chapter is to develop a fully automatic syster RW summariza-
tion. Such a fully automatic system requires an input of ipldtarticles €.g, confer-
ence/journal papers) and a desired summary length. Thensystevelop here implicitly
tries to organize the summary information following a hrehy of topics. As discussed
in Chapter 2, automatic generation of such hierarchy of sicion-trivial, beyond the
scope of this thesis. Thus, | alleviate the problem by priogic topic hierarchy tree as
an additional input for the system. As a result, the sembaatic system takes the input
of multiple articles €.g, conference/journal papers), summary length and additpa
topic hierarchy tree.

The proposed system is comprised of two main module€dijtent Selection
and 2)Generation. The Content Selection module aims to extract all possilfter-in
mation at various granularity levels (e.g. words, phrasestences) relevant to a given
topic hierarchy tree (THT). The Generation module then wizgs the extracted infor-
mation from Content Selection into a final comprehensive sargmSections 4.2 and
4.3 discusses the Content Selection module whereas Sectidagkribes the Generation

module.
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4.1 Problem Formulation

My problem formulation is based on the characteristics of RWshmaries as well as
problems and challenges discussed in Chapter 2. Given theudtificles €.g, confer-
ence or journal papers) as input, and a set of keywords inrarblgcal fashion that
describes a target paper’s topics of interest, a RW sumatanezsystem is expected to
create a topic-biased summary of RW specific to the targedrpdpssume that all input
articles may share relevant topics which help to summakie&W summaries. Note that
| do not consider any structural information of the inputces (e.g. Title, Abstract, In-
troduction, Body, Conclusion) because such information maleda preprocessing step
complicated. Moreover, the earlier discussion (Chaptee@iSn 2.3.2) hypothesizes
that information to be extracted may not appear in any fixeti@e Again, a topic hi-
erarchy tree is very important and compulsory for RW sumpnadiion because it guides
the summarizer to which relevant information is requiretdécsummarized. Each node
in the tree provides an associated set of keywords (e.g.syphiases). The depth of the
topic hierarchy tree may be varied depending on users’ ne&tsording to my obser-
vation onRWSData, the maximum value for the tree depth is around 2 or 3. In thet,
content of a RW summary is strongly affected by the infororaprovided in topic hier-
archy tree. Basically, the topic hierarchy tree can be geeetay employing hierarchical
topic modeling algorithms like (Blei et al., 2004). Howewire scientific domain may
cause some unexpected problems which make using topic mgae&y be non-trivial
and complicated. Thus, | alleviate this problem by makingasonable assumption that
a topic hierarchy tree is provided in the input.

It turns out that my proposed problem has some novel spetifiacteristics that
are not explored before. To start approaching it, some i@t questions should be

considered as follows:

e How the structure of RW summary can be used to deduce thesfapproach for

RW summarization?
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[y

classification is a supervised learning task. defined
as ... [23]. Iris a well studied task. with many ef-
fective techniques. Feature selection is known to
be important. The purpose of feature selection is
to reduce the dimensionality .... Yang and Peder-
sen studied five feature selection methods ...

Popular techniques for text classification in-
clude probabilistic classifiers (e.g. Naive Bayes
classifiers). decision tree classifiers, regression
methods (e.g.. Linear Least-Square Fit). on-line
(filtering) methods (e.g.. perceptron). the Rocchio
method. neural networks. ... Yang and Liu [23]
conducted ...

and test data are in the same language. Cross-
language text classification emerges when training
data are in some other language. There have been
only a few studies on this issue. In 1999. Topic
Detection and Tracking (TDT) research ...

In monolingual text classification. both training | -

bor Organization (ILO) corpus. which had 12 cat-
egories. They fried two approaches a poly-lingual
approach ... and cross-lingual approach ... Using
the poly-lingual approach. in which a single clas-
sifier was built from ... For the cross-lingual ap-
proach. they used two translation methodstermi-
nology translation and profile translation ... mono-
lingual classifiers.

Rigutini et al. [17] studied English and Italian
cross-language text classification ... They used a
Naive Bayes classifier to ...

Gliozzo and Strapparava [5] investigated En-
glish and Italian cross-language text classification

Olsson et al. [16] classified Czech documents
using English training data ...
The main differences of our approach compared
with earlier approaches include: (1) ... (2) ... (3)
... from one language into the other.

line
1| The goal of text classification is to classify the Bel et al. [2] studied an English-Spanish bilin-| 22
2 |topic or theme of a document [10]. Automated text | gual classification task for the International La-| 23
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contrast

@ Text classification (lines 1-5)
@ Feature selection (lines 5-8)
@ Machinelearning (lines 9-15)
@ Mono-lingual text classification (lines 16-17)
@ MultiHingual textclassification (lines 18-21)

(8) Bilingualtextclassification (ines 22-25)

@)

Figure 4.1: a) A RW summary extracted from (Wu and Oard, 2008An associated
topic hierarchy tree of a).

@ Cross-lingualtextclassification (lines 25-39)

(b)

e How are the generated RW summaries ensured to maximizexieoierage and

coherence with respect to the input topic hierarchy tree?

e How to generate the RW summaries that look like human-wribiees?

4.2 Rhetorical Analysis on RW Summaries

| first extend the work on rhetorical analysis, concentgatin RW summaries. By study-

ing examples in detail, | gain insight on how to approach RWimiarization. | focus on

a concrete RW summary example for illustration, an excefrpttoch is shown in Fig-

ure 4.1a. Focusing on the argumentative progression otttigltnote the flow through

different topics is hierarchical and can be representede@giatree as in Figure 4.1b.

This summary provides background knowledge for a paperdrctassification,

which is the root of the topic tree (node 1; lines 1-5). Twoidef{“feature selection”

and “machine learning”) are then presented in parallel ¢sd& 3; lines 5-8 & 9-15),
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where specific details on relevant works are selected taitbesiwvo topics. These two
topics are implicitly understood as subtopics of a more gartepic, namely “mono-

lingual text classification” (node 4; lines 16—17). The authuse the monolingual topic
to contrast it with the subsequent subtopic “multi-lingtett classification” (node 5;

lines 18-21). This topic is described by elaborating itaiethrough two sub-topics:
“bilingual text classification” and “cross-lingual textadsification” (nodes 6 & 7; lines
22-25 & 25-39) where again, various example works are destrand cited. The au-
thors then conclude by contrasting their proposed appradtbithe introduced relevant
approaches (lines 40—-42).

@
text;classification

‘ monolingual;language ‘ ‘ multi-language; multi-lingual;language ‘

‘ features;selection ‘ ‘ learning; probabilistic H bilingual ‘ ‘ cross-lingual ‘

Figure 4.2: An associated topic tree of RW summary in Figutadannotated with key
words/phrases.

This summary illustrates three important points. Firsg, tibpic tree is an essen-
tial input to the summarization process. The topic tree @athbught of as a high-level
rhetorical structure for which a process then attachessoconWhile it is certainly non-
trivial to build such a tree, modifications to hierarchiagit modeling (Blei et al., 2004)
or keyphrase extraction algorithms (Witten et al., 199%)lidve can be used to induce a
suitable form. A resulting topic hierarchy from such a psx@ould provide an associ-
ated set of key words or phrases that would describe the asd#own in Figure 4.2.

Second, while summaries can be structured in many waysctrebe viewed as
moves along the topic hierarchy tree. In the example, nodesl3 are discussed before

their parent, as the parent node (node 4) serves as a useftdsido introduce its sibling
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(node 5). 1 find variants of depth-first traversal common, imetadth-first traversals of
nodes with multiple descendants are more rare. They mayested this way to ease
the reader’s burden on memory and attention. This is in litk ®ther summary genres
where information is ordered by high-level logical consat®mns that place macro level

constraints (Barzilay et al., 2002).

[ sentences ]—>| Pre-processor |—>|Agent—based rule|

General Content Summarization

| 1| 2l

Topic relevance computation Subject-based rule

SCsum B L
P T
F———Rl———q E E l-O-l
. 1
| Context modeling | P L OR
Weighting 5 {| Verb-based rule Citation-based rule

Topic relevance computation

Ranking GCSum
1 | R
Re-ranking Ranking
[Specific content sentences] [General content sentences]

Related k
»| Generator ammary I

Figure 4.3:The ReWoS architecture Decision edges are labeled asTTre), F False)
or R (Relevant).

Third, there is a clear distinction between sentences #sdribe a general topic
and those that describe work in detail. Generic topics aenafepresented by back-
ground information, which is not tied to a particular prioonk. These include defini-
tions or descriptions of a topic’s purpose. In contrastaitled information forms the
bulk of the summary and often describes key related workishattributable to specific

authors.
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4.3 ReWoS: paired general and specific summarization

Motivated by the above observations, | propose a noveleglydior RW summarization
with respect to a given topic tree.

| posit that sentences within a RW section come about by mehhso sepa-
rate processes — a process that gives general backgrownchation and a process that
describes specific author contributions. A key realizatromy work is that these two
processes are easily mapped to the topic tree topologiagiyeral content is described
in internal topic nodes of the tree, whereas leaf nodes iboir detailed specifics. In
my approach, these two processes are independent, andneahtbiconstruct the final
summary.

| have implemented my idea ReWoS(RelatedWork Summarizer), whose gen-
eral architecture is shown in Figure 4RBeWoSis a pipeline system that features three
modules: a General Content Summarization (GCSum), a Specifie@oSummariza-
tion (SCSum), and a Generation.

Before discussing the modules, note that in the top of FiguBethe input sen-
tencesi(e., the set of sentences from each related/cited article)ratefieprocessed and
subjected to an agent-based rule. The preprocessing remexendant sentences, based
on heuristic rules of sentence length and lexical clues.ekkample, sentences of which
token-based length is too shok (7) or too long ¢ 80), sentences referring to future
tenses, or sentences containing obviously redundant slugsas: “in the section ...,
“figure XXX shows ...”, “for instance”. Lowercase and stenmgpifor sentences are also
performed.

The agent-based rule attempts to distinguish whether thiersee describes an
author’s own work or not.ReWoS looks for the presence of tokens that signals work

done by the author, such as “we”, “our”, “us”, “this approgchnd “this method”. |
compiled a list of such 30 tokens (see details in Appendiy Abr example, the follow-

ing sentences contain tokens which are identified by thetaggesed rule:
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e Sentence 1the goal of customer satisfaction studies in businessligeégice is to
discover opinions about a company ' s products , featuresvjes , and busi-

nesses .

e Sentence 2we present a prototype system , code-named pulse , for minpigsto

and sentiment orientation jointly from free text custonesdback .

Sentences that are marked with such tokens are routed foifi8g&ontent Sum-
marization (such as Sentence 2); sentences without suehsakre routed for General

Content Summarization (such as Sentence 1).

4.3.1 General Content Summarization

The objective of general content summarization (GCSum)ésti@act sentences contain-
ing useful background information on the topics of the in&mnode in focus. Note that
since general content sentences do not specifically desewbk done by the authors, |
only take sentences that do not have the author-as-agaeras i

| divide such general content sentences into two groupscatide and informa-
tive. Informative sentences give detail on a specific aspkttie problem. They often

give definitions, purpose or application of the topic, foaewples:

e Text classification is a task that assigns a certain numb@r@fdefined labels for

a given text

e Statistical machine translation (SMT) seeks to developghemattical models of
the translation process whose parameters can be automigtiestimated from a

parallel corpus

e the goal of answer selection is to choose from a pool of answeatidates the most

likely answer for a question
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In contrast, indicative sentences are simpler, insertedlatke the topic transition

explicit and rhetorically sound, for examples:
e Many previous studies have approached monolingual tessdiaation
e This section reviews past methods for paraphrase evaluation
e Sentiment analysis has been studied by many researcherstiyec

Indicative sentences can be easily generated by tempkddbhe primary infor-
mation that is transmitted is the identity of the topic its&iformative sentences, on the
other hand, are better extracted from the source articlagblves, requiring a specific
strategy. As informative sentences contain more contentstnategy with GCSum is
to attempt to locate informative sentences to describerttegnal nodes, failing which
GCSum falls back to using predefined templates to generatedarative placeholder.

To implement GCSum’s informative extractor, | use a set ofriséas in a deci-
sion tree to first filter inappropriate sentences (as showth@®RHS of Figure 4.3). Re-
maining candidates (if any) are then ranked by a topic releyaomputation, of which
the topn high-score sentences are selected for the topic.

This heuristic cascade’s purpose is to remove sentenceddheot suit the syn-
tactic structure of commonly-observed informative seoésn A useful informative sen-
tence should discuss the topic directly; so GCSum first chteksubject of each can-
didate sentence, filtering sentences whose subject do ntdinaat least one topic key
word/phrase. | also observe that informative backgrountesees often feature specific
verbs or citations. GCSum thus also checks whether stockpledsesi(e., “based on”,
“make use of” and 23 other patterns, listed comprehensiveppendix A.2) are used
as the main verb. Otherwise, GCSum checks for the presenddezst one citation —
general sentences may list a set of citations as examplethislicase, the regular ex-
pression based citation recognition in texts is perfornsee details in Appendix A.3).

If both the cue verb and citation checks fail, the sentendiétésed out. Sentences that
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remain are plausible candidates for extraction in GCSum aed o be ranked for their
fitness for the summary.

GCSum’s topic relevance computation ranks sentences baseyword content.
Specifically, | state that the topic of an internal node igeti#d by its surrounding nodes
— ancestor, descendants and siblings. Based on this ideacdtne of a sentence is

computed in a discriminative way using the following lineambination:
scoreg — 3007‘62’4 + scoreg — scoregR 4.1)

wherescores is the final relevance score, arebre?”, score?, andscore2™ mean the
component relevance score of the sentehagth respect to the ancestor, current or other
remaining nodes, respectively. | give positive credit tematsnce that contains keywords
from an ancestor node, but penalize sentences with keyvilanaisother topics (as such
sentences would be better descriptors for those othersppic

To obtain each component relevance score, | employl8IF relevance computa-
tion (Otterbacher et al., 2005). Term Frequencinverse Sentence Frequency {TSF)
is simply a sentence-level variation of XFDF:

rel(S,
ol =5 wgus%'»

D weqlog(tfa +1) x log(tfS + 1) X isfu
Norm

(4.2)

whererel (S, Q) is the relevance af with respect to topic), Norm is a normalization
factor of rel(S, Q) over all input sentencesf> andtf¥ are the term frequencies of

tokenw within the sentenc& or sentences that discuss togj¢ respectively.isf,, is

the inverse sentence frequency of tokesomputed bylog (0;:5![) wheresf,, is the

sentence frequency of tokemover all input sentences.



60
4.3.2 Specific Content Summarization

Sentences that are marked with author-as-agent are inplé t8pecific Content Sum-
marization (SCSum) module. SCSum aims to extract sentenaésdhtain detailed
information about a specific author’s work that is relevarthte input leaf nodes’ topic.
SCSum starts by computing the topic relevance of each caeds#mtence as
shown in Equation (4.3). This process is identical to theidéjelevance Computation
step in the GCSum module, except that the ter:megR in Equation (4.1) is replaced
by scoregs, which is the relevance of the input senterftavith respect to its sibling
nodes. | hypothesize that given a leaf node, sibling nodiesapay have an even more

pronounced negative effect than other remaining nodesitojbic tree.

scoreg — scoregA + score(g2 — scoregs (4.3)

4.3.2.1 Context Modeling

| note that single sentences occasionally do not containginoontext to clearly express
the idea mentioned in original articles. While agent-basattences often introduce
concepts, the pertinent details often are described IBtdracting just the agent-based
sentence may incompletely describe a concept and leadde ifaflerences. Consider
the example in Figure 4.4. In this figure, Sentences 0-5 amoahguous extract of a
source article being summarized, where Sentence 0 is atifiddagent-based sentence.
Sentence 6 shows a RW section sentence from a citing ati@tlelescribes the original
article. It is clear that the citing description is composgédhformation taken not only
from the agent-based sentence but its context in the fatigwentences as well.

From this observation, | also choose nearby sentencesmwatlesontextual win-
dow after the agent-based sentence to represent the topét.the contextual window
to 5 and extract a maximum of 2 additional sentences. Thedi#i@thl sentences are
chosen based on their relevance scores to that topic usimgtigq (4.3). Sentences with

non-zero scores are then added as contexts of the anchdrleged sentence. As a
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0) To evaluate the quality of produced paraphrases, we picked at random 500
paraphrasing pairs from the lexical paraphrases produced by our algorithm.

1) These pairs were used as test data and also to evaluate whether humans
agree on paraphrasing judgments.

2) The judges were given a page of guidelines, defining paraphrase as
approximate conceptual equivalence.

3) The main dilemma in designing the evaluation is whether to include the
context: should the human judge see ®aly a paraphrase pair or should a pair of
sentences containing these paraphrases also be given?

4) In a similar MT task evaluation of word-to-word translation context is
usually included (Melamed, 2001).

5) Although paraphrasing is considered to be context dependent, there is no
agreement on the extent.

6) (Barzilay and McKeown 2001) evaluated their paraphrases by asking
judges whether paraphrases were “approximately conceptually equivalent”.

Figure 4.4: An example of agent-based sentence and itsxdésnte

result, some topics may contain only a single sentence,thet®may be described by
additional contextual sentences. Figure 4.5 shows an deavhpxtracted RW summary

using additional contextual sentences. As can be seen ifigilwe, some agent-based
sentences can have two or one or none additional contex@¢ntdreces. For example,
Sentences 1, 2, and 10 have two; Sentences 3, 5, and 6 havanengnd sentence 4 has

none.

4.3.2.2 Weighting

The score of a candidate content sentence is computed froio rielevance computa-
tion (SCSum) that includes contributions for keywords pnése the current, ancestor
and sibling nodes. | observe that the presence of one or nianerient, ancestor and
sibling nodes may affect the final score from the computafidrus, to partially address
this, | add a new weighting coefficient for the score compditeth the topic relevance

computation (SCSum) (Equation (4.3)) as follows:

scoreg = ng’Q’QS X scoreg (4.4)

where: w¥*“? is a weighting coefficient that takes on different valuesebasn the

presence of keywords in the sentence. Q, QA, and QS denotekey from current,
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Topic node: subjective manual evaluation

Ancestor keywords: paraphrase;evaluation;quality;

Node keywords: judge;judgement;assessment;human;subjective;manual;

1) [ Bannard and Callison Burch 2005 ] had two native english speakers produce judgments as to whether the new sentences preserved the
meaning of the original phrase and as to whether they remained grammatical . paraphrases that were judged to preserve both meaning and
grammaticality were considered to be correct , and examples which failed on either judgment were considered to be incorrect . the inter-
annotator agreementfor these judgements was measured atr. =0.605, which is conventionally interpreted as ? good ? agreement.

2) because [ Bannard and Callison Burch 2005 ] wanted to test their method independently of the quality of word alignment algorithms , they
also developed a gold standard of word alignments for the set of phrases that they wanted to paraphrase . they had two native english
speakers produce judgments as to whether the new sentences preserved the meaning of the original phrase and as to whether they remained
grammatical . paraphrases that were judged to preserve both meaning and grammaticality were considered to be correct,, and examples which
failed on either judgment were considered to be incorrect.

3) the results of [ Bannard and Callison Burch 2005 ] ' systems are not directly comparable , since barzilay and mckeown ( 2001 ) evaluated their
paraphrases with a different set of criteria ( they asked judges whether to judge paraphrases based on ? approximate conceptual equivalence ?
) . they evaluated their system with human judges who were asked whether the paraphrases were ? roughly interchangeable given the genre ?,
scored anaverage of 41 % on a set of 130 paraphrases, with the judges all agreeing 75 % of the time , and a correlation of 0.66.

4) [ Bannard and Callison Burch 2005 ] evaluate their paraphrase extraction and ranking methods using a set of manual word alignments , and
contrastthe quality with paraphrases extracted from automatic alignments .

5) [ Barzilay and McKeown 2001] ' algorithm produced g483 pairs of lexical paraphrases and 25 morpho-syntactic rules . these pairs were used
as test data and also to evaluate whether humans agree on paraphrasing judgments . the main dilemma in designing the evaluation is whether
to include the context : should the human judge see only a paraphrase pair or should a pair of sentences containing these paraphrases also be
given?

6) [ Cohn et al. to appear ] discuss how the corpus can be usefully employed in evaluating paraphrase systems automatically ( e.g. , by
measuring precision , recall , and f1) and also in developing linguistically rich paraphrase models based on syntactic structure . the obtained
paraphrases are typically evaluated via human judgments.

7) [ Ibrahim et al. 2003 ] ' results also show that judging structural paraphrases is a difficult task and inter-assessor agreement is rather low . a//
of the evaluators agreed on the judgments ( either positive or negative ) only 75.4 % of the time . the average correlation constant of the
Jjudgmentsisonly 0.66 .

8) to evaluate the accuracy of [ Ibrahim et al. 2003 ] ' results , 130 paraphrases were roughly interchangeable with each other , given the
context of the genre . their results also show that judging structural paraphrases is a difficult task and inter-assessor agreement is rather low .
all of the evaluators agreed on the judgments ( either positive or negative ) only 75.4 % of the time .

g) however , [ Nenkova et al., 2007 ] explicitly aim at developing a metric for evaluating content selection , under the assumption that a
separate linguistic quality evaluation of the summaries will be done as well . the proposed characterization of optimal content is predictive :
among summaries produced by humans, many seem equally good without having identical content .

10) [ Papineni et al., 2002 ] see that s2 is quite a bit better than s 1 ( by a mean opinion score difference of 0.326 on the 5-pointscale ) , while s3
is judged a little better ( by 0.114 ) . the high correlation coefficient of 0.99 indicates that bleu tracks human judgment well . particularly
interesting is how well bleu distinguishes between s2 and s3 which they now take the worst system as a reference point and compare the bleu
scores with the human judgment scores of the remaining systems relative to the worst system .

Figure 4.5:An example of extracted sentences with their contextual séences ac-
cording to a topic node Red-color marked and italic sentences are additional ek
ones.

ancestor and sibling nodes. If the sentence contains kepAdoym other sibling nodes,
| assign a penalty of 0.1. Otherwise, | assign a weight of @.5, or 0.25, based on
whether keywords are present from both the ancestor node@s¢urrent node, just the
current node or just the ancestor nodes.

Given the above weightingReWoSranks the sentences selected from the previ-
ous components for an input node. | select thert@@ntences to represent the input leaf
topic node. However, as the extracted sentences may cartumdant information, |

employ the notion of Maximum Marginal Relevance — MMR (Godilstand Carbonell,
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1996) in the simplified form of SimRank (Li et al., 2008). SimRamly checks the sim-
ilarity between extracted sentences without checkingdphetrelevance of sentences. A
sentence X is removed if it has the maximum cosine similasitiye exceeding a pre-
defined threshold (0.75) with any sentence Y which is alreddsen at previous steps
of SimRank.

4.4 Generation

The extracted information from the two above summarizapoocesses (general and
specific content summarization) are inputted to the geloergirocess. In fact, a full-
fledged generation of natural texts for our task would be dermpn myReWoSsystem,

| generate the RW summaries by using depth-first traversdtsm the ordering of topic
nodes in a topic tree. For example, given a topic tree as shokigure 4.1b, the ordering
of topic nodes in generating the summaryis¥4 -2 -3 -5-6—7.

As | discussed in Section 2.4, my manual analysis reveakidhle Type 2 topic
transitions along with citation realization pattermsg( P1, P2, C1) are sufficient for
people to understand a RW summary. As such, each topic ioti@a is then represented
by topic title which is provided in the input.

Furthermore, for each topic node, sentences within an iagidle are put to-
gether. Sentences with higher relevance scores are pedsknst. The order of refer-
enced articles are sorted alphabetically. The summarytheiog each topic node is as-
signed equivalently in my experiment. Sample outputs toatestrate our RW summary
is shown in Appendix A.4.2 and A.4.3. Readers can refer to AgpeA.4.1 to compare
automatically ReWoS-generated RW summaries with the onesrged by humans.

The final generation component post-processes the chostnses to improve
fluency, by resolving abbreviations found in the sententéss step first builds a look-

up table, which has two entries corresponding to abbrenatand their descriptions.
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The table is built by utilizing dependency relations frone tBtanford statistical parser
(de Marneffe and Manning, 2008).

Consider an example, a text fragm@&tatistical Machine Translation (SMTips
dependency relations such asibrev(Translation, SMThn(Translation, Machingyand
amod(Translation, StatisticallSMTis then recognized as an abbreviatiorStétistical
Machine Translation

In summary, this chapter provides a detailed descriptiomgnnitial prototype
system (namelyReWoS for the proposed task W Summarization. The analysis in
Chapter 2 reveals that a related work summary is implicitiycttired by a topic tree.
Based on this, | formulated tHReWoS system which takes in a set of referenced arti-
cles, a summary length, and a manually-built topic tree dk so, inspired from the
idea of the rhetorical analysis on human-writt®d/ summaries, which differentiates
betweennternal andleaf nodes of a topic tree in structurirgggeneralandspecificsum-
mary content, | developed nBeWoSsystem including two separate processasneral
Content Summarization - GCSumand Specific Content Summarization - SCSum
Each of them itself employs various heuristics-basedesiras and computations to ex-
tract appropriate information. In addition @CSum and SCSum the ReWoS system
also implements &enerator which in turn combines the outputs fro@CSum and
SCSum arranges the summary content in a suitable fashion acugptdithe topology
of a input topic tree. The effectiveness of tReWoS system will be assessed both in

automatic and human evaluation, discussed in next chaphapger 5).
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Chapter 5

Evaluation

Previous chapter has discussed the details of the proposéIReystem developed
for the task of RW summarization. This chapter aims to exansuitable methods for
evaluation of generated RW summaries. At the first part o thiapter, | will present
set-ups for the experiments and evaluation including seleof state-of-the-art baseline
systems, automatic and human evaluation metric. The sesnit detailed analysis will

conclude this chapter.

5.1 Evaluation & Experiment Set-up

| wish to assess the quality of the resulting ReWoS systemrapared to state-of-the-art
generic summarization systems. The assessment will falfptlaree following important

criteria to gain the confidence:

e How to measure the quality and diversity of the generatechsany content?
e How well the proposed ReWoS system benefits from topic hibyaree?

e Whether internal components of the proposed ReWoS systemwalrke.g.con-

text modeling)?
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| first detail my baseline systems used for performance cosga and defined
evaluation measures specific to RW summary evaluation. Irevajuation, | use my
manually compiled corpus RWSData — as discussed earlier in Chapter 2/Section 2.1.
| benchmark ReWoS against two baseline systems: LEAD and MEAD

The LEAD baseline system represents each of the citedeaviath an equal num-
ber of sentences. The firgtsentences are drawn from the article, meaning that the title
and abstract are usually extracted. Simply, LEAD systensitoots RW summaries by
taking all those first sentences of each cited article wipeet to the input summary
length. The order of the article LEAD used in the resultingisuwary was determined by
the order of articles to be processed. Basically, the LEADesyss said to be quite effec-
tive for newspaper summarization but is not sure to be siticdgfor RW summarization.
The results presented in next sections will validate this.

MEAD is a well-documented baseline extractive multi-doemtrsummarizer, de-
veloped in (Timothy et al., 2004; Radev et al., 2004). MEADeddfa set of different
features that can be parameterized to create resulting atesnl conducted an internal
tuning of MEAD to maximize its performance on the RWSData setta The optimal
configuration uses just two tuned featurescehtroid and cosine similarity Note that
neither baseline system utilizes the structure of topicanahy tree, which is central to
my approach. In my experiments, | used the MEAD tootkid produce the summaries
for LEAD and MEAD baseline systems.

Automatic evaluation was performed with ROUGE (Lin, 2004 )widely used
and recognized automated summarization evaluation metheshployed a number of
ROUGE variants, which have been proven to correlate withdrujadgments in multi-
document summarization (Lin, 2004).

As discussed in Chapter 2/Section 2.5, automatic evaluatithROUGE score

suffers some unexpected problems that lead to inaccuratiegof automatically-generated

Ihttp://www.summarization.com/mead/
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RW summaries in compared to golden RW summaries.

Since automatic evaluation ROUGE scores may not allow maotrespection,
| decide to investigate more on human evaluation. | conduateuman evaluation to
assess more fine-grained qualities of my system. | asked mamjudges to follow an
evaluation guideline that | prepared, to evaluate the sumymaality, consisting of the

following evaluation measures:

Correctness: Is the summary content actually relevant to the hierart¢hogacs given?

Novelty: Does the summary introduce novel information that is sigaift in compari-

son with the human created summary?

Fluency: Does the summary’s exposition flow well, in terms of syntaxvad as dis-

course?

Usefulness:Is the summary acceptable in terms of its usefulness in stipgdhe re-

searchers to quickly grasp the related works relevant t@atakical topics given?

Each judge was asked to grade the four summaries accorditiige tmeasures
on a 5-point scale of 1 (very poor) to 5 (very good). Summatiesid 2 come from
LEAD- and MEAD-based systems, respectively. Summariegi3fazome from my pro-
posed ReWoS systems, without (ReWaSCM) and with context modeling in SCSum
(ReWoS-CM). All summarizers were set to yield a summary of the samgthe(lL% of
the original relevant articles, measured in sentences.tBlimited time, only 10 out of
20 evaluation sets were assessed by the evaluators. Eashsgtaded at least 3 times
by 3 different evaluators; evaluators did not know the ides of the systems, which

were randomized for each set examined.
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System ROUGE Recall Scores

ROUGE-1 ROUGE-2 ROUGE-S4 ROUGE-SU4
LEAD 0.501 0.096 0.116 0.181
MEAD 0.663 0.178 0.211 0.287
ReWoS-WCM 0.584 0.127 0.154 0.227
ReWoS-CM 0.698 0.183 0.218 0.298

Table 5.1: ROUGE-based automatic evaluation results foré&Vdriants and baselines.

5.2 Results

ROUGE results are summarized in Table 5.1. Surprisingly, NMEEAD baseline sys-
tem outperforms both LEAD baseline and ReWoS-WCM (without &inmodeling).
Only ReWoS—-CM (with context modeling) is significantly bettesin others, in terms of
all ROUGE variants. | have some possible reasons to exgi@nphenomenon. First,
ROUGE evaluation seems to work unreasonably when dealitiguerbose summaries,
often produced by MEAD. Second, RW summaries are multietspmmaries of multi-
article references. This may cause miscalculation fromlappingn-grams that occur
across multiple topics or references. Chapter 2/Sectioi2 3ttows a typical example
to validate this statement. Third, some RW summaries comavel but correct infor-
mation in comparing with gold summaries. This is not handigdROUGE evaluation,
which is just based on n-gram overlap. Moreover, gold suresawritten by humans
are not optimal summaries. Given a topic, people can comghiffeeent but still correct
RW summaries.

Since automatic evaluation with ROUGE does not allow mudiospection, |
turn to my human evaluation. Results are summarized in TaBleThey show that both
ReWoS-WCM and ReWoS—-CM perform significantly better than baselm terms of
correctness, novelty, and usefulness. This is because stgmsyutilized features devel-

oped specifically for related work summarization. Also, mgpgosed systems compare
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System Evaluation Measure

Correctness Novelty Fluency Usefulness
LEAD 3.027 2.764 3.082 2.745
MEAD 3.009 3.109 2.591 2.700
ReWoS-WCM 3.618 3.391 3.391 3.609
ReWoS-CM 3.691 3.618 2.955 3.573

Table 5.2: Human evaluation results for ReWoS variants ardlines.

favorably with LEAD, showing that necessary informatiomat only located in titles or
abstracts, but also in relevant portions of the researatiaktody.

ReWoS—-CM (with context modeling) performed equivalently to\R&S—-WCM
(without it) in terms of correctness and usefulness. ForettpgvReWoS—CM is better
than ReWoS—-WCM. It showed that the proposed component of dontedeling is use-
ful in providing new information that is necessary for the Rdmmaries. For fluency,
only ReWoS-CM is better than baseline systems. This is a wegasult, but is not
surprising because the summaries from the ReWoS—CM whichagsgsxt modeling
seems to be longer than others. It makes the summaries quiddddigest; some eval-
uators stated that they preferred the shorter summariesntéresting extension in my
future plan is that using information fusion techniquesusef the contextual sentences
with its anchor agentive sentence.

Note that both automatic and manual evaluation are nosstaily significant
due to the size of evaluation data (only tested on 10 evalugets). Thus, in the future,
| would like to do my evaluation on a larger-scale basis.

A detailed error analysis of the results revealed that tlaeeethree main types
of errors produced by my proposed systems. The first issuredalculating topic rele-
vance. In the context of related work summarization, my iséius-based strategies for

sentence extraction cannot capture fully this issue. Sangesces that have high rel-
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evant scores to topics are not actually semantically ratetathe topics. The second
problem of anaphoric expression is more addressable. Satrecied sentences still
contain anaphoric expressioad, “they”, “these”, “such”, ...), making final generated
summaries incoherent. For example, a senteffeap(neni et al., 2002] present their
method as an automated understudy to skilathan judges which substitutes fathem
when there is need for quick or frequessaluations.) is relevant to the topic “human
paraphrase evaluation” (keywords: human judges, evahstibut not semantically rel-
evant to it (first issue). Also, the word “them” referring toyaentity presented earlier
makes current sentence incoherent (second issue). Thegsiire is paraphrasing, where
substituted paraphrases replace the original words araesin the source articles. For
example, substituted paraphraségesis used instead of the phraseman assessars

In this chapter, | have tried both automatic and human etialuanethods for the
task of RW summarization. Automatic evaluation with ROUGEres has been proven
to ineffective in assessing RW summaries, whereas humauadican with four proposed

measures is more accurate, but is an exhausted task, regencich time and labour.
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Chapter 6

Future Work

| envision that an expected fully automated related workreanzation system should
follow a pipeline framework as shown in Figure 6.1.

Users

Research topic . . Topic hierarchy tree .
L/ —— Topic Understanding —— Paper Retrieval

ssaded ajdiynn

Related work summary i
Related Work Generator —— | Related Work Summarizer

Figure 6.1: Expected framework for a fully automated relat®rk summarization sys-
tem

This system would work as follows. Given a research topiwipled by users, a
Topic Understanding module is responsible for exploring topic themes that ioithi
reflect that topic. For example, given a research topic ‘sartmarization”, two possible
topics “multi-document summarization” and “single docurhsummarization” should
be recognized as sub-topics of the topic “text summarinatidbhe ultimate goal of this

module is to provide topic themes under a hierarchical tashor also called a topic
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hierarchy tree, for &aper Retrieval module. Such &aper Retrieval module would
retrieve relevant papers that contain materials refetoraytopic hierarchy tree provided
by the Topic Understanding module. Both of the above modules may use the same
resources for processing information. As a result, theustpf two modules are a topic
hierarchy tree and a set of relevant papers which are in troviged to theRelated
Work Summarizer and Generator modules.

The Related Work Summarizer module aims to produce initial related work
summaries which only contain raw information extractedrfrie input. TheRelated
Work Generator then refines these initial summaries to produce the actuairgries
which look like human-generated ones. To do this, a relatedk wepresentation pro-
cess is performed. Chapter 2/Section 2.4 shows in details aviepresentation process
should do. Finally, the output is given back to users.

My initial prototype related work summarization systemr{redy ReWoS§ devel-
oped in this thesis (as discussed in Chapter 4) has solvadllyatie pipeline framework
of the expected system. The preliminary results show tleatdélated work summaries
produced by my system have better quality in terms of botbraatic and human eval-
uation. However, my work shows that there is much room fortamthl improvement,
for which | have outlined a few challenges that future resieahould pursue.

First, a shortcoming of my current system is that | assumeahapic hierarchy
tree is given as input. It means that | ignore fapic Understanding module in the
development of my current system. Users are expected tadersuch a topic hierarchy
tree. | feel that this is an acceptable limitation becauseel &xisting techniques in
topic modeling research will be able to create such inpuf, that the topic trees used
in this study were quite simple. | plan to validate this by gieting these topic trees
automatically in my future work. Specifically, topic modejiresearch (Blei et al., 2010)
is a good point to start.

Another shortcoming is that my prototype system takes thetiwith a set of re-
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lated papers which is assumed to be provided by users. Indbes thdaper Retrieval
module in the expected system is also ignored. In the fulupégan to automate this
Paper Retrievalmodule.

The main focus of my initial system is on two moduRslated Work Summa-
rizer and Generator. The Related Work Summarizer module has been developed
based on the idea using two different strategies (GenethBaecific Content Summa-
rization) in locating the appropriate information for suammzation process. Theelated
Work Generator module aims to refine the extracted information from the sanwer
and produce the actual related work summaries. Thoughrdusgstem has obtained
some promising result, there are still some open reseamblggns which need more
investigation.

First, I would like to develop a robust algorithm for automatecomposition of
related work summaries which current work in this thesisri@sxplored yet. Such an
automatic decomposition will help create a golden corpusdtated work summariza-
tion automatically.

As discussed earlier, thmntext modelingcheme included in the Related Work
Summarizer module has been developed using a very simplegyr Given an agent-
based sentence, it just computes the topic relevancy oéxtual sentences in a window
size of 5 and then attach at most two additional sentencéatséntence. In the future, |
plan to investigate a strategy that fuses contextual seesenith agent-based sentence to
construct a new sentence. Such a process will condense #hedimmary but add more
useful content into it. The research of sentence fusionignddse will have to handle the
scientific domain which differs from news domain that mogpiavious works (Barzilay
and McKeown, 2005; Marsi and Krahmer, 2005) focused on.

In the Related Work Generator module as discussed in Chapter 4/Section 4.4,
the related work representation | use is still simple. Onbstpopular simple patterns

have been implemented in this module. | aim to investigateiore complex patterns to
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better produce human-like final related work summaries.

Further, since human evaluation is an exhausted task, emiotieresting future
work is to develop robust an automatic evaluation methoaipedo the task of RW
summarization. Such a method will be expected to overcomwiglgms of existing meth-
ods like ROUGE to better evaluate RW summaries. Chapter 26825 suggested two
possible evaluation strategies that future work may work on

Finally, | want to go towards practical applications thahéft from automated
related work summarization research. For example, fultpmated topic-biased related
work summarization system integrated into scientific $itare searche(g. ACL Anthol-
ogy search, DBLP search) is an extremely useful applicators¢holars who want to

quickly understand an unfamiliar research topic.
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Chapter 7

Conclusions

According to the best of my knowledge, the research of autedvelated work summa-
rization has not been studied before. In this thesis, | hakert the initial steps towards
solving the problem.

There are three main contributions in this thesis.

First, | constructed a new dataset (hamiel/SData) specific to the task of RW
summarization. This dataset is now publicly available fmmeunity use.

Second, | conducted a deep manual analysis on various asgfeetiated work
summaries to identify their important characteristicsoicdting appropriate information
for summarization and generation processes. CharaatsredtRW summaries covered
include definition, position, and topical structure. | afgesent some interesting prob-
lems in my analysis such as: the decomposition and alignofdR?W summaries, RW
representation, and observations on evaluation metrigsh & manual analysis is very
important and helpful for people who are interested in apphang the RW summariza-
tion problem.

Finally, | developed my initial prototyp&elated Work Summarization system,
namelyReWoS which creates its extractive summaries by dividing thk tak general

and specific content summarization processes for locapipgpariate sentences for gen-
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eral topics as well as detailed ones in a hierarchical fasbiia topic given. The proposed
ReWoSsystem with two variants, witReWoS-CM and withoutReWoS-WCM context
modeling worked well in compared to generic multi-documsnhmarization baseline
systems in human evaluation. Since the task of RW summamzat non-trivial, these
results obtained in this thesis are very encouraging, jgiong an interesting research
problem.

Exploring related work summarization comes at a timely moinas scholars
now have access to a preponderous amount of scholarlytliteraAutomated assistance
in interpreting and organizing scholarly work will help hfuture applications for in-
telligent literature searching or integration with adveddigital libraries and reference

management tools.
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Appendix A

Appendix

A.1 Tokens used for the Agent-based Rules

e “this approach”, “this work”, “this article”, “this paper*this journal”, “this method”,

“this survey”, “this model”, “this framework”, “this algahm”

. “We”’ ((our”’ HUS”’ “OurS”1 “0urse|ves”, Hi", Hmy"’ Hmeﬂ’ Hm ine”’ “myselfﬂ, cheyﬂ’
“their”, “theirs”, “themselves”, “he”, “his”, “him”, “himself”, “she”, “her”, “hers”,

“these”

A.2 Patterns for Stock Verb Phrases

The list of stock verb phrases is as follows: “based on”, tieg], “is to”, “make use
of”, “applied in”, “used to”, “used in”, “aim to”, “aim at”, ‘suffer from”, “divided into”,
“focused on”, “differ from”, “differ on”, “studied in”, “atract”, “receive”, “refer to”, “is

that”, “include”, “related to”, “witnessed”, “is”, “has bn”, “have been”.
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A.3 Regular Expression for Recognizing Citations

As discussed in Chapter 2/Section 2.4.3, a citation can resepted in two single and
multiple ways. A multiple way repeats single one many timatso, a single citation
itself has many variants, depending on authors’ writindestye.g. ( wilson and wiebe
, 2001 ) or ( wiebe et al. , 2001 ) or wiebe et al. ( 2001 )). In tase, the use of
regular expression is robust enough to handle such casedined regular expression
for citation recognition using five patterns as shown in Fégh.1.

Pattern 1 (for cases with brackets)

sin_pat_1 = "[a-z,\V]+\\s?(and\\s[a-z, \] +| (et\\sal|et\\sal\\.))2\\s ?(, | \\() ?\\s[1-9][0-9][0-9][0-9][a-Z] ?\\s 2 (W) ?"

mul_pat_1 ="\(\s" + sin_pat_1 +"\s" + "(;\\s" + sin_pat_1 + "\s)*" + "\s?\Y)"

Pattern 2 (for cases with square brackets)

sin_pat_2 = “[a-z,\-]+\\s?(and\\s[a-z,\\-]+|(et\\sal|et\\sal\\.)) 2\\s?(,|\[) ?\\s[1-9][0-9][0-9][0-9][a-z]?\\s ?(\]) ?"

mul_pat_2 = "\[\s" + sin_pat_2 + "\s" + "(;\\s" + sin_pat_2 + "\s)*" + "\s?\\]"

Pattern 3 (for cases without any brackets)
pat_3 = “[a-z,\\-]+\\s?(and\\s[a-z,\\-] +|(et\\sal|et\\sal\\.)) ?\\s 2\\(\\s[ 1-9][0-9][0-9][0-9][a-z] ?\\s\Y)”

Pattern 4 (for cases using numbers only)
pat_4 = “\[\\s[1-9][0-9] ?[0-9]\\s(,\\s[1-9][0-9] ?[0-9] \\s)*\\”

Figure A.1: Regular expression based patterns for citagoagnition.

A.4 Sample Outputs of RW Summary

Given the topic hierarchy tree as shown in the Figure 4.2 (iapgBdr 4), a list of input
referenced articles, and the summary length (set by 1% detigth of referenced arti-
cles measured by sentences), four systems (LEAD, MEAD, wad/ariants of ReWoS
system) will produce the following RW summaries (note thed human-written RW

summary is also provided for further references):

A.4.1 Human-written RW Summary

The goal of text classification is to classify the topic omtteeof a document [10].
Automated text classification is a supervised learning tdsfined as automatically assigning pre-defined categoryslabelocu-
ments [23].
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Itis a well studied task, with many effective techniques.

Feature selection is known to be important.

The purpose of feature selection is to reduce the dimensiprafl the term space since high dimensionality may result i th
overfitting of a classifier to the training data.

Yang and Pedersen studied five feature selection methodgdoessive dimensionality reduction: term selection basedbacument
frequency (DF), information gain (IG), mutual information,atest (ClIIl), and term strength [24].

Using the KNN and Linear Least Squares Fit mapping (LLSF)nepres, they found IG and CIll most effective in aggressivente
removal without losing categorization accuracy.

They also found that DF thresholding, the simplest method thighlowest cost in computation could reliably replace I1G oli CI
when the computations of those measure were expensive.

Popular techniques for text classification include prolisthi classifiers (e.g, Naive Bayes classifiers), decisier classifiers, re-
gression methods (e.g., Linear Least-Square Fit), ondilbering) methods (e.qg., perceptron), the Rocchio methodrai@etworks,
example-based classifiers (e.g., kNN), Support Vector MexshiBayesian inference networks, genetic algorithms, andhman
entropymodelling [18].

Yang and Liu [23] conducted a controlled study of 5 well-kmotext classification methods: support vector machine (SVM), k
Nearest Neighbor (kNN), a neural network (NNet), Lineardtedquare Fit (LLSF) mapping, and Naive Bayes (NB).

Their results show that SVM, kNN, and LLSF significantly certform NNet and NB when the number of positive training exasiple
per category are small (fewer than 10).

In monolingual text classification, both training and testdare in the same language.

Cross-language text classification emerges when trainitegata in some other language.

There have been only a few studies on this issue.

In 1999, Topic Detection and Tracking (TDT) research wagmaéed from English to Chinese [21]. In topic tracking, a eysis
given several (e.g., 1-4) initial seed documents and asketbtotor the incoming news stream for further documents on theesa
topic [4], the effectiveness of cross language classifteained on Chinese data and tested on English) was worsertbaalingual
classifiers.

Bel et al. [2] studied an English-Spanish bilingual clasatiion task for the International Labor Organization (IL&®ypus, which
had 12 categories.

They tried two approaches a poly-lingual approach in whiosthtEnglish and Spanish training and test data were avaijlavid
cross-lingual approach in which training examples werelabts in one language.

Using the poly-lingual approach, in which a single classifi@s built from a set of training documents in both languagfesir
Winnow classifier, which, like SVM, computes an optimal linsaparator in the term space between positive and negadinény
examples, achieved F1 of 0.811, worse than their monolingoglih classifier (with F1=0.865) but better than their margplal
Spanish classifier (with F1=0.790).

For the cross-lingual approach, they used two translatich@dsterminology translation and profile translation.

When trained on English and tested on Spanish translatecEimgtish, their classifier achieved F1 of 0.792 using terntgyl
translation and 0.724 using profile translation; when &dion Spanish and tested on pseudo-Spanish, their classffieved F1 of
0.618; all worse than their corresponding monolingual diass.

Rigutini et al. [17] studied English and Italian cross-laage text classification in which training data were avééat English and
the documents to be classified were in Italian.

They used a Naive Bayes classifier to classify English ard@ftaewsgroups messages of three categories: Hardware,ahat

Sports.
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English training data (1,000 messages for each categorg tnamslated into Italian using Office Translator Idiomax.

Their cross-language classifier was created using Expatfdaximization (EM), with English training data (trandtinto Italian)
used to initialize the EM iteration on the unlabeled Italdtuments.

Once the Italian documents were labeled, these documentausedeo train an Italian classifier.

The cross-language classifier performed slightly worse thanolingual classifier, probably due to the quality of theémslated
Italian data.

Gliozzo and Strapparava [5] investigated English anddtaetiross-language text classification by using comparabjgoc® and
bilingual dictionaries (MultiwWordNet and the Collins Ergfi-Italian bilingual dictionary).

The comparable corpus was used for Latent Semantic Analysishveixploits the presence of common words among different
languages in the term-by-document matrix to create a spaceiamwbcuments in both languages were represented.

Their cross-language classifier, either trained on Engligihtested on Italian, or trained on Italian and tested origmgachieved
an F1 of 0.88, worse than their monolingual classifier (with-B195 for English and 0.92 for Italian).

Olsson et al. [16] classified Czech documents using Englishitrg data.

They translated Czech document vectors into English docuwmeettrs using a probabilistic dictionary which containedditional
word-translation probabilities for 46,150 word trangatpairs.

Their concept label kNN classifier (k = 20) achieved preci60.40, which is 73

The main differences of our approach compared with earliercgmhes include: (1) classifying document segments intocéspe
rather than documents into topics; (2) using few trainingngxas from both languages; (3) using statistical machineskation

results to map segment vectors from one language into the other

A.4.2 Outputs from ReWoS system (with context modeling)

text classification

the automated categorization ( or classification ) of textis predefined categories has witnessed a booming interds¢ ilas$t 10
years , due to the increased availability of documents irtalifprm and the ensuing need to organize them .

the essential ideas of the dia transforming the classificapace by means of abstraction and using a more detailedpegsentation
than the standard bag-of-words approach have not been tgkiey other researchers so far .

monolingual text classification

using the same training set , monolingual english classifinatias run on four similarly partitioned test segments .

automatic text categorization systems based on superviagedrg [ 16 ] can reach a similar accuracy , so that the ( semoneatic

classification of monolingual documents is becoming standaxctige .

feature selection

as [ 16 ] have training data only in english , they may transdiitef the czech data features into english for classificetithey refer
to this as english sided classification ) . alternativelyeytimay translate all english training features into czectigreeclassifying in
czech . a vectors subscript denotes the language from winéctetm frequencies were originally drawn ( e.g. , ee derefeature
vector of english term frequencies that were drawn from aigmdocument ) .

the approach that [ 17 ] propose is based on two steps : firstdlmng set available in the language I1 is translated théotarget
language 12 using an automatic translation system . the idigorlso requires a proper feature selection techniquevéa o

converge to trivial solutions . for reason of simplicity , yireduce the multi-lingual case with k languages to k bi-limigaroblems
selecting one language as the principal one ; thus studyieditlingual case is not restrictive with respect to the mirgual

problem .
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[ 24 ] apply feature selection to documents in the preprongssi knn and lIsf . the effectiveness of a feature selectiothokis
evaluated using the performance of knn and lIsf on the pregsedl documents . before applying feature selection to dotame
they removed the words in a standard stop word list [ 18] .

[ 24 ] use two classifiers which have already scaled to a taggete with thousands or tens of thousands of categoriey s
answers to the following questions with empirical evidenaghat are the strengths and weaknesses of existing featietisn
methods applied to text categorization ? to what extend canrfe selection improve the accuracy of a classifier ?

Classifiers

having attained a set of training vectors ee ( via normal imdg) and testing vectors e . ( via probabilistic word tratista) , [
16 ] are free to continue with classification as before in th@afiogual case . the base of the probabilistic dictionatgken from
version 1.0 of the prague czech-english dependency tredipmedt ) [ 4 ], which contains conditional word-translatiorobabilities
for 46,150 word translation pairs .

[ 16 ] here confine ourselves to english sided classificat@thpugh the concepts may naturally be extended ( mutatis whigtan
to the czech and two sided approaches . the matrix e represpmbabilistic dictionary mapping between czech and emgdisns
, such that the (they , j ) element represents the probabiléydn english word ei is the translation of the czech wordt@ving
attained a set of training vectors ee ( via normal indexing)tasting vectors e . (via probabilistic word translatiorihey are free
to continue with classification as before in the monolinguaeslec.

in the 90s the approach of [ 18 ] has increasingly lost pofiyléarespecially in the research community ) in favor of the maehi
learning ( ml) paradigm , according to which a general indeegpirocess automatically builds an automatic text classifiéedrning

, from a set of preclassified documents , the characteristiteaategories of interest .

in all the cases [ 5 ] trained on the english part and they ifiedghe italian part , and they trained on the italian andsified on
the english part . each graph show the learning curves rigglgaising a bow kernel ( that is considered here as a basgland
the multilingual domain kernel . analyzing the learning csryé is worth noting that when the quantity of training ingses , the
performance becomes better and better for the multilingual dokeanel , suggesting that with more available training itldcbe
possible to improve the results .

multi-lingual text classification

multi-language text classification became an important task .

in this setting , the similarity among texts in different laages could be estimated by exploiting the classical vsm pmstribed .
bilingual text classification

[ 2] translation resources were built using a corpus-drigpproach , following a frequency criterion to include neyadjectives
and verbs with a frequency higher than 30 occurrences inilingal lexicon .

in the paper of [ 5] they have shown that the problem of cragsspiage text categorization on comparable corpora is @fedask
. in particular , it is possible to deal with it even when ndriglal resources are available . on the other hand when dssilple to
exploit bilingual repositories , such as a synset-aligneddwet or a bilingual dictionary , the obtained performarscelose to that
achieved for the monolingual task .

in the work of [ 5 ] they present many solutions according toatailability of bilingual resources , and they show thasipbssible
to deal with the problem even when no such resources aresiloiees in particular , when bilingual dictionaries are datle the
performance of the categorization gets close to that of mogoél text categorization .

however , the main disadvantage of the approach of [ 5 ] to ewiiger-lingual text similarity is that it strongly terion tecide
whether two corpora are comparable is to estimate the pegenfaerms in the intersection of their vocabularies . foglzages
with scarce resources a bilingual dictionary could be neiiyavailable .

cross-lingual text classification
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in cltc , [ 17 ] can imagine three different scenarios : pohglial training : a labeled training set is available for elactyuage and
one classifier is trained using training examples from alldifferent languages . cross-lingual training : the labetading set is
available for only one language and they have to use thaassify documents in other languages .

cross-lingual text categorization is actually easier ttrass-lingual information retrieval , for the same reasohléramatization and
term normalization have much less effect in cltc than in clive kaw of large numbers is with [ 2] . they have found viable Sohs
for two extreme cases of cross-lingual text categorizatibetyeen which all practical cases can be situated . on théhane
they found that poly-lingual training , training one singlassifier to classify documents in a number of languages eisithplest
approach to cross-lingual text categorization , provided €énough training examples are available in the respdatigiages ( tens
to hundreds ) , and the classification algorithm used is immartleet evident disjointedness of the resulting class profig ic the
case for winnow but not for rocchio ) .

in sections 5 and 6 [ 2 ] propose three different solutionscfoss- language classification , implying increasingly senglland
therefore less costly ) translation tasks . when they embaskethis line of research , they did not find any publicatiotdrassing
the area of cross-lingual text categorization as such . emther hand , there is a rich literature addressing theetfatoblem of
cross-lingual information retrieval ( clir) .

in clir, [ 2] need a relevance model for both the source languaygl the target language . cross-lingual text categasizdttlic ) or

cross-lingual classification is a new research subjectytalvhich no previous literature appears to be available .

A.4.3 Outputs from ReWoS system (without context modeling)

text classification

the automated categorization ( or classification ) of textis predefined categories has witnessed a booming interese ilast 10
years, due to the increased availability of documents irtaligprm and the ensuing need to organize them .

the essential ideas of the dia transforming the classificapace by means of abstraction and using a more detailedpegsentation
than the standard bag-of-words approach have not been ugkiey other researchers so far .

monolingual text classification

using the same training set , monolingual english classifinatias run on four similarly partitioned test segments .

automatic text categorization systems based on superviaedrg [ 16 ] can reach a similar accuracy , so that the ( sempnaatic
classification of monolingual documents is becoming standaxctipe .

feature selection

as aresult, [ 23] selected 1000 features for nnet , 2000resfar nb , 2415 features for knn and lisf, and 10000 featioresvm .
[ 23] applied statistical feature selection at a prepraocgsstage for each classifier , using either a x2 statistiofarimation gain
criterion to measure the word-category associations , angrédictiveness of words ( features ) .

the focus in the paper of [ 24 ] is the evaluation and comparigdeature selection methods in the reduction of a high dinueradi
feature space in text categorization problems .

to assess the effectiveness of feature selection method$ fis2d two different m-ary classifiers , a knearest-neighbassifier (
knn) [ 23] and a regression method named the linear least sjfimeapping (lisf) [27].

classifiers

having attained a set of training vectors ee ( via normal iimdgxand testing vectors e . ( via probabilistic word tratiska) , [ 16 ]
are free to continue with classification as before in the miogahkl case .

the matrix e represents a probabilistic dictionary mappirtgveen czech and english terms , such that the ([ 16 ], j ) element

represents the probability that an english word ei is thestegion of the czech word cj .
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in the paper of [ 17 ] they propose a learning algorithm basethe em scheme which can be used to train text classifiers in a
multilingual environment .

in the 90s the approach of [ 18 ] has increasingly lost pofiylérespecially in the research community ) in favor of the maehi
learning ( ml) paradigm , according to which a general indeegpirocess automatically builds an automatic text classijiéedrning

, from a set of preclassified documents , the characteridtiteaategories of interest .

multi-lingual text classification

multi-language text classification became an important task .

in the second step , a text classifier for the target languagettained using the em algorithm to take advantage botheofabeled
examples obtained from the original language 11 in the fiegt sind of the set of unlabeled data in language 12 .

bilingual text classification

[ 16 ]’ goal in cross-language text classification ( cltc )asuse english training data to classify czech documents @ud the
concepts presented here are applicable to any languagk. pair

[ 2] translation resources were built using a corpus-drigpproach , following a frequency criterion to include neyadjectives
and verbs with a frequency higher than 30 occurrences initingal lexicon .

in the work of [ 5 ] they present many solutions according toatilability of bilingual resources , and they show thasipbssible
to deal with the problem even when no such resources aresilsiees

in [ 5] experiments they exploit two alternative multilingugsources : multiwordnet and the collins english-italidimgual
dictionary .

cross-lingual text classification

cross-lingual training : the labeled training set is aval#gfor only one language and [ 17 ] have to use that to clasisifpments in
other languages .

cross-lingual text categorization is actually easier tbass-lingual information retrieval , for the same reason lgmmatization
and term normalization have much less effect in cltc than im ¢he law of large numbers is with [ 2] .

on the one hand [ 2 ] found that poly-lingual training , tragione single classifier to classify documents in a number gfuages
, Is the simplest approach to cross-lingual text categaoizatprovided that enough training examples are availablberrespective
languages ( tens to hundreds ) , and the classification #igotised is immune to the evident disjointedness of the raguiiass
profile ( as is the case for winnow but not for rocchio ) .

[ 2] describe practical and cost-effective solutions fotoauatic cross-lingual text categorization , both in casefficgent number

of training examples is available for each new language attteicase that for some language no training examples arelzleaila

A.4.4 Outputs from LEAD system

[16] goal in cross-language text classification cltc is $e @nglish training data to classify czech documents alththgconcepts
presented here are applicable to any language pair .

cltc is an off-line problem , and the authors are unaware pfpaiavious work in this area .

an em based training algorithm for cross-language texgoaization .

due to the globalization on the web , many companies and itistisineed to efficiently organize and search repositonesaining
multilingual documents .

the management of these heterogeneous text collectionsgas¢he costs significantly because experts of differagukeges are

required to organize these collections .
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cross-language text categorization can provide techritpuextend existing automatic classification systems in amguiage to new
languages without requiring additional intervention ofifan experts .

the automated categorization or classification of textspnéalefined categories has witnessed a booming interest iasth®0 years
, due to the increased availability of documents in digitahf@nd the ensuing need to organize them .

in the research community the dominant approach to this prolddmsed on machine learning techniques : a general inductive
process automatically builds a classifier by learning , frasetaof preclassified documents , the characteristics of ttegades .
the advantages of the approach of [ 18 ] over the knowledgmeedng approach consisting in the manual definition of asifeer
by domain experts are a very good effectiveness , considesabings in terms of expert labor power , and straightforyartability
to different domains .

the article of [ 2] deals with the problem of cross-linguatteategorization cltc , which arises when documents in difielanguages
must be classified according to the same classification tree .

[ 2] describe practical and cost-effective solutions fotoaatic cross-lingual text categorization , both in casefficgent number
of training examples is available for each new language attteilcase that for some language no training examples arelzeaila
topic detection and tracking tdt refers to automatic techescfor discovering , threading , and retrieving topicadliated material in
streams of data .

the paper of [ 23 ] reports a controlled study with statigtstgnificance tests on five text categorization methods : tippart vector
machines svm , a k-nearest neighbor knn classifier , a neusabriennet approach , the linear least-squares fit llsf mappimd a
naive bayes nb classifier .

[ 23] focus on the robustness of these methods in dealing véikeaed category distribution , and their performance astiomof
the training-set category frequency .

a comparative study on feature selection in text categdaoizat

the paper of [ 24 ] is a comparative study of feature selectiothous in statistical learning of text categorization .

[ 4]investigate important differences between two styledafument clustering in the context of topic detection anckirg .
converting a topic detection system into a topic trackingtam exposes fundamental differences between these twottestkare
important to consider in both the design and the evaluatiddtafystems .

exploiting comparable corpora and bilingual dictionariesdross-language text categorization .

cross-language text categorization is the task of asgigsemantic classes to documents written in a target langugge e.
english while the system is trained using labeled documerdssburce language e.g.

A.4.5 Outputs from MEAD system

[16 ] goal in cross-language text classification cltc is $& @nglish training data to classify czech documents alththegconcepts
presented here are applicable to any language pair .

the cltc task can be stated as follows : suppose [ 17 ] have d dassifier for a set of categories in a language I1 and a large
amount of unlabeled data in a different language 12 ; how cay tlategorize this corpus according to the same categorieede

for language 11 without having to manually label any data ifd 12

in the second step , a text classifier for the target languagetiained using the em algorithm to take advantage botheofabeled
examples obtained from the original language 11 in the fiegt sind of the set of unlabeled data in language 12 .

cross-lingual training : the labeled training set is ava@#gor only one language and [ 17 ] have to use that to claglsifuments in

other languages .
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the proposed approach is based on the idea that [ 17 ] can usma kraining set in one language to initialize the em iferat on

an unlabeled set of documents written in a different language

aside from [ 18 ] the automatic assignment of documents to a finedeset of categories , which is the main topic of their paper ,
the term has also been used to mean ii the automatic identiicafisuch a set of categories e.g. , borko and bernick 1963i, or
the automatic identification of such a set of categories aadjtbuping of documents under them e.g. , merkl 1998 , a tashlyisua
called text clustering , or iv any activity of placing textiihs into groups , a task that has thus both tc and text clugtasiparticular
instances manning and sch utze 1999 .

other applications [ 18 ] do not explicitly discuss are sipeestegorization by means of a combination of speech recogratid tc
myers et al. 2000 ; schapire and singer 2000 , multimedia docuragggorization through the analysis of textual captioiesand
hatzivassiloglou 2000, author identification for literéexts of unknown or disputed authorship forsyth 1999 , laggLidentification
for texts of unknown language cavnar and trenkle 1994 | autmhidentification of text genre kessler et al. 1997 , andraated
essay grading larkey 1998 .

there are two distinct ways of viewing dr , depending on weethe task is performed locally i.e. , for each individuakgatry or
globally : local dr : for each category ci, a sett’ of terms ,wiit’i j iti , is chosen for classification under ci see apt @et1994 ;
lewis and ringuette 1994 ; li and jain 1998 ; ng et al. 1997 Jesahd hatzivassiloglou 2000 ; sch utze et al. 1995 , wienak: 4995

other more sophisticated information-theoretic functiomseshbeen used in the literature , among them the dia assocfatitor fuhr
etal. 1991, chi-square caropreso et al. 2001 ; galavotti @080 ; sch utze et al. 1995 ; sebastiani et al. 2000 ; yangaddrsen
1997 ; yang and liu 1999 , ngl coefficient ng et al. 1997 ; ruid aninivasan 1999 , information gain caropreso et al. 200tkela
1998 ; lewis 1992a ; lewis and ringuette 1994 ; mladeni ¢ 1998ulimier and ganascia 1996 ; yang and pedersen 1997 , yang and
liu 1999, mutual information dumais et al. 1998 ; lam et al. 198irkey and croft 1996 ; lewis and ringuette 1994 ; li and js898

; moulinier et al. 1996 ; ruiz and srinivasan 1999 ; taira andiha 1999 ; yang and pedersen 1997 , odds ratio caropreso2&l

; mladeni ¢ 1998 ; ruiz and srinivasan 1999 , relevancy scoeaeviet al. 1995 , and gss coefficient galavotti et al. 2000 .

an interesting evaluation has been carried out by dumais €988 , who have compared five different learning methods alureg
different dimensions , namely , effectiveness , training iefficy i.e. , the average time it takes to build a classifier &gegory ci
from a training set tr, and classification efficiency i.e.g #verage time it takes to classify a new document dj underaateg.

[ 2] describe practical and cost-effective solutions fotoauatic cross-lingual text categorization , both in casefficgent number

of training examples is available for each new language attteicase that for some language no training examples arelzeaila
automatic text categorization systems based on superviaetirlg 16 can reach a similar accuracy , so that the semi aummati
classification of monolingual documents is becoming standexctipe .

by means of a number of experiments , [ 2 ] shall test the folloviyigotheses : poly-lingual training : simultaneous trainimy
labeled documents in languages a and b will allow they to iflabsth a and b documents with the same classifier cross-lingua
training : a mono lingually trained classifier for languagéus@ translation of the most important terms from language tatmevs

to classify documents written in b. lessons from clir for @ltc

rocchio is in all cases much worse than for monolingual clasgitin .

on the one hand [ 2 ] found that poly-lingual training , traimione single classifier to classify documents in a number gfuages

, Is the simplest approach to cross-lingual text categaoizatprovided that enough training examples are availablberrespective
languages tens to hundreds , and the classification algousied is immune to the evident disjointedness of the resudtass profile

as is the case for winnow but not for rocchio .

once again , [ 21 ] see that techniques work comparably well inafiregual tasks training and testing in the same language .

as in monolingual segmentation or tracking , monolingual dietecesults are reassuringly similar .
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in particular , when bilingual dictionaries are availathe performance of the categorization gets close to that of timyual text
categorization .

for instance the classical monolingual text categorizatiqoroblem can be reformulated as a cross language text caziiun cltc
task , in which the system is trained using labeled examplassiburce language e.g.

[ 5] can observe that the cltc results are guite close to thfeeance obtained in the monolingual classification tasks .

on the other hand when it is possible to exploit bilinguabstories , such as a synset-aligned wordnet or a bilingictibdary , the

obtained performance is close to that achieved for the moyadirtask .
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