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SUMMARY 

This dissertation focuses on the performance of the frequency hopping 

spread spectrum (FHSS) M-ary frequency shift keying (MFSK) systems in the 

presence of follower partial band jamming noise (PBJN) over flat fading 

channels. The thermal and other wideband Gaussian noises are modeled as 

additive white Gaussian noise (AWGN) at the receiver. 

    Follower partial band jamming is recognized as an efficient strategy to 

degrade the performance of FH/MFSK modulation. In this dissertation, three 

anti-jamming algorithms, based on maximum likelihood-based beamforming 

(MLBB), an area-based vector similarity metric (VSM), and a 

volumetric-based algorithm, are proposed to reject follower jamming and carry 

out symbol detection in slow FH/MFSK systems over quasi-static flat fading 

channels. In addition, theoretical analysis is derived under a jamming dominant 

scenario. 

The MLBB algorithm which consists of a two-element array first uses an 

ML-based approach to obtain an ML estimate of the ratio of the jamming 

fading gains. Based on this ML estimate, a simple beamforming structure is 

employed to place a null toward the follower jamming source, and symbol 

detection is then performed by the ML technique. Theoretical and simulated 
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results show the effectiveness of the proposed algorithm in combating follower 

jamming. 

Using the principle of vector similarity, an area-based VSM algorithm is 

formulated to give an estimate of the unknown spatial correlation of the 

received jamming components at the two receiver antennas. The jamming 

signal can then be removed in the symbol detection process. The improved 

performance of the VSM algorithm is verified by analysis under a jamming 

dominant environment as well as using simulated bit error rate (BER) results.  

The volumetric-based algorithm uses a multi-element array, and is 

proposed to reject multiple follower jamming signals and to carry out symbol 

detection in slow FH/MFSK systems over quasi-static flat fading channels. 

Specifically, with the use of the proposed algorithm, which can provide an 

estimate of the unknown spatial correlation of the received multiple jamming 

components at the receiver antennas, jamming can be removed in the symbol 

detection process. The jamming rejection capability of this algorithm is verified 

by analysis under a jamming dominant environment as well as by the much 

improved BER obtained in simulation studies.  

In summary, the MLBB and VSM methods can reject a single jammer by 

using a two-element antenna. The volumetric algorithm can reject multiple 

jammers by using a multi-elements antenna. Finally, these three proposed 
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algorithms can attain highly reliable bit detection with low BER values over a 

wide range of signal and jamming power ratios. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction of Spread Spectrum Systems 

 

Spread spectrum signals used for the transmission of digital information 

are distinguished by the characteristic that their bandwidth W is much greater 

than the information rate R in bits/s. Spread spectrum signals can be used for 

combating or suppressing the detrimental effects of interference such as 

jamming signal, signal transmitted by other users of the channel, and 

self-interference due to multipath propagation. 

There are two fundamental types of spread spectrum systems: direct 

sequence spread spectrum (DSSS) system and FHSS system. A wideband 

spread spectrum signal is generated from a data modulated carrier by 

modulating the data a second time using a very wideband spreading signal. The 

spreading modulation may be a phase modulation or from a rapidly changing 

carrier frequency or a combination of these and other techniques. When 

spectrum spreading is accomplished by phase modulation, the resultant signal 
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is called a DSSS signal. When the spectrum spreading is accomplished by rapid 

changing of the carrier frequency, the resultant signal is called an FHSS signal.  

 

1.2 A Literature Review of FHSS 

 

In FHSS, each carrier frequency is typically chosen from a set of 2C  (C  

is a positive integer) frequencies that are spaced approximately over the width 

of the data modulation spectrum available, although neither condition is 

absolutely necessary. The spreading code, in this case, does not modulate the 

data-modulated carrier directly but is used to control the sequence of carrier 

frequencies. In the receiver, the frequency hopping is removed by mixing with 

a local oscillator signal that is hopping synchronously with the received signal. 

Block diagrams of the transmitter and receiver are shown in Fig. 1.1 [1]. 

Although PSK modulation gives better performance than FSK in an 

AWGN channel, it is difficult to maintain phase coherence in the synthesis of 

the frequencies used in the hopping pattern. Consequently, FSK modulation 

with noncoherent detection is usually employed with FHSS signals [2]. 

Due to the advantages of combating narrowband interference and 

multi-access interference (MAI), FHSS has been used in military applications, 
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wireless personal communications [3], and satellite communications [4-6].  
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Fig. 1.1: FHSS system modem 
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1.2.1 Slow FHSS Systems 

 

Consider an MFSK data modulation for FHSS systems. The data 

modulator outputs one of 2C  tones, each lasting CT  seconds, where T  is 

the duration of one information bit. Usually, these tones are spaced far enough 

apart so that the transmitted signals are orthogonal. This implies that the data 

modulator frequency spacing is at least CT1 and that the data modulator 

output spectral width is approximately 2 /C CT . Assume that, in each cT  

seconds, or one hop duration, the data modulator output is transmitted to a new 

frequency by the frequency-hop modulator. 

When CTTc  , the FHSS system is called a slow frequency hopping 

system. 

 

1.2.2 Fast FHSS Systems 

 

In contrast to the slow FHSS systems when the hop frequency band 

changes more slowly than symbols coming out of the data modulator, the 

hopping frequency band can change many times per symbol in fast FHSS 

systems. A significant benefit of fast FHSS is that frequency diversity gain is 
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achieved in each transmitted symbol, which is particularly beneficial in a 

partial band jamming environment. 

Assume that the output of the MFSK modulator is subdivided into Z  

chips. After each hop, the MFSK modulator output is hopped to a different 

frequency. Because the chip duration cT  is shorter than the data modulator 

output symbol duration dT , the minimum tone spacing for orthogonal signals is 

now 1 cT Z CT= .  

The data demodulator can operate in several different modes in fast FHSS 

systems. One mode is to make a decision on each frequency hopping chip as it 

is received and to make an estimate of the data modulator output based on all 

Z  chip decisions. The decision rule could be a simple majority vote. Another 

mode would be to calculate the likelihood of each data modulator output 

symbol as a function of the total signal received over Z  chips and to choose 

the largest value. A receiver that calculates the likelihood of each symbol is 

optimum in the sense that minimum error probability is achieved for a given 

0bE N . Each of these possible operating modes performs differently and has 

different complexity. The spread spectrum system designer must choose the 

mode of operation that best solves the particular problem under consideration. 
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1.2.3 Synchronization of FH Systems 

 

FH communications require the spreading waveforms of the transmitter 

and receiver to be synchronized. If the two waveforms are not synchronized 

within as little as one chip, insufficient signal energy will reach the receiver 

data demodulator for reliable data detection. The task of achieving and 

maintaining code synchronization is usually delegated to the receiver [7-23]. 

The authors of [11; 12] describe an FH transceiver using a synchronization 

method based on a simple time division duplexing (TDD) frame structure. The 

latter consists of a pilot tone, a frame ID, and actual data, with synchronization 

being accomplished by means of energy detection and pattern matching. [16] 

proposes to use Bayesian techniques to address jointly the problem of 

frequency estimation and synchronization of frequency hopping signals in a FH 

system. To maintain synchronization in the presence of fading or narrowband 

interference, [18] propose a time division duplex packet algorithm based on 

slow FH system. By using the power sum definition, [22] proposes the cost 

function that has minimum at zero hop-timing error. However, the acquisition 

range is quite limited.  

In general, synchronization are carried out by using a pilot signal or sync 



                                                                                  7
 
 

bit which has the disadvantages of requiring additional time slots and 

bandwidth, reduces the data rate. 

Alternatively, the use of a parameter estimation algorithm may be 

explored in the absence of pilot signals. Specifically, [7] proposes an algorithm 

that uses a time-frequency representation of the observed signal before 

estimating the parameters that characterize the time-frequency trajectory of the 

signal. Based on the trajectory estimated, the hopping transitions and 

frequencies can be found, even though as discussed in [7], the method suffers 

from an inevitable threshold effect. Similarly, [8] proposes a wavelet estimation 

technique that uses an instantaneous correlation function for the detection of 

frequency hopping signals. The ML-based algorithm proposed by [10] for 

frequency hop synchronization does not use any pilot signal. An iterative 

method is derived to estimate the hopping frequency and hop transition time at 

the same time.  

 

1.2.4 Typical Types of Jamming Against FHSS 

In FHSS systems, there are four main kinds of intentionally jamming 

sources. These are barrage noise, single tone, multi-tone and partial-band 

jammers. Among these types of jammers, the most popular one is the barrage 
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noise jammer which only transmits a band-limited white Gaussian noise whose 

power spectrum covers the entire frequency range of a target FHSS receiver. 

Consequently, a barrage noise jammer usually has the same effect as thermal 

noise, which enhances the noise level at a target FHSS receiver [77].  

The second type of intentional jamming is single-tone jamming. A 

single-tone jammer simply transmits an un-modulated carrier signal at a certain 

frequency in the currently used FHSS signal bandwidth. As a result, this type of 

jamming induces a quite insignificant effect on FHSS systems since the 

instantaneous FHSS frequency bandwidth is small and changes continuously. 

For FHSS systems, a more effective tone jamming strategy is the use of 

multi-tone jamming which transmits various un-modulated carrier signals in the 

entire FHSS frequency bandwidth [1]. Multi-tone jamming is more efficient in 

interfering a fast FHSS system. 

To obtain a more efficient jamming strategy in slow FHSS systems, 

partial-band jamming is usually employed [1]. This jamming scheme transmits 

all its available power to a certain portion of the entire FHSS signal bandwidth 

[78]. In fact, such jammers include extremely effective ones which are called 

follower partial-band jammers [79] (smart or repeater jammers). A follower 

partial band jammer is able to determine the currently used frequency band of a 

target FHSS receiver and injects its interfering signals to that frequency band.  
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1.2.5 Performance of FHSS Systems in a Jamming 

Environment 

 

FHSS is known to be robust against intentional jammers. However, the 

performance will be severely degraded by the PBJN [24] or a multi-tone 

jammer (MTJ). 

Conventionally, fast FH with noncoherent FSK modulation is used to 

protect the transmitting signals against a certain hostile jammer. The MTJ 

strategy causes more critical harm than the PBJN algorithm does, because the 

former possesses more effective power utilization.  

The performance evaluation of fast FH/MFSK communication systems 

using various diversity-combining methods in the presence of MTJ and AWGN 

can be found in [24-46]. [25] derives an optimum structure of an ML receiver 

for a fast FHSS communication system with the interference of MTJ and 

AWGN. It shows that the side information of noise variance, signal tone 

amplitude, and multiple interfering tone amplitude at each hop, as well as the 

computation of nonlinear modified Bessel function are required to implement 

the optimum ML receiver. [28] further investigate the performance of the 

product-combining receiver and the clipper receiver against MTJ for an 
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FFH/MFSK system over AWGN channels. By employing a square law receiver, 

[26] analytically investigates the performance degradation to orthogonal 

noncoherent FFH MFSK due to multitone interference, where the channel for 

each hop band is modeled as a slowly fading Ricean process. 

However, there is a penalty incurred in subdividing a signal into several 

FH elements. This is due to the fact that the energy from these separate 

elements has to be combined noncoherently. In addition, in FH systems, the 

transmitters and receivers contain clocks that must be synchronized. That is, the 

transmitters and receivers must hop at the same rate at the same time. The faster 

the hopping rate, the higher the jamming resistance, and the more accurate the 

clocks must be. This means that a highly accurate clock is required to allow a 

very fast hop rate for the purpose of defeating a follower jammer. Some 

systems may still have limitations that do not allow for fast hopping. 

Investigations on slow FHSS systems in the presence of partial-band 

jamming have been carried out in [47-55] while studies on follower jamming 

mitigation have been well documented in [56-58]. Specifically, in [54], a 

countermeasure to a follower partial-band Gaussian noise jammer was 

proposed for FHSS communications. The proposed scheme makes use of 

randomized decisions by the transmitter and the receiver to lure the jammer so 

that system performance can be improved. Of course, this implies that both the 
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transmitter and receiver have to require a higher level of synchronization. 

 

1.2.6 Anti-jamming Algorithms For FHSS Systems 

 

An antenna array using the sample matrix inversion (SMI) algorithm is 

exploited to isolate the desired signal and the jamming signal for the purpose of 

suppressing the latter in [56]. This algorithm, however, assumes that the 

antennas have equal gains in the direction of the jammer, and will not function 

properly under a quasi-static flat fading channel. 

The algorithm proposed in [58] has a better performance in a jamming 

dominant scenario. This, however, treats the received jamming signals as 

deterministic unknowns to be estimated, and so, the lower the jamming power 

(or the higher the signal to jamming ratio), the less accurate the jamming 

estimates. The increased inaccuracy in the jamming estimates leads in turn to a 

deterioration in performance. On the other hand, under the traditional ML 

algorithm, the received jamming components are considered as additional 

receiver noise. Thus, the higher the jamming power, the higher the amount of 

total noise, and the worse the performance.  
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1.3 Research Objective and Contributions 

 

To investigate the FH synchronization problem, keeping in mind the 

discussions in Section 1.2.3, we further assume that hopping is an unknown 

parameter. Noting that this scenario is worse than even [10], Chapter 2 

proposes and investigates an algorithm for estimating the hopping transition 

time, hopping period and frequencies in a frequency hopping system under the 

presence of flat fading. For optimality, the algorithm aims to minimize a 

ML-based objective function. 

To combat jamming signal with FHSS system, [24-46] discussed the 

performance of fast FHSS under that attack of MTJ with various antenna types. 

Although [47-58] have investigations on the performance of slow FHSS 

systems in the presence of partial-band jamming, very few papers [56-58] 

consider Rayleigh flat fading channel.  

The MLBB algorithm, which consists of a two-element array, first uses an 

ML-based approach to obtain an ML estimate of the ratio of the jamming 

fading gains. Based on this ML estimate, a simple beamforming structure is 

employed to place a null toward the follower jamming source, and symbol 

detection is then performed by the ML technique.  

The principle of vector similarity has attracted a lot of interest recently in 
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applications such as searching [59-61], face authentication [62] and fuzzy set 

systems [63;64]. This principle may also be profitably employed in some 

digital wireless communication systems where multiple dimensional vector 

representations are frequently used in such systems for a variety of purposes 

such as symbol detection. 

This dissertation also investigates how vector similarity can be formulated 

to lead to a novel area-based and volumetric-based vector similarity metric that 

can be used for carrying out symbol detection in the presence of jamming 

signals and white noise in FHSS communication systems.  

Taking the effect of follower jamming and flat fading into account, two 

jamming rejection algorithms are proposed in this dissertation. Specifically, the 

proposed VSM algorithm uses a two-element array to reject single follower 

jamming signal interference and carry out symbol detection in slow FH/MFSK 

systems over quasi-static flat fading channels. In addition, in the presence of 

more than two jammers, the volumetric-based algorithm can be used to carry 

out symbol detection. 

Simulation and analytical results show that the performances of the MLBB 

and VSM are better than the traditional ML approach, the SMI method and the 

algorithm proposed in [58], especially in jamming dominant scenarios. In 

addition, the performance of the volumetric-based algorithm is better than those 
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of the traditional ML approach and the SMI method in the presence of more 

than two jammers. 

 

1.4 Structure of the Dissertation 

 

CHAPTER 2 proposes an ML-based algorithm for estimating the hopping 

transition time, hopping period and frequencies in a frequency hopping system 

in the presence of flat fading. 

The transmitted signal model with the jamming model is presented in 

CHAPTER 3. The proposed MLBB algorithm, which can eliminate one 

jammer with two receivers, is presented in CHAPTER 4.  

In CHAPTER 5, the VSM algorithm is introduced. Based on the 

simulation results, we show that the VSM has the best performance among 

MLBB, ML, SMI and the algorithm proposed in [58]. 

To eliminate the effects caused by more than two jammers, the details of 

the volumetric-based algorithm, which can be used for carrying out symbol 

detection in the presence of jamming signals and white noise, is described in 

CHAPTER 6. 

Finally, CHAPTER 7 concludes this dissertation and suggests some future 
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research work. 
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CHAPTER 2 

SYNCHRONIZATION OF 

FREQUENCY HOPPING SYSTEMS 

 

2.1 Introduction 

 

Typically, the available channel bandwidth in an FHSS communication 

system is divided into a large number of contiguous frequency slots, with the 

carrier frequency pseudorandomly hopping from one value to another in 

consecutive signaling intervals or hopping periods. During synchronization or 

when no data is being transmitted, the receiver receives an unknown carrier 

tone that changes its frequency at regular hopping transitions. In the presence 

of flat fading, the tone will also be subjected to unknown amplitude and phase 

changes that depend on the frequency of the tone and the multipath 

environment. In this chapter, we are interested in investigating how the hopping 

frequency, hopping transitions and period can be estimated from the received 

signal. The estimation of these parameters will serve to synchronize the 

receiver to the FHSS transmitter. 
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2.1.1 Transmitted Signal Model 

 

To jointly estimate the hopping transitions and period, at least 3 hops are 

needed. For the sake of simplicity, consider a three-hop frequency hopping (FH) 

signal model, which is shown in (2.1) 

  

 

1

2

3

2

2

2 2

, 0,..., 1

( ) , ,..., 2 1

, 2 ,...,3 1

s

s

s

j f nT

j f n V T

j f n V T

e n V

s n e n V V

e n V V











  
  
  

, (2.1) 

where 1f , 2f  and 3f  are the hopping frequencies in the three hops, sT  is the 

sampling period, V  is the number of samples per hop, and sVT  is the hopping 

period. A total of L  ( 2L V ) samples are taken, which spans the three hops.  

2.1.2 Received Signal Model 

 

In a flat fading environment, the phase and amplitude of the transmitted 

signal will be changed due to multipath fading, and the received signal in an 

interval of sLT  (or L  samples) can be written as 

  

 

1

2

3

2 ( 1 )
1

2 1
2

2 1
3

( ), 1,...,

( ) ( ), 1,...,

( ), 1,...,

s

s

s

j f V K n T

j f n K T

j f n V K T

e w n n K

r n e w n n K K V

e w n n K V L













  

 

  

  
    


   

. (2.2) 

The complex constant i , i=1,2,3 represents the phase shift and 

attenuation of the ith hop through the transmitting path, and ( )w n  is AWGN 

with a mean of 0 and a variance of 2 . Note that there are K  samples in hop 

one, V samples in hop two and L V K   samples in hop three, with K  
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representing the uncertainty in hop timing between the transmitter and receiver 

in the first hop. The problem of finding out K  and V  in (2.2), together with 

the hopping frequencies, is thus equivalent to solving the synchronization 

problem. Fig. 2.1 illustrates how the timings of the signals at the transmitter 

and receiver are related. 

 

Transmission:  3V  samples in 3 hops 

 

Reception: L samples spanning 3 hops 

 Fig. 2.1 Transmitted and received signal blocks 

 

Defining the vectors  

    [ 1 ,..., ]Tr r Lr , (2.3) 

   2 311 2 1 2 12 ( 1)2 ( )
1 1 2 2 3 3[ ,..., , ,..., , ,..., ]s ss j f V T j f L V K Tj f V Tj f V K Ts Te e e e         s   

  (2.4) 

and                                    

    [ 1 ,..., ]Tw w Lw , (2.5) 

the received signal in vector form is given by  

 r = s + w . (2.6) 

For analytical convenience, the received signal vector r  can be 

partitioned into three parts, with each part corresponding to one hop of the 

signal, as follows: 
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1 1 1 1

2 2 2 2

3 3 3 3





     
           
          

r s w

r s w

r s w

 (2.7) 

where 

    1 1 ,...,
T

r r K   r , (2.8) 

    2 1 ,...,
T

r K r K V    r , (2.9) 

    3 1 ,..., ,
T

r K V r L    r  (2.10) 

 1 12 ( ) 2 ( 1)
1 1,..., ,s s

Tj f V K T j f K Te e     s  (2.11) 

 22 ( 1)
2 1,..., s

Tj f V Te     s , (2.12) 

 32 ( 1)
3 1,..., ,s

Tj f L V K Te       s  (2.13) 

    1 1 ,..., ,
T

w w K   w  (2.14) 

    2 1 ,...,
T

w K w K V    w  (2.15) 

and 

    3 1 ,..., .
T

w K V w L    w  (2.16) 

With the model in (2.7), the synchronization problem of estimating V  

and K , together with three hopping frequencies 1f , 2f  and 3f , will now be 

addressed. 
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2.2 ML Estimation of Hopping Transition Time and 

Period 

 

Based on the signal model in (2.7), the likelihood function of the received 

signal is 

    

 
 

 
 

2

2

22 2
1 1 1 2 2 2 3 3 32

1

2
1 2 3 1 2 3

1

2

1
, , , , , , ,

2

1

2

L

L

f f f f K V e

e



  


  








    





r s

r s r s r s

. (2.17) 

The ML estimates of the parameters 1f , 2f  , 3f , K  and V  can be 

found by maximizing (2.17), which is equivalent to minimizing the objective 

function 

       1 2 3 1 2 3 1 1 1 2 2 2 3 3 3, , , , , , , , , , , , , , , , ,f f f K V f K V f K V f K V           
  (2.18) 

where  

   2

1 1 1 1 1 1, , , ,f K V   r s  (2.19) 

   2

2 2 2 2 2 2, , ,f K V   r s  (2.20) 

and 

   2

3 3 3 3 3 3, , , .f K V   r s  (2.21) 

To minimize 1 1 1( , , , )f K V  , we can set 1

1

0







 which results in  

 1 1 1

1
ˆ .H

K
  s r  (2.22) 

Substituting (2.22) into(2.19), the objective function 1 1 1( , , , )f K V    
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becomes 

 
2

1 1 1 1 1 1 1 1

1
ˆ( , , ) ( , , , ) .Hf K V f K V I

K
       

 
s s r  (2.23) 

Based on (2.11) it is easily to obtain  

 1 1 .H Ks s  (2.24) 

By substituting (2.24) into (2.23), we find 

2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1
( , , ) H H H H H Hf K V I

K K K K
                   

      
s s r r I s s I s s r r I s s r

  (2.25) 

Because only 1s  depends on 1f , the differentiation of (2.25) with respect 

to 1f  is 

 1
1

11

1
1

1

1

r

ssI

r



























 





f

K

f

H

H
 (2.26) 

where 

 
1 1

1 1
1 1

1 1 1

1
1

.

H
H

HK
f K f f

              

I s s
s s

s s  (2.27) 

Substituting (2.11) into(2.27), we obtain 

 1
1 1

1

2 sj T
f





s

D s  (2.28) 

and 

 1
1 1

1

2
H

H
sj T

f




s

s D  (2.29) 

where 

       1 , 1 , , 1 .diag V K V K V      D   (2.30) 
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With (2.28) and (2.29), (2.27) can be written as 

 1
1 1 1 1 1

1

4
Im .H HsT

f K

    
r D s s r  (2.31) 

Thus, the ML estimation for 1f , corresponding to 1

1

0
f





, is given by  

  
1

1 1 1 1 1 1
ˆ arg Im[ ] 0 .H H

f
f  r D s s r  (2.32) 

With the estimated 1̂  and 1f̂ , the objective function of (2.19) becomes 

 
2

1 1 1 1 1 1 1

1ˆˆ ˆ ˆ( , ) ( , , , ) HK V f K V I
K

       
 

s s r  (2.33) 

where 

    1 1
ˆ ˆ2 2 1

1ˆ 1, , .s s
T

j f V K T j f K Te e     s   (2.34) 

By carrying out the same analysis, 2̂  and 2f̂  are given by 

 2 2 2

1
ˆ H

V
  s r  (2.35) 

and 

  
2

2 2 2 2 2 2
ˆ arg Im[ ] 0H H

f
f  r D s s r  (2.36) 

where 

   2 0,1, , 1 .diag V   D   (2.37) 

Likewise, with 2̂  and 2f̂ , the objective function of (2.20) becomes 

 
2

2 2 2 2 2 2 2

1ˆˆ ˆ ˆ( , ) ( , , , ) HK V f K V I
V

       
 

s s r  (2.38) 

where 

  2̂2 1
2ˆ 1, , .s

T
j f V Te     s   (2.39) 
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Similarly, 3̂  and 3f̂  are given by 

 3 3 3

1
ˆ H

L K V
 

 
s r  (2.40) 

and 

  
3

3 3 3 3 3 3
ˆ arg Im[ ] 0H H

f
f  r D s s r  (2.41) 

where 

   3 0,1, , 1 .diag L K V     D   (2.42) 

In addition, with 3̂  and 3f̂ , the objective function of (2.21) becomes 

 
2

3 3 3 3 3 3 3

1ˆˆ ˆ ˆ( , ) ( , , , ) HK V f K V I
L K V

         
s s r  (2.43) 

where 

  3̂2 1
3ˆ 1, , .s

T
j f L K V Te       s   (2.44) 

Combining these results, the objective function in (2.18) becomes 

 1 2 3( , ) ( , ) ( , ) ( , )K V K V K V K V       (2.45) 

and the ML estimation of K and V can be found from 

  
,

ˆ ˆ[ , ] arg min ( , ) .
K V

K V K V  (2.46) 

Summarizing, the ML-based algorithm for finding K̂ , V̂ , 1f̂ , 2f̂  and 

3f̂  can be implemented as shown in Table 2.1. 
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Table 2.1:  ML estimation of K̂  and V̂  

Step 1 Let / 3v L    , where  q  is the smallest integer greater than q . 

Step 2 Let 1k . 

Step 3 

Calculate 1
ˆ ( , )f k v  from (2.32), 2

ˆ ( , )f k v  from (2.36) and 

3
ˆ ( , )f k v  from (2.41). 

Step 4 
Calculate 1( , )k v  from (2.33), 2 ( , )k v  from (2.38) and 3( , )k v

from (2.43). 

Step 5 
If 1k v  ,  go to Step 6.  Otherwise, set 1 kk  and go to 

Step 3. 

Step 6 

If / 2 1v L    ,  go to Step 7.  Otherwise, set 1v v   and go 

to Step 2.  q  is the largest integer smaller than q . 

Step 7 
Compute the objective function ( , )k v  from (2.45) and 

determine the estimate K̂  and V̂  from (2.46). 

Step 8 
Using the estimate K̂  and V̂ , the estimated frequency is given 

by 1
ˆ ˆ ˆ( , )f K V , 2

ˆ ˆ ˆ( , )f K V  and 3
ˆ ˆ ˆ( , )f K V . 
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2.3 A Recursive Algorithm for Solving the ML 

Equations 

 

As detailed in Table 2.1, the ML estimates K̂  and V̂  depending on 

( , )K V , which in turns depends on 1
ˆ ( , )f K V , 2

ˆ ( , )f K V  and 3
ˆ ( , )f K V  in 

Step 3. Because this is a time consuming process, we will now formulate a 

recursive algorithm for the ML estimation of 1
ˆ ( , )f K V , 2

ˆ ( , )f K V  and 

3
ˆ ( , )f K V .  

First consider 1
ˆ ( , )f K V , which can be obtained from (2.32). Expanding 

the right hand side of this equation, we find 

      12 ( )*
1 1 1 1 1

1 1

Im Im 1 .s

K K
j f n m TH H

n m

V K n r n r m e  

 

          
r D s s r (2.47) 

Substituting (2.47) into (2.32), we have 

      1

1

2 ( )*
1

1 1

ˆ ( , ) arg Im 1 0 .s

K K
j f n m T

f n m

f K V V K n r n r m e  

 

  
      

  
  

  (2.48) 

Using (2.48), 1
ˆ ( 1, )f K V  and 1

ˆ ( , 1)f K V   are given by 

      1

1

1 1
2 ( )*

1
1 1

ˆ ( 1, ) arg Im 2 0s

K K
j f n m T

f n m

f K V V K n r n r m e 
 



 

  
       

  
   

  (2.49) 

and 
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      1

1

2 ( )*
1

1 1

ˆ ( , 1) arg Im 0 .s

K K
j f n m T

f n m

f K V V K n r n r m e  

 

  
      

  
   

  (2.50) 

Denoting the difference between 1
ˆ ( 1, )f K V  and 1

ˆ ( , )f K V  as 

1
ˆ ( , )f K V  and the difference between 1

ˆ ( , 1)f K V   and 1
ˆ ( , )f K V  

as 1
ˆ ( , )f K V , we have 

 1 1 1
ˆ ˆ ˆ( 1, ) ( , ) ( , )f K V f K V f K V     (2.51) 

and 

 1 1 1
ˆ ˆ ˆ( , 1) ( , ) ( , ).f K V f K V f K V    (2.52) 

Noting that (2.48), (2.49) and (2.50) for determining 1
ˆ ( , )f K V , 

1
ˆ ( 1, )f K V  and 1

ˆ ( , 1)f K V   are almost the same, 1
ˆ ( , )f K V  and 

1
ˆ ( , )f K V  will in general be small. Thus, using the first-order Taylor 

expansion for  12 1, ( ) sj f K V n m Te     and  12 , 1 ( ) sj f K V n m Te    , we have  

          1 11 12 , , ( )2 1, ( ) 2 , ( )
11 2 , ( )ss sj f K V f K V n m Tj f K V n m T j f K V n m T

se e e j f K V n m T            
(2.53) 

and 

          1 11 12 , , ( )2 , 1 ( ) 2 , ( )
11 2 , ( ) .ss sj f K V f K V n m Tj f K V n m T j f K V n m T

se e e j f K V n m T            
(2.54) 

Using (2.48), (2.49), (2.51) and (2.53), 1
ˆ ( , )f K V  can then be shown to 

be 

 

        1

1 1 1
2 , ( )*

1 1

Im ( , )ˆ ( , )

Re 2 s

K K
j f K V n m T

s
n m

a K V
f K V

T V K n n m r n r m e 
 



 

 
 

     
 


 

  (2.55) 
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where 

        

             

1

1 1

1
2 , 1*

1

1 1
2 , 1 2 ,* *

1 1 1

( , ) 1 1

1 .

s

s s

K
j f K V n K T

n

K K K
j f K V K m T j f K V n m T

m n m

a K V V K n r n r K e

Vr K r m e r n r m e



 


 



 
  

  

    

  



 
 (2.56) 

Similarly, using (2.48), (2.50), (2.52) and (2.54), 1
ˆ ( , )f K V  is given by 

     

        

1

1

2 , ( )*

1 1
1 1 1

2 , ( )*

1 1

Im
ˆ ( , ) .

Re

s

s

K K
j f K V n m T

n m
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  (2.57) 

As derived, 1
ˆ ( , )f K V  can be refined by either  

 1 1 1
ˆ ˆ ˆ( , ) ( 1, ) ( 1, )f K V f K V f K V      (2.58) 

or 

 1 1 1
ˆ ˆ ˆ( , ) ( , 1) ( , 1).f K V f K V f K V     (2.59) 

The most appropriate refinement is such that the appropriate objective 

function 1( , )K V  is minimized: 

  
1 1 1 1 1

1

ˆ ˆ ˆ ˆ ˆ1 1 ( , ) ( 1, ) ( 1, ), ( , 1) ( , 1)ˆ ( , )

ˆ ( , ) arg min ( , ) | .
f K V f K V f K V f K V f K V

f K V

f K V K V



      

   

  (2.60) 

The above method to refine the estimate 1
ˆ ( , )f K V  can be adapted to 

2
ˆ ( , )f K V  and 3

ˆ ( , )f K V  as well, and the entire algorithm formulated is 

basically recursive and will result in ML estimates. Specifically, 2
ˆ ( , )f K V  and 

3
ˆ ( , )f K V  can be refined by using 
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  
2 2 2 2 2

2

ˆ ˆ ˆ ˆ2 2 ( , ) ( 1, ) ( 1, ), ( , 1) ( , 1)ˆ ( , )

ˆ ( , ) arg min ( , ) |
f K V v K V f K V f K V f K V

f K V

f K M K V



      

  

  (2.61) 

and 

  
3 3 3 3 3

3

ˆ ˆ ˆ ˆ ˆ3 3 ( , ) ( 1, ) ( 1, ), ( , 1) ( , 1)ˆ ( , )

ˆ ( , ) arg min ( , ) |
f K V f K V f K V f K V f K V

f K V

f K V K V



      

  

  (2.62) 

where

 

        2

2
2 , ( )*

1 1

Im ( , )ˆ ( , ) ,

Re 1 1 1 s
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j f K V n m T

s
n m

b K V
f K V

T n n m r K n r K m e  

 

 
 
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 
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 (2.63) 

 
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s
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 


 


 
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  (2.64) 
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 3 3 '
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 (2.68) 

and 

        3

1 1
2 , ( )' *

1 1

( , ) 1 1 1 .s

L K V L K V
j f K V n m T

n m

c K V n n m r K V n r K V m e 
     



 

         
 (2.69) 

As given by Table 2.1, the computational complexity of the proposed 

algorithm is associated mainly with the calculation of the frequency estimates 

and the objective function. Table 2.2 gives a rough estimation of the 

computational complexity of the various important steps in this process as a 

function of the hopping period V. As can be seen from the last row of the table, 

the proposed algorithm requires roughly 3O( )V complex multiplications.  
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Table 2.2:  Computational complexity of the proposed ML- based algorithm 

 # Addition # Multiplication 

1
ˆ ( , )f K V  3 213 5

2 15
2 2

V V V    3 210 11
10 17

3 3
V V V    

1
ˆ ( , )f K V  3 25 3 5

4
3 2 6

V V V    3 210 11
8

3 3
V V V    

1( , )K V  3 24 5
6

3 3
V V V   3 23 3V V V   

2
ˆ ( , )f K V  3 24 3 6V V V    3 210 5 8 7V V V    

2
ˆ ( , )f K V  3 23 8 4 7V V V    3 26 16 9 13V V V    

2 ( , )K V  3 24 6 2V V V   3 26 6V V  

3

3

ˆ ( , )

ˆ ( , )

f K V

f K V




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2.4 Numerical Results and Discussions 

 

Some simulation results will now be presented to better illustrate the 

performance of the proposed algorithm and also to compare it with the 

technique based on time-frequency distribution (TFD) [65]. A brief discussion 

of TFD is given in Appendix A. 

In the scenario being simulated, the frequencies in the three hops are 

1f =18kHz, 2f =29kHz, and 3f =37kHz, and the sampling frequency is 1MHz. 

The values of 1 , 2  and 3  , which account for the overall effects of phase 

shift and fading, are 0.8+0.3j, 0.6+0.5 j and 0.4+0.8j, respectively. The hopping 

period is V =128, and the hop transition is at K =56. The estimation is carried 

out using a total of L=300 samples and the SNR is 10dB. 

Fig. 2.2, Fig. 2.3 and Fig. 2.4 show the frequency estimates 1
ˆ ( , )f K V , 

2
ˆ ( , )f K V  and 3

ˆ ( , )f K V  calculated recursively by using (2.60), (2.61) and 

(2.62) as a function of K and V. While this may be difficult to observe from the 

3D plot, note that at the correct value of V =128 and K =56, the frequency 

estimates will be very close to their actual values. They will not of course be 

equal to the actual values exactly due to the effect of noise.  

From the data for Fig. 2.2, Fig. 2.3 and Fig. 2.4, using (2.45) with (2.33), 

(2.38) and (2.43), the objective functions 1( , )K V , 2 ( , )K V , 3 ( , )K V  and 

( , )K V  can be calculated. These functions are plotted against K  and V  in 

Fig. 2.5, Fig. 2.6, Fig. 2.7 and Fig. 2.8, respectively. Note that at the actual 

values of K =56 and V =128, the objective function ( , )K V  has its 
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minimum value.  

Fig. 2.2    Variation of 1
ˆ ( , )f K V  from (2.60) 

 

 

Fig. 2.3    Variation of 2
ˆ ( , )f K V  from (2.61) 
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Fig. 2.4    Variation of 3
ˆ ( , )f K V  from (2.62) 

 

 

Fig. 2.5   Variation of 1( , )K V  from (2.33) 
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Fig. 2.6   Variation of 2 ( , )K V  from (2.38) 

 

 

Fig. 2.7   Variation of 3( , )K V  from (2.43) 
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Fig. 2.8  ( , )K V  versus K  and V  

Then, using these values of K and V, the corresponding frequency 

estimates can be found from Fig. 2.2, Fig. 2.3 and Fig. 2.4 to be 

)128,56(1̂f =17.86kHz, )128,56(ˆ
2f =29.04kHz and )128,56(ˆ

3f =37.01kHz, 

respectively. 

Following the above process, we carried out another 500 Monte Carlo 

experiments under different SNR for the purpose of finding the probability of 

error in estimating K . The results are presented in Fig. 2.9. Meanwhile, the 

error bar of the estimation is shown in Fig. 2.9. For comparison, the results 

obtained by TFD are also shown. The Wigner distribution given by 

* 2( , ) ( 0.5 ) ( 0.5 ) j f
xW t f r t r t e d   

 


    is employed in the simulation, 

and the instantaneous frequency is obtained by  ),(maxarg)(ˆ ftWtf x
f

 . The 

transition time is then estimated by finding the position at which maximum 

change in successive instantaneous frequency estimations occurs. From Fig. 2.9, 
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we can see that the proposed ML-based algorithm has a lower estimation error 

probability than the TFD based method. Based on the finite number of 

simulation results obtained, the probability of error decreases to zero for the 

proposed ML algorithm at an SNR greater than 4dB. For the TFD based 

method, however, the SNR has to be at least 11dB for the error probability to be 

zero.  
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Fig. 2.9   Error bar in estimating K  

 

 

2.5 Summary 

In this chapter, an ML-based recursive algorithm for estimating the 

hopping transition time, hopping period and frequencies in a frequency hopping 

system is proposed and investigated. Without using any pilot or sync bit, the 
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proposed ML-based algorithm is formulated to work in the presence of 

unknown flat fading. It makes use of an efficient recursive technique 

formulated for estimating the hopping frequencies in various hops of the 

received signal. The estimated hopping frequencies are used in an integrated 

optimization procedure where the hopping transitions and period are adjusted 

together with refinements to the hopping frequencies to minimize the overall 

ML objective function. Compared with the other algorithm, the proposed 

algorithm has been found to have a better performance in terms of estimation 

errors. 
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CHAPTER 3  

FH/MFSK SYSTEM WITH JAMMING 

IN THE PRESENCE OF FADING 

 

3.1 System Model 

 

Consider an MFSK modulated slow FHSS system. To suppress the 

detrimental effects of a follower partial band jammer, we explore the use of a 

simple multi-element receiving array, where the signal from each element is 

down converted and sampled at N times the symbol rate [56;79;80]. The 

samples collected from the antenna array elements over one symbol duration 

will be used to estimate the desired information symbol by using MLBB, 

area-based VSM, and the volumetric-based algorithm, which will be described 

in more detail in CHAPTER 4, CHAPTER 5 and CHAPTER 6, respectively. 

Note that to eliminate X jammers, at least X+1 receiver antennas must be 

employed.  
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3.1.1 Signal Model 

 

Without loss of generality, consider the detection of the symbol in a hop 

over the interval 0 yt T  , where yT  is the symbol duration. The complex 

envelop of the transmitted signal can be expressed by  

  0( ) exp 2 ,i ds t j f d f t     (3.1) 

where if  is the hopping frequency, ]1,,1,0[0  Md   represents the 

information symbol, and df  stands for the frequency spacing between two 

adjacent MFSK tones. Unlike the conventional MFSK system, the proposed 

algorithm does not require the MFSK tones to be orthogonal. 

 

3.1.2 Partial Band Jamming Model 

As described in [66], a follower partial band jammer first measures the 

hopping frequency and the spectrum of the desired hop and then directs the 

available transmitting power discriminately to the currently used frequency slot. 

Without perfect knowledge of the desired signal but knowing the hopping 

frequency of the desired signal, such a jammer will most likely transmit a 

signal that is different, perhaps noise like, than the desired signal and will cover 

the entire band of the latter. The complex envelop of a follower partial-band 
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jamming signal can thus be represented as 

  ( ) ( ) exp 2 / 2 ,j i JJ t n t j f B t     (3.2) 

where )(tn j  is a baseband equivalent band-limited signal with bandwidth JB  

and can be modeled as a zero-mean band-limited Gaussian random process. 

The exponential term in (3.2) indicates that this baseband signal is then up 

converted to covering the frequency slot occupied by the desired signal. Note 

that a follower jammer will not send any jamming signal before the hopping 

frequency and spectrum of the desired signal are determined. 

 

3.2 Received Signal Model 

 

Assuming that the desired signal and the follower jamming signal 

experience a quasi-static flat fading channel, the received baseband signal at the 

p-th antenna element will be given by 

  
1

( ) ( ) ( )
X

p p kp k p
k

r t s t J t w t 


    (3.3) 

where X is the number of jamming signals, )(twp  is the complex white 

Gaussian receiver noise, and the complex coefficients p  and kp  account 

for the overall effects of phase shifts, fading and antenna response for the 

desired signal and the jamming signals at the p-th antenna element, respectively 

[57;58]. Note that, following [67] and [68] in slow frequency hopping systems, 
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the fading gains are taken to be frequency nonselective and remain unchanged 

within a certain processing interval, for example, a hop duration. 

At the p-th antenna element, the received signal is sampled at N times the 

symbol rate. Using (3.1), (3.2) and (3.3), the received sample is thus 

   , 0 , ,
1

exp
X

p n p n kp k n p n
k

r j d J w  


    (3.4) 

where 
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 
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n
J J T
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and   

,

1

2p n p s

n
w w T

N N

     
  

,for n = 0, 1,…, N-1. 

Based on (3.4), the signal-to-jamming power ratio (SJR) and the 

signal-to-noise power ratio (SNR) are 
kJsk ppSJR , 1,2, ,k X=  , and 

SNR /s wp p= , respectively, with ( )2

,w p np E w= , 

     22

0exp pnps EdjEp    and ( ) ( )2 2

kJ p knp E E Jb= . 

For convenience, equation (3.4) can be written in vector form for the N 

samples from the sensors as follows: 

  0p p p pd  r s v w  (3.5) 
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where                

  TNpppp rrr 1,1,0, ,,,  r , (3.6) 

            TN djdjdjd 0101000 exp,exp,exp   s , (3.7) 

 



X

k
kkpp

1

Jv  , (3.8) 

  TNkkkp JJJ 1,1,0, ,,,  J , k=1, 2,  , X (3.9) 

and 

  TNpppp www 1,1,0, ,,,  w , p = 1, 2,  ,X+1. (3.10) 

Because the hopping frequency and spectrum of the desired signal need to 

be found, a follower jammer will not transmit any jamming signal during the 

initial measurement phase, and will be activated only after some delay 

following the beginning of each frequency hop [56]. Note that by exploiting the 

unjammed interval at the beginning of each hop duration, the channel gains p  

( p  = 1, 2,  , X+1) of the desired signal can in practice be blindly estimated 

by an ML procedure as shown below. 

In the unjammed portion of the hop, a joint ML estimation of 0d , p  

can be obtained from  

 
 

 





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

 

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0
1,,1,0,

0
0

minargˆ,ˆ
X

p
pp

Md
p dd

p

sr 
 

 (3.11) 

Differentiating  





1

1

2

0

X

p
pp dsr   with respect to p  and setting the 

results to zero, the ML estimates of p  are given by  
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     1,2,1,ˆˆˆ
2

00  Xpdd p
H

p srs  (3.12) 

with    
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s r s
r

s
. (3.13) 

 

3.3 Summary 

The signal model introduced by this chapter serves as a basis for the 

subsequent chapters. First, we propose MLBB which is based on [58]. After 

estimating the ratio of jamming gains, MLBB further utilizes the beamforming 

technique to get a better BER performance than [58]. VSM and 

volumetric-based algorithms utilize the spatial correlation of the jamming 

signals and have the best performance when compared with the other 

algorithms in most scenarios. 

We will introduce MLBB, VSM and volumetric-based algorithms in the 

following chapters, respectively. Also, theoretical performance will be 

presented, and the performance of the three proposed algorithms will be 

compared based on theoretical BER values.  
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CHAPTER 4 

MAXIMUM LIKELIHOOD-BASED 

BEAMFORMING ALGORITHM 

   

4.1 Introduction of Maximum Likelihood-based 

Beamforming Algorithm 

 

In this chapter, an MLBB algorithm that uses a two-element array is 

proposed to reject one follower jamming signal and carry out symbol detection 

in slow FH/MFSK system over quasi-static flat fading channels. Deploying a 

received signal model that takes care of flat fading, the proposed algorithm first 

uses an ML-based approach to obtain an ML estimate of the ratio of jamming 

fading gains. Based on this ML estimate, a simple beamforming structure is 

employed to place a null toward the follower jamming source and the symbol 

detection is then performed by the ML technique.  



                                                                                  45
 
 

4.1.1 ML-based Estimation of the Ratio of Jamming 

Fading Gains 

 

    Based on (3.5), for each element, the received signal in vector form is 

 1 1 0 1( )dr s v w    (4.1) 

and 

 2 2 0 2( )dr s v w     (4.2) 

where 

  11 0 1 1, ,
T

NJ J J 
   v   (4.3) 

and 

 12 11 .    (4.4) 

Consider the detection for each symbol in one hop. Because MFSK 

signaling is employed, the desired symbol 0d  only takes on values from the 

alphabet {0, 1,  , M1}. A joint ML estimation of   and v  can thus be 

expressed as 

  2 2

1 1 2 2ˆ( ) arg min ( ) ( )
,

d d dr s v r s v
v

   


       (4.5) 

where the candidate symbol value  1,1,0  Md  . 

For convenience, let us define  

 ( ) ( ),p p pd dz r s   for  p = 1, 2. (4.6) 

The cost function in (4.5) then becomes  
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2 2

1 2( ) ( ) ( )d d dz v z v     . (4.7) 

Differentiating the cost function ( )d  with respect to h  and v , 

respectively, and setting the results to zero, we obtain 

 
*

1 2
2

( ) ( )

1

d dz z
v








 (4.8) 

and 

 2
2

( )H dv z

v
  . (4.9) 

Substituting (4.8) into (4.7) yields 

 
2

2 1
2

( ) ( )
( )

1

d d
d

z z




 


. (4.10) 

By substituting (4.8) into (4.9), we find 

 2 *( ) ( ) ( ) 0a d b d a d    , (4.11) 

where 

 2 1( ) ( ) ( )Ha d d dz z  (4.12) 

and 

 
2 2

1 2( ) ( ) ( )b d d dz z  . (4.13) 

Details of the above derivations are shown in Appendix B. 

As a result, the closed-form expressions for the ML estimates of ̂  which 

are the solutions to (4.11) can be determined by  

 

22

1

( ) ( ) 4 ( )
ˆ ( )

2 ( )

b d b d a d
d

a d


  
  (4.14) 
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and 

 

22

2

( ) ( ) 4 ( )
ˆ ( )

2 ( )

b d b d a d
d

a d


  
 . (4.15) 

From (4.10), (4.14) and (4.15), we can find 

 

2

2 1

2

ˆ( ) ( ) ( )
( )

ˆ1 ( )

p

p

p

d d d
d

d

z z




 


, for p = 1, 2. (4.16) 

Equations (4.14) and (4.15) show that two possible value of ˆ( )d  for a 

fixed value of d exist. Consequently, from (4.16), we have to calculate the two 

cost functions 1( )d  and 2 ( )d  corresponding to a fixed d for the purpose 

of estimating the ratio of jamming fading gains. However, as shown below, 

2 ( )d  is always smaller than 1( )d  for a fixed value of d. Therefore, it is 

sufficient to compute only 2ˆ ( )d  in (4.15). 

    Substituting (4.12) and (4.13) into (4.14) and (4.15) yields 

  
 2 22 2 2 2

2 1 2 1 2 1

1
2 1

( ) ( ) ( ) ( ) 4 ( ) ( )
( )

2 ( ) ( )

H

H

d d d d d d
d

d d

z z z z z z

z z


   
  (4.17) 

and 

  
 2 22 2 2 2

2 1 2 1 2 1

2
2 1

( ) ( ) ( ) ( ) 4 ( ) ( )
( )

2 ( ) ( )

H

H

d d d d d d
d

d d

z z z z z z

z z


   
 . (4.18) 

Substituting (4.17) and (4.18) into (4.16), respectively, we deduce 

        
 2 22 2

2 1 2 12

1 1 2

1

( ) ( ) 4 ( ) ( )
( ) ( )

1 ( )

Hd d d d
d d

d

z z z z
z



 
  


 (4.19) 
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and 

  
 2 22 2

2 1 2 12

2 1 2

2

( ) ( ) 4 ( ) ( )
( ) ( )

1 ( )

Hd d d d
d d

d

z z z z
z



 
  


. (4.20) 

From (4.19) and (4.20) we can see that 2 ( )d  is always smaller than 

1( )d . 

 

4.1.2 Beamforming Algorithm of Jamming Rejection 

 

Based on the ML estimate of the jamming fading gains, a simple 

beamforming structure can be employed to place a null toward the follower 

jammer. Specifically, to cancel a jammer completely with the fading gains 

estimated, the weighting vector of the beamforming structure should be 

 ˆ[ , 1]Th   . (4.21) 

This will give rise to a resulting output signal of  

 1 2 0
ˆ ˆ( ) ( ) ( )T dh r s v w          (4.22) 

where  

 1 2[ , ]Tr r r  

and 

 1 2ˆw w w  . 

As a result, the transmitted symbol can be estimated by 
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 2
0 arg  min{|| ( )- ( )|| ; 0,1, , 1}d d d d M

d
  s s   (4.23) 

where 

 1 2

1 2

ˆ( )
( )

ˆ( )

d
d

d


  





r r

s . (4.24) 

The detailed procedure for the proposed MLBB jamming rejection and 

symbol detection algorithm is shown in Table 4.1. Table 4.2 presents the 

computational complexity of the MLBB algorithm. Note that the computational 

complexity is due to steps 1, 2, 4 and 5 in Table 1 because these steps involve 

vector operations. As can be seen, the computational complexity of the 

algorithm is roughly equal to 8NM NM  multiplications. 

Table 4.1:  Details of the MLBB algorithm 

Step Calculation 

1 Calculate 1( )dz  and 2( )dz , 1,,0  Md  , using (4.6) 

2 

Calculate both ( )a d and ( )b d , 1,,0  Md  , using (4.12) and 

(4.13) 

3 Calculate ˆ( )d , 1,,0  Md  ,  using (4.15) 

4 Calculate ( )ds , 1,,0  Md  ,  based on (4.24) 

5 Calculate 2
1 2

ˆ|| (d)-( ( ) ) (d)||ds s   , 1,,0  Md   

6 

Obtain the ML estimate of the transmitted symbol 0d̂  based on 

(4.23) 
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Table 4.2:  Computational complexity of the proposed MLBB algorithm per 

symbol 

Step # addition # multiplication 

1 NM2  NM2  

2 3 3NM NM  3NM  

4 NM  NM  

5 NM2  2NM M+  

Total 8 3NM NM  8NM NM  

 

4.2 Performance of MLBB Algorithm 

 

Numerical simulations were conducted to validate the performance of the 

proposed MLBB algorithm for slow FH systems with various MFSK 

modulations. In this simulation study, each hop has 8 MFSK symbols, the 

symbol rate is 200000 symbols per second, and the hop rate is 25000 hops per 

second. 

Fig. 4.1 shows the performance of the MLBB, SMI, the algorithm 

proposed in [58], and the traditional ML algorithm plotted against SJR. The 
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SNR is 30dB, and the number of samples per symbol is 4. As observed, the 

proposed MLBB algorithm is more robust against the SJR than the other 

algorithms and its performance only differs slightly over various SJR values. 

However, in high SJR scenarios, ML and SMI out performs MLBB scheme. 
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Fig. 4.1: Performance of the traditional ML algorithm, SMI algorithm, 

algorithm proposed in [58], and proposed MLBB algorithm versus SJR with 

SNR=30dB 
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Fig. 4.2: Performance of the proposed MLBB algorithm with perfect and 

imperfect channel knowledge for various SJR and SNR values with BFSK and 

4 samples per symbol 

 

To investigate the effect of imperfect channel estimation, Fig. 4.2 shows 

the BER performance of the proposed MLBB algorithm with the channel gains 

of the desired signal estimated by using a standard ML procedure in the 

unjammed portion of the hop. Obviously, by using samples in just one symbol 

duration to estimate the channel gains, the performance of the MLBB algorithm 

degrades slightly compared to the case where the channel knowledge is perfect.  

For comparison with the SMI and traditional ML algorithms, the 

performance of the proposed MLBB algorithm versus SNR is plotted in Fig. 
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4.3. It can be seen that, unlike traditional ML algorithm, both the SMI and 

MLBB algorithms have lower BER when SNR increases and the MLBB 

algorithm has the best performance. 
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Fig. 4.3: Performance of the traditional ML algorithm, the SMI algorithm and 

the MLBB algorithm versus SNR with SJR=-30dB 

 

Fig. 4.4 shows the effect of the number of samples per symbol in the MLBB 

algorithm when SNR is 20dB and the modulation system is BFSK. As the 

number of samples per symbol increases, the performance of the MLBB 

algorithm becomes much better. However, the resulting computational 

complexity also increases.  
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Fig. 4.4: Performance of the MLBB algorithm for various numbers of samples 

per symbol 

 

Fig. 4.5 shows the performance of the MLBB algorithm under various 

MFSK signaling. The number of samples per symbol is 4 and the SNR is 20dB. 

Clearly, the MLBB algorithm with BFSK signaling attains the lowest BER 

values. 
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Fig. 4.5: Performance of the MLBB algorithm for various MFSK modulations 

 

 

4.3 Theoretical Analysis of MLBB Algorithm 

 

4.3.1 General BER Expression of MLBB Algorithm 

 

In this section, we will derive a theoretical expression for the BER of the 

proposed MLBB jamming rejection and symbol detection algorithm. For the 

sake of simplicity, we consider only BFSK signaling and a jamming dominant 
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channel, noting that the case for M-ary signaling can be similarly analyzed. In 

addition, taking the two possible BFSK symbols to be equally probable, using 

the decision rule of (4.23), and assuming, without loss of generality, that the 

transmitted symbol value is 0 0d  , the BER of the MLBB algorithm can be 

easily shown to be  

  Pr (0) (1)eP f f  , (4.25) 

where the two conditional cost functions (0)f  and  1f  are given by 

 
0

2

0
( ) || (m)- (m)|| , 0,1

d
f m m


 s s . (4.26) 

Similarly, the input signal vectors now become 

 1 1 1(0)r s v w    (4.27) 

and 

 2 2 2(0)r s v w    . (4.28) 

Substituting (4.6), (4.18), (4.23), (4.24), (4.27) and (4.28) into (4.26) 

yields the conditional cost functions (0)f  and  1f  as follows 

 
2

1 2

ˆ(0)
(0)

ˆ(0)
f

b a
  





 (4.29) 

and   

 

2

1 2

ˆˆ ˆ(1)
(1)

ˆ(1)
f


  





b a

 (4.30) 

where 

 2a v + w , (4.31) 
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 1b v + w , (4.32) 

 2 2ˆ  a s v + w , (4.33) 

 1 1
ˆ  b s v + w , (4.34) 

 1 1( (0) (1))s s s  , (4.35) 

 2 2 ( (0) (1))s s s  , (4.36) 

 
2 2 2 2 2 2|| || || || (|| || || || ) 4 | |

ˆ(0)
2

H

H

a b a b a b

a b


   
 , (4.37) 

and 

 
2 2 2 2 2 2ˆ ˆ ˆˆ ˆ ˆ|| || || || (|| || || || ) 4 | |

ˆ(1)
ˆˆ2

H

H


   


a b a b a b

a b
. (4.38) 

Details of the above derivations are shown in Appendix C. 

Substituting (4.29) and (4.30) into (4.25), the theoretical BER of the MLBB 

algorithm is thus given by 

  Pr 0eP     (4.39) 

where  

 

22 ˆˆ ˆ ˆ(0) (1)
ˆ ˆ(0) (1)

 
   

 
  

 
b a b a

 

and   

 2

1




 . 
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4.3.2 Approximate BER Expression in the Jamming 

Dominant Scenario 

 

Under a “worst case” heavily jammed scenario, where the power of the 

jammer is much larger than that of receiver noise pw  (p = 1, 2), the high order 

terms with respect to receiver noise pw  (p = 1, 2) can be omitted in a power 

series expansion of  .  As a result,   can be approximated by using just the 

zeroth and first order terms of 1w  and 2w . The conditional cost function   

can therefore be approximated by 

 1 1 2 2h m h m    (4.40) 

where 

 

2 2
1 2 1

2 1
2 2 1 1

|| || || ||

Re 2 2 Re 2 2
2 2

H H

h c

c c





     

                 
      

s v s v

q q
w v s w v s

, 

  2 2 2 2
2 1 2 1 2|| || || || 2Re{ } 2Re{ } 1 | | || || ,H Hh c       s s s v s v v  

 

2
2 2

2 1

2 1
1 2

2 2
2 1

2 1

|| || || ||

2( ) ( )
,

|| || || ||
1

2( ) ( )

H

H

c
k

m
c

s v s v

s v s v

s v s v
s v s v







   


 


   


 
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2 2
2 * 2 1

2 *
2 1

2 2 2
2 2

2 1

2 1

|| || || ||
| | 1 2 Re

2( ) ( ) | | 1 2 Re{ }
,

1 | ||| || || ||
1

2( ) ( )

H

H

c
k k

k k
m

c

s v s v
s v s v

s v s v
s v s v


 




              
   


 

 

      
2 22 2

2 1 2 14 ,
H

c        s v s v s v s v  

        2 2

1 1 1 2 2 1 24 8
H          q s v s v s v s v s v s v  

and 

        2 2

2 2 2 1 1 2 14 8 .
H          q s v s v s v s v s v s v  

Note that within a certain symbol, 2h , 1m  and 2m  are constants 

independent of noise. However, the parameter 1h  is random and is a linear 

combination of the real and imaginary parts of the independent zero-mean 

Gaussian receiver noise samples ,p nw . As a result, 1h  will be Gaussian 

distributed. The mean err and the variance 2
err of 1h can therefore be computed 

by using 

    2 2 2 2*
2 1 1 22Re 1

H

err c         s s s s v v  (4.41) 

and 

2 2

2 2 2 1
2 12 2 2 2

2 2
err

c c
  

 
       

 

q q
v s v s  (4.42) 

where 2  is the variance of the real and imaginary parts of the zero-mean 

Gaussian receiver noise samples npw , . 

Based on (4.40), (4.41) and (4.42), the theoretical BER of the MLBB 
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algorithm can be approximately determined by  

  2 ,eP Q      (4.43) 

where 

 1 2 2 ,errm h m     (4.44) 

 2 2 2
1errm    (4.45) 

and 

    2( ) exp 2 2Q x y dy
x




  . (4.46) 

The validity of the performance analysis and the tightness of the analytical 

BER values of MLBB algorithm derived for BFSK signaling are demonstrated 

in Fig. 4.6. Three different SNR values are used to show the tightness between 

the simulated and analytical BER values. It is observed that the simulation 

results are very close to the theoretical ones derived by 

(4.43).
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Fig. 4.6: Theoretical (4.43) and simulated BER values of the MLBB algorithm 

for various SJR and SNR values 

 

 

4.4 Summary 

 

In this chapter, the MLBB algorithm was proposed for slow FH/MFSK 

systems in the presence of a follower partial-band jammer over quasi-static flat 

fading channels. The proposed algorithm first uses the ML technique to 

estimate the ratio of jamming fading gains and then places a null toward the 

follower jamming source. By regarding the received jamming components as 
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deterministic quantities to be estimated instead of receiver noise, the MLBB 

algorithm avoids the degradation of either the SMI algorithm or the traditional 

ML one in jamming dominant channels. As a result, the performance of the 

MLBB algorithm outperforms these two existing algorithms. In addition, an 

analytical BER expression for the proposed MLBB algorithm was derived in 

the jamming dominant scenarios. Finally, the proposed MLBB algorithm can 

be integrated with any coded FH/MFSK transmission to further enhance the 

receiver performance.   
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CHAPTER 5 

AREA-BASED VECTOR SIMILARITY 

METRIC ALGORITHM 

 

5.1 Introduction of Area-based VSM Algorithm 

In this chapter, we also assume that the number of jammers is one and that 

the receiver has two antenna elements. The received signal can be represented 

as 

 ( )1 1 0 1 1da= + +r s v w  (5.1) 

and 

 ( )2 2 0 2 2da= + +r s v w  (5.2) 

where 

  TNpp JJJ 1101 ,,  v , p = 1, 2. (5.3) 

We will make use of the fact that because the jamming components 1v  

and 2v  are spatially correlated or parallel in the complex space, the area in the 

triangle defined by these vectors will be zero. More specifically, based on (5.1) 

and (5.2) with ( )p d s  being the transmitted symbol vector and pr  being the 

received signal vector, the noisy received jamming component at the two array 

elements are  
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 ( ) ( ), 1, 2p p pd d pa= - =z r s . (5.4) 

The area defined by )(1 dz  and )(2 dz  are then given by 

 1 2( ) ( ) ( ) sin ,d d d   z z  (5.5) 

where  

 
1 21

1 2

( ) ( )
cos

( ) ( )

H d d

d d
 

 
 
  

z z

z z
 (5.6) 

is the Hermitian angle [69] between 1( )dz  and 2 ( )dz . 

Because the area given by (5.5) will be zero in the absence of white noise, 

(5.5) can be used as an objective function for the purpose of symbol detection 

and jamming removal. Specifically, with this area-based VSM objective 

function or metric, the transmitted symbol can be detected by using 

  0
d

ˆ arg  min ( ); 0,1, , 1 .d d d M     (5.7) 

Table 5.1 gives the detailed processing steps for the proposed VSM 

jamming rejection and symbol detection algorithm, while Table 5.2 presents the 

computational complexity of the algorithm. Note that the computational 

complexity is due mainly to steps 1 and 2 in Table 5.1 because these steps 

involve vector operations. As can be seen, the computational complexity of the 

algorithm is roughly equal to 5 4NM M  multiplications. 
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Table 5.1:  Details of the proposed VSM algorithm 

Step Calculation 

1 Calculate 1( )dz  and 2( )dz , 1,,0  Md  , using (5.4)  

2 Calculate ( )d , 1,,0  Md  , using (5.5) 

3 Obtain the VSM estimate of the transmitted symbol 0d̂  using (5.7). 

 

Table 5.2:  Computational complexity of the proposed VSM algorithm per 

symbol 

Step # addition # multiplication # sqrt 

1 NM2  NM2  0  

2 3 2NM M  3 4NM M  M2  

Total 5 2NM M  5 4NM M  M2  

 

 

5.2 Performance of Area-based VSM Algorithm 

 

Numerical simulations were conducted to validate the performance of the 

proposed VSM algorithms for slow FH systems with various MFSK 
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modulations. In the simulation study, each hop has 8 MFSK symbols, the 

symbol rate is 200000 symbols per second, and the hop rate is 25000 hops per 

second. A total of 20 million symbols are used for each simulation run. In the 

simulation, the fading coefficients are modeled as independent identically 

distributed (i.i.d) complex Gaussian random variables with zero-mean and a 

variance of 0.5 per dimension. 

Fig. 5.1 compares the BER performance of the proposed VSM algorithm, 

the SMI algorithm, the traditional ML algorithm, the MLBB algorithm and the 

algorithm proposed in [58]. In this figure, the BER performance is plotted 

versus SJR, with SNR fixed at 30dB and the number of samples per symbol at 

4N . The VSM algorithm outperforms other algorithms for SJR<25dB. Over 

a channel with SJR>25dB where the jamming signal is negligible, the 

traditional ML algorithm has a slightly better performance than the VSM 

algorithm, even though both the traditional ML and the VSM algorithms attain 

highly reliable bit detection with BER values of about 610 . The ML algorithm 

has a better performance because it makes use of a signal model which assumes 

that there is no jamming and therefore has fewer parameters to be estimated. As 

jamming becomes negligible, this model becomes perfect. Then, with the 

smallest number of parameters to be estimated, better estimation accuracy can 

be obtained, leading to a better performance. 
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Fig. 5.1: Performance of various algorithms versus SJR with 30dB SNR, BFSK 

and 4 samples per symbol 

 

Fig. 5.2 and Fig. 5.3 show the BER performance of the proposed VSM 

algorithm, the SMI-based algorithm, the traditional ML algorithm, the MLBB 

algorithm and the algorithm proposed in [58] under 8-FSK (with 4 samples per 

symbol) and 16-FSK (with 8 samples per symbol) modulations, respectively. 

As can be observed, the VSM algorithm outperforms the other algorithms. 
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Fig. 5.2: Performance of various algorithms versus SJR with 30dB SNR, 8-FSK 

and 4 samples per symbol 
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Fig. 5.3: Performance of various algorithms versus SJR with 30dB SNR, 

16-FSK and 8 samples per symbol 
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With SJR fixed at 0dB, Fig. 5.4 compares the performance of the VSM 

algorithm with the other algorithms for various SNR conditions. The number of 

samples per symbol is 4N . Over a channel with comparable jamming and 

signal power (SJR=0dB), treating the jamming signal as receiver noise gives 

rise to an error floor in the BER performance when the traditional ML 

algorithm is used.   
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Fig. 5.4: Performance of various algorithms versus SNR with 0dB SJR, BFSK 

and 4 samples per symbol 

Fig. 5.5 and Fig 5.6 show the effect of changing the number of samples 

per symbol for the area-based VSM algorithm with SNR = 30dB and 

BFSK/16-FSK modulations. As can be seen, increasing the number of samples 

per symbol N  leads to a better BER performance at the cost of higher 
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computational complexity (as shown in Table 5.2). 
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Fig. 5.5: Performance of the VSM algorithm for various numbers of samples 

per symbol with 30dB SNR and BFSK 
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Fig. 5.6: Performance of the VSM algorithm for various numbers of samples 

per symbol with 30dB SNR and 16-FSK 
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To investigate the robustness of the VSM algorithm against imperfect 

channel knowledge, Fig. 5.7 shows the BER performance of the VSM 

algorithm with the channel gains of the desired signal estimated blindly by 

using a standard ML procedure in the unjammed portion of each hop as 

described in CHAPTER 3. In the simulation, the ratio of unjammed interval to 

hop duration is set to be 0.25. With imperfect channel knowledge, the 

performance of the VSM algorithm degrades slightly as compared with the case 

when perfect channel knowledge is available at the receiver.  
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Fig. 5.7: Performance of the VSM algorithm with perfect and imperfect channel 

knowledge for various SJR and SNR values with BFSK and 4 samples per 

symbol 
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5.3 Theoretical Analysis of Area-based VSM 

Algorithm 

 

5.3.1 General BER Expression of Area-based VSM 

Algorithm 

 

In this section, we will derive a theoretical BER expression for the 

proposed area-based VSM jamming rejection and symbol detection algorithm. 

For the sake of simplicity, we consider BFSK signaling only, and note that the 

case for M-ary signaling can be similarly analyzed. In addition, we take the two 

possible BFSK symbols to be equally probable, and assume, without loss of 

generality, that the transmitted symbol value is 0 0d  . Using (5.1) and (5.2), 

the vectors of the received samples from two receive antennas will then become 

  1 1 1 10r s v w    (5.8) 

and 

  2 2 2 20 .r s v w    (5.9) 

Using (5.8), (5.9) and (5.5) for the objective function (5.7), the BER of the 

area-based VSM algorithm can readily be shown to be  

  0Pr (0) (1) | 0 ,eP d      (5.10) 
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where (0)  and (1) , as given below, are the objective functions for a 

correct and an incorrect decision, respectively: 

 1 1 2 2 1(0) sin ,v w v w      (5.11) 

 1 1 2 2 2(1) sin ,k w k w      (5.12) 

 
1 1 2 21

1
1 1 2 2

( ) ( )
cos ,

Hv w v w

v w v w
 

  
 

   
 (5.13) 

 
1 1 2 21

2
1 1 2 2

( ) ( )
cos ,

Hk w k w

k w k w
 

  
 

   
 (5.14) 

 1 1 1( (0) (1)) ,k s s v    (5.15) 

and 

 2 2 2( (0) (1)) .k s s v    (5.16) 

By substituting (5.13) and (5.14) into (5.11) and (5.12), squaring and 

expanding the resulting expressions, (5.10) can be expressed in terms of the 

noise pw (p=1, 2)  and the jamming components pv  (p=1, 2) as follows: 

  0Pr (0) (1) 0 | 0 ,eP g g d     (5.17) 

where 

 ( ) ( )
22 2

1 1 2 2 1 1 2 2(0)
H

g = + + - + +v w v w v w v w  (5.18) 

and 

    
22 2

1 1 2 2 1 1 2 2(1) .
H

g k w k w k w k w       (5.19) 
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5.3.2 Approximate BER Expression in the Jamming 

Dominant Scenario 

 

Because it is mathematically intractable to obtain an explicit expression 

for the BER from (5.17) in general, we will now attempt to derive an 

approximate BER expression under the scenario where the power of jamming 

signal is higher than that of desired signal and noise (a jamming dominant 

scenario), or when Jw pp   and S Jp p . 

After expanding the various squares and modulus square terms in (5.17), 

(0) (1)g g  becomes 

   22 2

1 2 1 2 1 1 2 2(0) (1) 2Re 2ReH H Hg g ok k k k h w h w       (5.20) 

where 

         
    

         

2 22 2 2 2

1 2 1 2 1 2 1 2

2 2

2 2 2 1 1 1 1 1 2 2

1 2 1 2 1 2 1 2 1 2 1 2

2 22 2 2 2

1 2 1 2 1 2 1 2

2 2

2 2 2 1 1 1 1 1 2 2

1

2 Re Re 2 Re Re

2 Re

  2 Re Re 2 Re Re

2 Re

H H

H H H H

H HH H H H H H

H H

H H H H

o

 
   

 
     
 
      

  

    



v w w v v w w v

v w w v w v w w v w

v v v w w v w w v w w v

k w w k k w w k

k w w k w k w w k w

k    2 1 2 1 2 1 2 1 2 1 2

H HH H H H H H

 
 
 
 
 
     

k k w w k w w k w w k

  (5.21) 

 
2

1 2 1 1 2 2
H H H Hh k k k k k   (5.22) 

and 
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2

2 1 2 2 1 1 .H H H Hh k k k k k   (5.23) 

Note that in a jamming dominant channel where 1 1k v  and 2 2k v , 

the term o  in (5.20) will be close to zero and can be neglected, leading to 

   22 2

1 2 1 2 1 1 2 2(0) (1) 2Re 2Re .H H Hg g k k k k h w h w      (5.24) 

 Using (5.24), the condition given by (5.17) is equivalent to  

    0 1 1 2 22Re 2Re 0H Hh h w h w    (5.25) 

where 

 
2 2 2

0 1 2 1 2 .Hh k k k k   (5.26) 

It is noted that 0h , 1h  and 2h  are constants and independent of noise.  

Specifically, the left hand side of (5.25) consists of a constant and a linear 

combination of Gaussian-distributed receiver noise components. Hence, it is 

also Gaussian distributed with a mean of 0h  and a variance of 

  2 22 2
1 24J h h    (5.27) 

where 2  is the variance of the real and imaginary parts of the zero-mean 

Gaussian receiver noise samples npw , . 

  Based on (5.17), (5.25) and (5.27), the approximate BER expression of the 

area-based VSM algorithm in a jamming dominant channel is given by  

  2
0 /eJ JP Q h    (5.28) 

where  
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   












x
dy

y
xQ

2
exp

2

1 2


. 

The validity of the performance analysis and the tightness of the 

analytical BER values of the VSM algorithm derived for BFSK signaling are 

demonstrated in Fig. 5.8. As mentioned, the BER expressions are derived under 

a jamming dominant channel approximation. As a result, the theoretical BER 

curves match the simulated ones well in the low SJR regime (high jamming 

power), but mismatch appears in the high SJR region (low jamming power). 
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Fig. 5.8: Theoretical (5.28) and simulated BER of the VSM algorithm in 

jamming dominant channels for various SJR and SNR values with BFSK and 4 

samples per symbol  
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5.4 Summary 

 

In this chapter, an area-based vector similarity metric is proposed for 

symbol detection in slow FH/MFSK systems in the presence of a follower 

partial-band jammer over quasi-static flat fading channels. By exploiting the 

unknown spatial correlation of the received jamming components, the proposed 

algorithm is able to reject jamming and overcome the performance degradation 

of the SMI algorithm or the traditional ML algorithm used in jamming 

dominant channels. Analytical BER expression for the VSM algorithm has also 

been derived in jamming dominant channels and shown to agree well with 

simulation results.     
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CHAPTER 6 

VOLUMETRIC-BASED DETECTION 

ALGORITHM 

 

 

6.1 Introduction of the Volumetric-based Algorithm 

 

    We have introduced two algorithms that can eliminate only one follower 

partial band jammer in CHAPTER 4 and CHAPTER 5. In this chapter, we will 

introduce the volumetric-based algorithm that can deal with more jammers. 

We will make use of the fact that, because the jamming components pv  

(p=1, 2,  , X+1)  are spatially correlated, pv will be equal to a linear 

combination of  1 2, , , XJ J J .  Thus, the “volume” defined by the vectors 

1 2 1, , , X v v v  in a linear space with X+1 dimensions will be zero, which is of 

course a direct result of the fact that this set of X+1 vectors are not linearly 

independent and that these vectors have a span of only X. More specifically, 

based on (3.5) with ( )p da s  being the transmitted symbol vector and pr  

being the received signal vector, the noisy received jamming components at the 
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array elements are  

     .1,,2,1,  Xpdd ppp srz   (6.1) 

For the sake of simplicity, we will derive the cost function for X=2 

jammers with 3 receiver elements first. Then we will show how this can be 

extended to a more general case of X jammers. 

Given three vectors ( )1 dz , ( )2 dz  and ( )3 dz  obtained from (6.1), the 

volume defined can be found from first calculating the base area ( )S d  

defined by 2 of the vectors, and then calculating the distance from the 

remaining vector to the base. Without loss of generally, assume that the base is 

defined by ( )1 dz  and ( )2 dz , and the remaining vector is ( )3 dz .  The 

volume defined by ( )1 dz , ( )2 dz  and ( )3 dz  is then 

      ddSd h
3

1
2   (6.2) 

where ( )dh  is the vector that corresponds to the height from ( )3 dz  to the 

base defined by ( )1 dz  and ( )2 dz , and is orthogonal to ( )1 dz  and ( )2 dz . 

From [70], the area defined by ( )1 dz  and ( )2 dz  is given by 

       sin21 dddS zz  (6.3) 

where 

 
   
    











 

dd

ddH

21

211cos
zz

zz
   

is the Hermitian angle between ( )1 dz  and ( )2 dz . The vector ( )dh  is  

             ddbddadd 213 zzzh   (6.4) 
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where ( ) ( ) ( ) ( )1 2a d d b d d+z z  is the projection of ( )3 dz  on the subspace 

defined by ( )1 dz  and ( )2 dz . 

Because ( )dh  is orthogonal to ( )1 dz  and ( )2 dz , we have 

 
( ) ( )

( ) ( )
1

1

0
H d d

d d

h z

h z
=  (6.5) 

and 

 
( ) ( )

( ) ( )
2

2

0.
H d d

d d

h z

h z
=  (6.6) 

Substituting (6.4) into (6.5) and (6.6), we get 

              01213  dddbddad H zzzz  (6.7) 

and 

              02213  dddbddad H zzzz . (6.8) 

From (6.7) and (6.8), it can be shown that 

     ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2

2 1 3 1 2 2 3

22 2

1 2 1 2

H H H

H

d d d d d d d
a d

d d d d

z z z z z z z

z z z z

-
=

-
     (6.9) 

and 

( )
( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2

1 2 3 2 1 1 3

22 2

1 2 1 2

H H H

H

d d d d d d d
b d

d d d d

z z z z z z z

z z z z

-
=

-
. (6.10) 

Thus, by substituting (6.9), (6.10), (6.3) and (6.4) into (6.2), the volume defined 

by ( )1 dz , ( )2 dz  and ( )3 dz  is  

                sin
3

1
212132 ddddbddadd zzzzz  . (6.11) 

Because the volume given by (6.11) will be zero in the absence of white 
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noise, (6.11) can be used as an objective function for the purpose of symbol 

detection and jamming removal. Specifically, with this volumetric-based 

objective function, the transmitted symbol can be detected by using 

  0 2
d

ˆ arg  min ( ); 0,1, , 1d d d M    . (6.12) 

Table 6.1 gives the detailed processing steps for the new volumetric-based 

jamming rejection and symbol detection algorithm, while Table 6.2 presents the 

computational complexity of the algorithm. Note that the computational 

complexity is mainly due to steps 1 and 2 in Table 6.1, as these steps involve 

vector operations. As can be seen, the computational complexity of the 

algorithm is roughly equal to 19 12NM M  multiplications.  

 

Table 6.1:  Details of the proposed volumetric-based algorithm 

Step Calculation 

1 Calculate ( )1 dz , ( )2 dz  and ( )3 dz , 1,,0  Md  , using (6.1) 

2 Calculate 2 ( )d , 1,,0  Md  , using (6.11) 

3 

Obtain the volumetric-based estimation of the transmitted symbol 0d̂

using (6.12). 
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Table 6.2: Computational complexity of the volumetric-based algorithm per 

symbol 

Step # addition # multiplication # sqrt 

1 3NM  3NM  0  

2 16 10NM M  16 12NM M  3M  

Total 19 10NM M  19 12NM M  3M  

To see how this “volumetric-based” algorithm can be extended to deal 

with a larger array with more jammers, we note that the volume defined by 3 

vectors is calculated from first finding the area defined by 2 of the vectors, and 

then multiplying this area with the height when the remaining vector is 

projected onto this area. Thus, in a more general case when we have x+1 

vectors, the “volume” can also be calculated by first finding the “area” defined 

by x of the vectors, and then multiplying this “area” with the height obtained 

when the remaining vector is projected onto this “area”. Of course, in an x+1 

dimensional space, the “area” defined by x vectors is actually the “volume” 

defined by these same set of vectors in an x dimensional space. 

With the above consideration, now assume that  dx  is the cost function 

for the scenario with x jammers and x+1 receiving antennas. Because this cost 

function corresponds to the “volume” with x jammers, it can be taken as the 
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“area” when there is 1 more jammer. The “volume”,  dx 1 , for the x+1 

jammers and x+2 receiving antennas case can thus be calculated based on 

      ddd xxx 11   h  (6.13) 

where   is a positive real number, and ( )1x dh +  is the distance from 

( )2x d+z  to the subspace formed by ( )1 dz , ( )2 dz ,  , ( )1x d+z . ( )1x d+h  is 

given by 

        ddcdd k

x

k
kxx zzh 




 

1

1
21  (6.14) 

where    ddc k

x

k
k z





1

1

 is the projection of ( )2x d+z  on the subspace spanned 

by ( )1 dz , ( )2 dz ,  , ( )1x d+z . 

To find the constant ( )kc d  in (6.14), note that ( )1x d+h  is orthogonal to 

( )1 dz , ( )2 dz ,  , ( )1x d+z , or  

 
   
    0

1

1






dd

dd

kx

k
H
x

zh

zh
, k=1, 2,  , x+1. (6.15) 

By substituting (6.14) into (6.15), ( )kc d  has to satisfy and can be found 

by using 

         0
1

1
2 













 dddcd p

H

k

x

k
kx zzz , p=1, 2,  , x+1. (6.16) 

In the same way as has been described earlier for the two jammers case, 

 dx 1  can be easily calculated by (6.13) after using the set of linear equations 

in (6.16) to solve for ( )kc d . Then, eventually, the transmitted symbol can be 
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detected by using 

   1,1,0;minarg
~

10   Mddd x
d

  (6.17) 

 

6.2 Performance of the Volumetric-based Algorithm 

 

Numerical simulations were conducted to validate the performance of the 

proposed volumetric-based algorithm for slow FH systems with various MFSK 

modulations. In the simulation study, each hop has 8 MFSK symbols, the 

symbol rate is 200000 symbols per second, and the hop rate is 25000 hops per 

second. A total of 20 million symbols are used for each simulation run. In the 

simulation, the fading coefficients are modeled as i.i.d complex Gaussian 

random variables with zero-mean and a variance of 0.5 per dimension.  

Figs. 6.1, 6.2 and 6.3 compare the BER performance of the proposed 

volumetric-based algorithm, the SMI algorithm, and the traditional ML 

algorithm for the case when there are 2 jammers and a 3-element array. The 

BER performance is plotted versus the signal to the first jamming ratio (SJR1), 

with the signal to white noise ratio (SNR) fixed at 30dB, and the signal to the 

second jamming ratio (SJR2) fixed at -30dB, 0dB and 30dB for Figs. 6.1, 6.2 

and 6.3 respectively. The number of samples per symbol is given by 4N . 

As can be seen, the proposed volumetric-based algorithm outperforms other  
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Fig. 6.1: Performance of various algorithms versus SJR1 with 30dB SNR, 

-30dB SJR2, BFSK and 4 samples per symbol 
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Fig. 6.2: Performance of various algorithms versus SJR1 with 30dB SNR, 0dB 

SJR2, BFSK and 4 samples per symbol 
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algorithms. As can be seen from Fig. 6.3, when the both power of jamming is 

small, using ML gives the best performance. 
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Fig. 6.3: Performance of various algorithms versus SJR1 with 30dB SNR, 30dB 

SJR2, BFSK and 4 samples per symbol 

 

In the same format as Figs. 6.1, 6.2 and 6.3, Fig. 6.4 compares 

performance of the three algorithms when there are 3 jammers and 4 antennas. 

The signal to white noise ratio (SNR) is 30dB, the signal to the second 

jamming ratio (SJR2) is -30dB, and the signal to the third jamming ratio (SJR3) 

is also -30dB. Again, the proposed volumetric-based algorithm outperforms 

other algorithms.  
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Fig. 6.4: Performance of various algorithms versus SJR1 with 30dB SNR, 

-30dB SJR2, -30dB SJR3, BFSK and 4 samples per symbol 

 

Figs. 6.5 and 6.6 show the BER performance of the three algorithms under 

8-FSK (with 8 samples per symbol) modulation when there are 2 jammers and 

3 antennas. The SNR is 30dB, and the SJR2 is equal to -30dB and 0dB for Figs. 

6.5 and 6.6, respectively. Once again, the volumetric-based algorithm has a 

better performance than other algorithms. 
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Fig. 6.5: Performance of various algorithms versus SJR1 with 30dB SNR, 

-30dB SJR2, 8-FSK and 8 samples per symbol 

 

Fig. 6.7 shows the effect of changing the number of samples per symbol 

for the volumetric-based algorithm with SNR = 30dB, SJR2=-30dB and BFSK 

modulations. Increasing the number of samples per symbol N  leads to a 

better BER performance at the cost of higher complexity (as shown in Table 

6.2). 
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Fig. 6.6: Performance of various algorithms versus SJR1 with 30dB SNR, 0dB 

SJR2, 8-FSK and 8 samples per symbol 
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Fig. 6.7: Performance of the proposed volumetric-based algorithm for various 

numbers of samples per symbol with 30dB SNR, -30dB SJR2 and BFSK 
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With SJR1 and SJR2 both fixed at -30dB, Fig. 6.8 compares the 

performance of the volumetric-based algorithm with the other algorithms under 

various SNR conditions. The number of samples per symbol is 4N . Clearly, 

over a channel in a jamming dominant scenario, treating the jamming signal as 

receiver noise gives rise to an error floor in the BER performance when the 

traditional ML algorithm is used.   
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Fig. 6.8: Performance of various algorithms versus SNR with -30dB SJR1, 

-30dB SJR2, BFSK and 4 samples per symbol 

 

To investigate the robustness of the volumetric-based algorithm against 

imperfect channel knowledge, Fig. 6.9 shows the BER performance of the 

volumetric-based algorithm with the channel gains of the desired signal 
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estimated blindly by using a standard ML procedure in the unjammed portion 

of each hop as described in CHAPTER 3. In the simulation, the ratio of 

unjammed interval to hop duration is set to be 0.25. With imperfect channel 

knowledge, the performance of the volumetric-based algorithm degrades 

slightly when compared with the case of having perfect channel knowledge.  
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Fig. 6.9: Performance of hthe proposed algorithm with perfect and imperfect 

channel knowledge for various SJR1 and SNR values with BFSK, -30dB SJR2 

and 4 samples per symbol 

 

Fig. 6.10 compares the BER performance of the proposed 

volumetric-based algorithm, the SMI algorithm, the traditional ML algorithm 

and the VSM algorithm for the case when there is only one jammer and a 

SNR=10dB 

SNR=20dB 

SNR=30dB 
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3-element array. For the area-based VSM algorithm, only two antennas are 

employed. The BER performance is plotted versus SJR, with SNR fixed at 

30dB. The number of samples per symbol is given by 4N . The proposed 

volumetric-based algorithm outperforms the other algorithms.  
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Fig. 6.10: Performance of various algorithms versus SJR with 30dB SNR, 

BFSK and 4 samples per symbol  

 

 

6.3 Theoretical Analysis of the Volumetric-based 

Algorithm 

 

 



                                                                                  93
 
 

6.3.1 General BER Expression of the Volumetric-based 

Algorithm 

 

In this section, we will derive a theoretical BER expression for the 

proposed volumetric-based jamming rejection and symbol detection algorithm 

with two jammers and three antennas. We take the M possible MFSK symbols 

to be equally probable and assume, without loss of generality, that the 

transmitted symbol value is 0 0d  . Using (3.5), the vectors of the received 

samples from the receive antennas are 

 ( )1 1 1 10 ,r s v wa= + +  (6.18) 

 ( )2 2 2 20 ,r s v wa= + +  (6.19) 

and 

 ( )3 3 3 30 .r s v wa= + +  (6.20) 

Using (6.18), (6.19), (6.20) and (6.11) for the objective function (6.12), 

the BER of the proposed volumetric-based algorithm can readily be shown to 

be 

     





1

1
0 0|0Pr1

M

d
e ddP  (6.21) 

where  0  and  d , as given below, are the objective functions for a 

correct and an incorrect decision, respectively:  
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           0sin00
3

1
0 2211221133 wvwvwvwvwv  ba , 

  (6.22) 

     
              

     ddd

ddbddadd

sin
3

1

2211

221133

wkwk

wkwkwk




, (6.23) 

  
   


















 

2211

22111cos0sin
wvwv

wvwv H

 , (6.24) 

  
     
    

















 

2211

22111cossin
wkwk

wkwk

dd

dd
d

H

 , (6.25) 

( )
( ) ( ) ( ) ( )( ) ( )

( ) ( )

2

2 2 1 1 3 3 1 1 2 2 2 2 3 3
22 2

1 1 2 2 1 1 2 2

0 ,
H H H

H
a

v w v w v w v w v w v w v w

v w v w v w v w

+ + + - + + + +
=

+ + - + +

  (6.26) 

( )
( ) ( ) ( ) ( )( ) ( )

( ) ( )

2

1 1 2 2 3 3 2 2 1 1 1 1 3 3
22 2

1 1 2 2 1 1 2 2

0 ,
H H H

H
b

v w v w v w v w v w v w v w

v w v w v w v w

+ + + - + + + +
=

+ + - + +

  (6.27) 

( )

( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )

( ) ( ) ( )( ) ( )( )

2

2 2 1 1 3 3

1 1 2 2 2 2 3 3

22 2

1 1 2 2 1 1 2 2

,

H

H H

H

d d d

d d d d
a d

d d d d

k w k w k w

k w k w k w k w

k w k w k w k w

+ + + -

+ + + +
=

+ + - + +
 

  (6.28) 

( )

( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )

( ) ( ) ( )( ) ( )( )

2

1 1 2 2 3 3

2 2 1 1 1 1 3 3

22 2

1 1 2 2 1 1 2 2

,

H

H H

H

d d d

d d d d
b d

d d d d

k w k w k w

k w k w k w k w

k w k w k w k w

+ + + -

+ + + +
=

+ + - + +
 

  (6.29) 
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  1 1 1( (0) ( ))d dk s s v   , (6.30) 

  2 2 2( (0) ( ))d dk s s v   , (6.31) 

and                    

  3 3 3( (0) ( ))d dk s s v   . (6.32) 

By substituting (6.22) and (6.23) into (6.21), squaring and expanding the 

resulting expressions, (6.21) can be expressed in terms of the noise pw (p=1, 2, 

3) and the jamming components pv  (p=1, 2, 3) as follows: 

     





1

1
0 0|0Pr1

M

d
e ddggP  (6.33) 

where 

     
         

    



 


2

2211

2

22

2

11

2

221133 000

wvwvwvwv

wvwvwv

H

bag
 (6.34) 

and  

   
              

          



 


2

2211

2

22

2

11

2

221133

wkwkwkwk

wkwkwk

dddd

ddbddaddg

H
. (6.35) 

 

6.3.2 Approximate BER Expression in the Jamming 

Dominant Scenario 

 

Because it is mathematically intractable to obtain an explicit expression 
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for the BER from (6.33) in general, we will now attempt to derive an 

approximate BER expression under the scenario where the power of jamming 

signal is higher than that of the desired signal and noise (a jamming dominant 

scenario) or when 
21

, JJw ppp   and 
21

, JJs ppp  . 

After expanding the various squares and modulus square terms in (6.33) 

and omitting the higher order terms involving pw (p=1, 2, 3),    dgg 0  

becomes 

               3322110 Re2Re2Re20 whwhwh ddddhdgg HHH  ,  

  (6.36) 

where 

              
22 2 2

0 1 2 1 2

H
h d     

q v v v v ， (6.37) 

                dddddddd HHHH
311231

2

21 kkkkkkkqh  ， (6.38) 

                dddddddd HHHH
322132

2

12 kkkkkkkqh  ， (6.39) 

   



 

2

21

2

2

2

13 vvvvqh HHd  (6.40) 

and 

         

                
                
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
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

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




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


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dddddddd

dddddddd

ddddd

HHH

HHH

H

2311232

2

1

1322131

2

2

3

2

21

2

2

2

1

kkkkkkkk

kkkkkkkk

kkkkk

q . (6.41) 

Using (6.36), the condition given by ( ) ( ){ }0Pr 0 | 0g g d d< =  is 
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equivalent to  

          0 1 1 2 2 3 32Re 2Re 2Re 0H H Hh d d d dh w h w h w     (6.42) 

It is noted that  0h d ,  1 dh ,  2 dh and  3 dh  are constants and 

independent of noise. Specifically, the left hand side of (6.42) consists of a 

constant and a linear combination of Gaussian-distributed receiver noise 

components. Hence, it is also Gaussian with a mean of  0h d  and a variance 

of 

         2

3

2

2

2

1
22 4 ddddJ hhh    (6.43) 

where 2  is the variance of the real and imaginary parts of the zero-mean 

Gaussian receiver noise samples npw , . 

  Based on (6.21), (6.33)and (6.43), an approximation to 

( ) ( ){ }0Pr 0 | 0g g d d< =  is  

       2
0 /J JP d Q h d d . (6.44) 

Then, by substituting (6.44) into (6.33), the approximate BER expression for 

the jamming dominant scenario is 

  





1

1

1
M

d
JeJ dPP . (6.45) 



                                                                                  98
 
 

-30 -25 -20 -15 -10 -5 0
10

-4

10
-3

10
-2

10
-1

10
0

SJR
1
(dB)

B
E

R

 

 

Theoretical BER

Simulated BER

4 samples/symbol
BFSK
SJR

2
=-30dB

 

Fig. 6.11: Theoretical (6.45) and simulated BER of the proposed 

volumetric-based algorithm in jamming dominant channels with BFSK, -30dB 

SJR2 and 4 samples per symbol  

 

 

The validity of the performance analysis and the tightness of the 

analytical BER values derived for MFSK signaling are demonstrated in Fig. 

6.11. As mentioned before, the BER expressions are derived under a jamming 

dominant channel. As a result, the theoretical BER curves match the simulated 

ones well in the very low SJR regime (high jamming power) and the very high 

SJR regime (high signal power). 
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6.4 Summary 

 

In this chapter, a volumetric-based algorithm is proposed for symbol 

detection in slow FH/MFSK systems in the presence of multiple independent 

follower partial-band jammers over quasi-static flat fading channels. By 

exploiting the unknown spatial correlation of the received jamming 

components, the proposed algorithm is able to reject jamming and overcome 

the performance degradation of the SMI or the traditional ML algorithms. 

Analytical BER expression for the volumetric-based algorithm has also been 

derived in a jamming dominant channel. The theoretical BER results have been 

shown to agree well with simulation results. 
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CHAPTER 7 

CONCLUSIONS AND PROPOSALS 

FOR FUTURE RESEARCH 

 

7.1   Conclusions 

     

In this dissertation, three anti-jamming algorithms (MLBB, VSM, and 

volumetric-based) are proposed and theoretically analyzed.  

With the presence of a single jammer, the MLBB and VSM algorithms 

both have very good performance compared with ML, SMI and the scheme 

proposed in [58]. The computational complexity of these algorithms is given in 

Table 7.1. 

The MLBB algorithm first uses the ML technique to estimate the ratio of 

jamming fading gains, and then places a null toward the follower jamming 

source. By regarding the received jamming components as deterministic 

quantities to be estimated instead of receiver noise, the MLBB algorithm avoids 

the degradation of both the SMI algorithm and the traditional ML technique in 
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Table 7.1:  Computational complexity of various algorithms 

Traditional ML 2NM  

SMI 4NM M  

Algorithm in [58] 6 8NM M  

MLBB 8NM  

VSM 5 4NM M  

 

jamming dominant channels. As a result, the performance of the MLBB 

algorithm outperforms these two existing algorithms when SJR<15dB. When 

SJR>15dB, ML and SMI give a better performance since the estimation of the 

ratio of jamming fading gains become less accurate than under low SJR regime. 

In addition, an analytical BER expression for the proposed MLBB algorithm 

has been derived in the jamming dominant scenarios. From table 7.1, we can 

see that MLBB has the highest computational complexity. 

The second anti-jamming algorithm is the area-based VSM algorithm. By 

exploiting the unknown spatial correlation of the received jamming 

components, the VSM algorithm is able to reject jamming and overcome the 

performance of MLBB and thus is better than traditional ML and SMI in most 

scenarios. However, when SJR is too high (>25dB), ML becomes the best 

choice with the best performance and lowest computation complexity. 
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Analytical BER expression for the proposed area-based VSM algorithm has 

also been derived in a low receiver noise scenario and shown to agree well with 

simulation results. The computational complexity of VSM stands in the middle 

among these algorithms.  

As the number of jammer increases, a volumetric-based algorithm, which 

has higher computational complexity, can be applied. This can be seen from 

Table 7.2. Note that, to eliminate the effects of X jammers, at least X+1 antenna 

is needed. However, with a fixed number of jammers, if more antennas are 

employed using the corresponding cost function, a better performance can be 

achieved, and this is shown in Fig. 6.9. When the power of all the jammers are 

at a very low level (SJR>25dB), ML becomes the best choice. 

Table 7.2:  Computational complexity of Volumetric-based algorithm 

2 jammers/3 antenna 19 12NM M  

3 jammers/4 antenna 106 81NM M  
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    [58] estimates the jamming signals and the jamming fading gains. As the 

number of jamming increases, more parameters need to be estimated which in 

turn leads to less accurate results and a much more complicated implementation. 

VSM and volumetric-based algorithm utilize the spatial correlation of the 

jamming components as the cost function. Both the analytical complexity and 

computational complexity are reduced. ML and SMI have relatively low 

computational complexity, but the performance is not good when the power of 

jamming is large.   

7.2   Future Works 

       

The three proposed anti-jamming algorithms, the MLBB, VSM, and 

volumetric-based algorithms, assume that the perfect channel information is 

known to the receiver. However, if the jamming signal is too fast for the 

receiver to obtain or estimate the channel parameters, these algorithms may fail 

to work. 

Pilot symbol-assisted algorithms can be used to estimate the channel for 

various transmission systems. However, in the presence of a jamming signal, 

those algorithms will not work. Research work can be extended to estimate the 

channel information based on pilot symbol in the presence of a jamming signal.  

As an example, Fig. 7.1 assumes that there are eight symbols in one hop. 
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The first symbol is a pilot symbol and the rest are data symbol. In addition, 

assume that the channel parameters are constant in one hop duration time.  

 

 

 

 

 

 

 

 

 

 

  

Fig. 7.1:  Pilot-aided symbol in one hop 

 

From (3.5), the receiver data for the pilot symbol part can be wirtten as 

  '

1

X
T

p p p kp k p
k

d 


  r s J w , (6.46) 

where pd  is the pilot symbol and is known to the receiver. The estimation of 

the channel parameters, p , in the presence of jamming and white noise is an 

interesting research topic. 

Because the principle of vector similarity can be applied to other 

applications such as searching, face authentication and fuzzy set systems, the 

proposed VSM and volumetric-based algorithms can also be used in those 

systems and a better performance may be obtained. 

Modern communication systems need to consider multiuser transmission 

t 

one hop 

pilot symbol data symbol 
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(multi-access) or multiuser reception (broadcast) in their designs [71]. 

Significant effort has been spent to find the capacity of such channels for 

AWGN and Rayleigh fading scenarios [72-75]. Eliminating MAI in OFDM 

systems is still an interesting research topic now. For future work, implement 

VSM or volumetric-based algorithms in orthogonal frequency-division 

multiplexing (OFDM) system to mitigate MAI and combat multiple intentional 

jamming signals can be considered. 
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APPENDIX A: A BRIEF 

INTRODUCTION TO TFD 

 

In the field of time-frequency analysis, the goal is to have signal 

formulations that are used for representing the signal in a joint time-frequency 

domain [81]. There are several methods and transfors under time-frequency 

distributions" (TFDs) [82]. The most useful and used methods form a class 

known as "quadratic" or bilinear time-frequency distributions. A core member 

of this class is the Wigner-Ville distribution (WVD) [83], as all other TFDs can 

be written as a smoothed version of the WVD. Another popular member of this 

class is the spectrogram which is the square of the magnitude of the short-time 

Fourier transform (STFT). The spectrogram has the advantage of being positive 

and is easy to interpret, but has disadvantages like being irreversible which 

means that once the spectrogram of a signal is computed, the original signal 

cannot be extracted from the spectrogram. The theory and methodology for 

defining a TFD that verifies certain desirable properties is given in the "Theory 

of Quadratic TFDs" [84]. 

Research on WVD can be found in [7; 65; 85-90]. In [85], The WVD with 

a data-driven and time-varying window length is developed as an adaptive 

estimator of the IF. The choice of the window length is based on the 



                                                                                  123
 
 

intersection of the confidence intervals of the IF estimates with the increasing 

window lengths. The developed algorithm uses only the formula for the 

variance of the estimate obtained for the relatively high sampling rate and white 

noise. Simulations show that the adaptive algorithm has good accuracy. [87] 

introduces a robust WD for processing signals corrupted by additive impulse 

noise. It produces significantly better results than the standard WD in the 

impulse noise environment, whereas the results are slightly worse in a pure 

Gaussian environment. Two different forms of the robust WD are considered. 

The robust WD, based on a combination of the squared absolute error and the 

absolute error, improves iteration convergence with respect to the case when 

only the absolute error is used as a loss function. Both of these forms behave 

similarly, and both are better than the standard WD. 

Error analysis can be found in [65; 88-90]. In [89], the authors reviewed 

the performance of the Wigner distribution in the estimation of the 

time-varying instantaneous frequency of a signal. Several examples of linear 

and quadratic FM signals in white Gaussian noise are used, and the 

Cramer-Rao lower bounds (CRLB) for these examples are also juxtaposed to 

facilitate comparison. 

    The estimation algorithm proposed by [7] can estimate hop timing, hop 

frequencies and time offset of FH signals embedded in AWGN. A fairly good 
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closeness is also observed between the CRLB and the estimated variances of 

the frequency estimation when SNR is greater than 0. 
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APPENDIX B: DERIVATION OF (4.8) 

AND (4.9) 

    Differentiating (4.7) with respect to h  and v , respectively, and then 

setting the result to zero, we get 

  2 ( ) 0
H

d  z v v  (B.1) 

and 
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    After solving (B.1) and (B.2), we get 
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Substituting (B.4) into (4.7), we get 
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which is the same as (4.10). 
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By substituting (B.4) into (B.3), we find 
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After expanding (B.6) and eliminating the same terms on the two sides of 

the equation, we get 

  2 22
2 1 1 2 1 2( ) ( ) ( ) ( ) ( ) ( ) 0H Hd d d d d d    z z z z z z , (B.7) 

which is the same as (4.11). 
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APPENDIX C: DERIVATION OF (4.29) 

and (4.30) 

With (4.27) and (4.28) being the received signal when the correct decision 

is made, (4.6) can be written as 

 1( )d  z v w  (C.1) 

and 

 2 ( )d  z v w . (C.2) 

    By substituting (C.1) and (C.2) into (4.18), we get 
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where 

  a v w  (C.4) 

and 

  b v w . (C.5) 

    Then by substituting (C.3), (4.23) and (4.24) into (4.26), (0)f  can be 

written as 

 

2

1 2

1 2

2

1 2

ˆ(0)
(0) (0)

ˆ(0)

ˆ(0)
         =

ˆ(0)

f

  


  


 






r r
s

b a
, (C.6) 

which is the same as (4.29). 
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    Similarly, (4.30) can be calculated by the same procedure. 
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APPENDIX D: DESCRIPTION OF 

TRADITIONAL ML AND SMI 

 

D.1   Traditional ML 

ML decision is based on the likelihood between the received signal and 

transmitted signal. Thus the cost function is given by 

 
2

1

( ) ( ) ( )
X

ML k k
k

d d d


   r s . (D.1) 

The transmitted symbol can be detected by using 

   0 arg min ; 0,1, 1ML
d

d d d M    . (D.2) 

 

D.2   SMI 

Based on [56], SMI minimizes the mean squared error (MSE) between the 

output of an N-element adaptive array and a desired reference signal. 

Assume that h is the weighting vector and 

 1 2 3 1[    ... ]X R r r r r . (D.3) 

Then, the cost function of SMI can be  

 
2

( ) ( )SMI d d  hR s . (D.4) 
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The optimum weight for this is [76] 

 1 ( )opt dh R s . (D.5) 

Substituting (D.5) into (D.4), the cost function can be rewritten as  

 
21( ) ( ) ( )SMI d d d  R s R s . (D.6) 

Thus, the transmitted symbol can be detected by using 

   0 arg min ; 0,1, 1SMI
d

d d d M    . (D.7) 
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