BACKUP RADIO PLACEMENT
FOR OPTICAL FAULT TOLERANCE
IN HYBRID WIRELESS-OPTICAL
BROADBAND ACCESS NETWORKS

TRUONG HUYNH NHAN

NATIONAL UNIVERSITY OF SINGAPORE
DEPARTMENT OF ELECTRICAL & COMPUTER ENGINEERING

2010



Backup Radio Placement for Optical Fault Tolerancen

Hybrid Wireless-Optical Broadband Access Networks

Submitted by TRUONG HUYNH NHAN

Department of Electrical & Computer Engineering

In partial fulfillment of the
requirements for the Degree of
Master of Engineering

National University of Singapore



Summary

Hybrid Wireless-Optical Broadband Access Networkl8OBANs) are a
new and promising architecture for next generatimadband access technology.
WOBAN gives us more advantages than a mere commmebitween wire-line
optical and wireless networks: cost effective, nitgrible, more robust and with
a much higher capacity. These advantages can lséastial only if WOBAN has
an efficient and stable operation, i.e., its faalerance requirements are satisfied.

For providing fault-tolerance capability in WOBANtwo general
approaches using different ideas for solving themesgroblem coexist. On one
side, there are conventional multi-path routingodatgms which make use of
different paths connecting two nodes in the Wirelstesh Network front-end of
WOBAN. While these methods are widely for providialgernative routing paths
without requiring extra resource planning, theyéngevere limitation in terms of
low backup bandwidth and high packet delay. Orother side, there are methods
that introduce new resources into WOBAN to prowdéa bandwidth for backup
traffic and reduce the packet delay. These inclmé¢éhods such as putting extra
radio at every node or laying new fiber to connditferent ONUs (Optical
Network Units). But they are associated with praide such as gateway
bottleneck, high restoration time and huge deplayoest.

In this thesis, a new approach to handle opticalt-talerance in WOBAN
is proposed. In case of a fiber or optical netwarknponent failure, a backup path
through wireless network is used in order to previailure restoration guarantee.
The key idea is to deploy back-up radios at a dubs@odes among existing

nodes in the Wireless Mesh Network front end of W(®Band assign for them a



different frequency from primary traffic’'s channdtach ONU is wirelessly
connected to another ONU in a multi-hop way, henttg protected. Determining
a subset of nodes for backup radio placement sbttieadeployment cost is
minimized is not trivial. This thesis addresses fghveblem to guarantee full
protection against single link failures for opticpart of WOBAN while
minimizing the number of extra backup radios inavrth save cost. We prove that
this problem is NP-Complete (Non-Polynomial) andiedlep an integer linear
programming to obtain the optimal solution. We atvelop two heuristics to
reduce computation complexity: Most-Traversed-N&dset (MTNF) and
Closest-Gateway-First (CGF). To evaluate our hé&arialgorithms, we run
simulation on real and random networks. The sinmfatesults show that our
approach gives a more feasible and cost-effectiag to provide optical fault-

tolerance compared to other existing solutions.
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CHAPTER 1 - Introduction

This chapter first provides background on broadbarcess technologies and an
overview on the new architecture WOBAN. The impoce of fault-tolerance and
especially optical fault-tolerance in WOBAN are aissed in detail. Backup
Radio placement for Optical Fault-tolerance (BR@F)blem is defined. Finally,

contribution and structure of the thesis are exgldi

1.1 Broadband Access Network Technologies

As the Internet evolves, customers are demandinge mend more
bandwidth due to the strong growth of multimediavees such as emerging
video-enabled applications and peer-to-peer shaiihg leads to the need for
network operators to design a new and efficienst“laile” access network. The
new network architecture not only has to providererous transport capacity but
it should provide end users with mobility and cameace as well. Among the
existing broadband access technologies, PassivieaDtetworks (PONs) and

wireless networks are the two most promising sohgifor the future networks.

1.1.1 Passive Optical Network

PON is a point-to-multipoint, fiber-to-the-premisetwork architecture. It
consists of an optical line terminal (OLT) at thdetom central office and a
number of optical network units (ONUSs) in premisé€nd-users (Figure 1). The
virtually unlimited bandwidth (in range of teraledr THz) of fiber compared to
the traditional cooper-based access loops makes &8Nto provide very high

bandwidth for data applications. Moreover, sincedvedth can be shared among
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all end users, the per-user cost of PON can becegtdtAs such, PON is the key
technology for Fiber-to-the-Home (FTTH) and Fibesthe-Curb (FTTC)
networks.

Passive Optical Network (PON)

A

—COQO
Splitter f P
w7

up to 20 Km
Key: Iﬁﬂ - Data or voice for a single customer. 0- Video for multiple customers.

Figure 1 - Passive Optical Network Architecture

Currently, TDM-PONSs (Time-division-multiplexing P3) can provide a
network capacity up to 1 Gbps (Gigabit per secofudjng Ethernet PONs -
EPONSs) or 2.5 Gbps (using Gigabit PONs — GPONSs) Hdwever, if more
bandwidth is demanded, network operator can consiggrading to Wavelength-
division-multiplexing PONs (WDM-PONSs).

WDM-PON increases system capacity by transmittirggsages on several
wavelengths simultaneously on a single fiber. Thevgr splitter in traditional

PON is replaced by a wavelength coupler. So eacb @Mllocated with its own
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wavelength and it can operate at a rate up to uhebit rate of a wavelength
channel [2]. The link between OLT and each ONU oant-to-point (P2P) link.
That helps to achieve a system with a very highgay. Furthermore, scalability

can be supported since we can reuse the samaerfitsstructure.

1.1.2 Wireless Networks

Recently wireless networks have become a populsgsacsolution all over
the world. Wi-Fi (Wireless Fidelity), WiMax (Worldide Interoperability for
Microwave Access) and 3G (Third Generation CelliNatwork) are three major
techniques that are used to provide network access.

Among three of them, Wi-Fi is the most used tecbgyplfor wireless Local
Area Networks (LANS). Its current and most popuéandards — IEEE 802.11
a/b/g — are popularly used in a lot of end uselasv Wi-Fi has two modes of
operation: infrastructure mode and ad-hoc modeflastructure mode, an access
point works as a central authority to manage thevorks. In ad-hoc mode, there
is no central authority and the nodes have to agnresome protocols to manage
themselves. Direct node-to-node communication alowi-Fi to exploit the
“multi-hopping” networking where information is cegyed from a source to a
destination in two or more hops. Currently, Wi-Fieos low bandwidth (less than
54 Mbps) in a limited range (less than 100m)

WiMax, though not as popular as Wi-Fi, is gainingpid adoption
worldwide, especially in emerging countries. It es in two modes: Point-to-
Multipoint (P2MP) and Mesh Mode (MM). In P2MP mod#jMax is essentially
used for single-hop communication from users teelstation (BS). On the other

hand, in Mesh Mode, multi-hop connectivity is pied for user traffic delivery.
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Compared to Wi-Fi, WiMax offers higher bandwidthdaa much longer range. It
can support bit rates up to 75Mbps in a range Bkr&-and, typically 20-30 Mbps
in longer ranges [3]. Hence, WiMax is more suitatde Wireless Metropolitan

Area Network (WMAN) than Wi-Fi which is a WLAN domant technology.

The 3G cellular technology is used for low-bit-raggplications (typically 2
Mbps). The reason is because cellular networksdasggned for carrying voice
traffic and are not optimized for data traffic. WhWi-Fi and WiMax can use the
free industrial, scientific and medical (ISM) baofispectrum, 3G users have to

pay for a regulated expensive licensed spectrum.

1.2 Hybrid Wireless-Optical Broadband Access Network

Although PON and Wireless Networks are both promgissolutions for
broadband access networks, they have some disadesntFirst, it is very costly
to deploy fiber to every home from the telecom @Osome cases when the end-
user premises are located in the central urbars aiteaven becomes prohibitively
expensive. Second, wireless technology can offemwch lower bandwidth
compared to the optical access networks. Furtlsdmmated spectrum is the nature
of wireless communication, it is impossible to pd®swireless access directly
from the CO to every end-user.

Hence, a compromise to run fiber as far as pos#ibia the CO toward the
end-user, and use wireless access from there ¢ookader can be a good solution.
This is where the concept of WOBAN becomes veryaative as it tries to

capture the best of both worlds.
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1.2.1 Architecture

WOBAN consists of two parts: wireless mesh netwatrkhe front end and
optical network at the back end (Figure 2). From O, each OLT drives
multiple ONUs like in a traditional PON. The maiifference is that ONUs do not
serve end-users directly but they are connecteslireless BSs for the wireless
part of WOBAN. Those wireless BSs are called wsel¢gateway routers”
because they function as gateways for both theamind the wireless parts. The
end users may connect to wireless mesh routemdcAltcess Points (AP) using
either Wi-Fi or WiMax. Those wireless APs togetheith wireless gateway
routers form a wireless mesh network.

In a typical uplink of WOBAN, traffic from end-usemwill be sent to its
neighboring AP — mesh router. This router then esutraffic in a multi-hop
fashion through other mesh routers to reach on¢éhefgateways (and to the
ONU). The traffic is finally sent through the omtidoack end of WOBAN to OLT
and consequently to the rest of the Internet. ;mdbwnlink, OLT broadcasts to
all ONUs in the tree access network and from thewgays, packets are sent only
to their specific destinations through wireless Imestworks.

Each mesh routers in a “Gateway group” as showrigare 2 forwards its
traffic only to the group’s pre-assigned ONU durmgrmal operation. However,
in the event of failure, they will try to reach @nmer active ONU in neighboring

“Gateway groups” through multiple hops.
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Wireless mesh router
Wireless gateway router

Gateway group

/;Tx

conu

Wireless frontend

Optical backend (PON)

Figure 2 — A WOBAN architecture

1.2.2 Advantages
As an effective integration of high-capacity optiaad untethered wireless
access, WOBAN gives several advantages:

» Cost effectivenesdDeploying expensive FTTx technologies may
cost more than $100,000 per mile in metropolitagaabecause
trenching and installing new duct normally cost @h85% the
optical fiber installation fee [4]. WOBAN architese helps us to
get the fiber penetration as far as we can in thetraconomical
manner and from there, we can use wireless techieso

» Flexibility: the wireless part of WOBAN allows the end-users t
seamlessly connect to one another.

* Robustnessas the users have the ability to form a multi-hogsh

topology, the wireless connectivity may be ableattapt itself in
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case there is an ONU or OLT breakdown by connedtimgugh
other active neighboring ONUSs.
* Much higher capacity compared to the traditional wireless

network thanks to its high-capacity optical trunk.

1.3 Motivation for Research

Although WOBAN can offer many advantages, it canl f@ some
unspecified time like any other network. As a widage of state-of-the-art
applications in WOBAN has emerged in recent years raore will be available
in the future, network fault-tolerant requiremestsould be taken into account
during the design process of WOBAN. In fact, it sloet matter how attractive
and potentially lucrative our applications arehié tnetwork stop functioning. A
fault-tolerant network will be required to ensuféogent and stable operation, i.e.,
make the service of the application available ene¢kent of faults.

Failures can happen anywhere in the architecturgV&BAN. However
while the wireless mesh network part of WOBAN hae tapability of self-
healing by using alternative routing paths, thekband PONs cannot survive
network element failures because a tree topologisé [5]. A study in [6] also
estimated that the frequency of fiber cut eventsuisdreds to thousands of times
higher than reports of transport layer node faguide case there is a fiber cut,
significant amount of information will be lost wiideads to huge financial losses.
That makes fault-tolerance in optical part moreicai than in wireless part of
WOBAN and it is also the reason that we are foausinly in providing optical

fault-tolerance in this thesis.
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There have been several works done to handle dailir WOBAN by using
extra resources. In [7], Correia proposed a baekapitecture with extra radios at
each mesh router except gateways. Although thigiglge some extra bandwidth
for backup traffic, it still cannot ensure full peation and at the same time
requires a huge deployment cost by employing toaymaulti-radio interfaces.
Feng et al in [5] used extra fiber to connect ONWslifferent PON segments to
ensure one segment is protected by spare capdaitther segments. However,
they did not take into account the cost and prattdficulties of laying fiber in
urban areas. This thesis is an attempt to overdbmerawbacks and limitations
problems in the above approaches. We provide a waw to handle optical
element failures in the back end optical accessarétpart by using the wireless
resource of WOBAN front end.

Problem definition: Given a WOBAN with known topology, find a subset
of nodes among the existing nodes (wireless routiersthe Wireless Mesh
Network front-end to place backup radios so that@NUs, OLTs, fibers are fully
protected against single component failures andaw&up radio deployment cost

iS minimum.

1.4 Contribution of the thesis

In this thesis, the backup radio placement probfemproviding optical
fault-tolerance is addressed. The key idea is pdogebackup radios at gateways
and a few selected nodes of the front-end Wirdléssh Network (WMN) of the
WOBAN so that each ONU is wirelessly connected twther ONU called
backup ONU. Upon failure, traffic will be reroutéd a dedicated channel from

the failed ONU through multiple hops of the WMNr&ach the backup ONU.
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This approach is not only easier to deploy, andenfieasible but also more
cost-effective than the traditional PON protectimethods and other solutions
proposed earlier in the literature. The problentldosing a subset of nodes to
deploy backup radios so as to minimize the deplayneest is not trivial. We
formulate and prove that the problem is NP-compMte then develop an Integer
Linear Program (ILP) formulation in order to sol#ais problem. We obtain
numerical results for networks with less than 2@@es by solving ILP using
ILOG CPLEX.

We also develop two heuristic algorithms - MostvErsed-Node-First
(MTNF) and Closest-Gateway-First (CGF). The maieaicf MTNF is to find
shortest backup paths from each gateway to alr gieways at first, and choose
nodes that appear in most of the backup pathsattedackup radios. In CGF, we
do not search shortest paths between each paiatefvgys. Instead, we use
Dijkstra’s algorithm to find all the shortest patinam each gateway to its closest
gateway only. We evaluate the performance of the heuristics on a real
WOBAN as well as on random networks. Our resultswsithat CGF provides
results very close to the optimum values. We algseove that both heuristics

have much smaller running time than the ILP sotutio

1.5 Thesis outline

The rest of the thesis is organized into the foitmachapters.
In Chapter 2, we present the background and litezateview on fault-
tolerance provisioning in PON and WMN. We then d&gcrelated works on fault-

tolerance planning and provisioning in WOBANSs andlgze their limitations.
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In Chapter 3, we introduce a new way to provisigtical fault-tolerance
using wireless resource. Its advantages compardfetexisting solutions and
enabling technologies are discussed followed bypitesentation of the backup
radio deployment problem.

In Chapter 4, the optimization problem is formuthtgsing graph theory.
We prove that this problem is NP-complete by tramsfng it to an equivalent
decision problem. An ILP model is developed to edhe problem.

In Chapter 5, we develop two heuristic algorithm#&¥NF and CGF to
solve the backup radio deployment problem. Theifgpmance is benchmarked
against the results obtained by solving ILP usih@® CPLEX for small
networks. We study the performance of the two Isigrialgorithms on large
random graphs as well as on SFNet — a real WOBANogenent in San
Francisco.

The final chapter concludes this thesis with sonrectons for future

research.
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CHAPTER 2 - Background and Related Work

There have been many works carried out to provaidt-folerance in optical

networks and wireless mesh networks. In this chiggte protection methods for

PONs and WMNSs are reviewed, and recent resea®fatiiire on fault-tolerance

for WOBAN are detailed.

2.1 Fault-tolerance in traditional PON

Below are a few useful considerations in designend®ON with fault-

tolerance capability:

Protection vs. dynamic restoration: Preplannedeotain offers fast
restoration time but requires more resources thamardic

restoration methods.

Network topology: tree and ring topology requireffatient

approaches for provisioning fault-tolerance thambiteary mesh
topologies.

Network type: TDM or WDM technique is a major factwe need
to take into account when designing a fault-toleratwork

Single or multiple component failures

Automatic Protection Switching (APS): can be dam& icentralized
or distributed way.

Cost and complexity

Figure 3 shows the four most conventional protectiswitching

architectures for TDM-PONs with tree topology. PADM-PON, the same

architectures could be employed with a small modtfon where the optical
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power splitter at the remote node (RN) has to h@aced by a wavelength

multiplexer. These architectures are suggested’byT G.983.1 [8] for different

levels of protections.

ONU#1

%

ONU#N

Optical-line interface/
Optical transceiver

Optical power splitter

AN

Figure 3 - Protection switching architectures [1]

Although the four protection architectures are ediééht, they all have the
same idea: provide protection by duplicating theefilinks and/or the network
components. Figure 3 (a) only provides protectionthe feeder fiber between
OLT and RN. No switching protocol is required forLTBONU in this
architecture. Figure 3 (b) duplicates equipmentvben the OLT and the RN.
There are two optical transceivers at the OLT amal feeder fibers. Protection

switching is done entirely at the OLT side. In Fga (c), all PON equipment is
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fully duplicated to provide 1+1 path protectionglie 3 (d), which is similar to
Figure 3 (c), allows for a partial duplication @&sources on ONU side due to
some system constraints.

In addition to the four standard protection schenttesre are several novel
schemes [9-14] which are more cost-effective. Altito using different
architectures and switching methods, they all megduplication of equipment at
some levels. Compared with transport networks,captaccess network are very
cost sensitive. Therefore, minimizing the cost foetwork protection and
obtaining an acceptable level of connection avéitglat the same time is a real

challenge that will be addressed in the next cliapte

2.2 Fault-tolerance in Wireless Mesh Networks

Although there are many works that have been damdaalt-tolerance
provisioning techniques in wireless sensor netw@W$Ns) and mobile ad hoc
networks (MANETS), they are not suitable to be aggpin WMNs due to some
basic differences:

» Unlike WSN, nodes in WMNs do not have energy caastr Both
mesh routers and mesh gateways are usually connectieh power
supply. That allows nodes in WMNs to run more septated
algorithms for routing and switching traffic.

» The location of nodes in MANETs keeps on changieganise of
node mobility. Therefore the topology of MANETsviery dynamic.
On the other hand, mesh routers in WMNs are alMiagsl or with

very little mobility.
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* The network bandwidth in a WMN is large becauseheawsh
router can use multi-radio interfaces and emplojtipie orthogonal
channels. This cannot be done in both WSNs and MPsN&ue to
the energy constraint.

In a recent survey on WMNSs [15], most of the methtal provide fault-
tolerance in WMNSs rely on multi-path routing prodte in network layer. Several
paths between source node and destination nodeeleted. During the normal
operation, packets can choose any path among tbelseted multiple paths.
When a link on a path breaks due to bad channdityjoa node failures, another
path in the set of active paths can be chosen. Menvéd shortest path is taken as
the routing metric, multi-path routing is not ajgalble. Another problem is that
the multi-path routing algorithms depend on theilabdity of node-disjoint
routes between source and destination. Despite tlmawbacks, fault-tolerance
provisioning methods in WMNs can be used for tloatend network of WOBAN

which hold very similar characteristics.

2.3 Literature review on fault-tolerance in WOBANSs

Fault-tolerance provisioning methods for PONs an®iN¢ have been
discussed in the earlier sections. As WOBAN arciute has been proposed only
recently, there have not been much research papeV¥8¢OBANs in general, and
on fault-tolerance in WOBANS in particular. Theme anly a few works done in

the area of fault-tolerance in WOBAN as follows:
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2.3.1 Risk-and-Delay-Aware Routing Algorithm (RADAR)

The first work that proposed a method to protectB¥@s against failure is
RADAR by Sarkar et al. [16]. According to this Woffailures in WOBANSs can
be classified into three categories:

» Wireless router/gateway failure
» ONU failure (equivalent to distribution fiber farkes)
» OLT failure (equivalent to feeder fiber failures)

The authors proposed a new routing algorithm in W @RB:alled RADAR
that can take into account the risk of failuresasuting metric. Each gateway is
indexed and maintained in a hierarchical risk grthgi shows to which ONU and
OLT it is connected. ONUs and OLTs are indexedimilar fashion. To reduce
packet loss, each router maintains a “Risk ListL)Rith “Secondary Gateway
Group” and “Tertiary Gateway Group” providing altative paths to route
packets in case of a failure. RL is a way for eantiter to keep track of failures.
In the no-failure scenario, all the paths in RL ararked live. When there is a
failure, RL will be updated with the failed path rked as “stale”. While
forwarding packets, routers will only choose aélipath.

Although RADAR offers risk awareness capability #OBANs with the
minimal cost as it makes use of the existing resesiin the network, it also has
some disadvantages: Firstly, when failures hapR&DAR requires an amount
of time to update the state of the routing pathaltdhe RLs at each router. For
example, if the failure happens at one ONU, failuoéfication message needs to
be forwarded all the way from that ONU back to ¢hniginal source, as well as all

other nodes in the network. The mesh routers hagend a signal to reserve the
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resources at each node in the new routing pathrédfey can restore their
services and traffic. Thus the restoration tim&ADAR is high.

Secondly, since RADAR only reroute the traffic thgh another live path,
there is very high probability that the rerouteaffic has to compete for
bandwidth and resource with the primary traffictivat live path. In that case,
congestion in some common nodes along that liveh paill happen.
Consequently, the packet loss rate, instead ofedsorg, will start to increase
rapidly. In the end, more packets will be dropped aervices and applications
will be disrupted. It is reported in [16] that iase an OLT failure, RADAR still
has a very high packet loss rate around 30%.

In short, though RARAR is one of the first approestho deal with failures
in WOBAN, it cannot ensure a full protection for VBAN with small restoration

time.

2.3.2 Fault-Tolerance using Multi-Radio
In a similar approach as RADAR, Correia et al[7htried to solve the
problem of planning a fault-tolerant multi-radio VBAN while using the
resources efficiently. The basic idea is to de@bleast two radios at each mesh
router of the wireless mesh network while gateways allowed to have one
radio. Their solution is based on an integratingtirg and channel assignment
algorithm which consists of two steps:
» Step 1:Computation of primary and backup routes usingrtsilso
path criteria. The two routes need to be link-f&lindependent and

backup route is activated whenever a link of thenary route fails.
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» Step 2:Frequency assignment to wireless links (and radibshe
same time) used in primary and backup routes comapurt step 1
with the condition that interfering primary and kap links use
different channels. That is to ensure that they miat fail
simultaneously.

The authors of [7] have been successful in progdfault-tolerance
planning for both wireless and optical part of WOBA\ They also proposed a
heuristic besides the optimal solution. As Coreiapproach uses more radios,
there are more non-overlapping channels availalil@t means that two nodes
equipped with multi-radio interfaces can commurgcaith each other on two
orthogonal wireless channels at the same time. ¢Jethe delay and packet loss
rate for rerouted traffic are reduced. However,ytlstill cannot ensure full
protection for WOBANs when backup traffic from oseurce need to share
bandwidth on the same wireless link with primargffic from other sources.
Failure notification time in this case is similes m RADAR as the source node
need to be notified before backup route can bevatetil. Moreover, the cost for
this solution is quite high because it requiresheaode in the wireless mesh
network to be equipped with at least two radiosepk@ateways. The reason is
that multi-radio nodes are significantly more exgiea than single-radio nodes as
reported in [17].

Another major drawback of the above approach istitdeneck problem at
the wireless gateway. This is due to the fact gaseways only use one radio. In a
survey on WMNs in [15], Akyildiz et al. reportedathalthough gateways have

limited capability, they have to forward trafficofn many other mesh routers and
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can easily become a bottleneck. In the event ailaré in the network the failed
traffic is rerouted to another gateway which alseddhs its own traffic, the
situation becomes worse. The gateway has to ddhl more traffic using the

same limited capability. Therefore, congestion arerlikely to happen.

2.3.3 Wireless Protection Switching for Video Service

Another effort to provide fault-tolerance is presehin [18] by Zhao et al.
The idea is to use wireless links between two W-GNB&h integrated device
defined as ONU with wireless function) to proteateo service when there is a
fiber cut. As shown in Figure 4, when the fiber wected to WONUY is cut,
adjacent WONU will set up a wireless link with WONUIf it could afford the

new service payload.

WONU;

R

Wireless F" ptect Link

OLT 2 i JJ@\
ww&

Figure 4 - Wireless Protect Link for Inter-WONU communication

-

Their major contribution is constructing an algomit to allocate extra
bandwidth for the corresponding backup ONUs indtent of a failure. It uses a
time-domain normalized least mean square lineadigiion algorithm for video
traffic and Media Delivery Index as an index to @& video quality. That helps

to guarantee video service quality.
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The main issue of the above approach is the impedcissumption. It is
nearly impossible to assure that there always ®=idink between two W-ONUSs.
In real WOBAN deployments, ONUs are normally plaéadfrom each other and
can only be reached through several wireless Hbpee wireless link between
two W-ONUs cannot be established due to the largiamte or interference with
other mesh routers, this scheme will not be abléutwtion. In addition, this
approach has the very same problem with two previapproaches, i.e., they

cannot guarantee the wireless link’s capacity twaunodate rerouted traffic.

2.3.4 Design of Survivable WOBAN

Apart from the three previous approaches, Fengiseption method in [5]
tries to provide a maximum protection minimum caestiution for network
element failures in the optical part of WOBANs.dach PON segment (driven by
one OLT), they assign one ONU as a backup ONU.rTider is to connect the
back-up ONUs in different segments so that thefitraf one segment can be

protected by the spare capacity in neighbor segnent
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Figure 5 - Survivable WOBAN

In Figure 5, ONY and ONU are assigned as back-up ONUs for the
segment driven by OLTand OLT, respectively. They are called neighbors and
connected with fiber. When the fiber feeder (FE)MirOLT; to RN, is cut, all the
traffic in segment 1 will be sent to the segmebtskup ONUY. The ONUY then
sends the traffic to its neighbor backup ONOhe ONU will distribute the
traffic to all the ONUSs in its segment via wirelegsteways so that each ONU in
the segment handles the traffic using its sparaagp[5].

By using the approach, Feng et al. claimed that tdan achieve a smaller
cost compared to the duplication of DF and FF asiommal optical access

network. It is reported that the cost of their paiton method is only one-tenth of
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the cost of employing self-survivable PONs. Howeitels assumed that it is
always possible to lay a fiber between any two bpad®RNUs which may not true.
This assumption needs to be verified very carefudgpecially in the urban area
where normally, gateways in WOBAN are put on thefrof buildings. That
makes the cost to lay the connecting fibers adiwsstreet highly prohibited.

Like other approaches mentioned in the previou@ed-eng’s protection
method did not discuss how to deal with the botttdnproblem at gateways. We
all know that the capacity of an optical networkmsich higher than a wireless
network. Hence, when the backup ONUSs distributeréneuted traffic to all the
ONUs in its segment via the wireless gateways, estign is very likely to

happen if the gateways are not equipped with exdpacity.

2.4 Summary

In this chapter, we have discussed various methodgrovide fault-
tolerance in optical access networks, wireless mesiorks and the combination
of them: WOBANSs. The current existing protectionthoels in WOBAN have
their own advantages, but they do have many majwlohcks that need to be
overcome if we want to use those solutions in degdloyment. In chapter 3, we
propose a new approach that attempts to solve nsmues inherent in those

protection methods presented in section 2.3.
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CHAPTER 3 - Optical Fault-Tolerance using Wireless
Resources

In this chapter, we propose a new protecting metioocoptical network

element failures in a WOBAN.

3.1 Basic concept

Consider a WOBAN architecture consisting of twotgawireless mesh
network part and optical access network part. @ap@sed method is to provide
extra radio resource in the wireless network pagrovide optical fault-tolerance.
We only consider single point-of-failure scenaribieh includes only one of the
following failure types: feeder fiber cut, distriiban fiber cut, OLT failure and
ONU failure.

Instead of deploying extra radio at every node dateways as in [7], our
new protection method uses a different approach. d&gloy extra radios at
gateways and at only a few selected nodes in thelegs mesh network. We call
those extra radios as backup radios because theyordy used for backup
purpose. If there is a fiber cut or an optical revelement failure, optical fault-
tolerance is provisioned by the extra capacity ddidethe network by backup
radios. We note that a backup radio can be shamsh@ backup paths that
correspond to different optical component failurélsus facilitating backup
resource sharing. We also note that our approadvides full protection
guarantee, i.e., in the event of a failure thererfiled traffic is guaranteed to

have a backup path.
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By deploying multi-radio interfaces in WMN front-erand assigning the
radios to orthogonal channels, we allow nodes tmmanicate simultaneously
with minimal interference in spite of being in ditenterference range of each
other. That means more bandwidth is available tderdraffic in the event of a
failure.

Each ONU has its backup ONU assigned during thenphg. Once the
distribution fiber that connects it to its OLT istgits traffic will be rerouted to its
backup ONU using wireless backup resources. Thatldvbe a fault-tolerance
provision planning for distribution fiber cut or @QNfailure. If we want to take
into account feeder fiber cut and OLT failure, wavé two options. First, for
every ONU we can choose two backup ONUs: one ingshme risk group
(connected to same OLT), one in a different riskugr (connected to another
OLT). The second option would be the condition weduring our fault-tolerance
provision planning: backup ONU and original ONU iinbslong to two different
risk groups.

We deploy a backup radio at each node along thkupapath from each
ONU to its backup ONU. This creates an additiorfenmel for rerouted traffic.
So, if a failure happens, traffic from the failedNO (a distribution fiber cut is
equivalent to a failure of its corresponding ONU)I ¥ollow its backup path in
the wireless mesh network of WOBAN to its backup WNhat backup ONU
will then send the traffic to its OLT.

Now, we consider an example with a WOBAN architeethown in Figure
6. In this architecture, there are 25 mesh routermshich 5 nodes (5, 13, 16, 22

and 25) are gateways. For a simple case, backupsradn be deployed at three
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nodes 16, 18, and 22 to create an additional chdrora gateway/ONU 22 to
gateway/ONU 16 and vice versa. If the distributfdrer from gateway/ONU 22
to its OLT is cut, the traffic can be rerouted frogateway/ONU 22 to
gateway/ONU 16 along the backup path. At node é®uted traffic and primary

traffic of node 16 will then be combined and senthte OLT.

Figure 6 - Optical fault-tolerance provision by backup adio example

3.2 Advantages

Compared to other existing solutions, our new mtida@ method has many

advantages as discussed below.

3.2.1 Restoration time

Firstly, unlike other protection methods, the seumode need not be
notified of the failure in the optical part of WOBKAIn the event of a failure. The
moment the gateway detects that fiber is cut oicaptlement network fails, it

will automatically use the channel created by tlaekip radios to reroute its
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traffic to its pre-assigned backup ONU. As theual is unknown to the source
nodes, traffic will continue to be sent normallgrir source nodes to the gateways
associated with the dead ONUs before they are tedolSome finite time is
required for the gateway to switch the traffic frahe primary channel to the
backup channel which is usually short. The sourcderm do not have to start
finding an alternative route from the source to blaekup gateway either. Hence

restoration time will be much shorter.

3.2.2 Guaranteed bandwidth

Backup radios along backup paths use differenuiagies from other mesh
routers in the wireless mesh network. That helps¢ate a dedicated channel for
backup traffic. This protection method can offdulh protection as the bandwidth
is guaranteed for the entire rerouted traffic. Dio¢tleneck problem at gateways

which exists in other solutions is also solvedum proposed solution.

3.2.3 Delay performance
It is reported in [19] that there are four conttibg factors to packet delay
in WOBAN:
» Transmission delay: depends on the capacity oflitile If the
capacity of the link is higher, the transmissiodaglels lower. As

nodes share capacity of each links, we have trasson delay on a

link is —— with C,, is capacity of link assigned to a particular

uv

flow u - v andlis the average packet size.
U
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» Slot synchronization delay: is due to the TDMA-theperation of
the wireless channel. The incoming packets nedxteynchronized

to their allocated time-slots for communication.eTaverage slot

. 1
synchronization delay is——
2/'ICUV

* Queuing delay: depends on the service rate andcepackval rate at

. . 1 .
the wireless nodes. It can be approximated-as—— where A, is

w ~ A
the arrival rate of the traffic flow from - v.

* Propagation delay: can be ignored because meshrsoate quite
close to one another in WOBAN

In short, the total delay on any given link- vcan be written as:

1 1 1
duv = + +
/'ICUV 2/'ICUV /’ICUV - /1 uv

A dedicated backup channel uses extra radios toen@larger as the
entire channel can be used for rerouted traffic do€ls not have to share with

other primary traffic flows. AsC,, increasesd,, will decrease. In other words,

our protection method can give a smaller packetydel

3.2.4 Cost-effective

The backup radio protection method is advantag@otsrms of cost. The
backup radio deployment cost is less expensive titganching and installing new
fibers, especially in metropolitan areas. Moreowar proposed method is not
only less expensive than the traditional PON prtatacmethods, but also more

cost-effective than Correia’s approach [7] whiclesiextra radios at every router
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for providing protection. As we noted earlier, thelti-radio interfaces cost more
than single-radio interfaces. By reducing the nundéenulti-radio interfaces that
needs to be deployed, our protection method is &blprovide a lower cost

solution than Correia’s method.

3.2.5 Deployment and application

Another attractive advantage to be highlighted ts simplicity in
deployment and application. It can be noticed titakr protection methods are
not easy to deploy on existing WOBAN architecturBsis is due to the fact that
they either use their own protocols and routingoatgms or require special
modification in WOBAN architecture. That would causo problem if they are
applied to a green field deployment. However, caibgey issues will require a
lot of changes and adjustments otherwise. For el@amp we want to use
Correia’s approach on some existing implementadbtWOBAN, we need to
change the entire routing algorithm and frequer@noel assignment scheme of
those networks which is apparently not straightfoav

On the other hand, backup radio protection metred e applied to any
existing WOBAN implementation or any variation of OBAN architecture. It
can be used on top of any hardware, routing alyorior frequency assignment
scheme. Further, while the capacity of a fiber gosingle wavelength) is in the
order of tens of Gbps, capacity of wireless linkordy in the order of tens of
Mbps. This ensures that the link from any ONU toTQdan easily accommodate
more traffic than the maximum traffic of one gatgwahus, we do not need any
bandwidth allocation scheme for ONUs at the cempalkrol as in the approach of

Zhao [18].
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3.3 Enabling technologies

To illustrate how flexible and easy to implemenrtackup radio protection
method, this section introduces current wirelestrelogies that can be used in

practical implementation.

3.3.1 Multi-radio Multi-channel WOBAN

Multi-radio Multi-channel WOBAN is the key radiodienology used in our
backup radio protection method. In order to fullydarstand why multi-radio
multi-channel WOBAN allows us to provide extra capa we consider a

wireless mesh network example with five nodes asvshin Figure 7 [20].

Figure 7 - Multi-radio multi-channel WOBAN example [20]

Let R denote the maximum possible transmission oatx one hop (for
example,1 -~ 2). We want to study the throughput of traffic tresieg through
pathl - 2 - 3

» Single-radio single-channel: with one radio, nodsp2nds roughly
half the time receiving from node 1 and the othalf lthe time

transmitting to node 3 with a TDMA-based operatiblence, if the
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source node (node 1) has a transmission rate qisRthe average
throughput at the destination node (node 3) is @pprately R/2
bps.

Multi-radio multi-channel: if node 2 has two radisd there are two
orthogonal channels available in the network, rddaan be tuned to
channel 1 and radio 2 can use channel 2. In thsis,¢dae throughput

at node 3 will be equal to R bps.

Now, we study the case of two concurrent traffiow$ 1 - 2 - 3 and

4,2 5

Single-radio single-channel: with one radio, nodg&nds quarter of
its time receiving form node 1 and 4 and transmmttio node 3 and
5. The average throughput at the destination ngum$e 3 and 5) is
approximately R/4 bps. In this case, even if we ehanultiple
orthogonal channels, the throughput will not im@aas only one
radio is available at node 2.

Multi-radio multi-channel: if node 2 has two radidsy similar

reasoning as above, the throughput for each fldw/2sbps.

In summary, we can see that multi-radio multi-clersystems outperform

single-radio single-channel systems in terms otlladith and performance.

3.3.2 Off-the-shelf technology and equipment

In practice, we have three basic types of wirelesesh network

configurations [21]:

1-Radio Mesh: this configuration has only one ratdicserve both

clients and provide the mesh backhaul. This archite has poor
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performance among all options because both backduadl client
service compete for bandwidth.

» Dual-Radio with 1-Radio backhaul mesh: one radioused to
provide service for client, and the other is usedptovide mesh
network for backhaul traffic. These two radios agrerate in the
same or different bands. For example a 2.4 GHz IBEE11b/g
radio can be used for providing service while 5 GBEE 802.11a
radio can be used exclusively for backhaul.

* Multi-radio: one radio is used to provide servigg mesh clients
while other radios are used only for the backhatork. This gives
the best performance among all configurations bed & the most
expensive one. The number of extra radios thatbeansed at one
node is bounded by the number of orthogonal chareedilable in
the network. For example, according to [22], IEER2.81b/g has
three non-overlapping channels while IEEE 802.1dm mrovide up
to 12 or 13 non-overlapping channels dependingamh €ountry’s
regulation. IEEE 802.11n, a new standard which usently in
adoption phase, can provide many more non-ovemgpghannels as
it uses both 2.4 GHz and 5 GHz bands.

In addition to the well-defined and popular stamidamany commercial
products have been available in the market. Mamgpamies are now offering a
variety of multi-radio-interface wireless mesh engtwith not so expensive price.
Among them Cisco, Belair and Tropos are three Keygrs in the equipment

market [23-25]. A full survey on current implemeiita of WOBAN can be
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found in [26] which shows the availability of miladio multi-channel radio
technology.

All the enabling technologies discussed above heepremises allowing
backup radio protection method to work effectivatya real deployment and

application.

3.4 Backup radio Placement problem

Our objective is to select a subset of wirelessemsuto place backup radios
(in addition to the gateways/ONUs) so that we caavige full protection
guarantee in the event of a single optical compbfalure. It is evident that we
do not need to deploy extra radios along all thekbp paths. The reason is
because, if the backup paths (corresponding tereifit component failures) have
some common routers, they can share the same edras for the single-
component-failure scenario. As the multi-radio ifgees are expensive, we need
to minimize the number of multi-radio interfacespliyed. Hence, we can
summarize our problem statement as follows:

Given a hybrid wireless-optical access network (VXQB with known
topology comprising of N nodes and M gateways. d)dime backup radio
protection method, determine the subset of routerthe wireless mesh network
part of WOBAN to place backup radios such that:

« WOBAN is fully protected against optical comporfaitires and
» the deployment cost (in terms of the total numlidrackup radios)

is minimized
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CHAPTER 4 - Problem Formulation and Complexity

Analysis

4.1 Graph Modeling and Problem Definition

In this section, we present the graph modeling haf hetwork and the
problem definition of the Backup Radio placement @ptical Fault-tolerance
problem (BROF). An instance of the BROF problenrapresented by a graph

<G,V, EV,, C> where

* G: graph that represents the network topology

» V: set of nodes where each node is a mesh routgateway in the
WOBAN. Each node is equipped with one or more fatsr cards
(radios). In the BROF problem, we only count thenber of radios
used for backhaul traffic.

» E: set of feasible transmission link in the network

* Vg subset oV, where each element represents a gateway

» C: a cost function represents the cost to deplokigacadio at each

node:

C:V- R
u - f(u)=g

The objective of the BROF problem is to find a gwhph of nodes that

needs to be deployed backup ratos (Vl, El,\/g), such that:

* V,0V,. Every gateway in WOBAN needs to have at least one

backup radio to avoid the bottleneck problem.
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* Li0V,,0j#iand jOV, such that andj are connected i®1. In
other words, this means each ONU will have at |esst backup
ONU and they are connected by a dedicated backilpuséng extra
radio resource.

. Zci IS minimized because we want to minimize the dgplent
iV,

cost. ¢ is the cost to deploy a backup radio at node 1.

4.2 NP-completeness proof

Theorem 1: The backup radio placement for optical fault-toleca
problem (BROF) in WOBAN is NP-Complete

Proof. The proof for theorem 1 is given in the followisgbsections

4.2.1 Problem transformation

We consider a special case of our problem wherechemse the backup
ONU for each ONU in advance. Without loss of geligrahe cost of deploying
a radio at each node in the network is taken ay.uie also want to transform
the BROF problem from an optimization problem to egquivalent decision

problem. So, we can write its decision version:

Instance Given an undirected and unweighted gr@p:h{v, E} with a
gateway subset, 0V and an integek.
Question Is there any sub-gra® =(V,, E) of G, where each pair of

vertices (a gateway and its backup gateway) betonwiVy is connected, and the

total number of nodes i, is at leasK (V|2 K)?
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4.2.2 Polynomial-time verification

In order to prove the decision version of the BR@Bblem belonging to
NP, we must prove there is a solution verificatiogoaithm that can run in
polynomial time. Assuming that we have a solutiam dur BROF decision
problem, it is easy to see whether the solutiocoisect or not. By subsequently
removing one node at a time from the resulting lgr&, we can verify in
polynomial time whether each pair of verticesvipis still connected in the new
graph with an integdr = K-1.

Hence, our BROF decision problem isNR.

4.2.3 Reducibility
For NP-hard proof, we can reduce the well-knowrin@teForest problem
[27] to the BROF decision problem. Steiner Foresbfem is a generalization of

Steiner Tree problem with its formal decision vensgiven as below:

Instance Given an undirected and weighted gré;pI:F(V',E',V\b, a

collection of disjoint subset o¥': S, S... S and an integeK’. w is a cost

function for the edges in the graph.

Question Is there any sub-grapB, = (\/1 El) in which each pair of vertices
belonging to the same s& is connected, and the number of nodes in
G,: V= K'?

The reduction algorithm is done by constructing apping function. We
have to map the weighted gra@h into an unweighted grapB. For all edges in

G’ with weight of N, we can replace this edge Bynew nodes. That means that

there will be(N+1) new edges with weight of 1 between the two orighm@des
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for each edge. As shown in Figure 8, edge Bhas a weight of 4 in the original
graphG’. By using our mapping function, edge A — B becobiesigeA — G —

C,— G — G — Bin the equivalent graph G.

Figure 8 - Graph mapping function

The collection of Subse{ﬁ..§} in Steiner Forest problem can be mapped to

gateway subsaf, in BROF decision problem:

The integeK in BROF decision problem can be simply set todpgaéK’ in
Steiner Forest problem.

The last step needs to be done to prove the splofi@ur BROF decision
problem is also the solution of the Steiner Fopesblem. Assuming that we have
a “yes” answer solution for BROF decision problesmg have to map the result

graphG; of BROF decision problem back to a graghand provegG, is indeed

the solution of the original Steiner Forest prohlem
For transforming the unweighted solution graphto the corresponding

weighted grapts,, we can use a reverse function of the graph mapipinction

given above. For each pair of connected originalesp we replace all N new
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nodes between them by an edge with weight of N. él@r we have to apply an
additional rule here:

If A, Bl SandA andB are connected by new nodes C.... Cy

If OC, 0G1: solutionsubgrapis & k> (@ Gl1< § k#

In other words, if a path connecting two node¥jrpasses through one of
the new nodes, it has to pass through all othermmes between the two original
nodes. This rule is to avoid the solution whereyqurarts of the weighted edges in
the graphG, are obtained from the reverse mapping functiorGaf It is not
desirable to have this type of solution becaudbahcases, is not a sub-graph of

G’. An example of the reverse graph mapping funas@hown in Figure 9.

Figure 9 - Reverse graph mapping function

Now, we want to prove that solution sub-gragh is the solution for

Steiner forest problem.

« First, we assume there does not exist a sub-g@pbf G’ that

satisfies the connection constraint and has a mtaber nodes at

leastK’ for the Steiner forest problem.
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* Hence, there exists another solution graph for Steiner forest
problem with smalleK’. If we transform this solution graph to an
unweighted graph using mapping function rule fromighted to
unweighted graph as before, we will get an unweidigraph with
the total number of nodes smaller thin the solution for our

BROF decision problem.

« This is in contradiction with our assumption sijvge K .
= Solution sub-graphG, is indeed the solution for Steiner

forest problem.

Conclusion BROF decision problem can be verified in polynamime
and is reducible, so it is in NP and it is NP-hatdhe same time. In other words,
BROF decision problem and its optimization equinaleare NP-Complete

problems.

4.3 ILP model

Since the BROF problem is NP-Complete, we use érteginear
Programming (ILP) approach to solve it. We firsteginotation of variables in

Table 1

Table 1 - Notations

Vv set of nodes (routers), each equipped with one arermterfaces
card (radio) (We only take into account the radiged: for
backhaul network)

E set of feasible transmission link

Vy Gateway set in the network, a subseVof

A binary variable, when traffic is gateway is reraute its backug
ONU: Af =1if there is a flow from node i to node j, O othes&/

Xi binary variable,x; = 1 if we place a backup radio at node i, O
otherwise
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E | cost of deploying a backup radio at node i in thaork |

Our objective is to minimize the total deploymenstcof backup radio in

the network:
min ¢ x
i

In order to provide full protection for optical fiatiolerance, each ONU
needs to establish a backup path to another ONkkran the same risk group or
in a different risk group depending on the typdaslure. As the backup ONU for
each ONU is not known in advance, we introduce eug@s nodeu’ for each
gatewayu. Pseudo-noda’ will be then connected to all other gateway natias
are different fromu to represent a virtual backup ONU for the gatewal case
the ONU that is connected to gatewafails, the traffic will be rerouted towards
pseudo-noder’ through multiple wireless hops. The gateway thioudnich the

rerouted traffic passing by before reachings the real backup ONU of

Define a new graph constructed franx (V, E): G =(V', E)in which
e V'=V[D Vg; where we have a mapping function for pseudo-node

f:Vg _>Vg

u -u
* E'=(vu)0 Ewherev=\ \{u

We can write the constraints formally:

Oudv,: > Ay=1 1)
i,(u,i)OE

OuOv,: > Ap =1 2)
i,(u%i)IE "
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Oizu,u': Y /]”uz.qzﬁ/‘l'iu 3
Iy

J.J)E

x0{0.3 @
A'0{0,3 (5)
% 2 A O] (6)
X 2 A 0j (7)

Constraint (1) ensures that there is only onditréiow leaving from the
gateway. This is the rerouted traffic flow in cadere is a failure (either
gateway/ONU failure or the distribution fiber teethateway is cut). Constraint (2)
makes sure that each pseudo gateway can only In@veadfic flow enters as each
gateway only requires one backup ONU. Constraipig3he flow conservation
constraint where the total in-flow equals to th&altout-flow at any node different
from gateways and pseudo-gateways. We have adfiffeet of constraints from
(1) to (3) for each gateway.

Constraints (4) and (5) are conditions for binaayiable A’ andx. Finally

constraint (6) and (7) ensure that at any nodefthateither an outgoing flow or
incoming flow, an additional backup radio will bepdoyed.

We note that by changing the objective or constsaaf the ILP model, we
can provide a fault-tolerant network with high thgbput and low delay using the
throughput-delay ratio presented in [28]. Or, byjtisg the objective to be the
average number of hops of backup paths, we camalsmize service restoration
time. However, since our objective is to minimike total radio deployment cost
in the network, we mainly focus on utilizing thereless resources efficiently.

Throughput, delay and restoration time issues ayeid the scope of the thesis.
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CHAPTER 5 - Heuristic Algorithms and Performance
Evaluation

Since the computation to solve NP-Complete problemstensive, the ILP
based solution is not scalable. In this chapterdexelop two heuristic algorithms
to solve the problem even for large networks.

For each gateway/ONU in the wireless mesh netwdrkWV@BAN, the
heuristics should select a backup gateway/ONU dtept against any single ONU
failure or fiber cut. The main concept of the hstics is to find a shortest backup
path from each gateway to all other gateways at, feind choose nodes that
appear in most of the backup paths for placing bpaladios. Without loss of

generality, the cost can be taken as the total eamibnodes.

5.1 Most-Traversed-Node-First (MTNF) heuristic

The Most-Traverse-Node-First heuristic aims to oedthe total number of
backup radios by making use of nodes that are rsadethe most by all possible
backup paths. The input of MTNF algorithm are thewn topology matrix E of
the network, the total number of nodes (N) in teémork and a set of gateways
with M elements. Figure 10 gives the details of MTBIgorithm. Shortest paths
between each pair of gateways can be easily comusiag Dijkstra’s algorithm
(step 2-4)Cy is the set to store all the nodes that we neeépioy backup radios.

For initialization, Cy is set to include the entire gateway set according@ur
backup radio protection metho(i_k is the set to store all the candidate nodes for

the heuristic to examine whether it should be idelliinCy or not. Step 6 to step
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12 are the main part of MTNF heuristic. Three ctinds for thewhile loop to

stop are:

e k :|V|: all the nodes in the network have been examined

« C, =0: all of possible candidate nodes have been examine

*  YIN;|=M: there is only one backup path for each gatewajrén
i

network. The objective is met; so we do not havecomtinue

examining other candidate nodes.

Most-Traversed-Node-First Heuristic
I nputs: topology matrix E, N nodes, M gateways,
Outputs: a subset ¢of nodes where to put backup radio and at leastlawkup

10:
11:

12:
13:
14:

path for each gateway

Begin
fori=1toMdo
Using Dijkstra’s algorithm to find N= set of shortest paths

from gateway i to gateway j, for ajl #i
end for
Setk = 0C, ={allthe gateways £=(] N ¢
i

While (k<|V] andC, #0 and }'|N;|>M )
i
Increase

Find nodex( C, that used the most in alkN
For all Nj that (xO N, and Z‘Nn‘ >1 ) remove all paths
i

that dont go through x

Update:C, =C,, 0 x G = G, \ x

For all N; thatZ|Ni,-| :1&|Nj | =1:
j

C.=CU Nu,§=§\ N
End While
Deploy additional radios at all nodes incC
End

Figure 10 - MTNF heuristic algorithm
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In step 8, among the candidate nodefLrwe find x, the most traversed

node in all possible backup paths. The main ided DNF is to make use of node
X as much as possible. That means that after fingjngge eliminate all the
possible backup paths between each pair of gatethaysloes not usein step 9.
However, when there is only one backup path lefafoertain gateway, we do not
remove the path from the list even if it does naggpthrougtx. This is to satisfy
the connection constraint: each gateway/ONU is ywannected to at least one
of the other gateways to be fully protected froitufe.

In step 10, se€Cy gets updated by addingto the list of nodes that we will
deploy backup radio later. Nodeis also removed from list so that it will not be
examined again. Finally step 11 helps to speeche@pgITNF heuristic algorithm.
It can be seen that if there is only one backup patsts between two gateways,
we have no other choice but to put backup radiasaah node along that path to
ensure two gateway stay connected. Hence, at thefesachwhile loop, MTFN

checks if any gateway has only one backup pathhthgistic then adds every

nodes in that path 16 and at the same time remove them frén

5.2 C(Closest-Gateway-First (CGF) heuristic

Closest-Gateway-First (CGF) heuristic algorithrsiiilar to MTNF. We
try to find the common nodes in all the possiblekop paths. However, in CGF,
we do not search shortest paths between each fpgat@ways. Instead, for each
gateway we use Dijkstra’s algorithm to find all thleortest paths from it to its

closest gateway. Therefore, MTNF and CGF are oiffgrént in the first phase:
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searching for candidate nodes. CGF algorithm isritesd formally in Figure 11.

The input and output of the algorithms are the samhat of MTNF.

Closest-Gateway-First Heuristic

I nputs: topology matrix E, N nodes, M gateways,

Outputs: a subset ¢of nodes where to put backup radio and at least one

backup path for each gateway

1:  Begin

2: fori=1to M dc

3: Using Dijkstra’s algorithm to find N= set of shortest paths
from gateway i to it€LOSEST gateway

4: end for

5 Setk =0C, ={allthe gateways =] N ¢

6: While (k<V| andC, 20 and Y [N,|>M )

7 Increase k

: Find nodex( C, that used the most in alk N

For all N; that (xO N, and |[N,|>1 ) remove all paths that
don' go through x

10: Update:C, =C, ,0 x G = G, \ x

11 For all Ni that |N,|=1:C, =C,O N,, G = G\ N

12: End While

13: Deploy additional radios at all nodes in.C

14: End

Figure 11 - Closest-Gateway-First heuristic

5.3 Performance Evaluation

We carry out the performance study of the propdseckup radio based
protection mechanism for optical fault-toleranceNM®BAN through simulations.
The optimization result is obtained through ILOGLEK 9.0. Various topologies

are used for simulation.
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5.3.1 Performance on a small network

In order to illustrate how BROF works, we consia simple network of
nodes with 5 gateways as shown iigure 12 In the figure, squares repres

gateways/ONUs while circles represent mesh rou
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Figure 12 - Simple topology illustration

The optimal total number of backup radios to belag® is equal to !
according to the result ¢he CPLEX program. The four gateways 0, 2, 6, 8
node 4 are the placese need to put backup radios in order to ensurall
protection against optical network element failt It is easy to verify that thi

solution is indeed the optimal solution four problem. Table 8hows the backu

paths that each gateway will usethe event of a failure.
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Table 2 - Backup paths for gateways in the small network

Gateway/ONU Backup gateway/ONU Backup path
0 8 0-4-8
2 0 2-4-0
6 0 6-4-0
8 6 8-4-6

It can be noted that gateway/ONU 0 is used as lmpgateway/ONU for
both gateway/ONU 2 and 6. This is possible since omty consider single
component failure, so gateway 2 and gateway 6 ddailosimultaneously. The
same explanation can be applied for node 4 whigleas in the backup paths of
all the four gateways/ONUSs.

We also run MTNF and CGF on this small network aiuained very
similar results with an exact radio distributionia®ptimal solution. Although the
backup paths and backup gateways assignment éecdif, they do not affect the

final result as our objective is to minimize thewher of backup radios.

5.3.2 Performance on San Francisco WOBAN

5.3.2.1 Performance comparison

In this section, we are going to compare the peréorce of our heuristic
algorithms on a real WOBAN implementation to th& laptimal results obtained
by CPLEX. Figure 13 shows a part of the city of $@ancisco, California, from
approximately (N 37°46'43.39”, W 122°26’19.22” [gkden Gate Avenue and
Divisadero Street intersection]) to (N 37°46'5178V 122°25'13.27" [Golden
Gate Avenue and Van Ness Avenue intersection])feomd (N 37° 47°32.57”, W
122°26'28.90” [Divisadero Street and Pacific Avenuntersection]) to (N

37°47°41.3907, W 122°25'23.71" [Van Ness Avenuend Pacific Avenue
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intersection]) [26]. The wireless part of San Eiaoo WOBAN (SFNet) consists
of 25 mesh routers, among them 5 functioning asvgays (5, 13, 16, 22, and 25)

and connecting to the optical back end of WOBANGahkhs placed at the edges of

SFNet. The area over which this SFNet is deplogeabbut 1nfi
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Figure 13 - San Francisco WOBAN architecture

The ILP results obtained by CPLEX on SFNet are showFigure 14 and

Table 3 — Detailed optimal result for SFNet.

Table 3 — Detailed optimal result for SFNet

Gateway/ONU Backup gateway/ONU

Backup path
5 13 5-9-13
13

25 13-19-25
16

22 16 - 18 - 22
22 16

22-18-16
25

13 25-19-13
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From the resultswe carobservehat for a network of 25 nodes witt
gateways, to provide a full protection againstagtnetwork element failures, v
only need to deploq total of8 backup radiosut of which 5 are placec the 5

gateways and 3 are placed at n(9, 18 and 19.

qmm

N
<

s

I\||
g |

Figure 14 - Optimal results for SFNet

Algorithm CGF gives us a similar restas theoptimal solution with the
exact radio distribution. Howevealgorithm CGF usedifferent backup paths f
each gateway. While CGF has a very good performaMiddNF perforns not
very well. Figure 15hows the backup radio distriion when we us MTNF on

SFNet. Thaletailed resus are shown in Table 4.
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Table 4 — Detailed MTNF result for SFNet

Gateway/ONU Backup gateway/ON Backup pat
5 16 5-6-10-11- 1216
13 16 13-10-11-1216
16 5 16 -12-11-10—-65
22 13 22-14-10-13
25 22 25-24-23-22

For the same network configuratictMTNF requires 12 backup radicat 5
gateways and 7 additional nod®, 10, 11, 12, 14, 23, 24&ompared to §&in

optimal solution.
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Figure 15 - MTNF result for SFNet

The poor performance MTNF compared to theptimal resultand CGF
can be explained by imethod of choosing candidate nodes to ptaedackup
radios. With the smahetwork topology in sectio5.3.1,all the three approach
more or less give the same result. However, whenngtwork topology grow

larger, MTNF perforra poorly. This is due to the fact that MNTF’'s objective
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trying to maximize the use of most common nodetuitimely it sounds very
reasonable. But, when from one gateway there dles pdth different hop lengths
to other gateways, nodes that belong to longerspath have a higher chance to
appear in other possible backup paths becauseatheybelong to longer backup
paths of other gateways. This explanation holds &s we can observe in Figure
15. For example, by using MTNF node 10 and nodeaddear the most since
most of the long backup paths have to pass thrthegh. When node 10 and node
11 are selected and added to radio deploymeniCgetdll other shorter backup
paths that do not traverse node 10 and node 1&lianenated. This can explain
why among all the three approaches, MTNF giveswhest result with highest

total number of radios and longer backup paths.

5.3.2.2  Cost analysis

While providing the fault tolerance in the opticatcess network, our
objective is always to minimize the cost. We evtdutne performance of ILP
model and two heuristic algorithms in terms of cdsble 5 - Cost of network
components in WOBANshows the cost of major comptmenvolved for
WOBAN and PON setup, normalized to the cost of OGN unit which is taken

to be USD 100 as quoted in [4].

Table 5 - Cost of network components in WOBAN

Device Cost (1 ONU unit)
ONU 1

OLT 50

Fiber (trenching + material + labor and installa}ion 1000/mile
Wifi AP/Router — single backhaul radio 60

Wifi AP/Router — dual backhaul radio 120
Customer Premise Equipment (CPE) 1
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Using the device and fiber layout expenses in Tdhleve obtain the
deployment cost of different approaches for owsitlative simple topology and
SFNet as shown in Table 6 with the assumption ithest possible to lay fiber
between any two points in SFNet.

Table 6 - Deployment cost of different approaches

Approach Simple topology SFNet
Traditional PON n.a (1+0.5+0.25+0.25+0.3)x1000 6@3
Correia’s planning 10x 120= 1200 20 x 120 = 2400
Feng’s approach n.a (0.375 + 0.375 + 0.375)x100025
Optimization (BROF)| 5x120 = 600 8x120 =960
MTNF 600 12x120 = 1440
CGF 600 8x120 =960

It can be observed that our protection mechanismgubackup radios
outperform all other approaches in term of cost.éx@ample, in Figure 16 we can
see that the traditional PON protection mechanigrduplicating fiber costs more
than twice compared to our method due to high fibetallation cost. Correia’s
planning method [7] also uses extra radios butdst is very high. The reason for
this would be Correia’s planning use too many rmadio interfaces. In SFNet,
while our approach uses only 8 multi-radio inteelsdor node with backup
capability, Correia’s planning method uses up tor2ti-radio interfaces.

Although Feng’s approach [5] costs more tharsoiiralso has a lower
cost than the rest. However, this has some praditfeculties as discussed in
Chapter 2. In reality, the cost for deploying a nélber in downtown San
Francisco is prohibitively expensive. Hence, weatoade that our backup radio

protection mechanism is the most cost-effective teayroviding fault-tolerance.
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Figure 16 - Cost analysis of various approaches

Further, among the optimal solution (BROF), MTNFI&®GF we observe
that while CGF has the same cost as the optimatisn| MTNF costs around 1.5
times more. The reason has been discussed ingkimps section and this will be

verified again for the random networks in the reedtion.

5.3.3 Performance on random networks

The performance of all the three implementationsoir BROF protection
mechanism (ILP optimization, MTNF and CGF) has beerified in the previous
section. Now, in order to further validate theirngeal performance, we

extensively simulate all three of them in randogdyerated networks.

5.3.3.1 Graph generation
There are a lot of models available in the litemtto generate graphs
randomly, among which, Eé6—Rényi (ER), Barabasi—Albert (BA) and Watts-

Strogatz (WS) are the three most popular modelso§ihg the correct model that
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can generate graphs which resemble the wireles$i mesvork frontend of
WOBAN is very important.

While ER is a very simple model to create randoapbs [29], WS model
is more effective in producing graphs with smallrld@roperties, including short
average path lengths and high clustering [30]. H@awvdoth the models cannot
describe the realistic characteristic of WOBAN netiee where the WMNSs are
often inhomogeneous in degree, having hubs (suchassvays and ONUSs in
WOBAN) and a scale-free degree distribution. BA elodn the other hand, can
describe such networks better as it has been ugedsévely in generating graphs
for many scale-free networks including computemeks like the Internet, the

world wide web, citation networks and some socétivorks [31].

(b) A random network (a) A scale-free network

Figure 17 - Differences between a random network and scafeee network

Figure 17 shows the difference between a randomankt(a) and scale-free
network (b). The black dots represent the hub Iffike have the same function as
ONU in WOBAN) to interconnect different segmentstiod network. That allows
for fault-tolerant behavior in the event of failarand the network will remain

connected by the remaining hubs. This charactenstvery similar to what we
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have in WOBAN. The validity of BA model applied WOBAN will be verified

in the simulation.

We use a network generation algorithm providedR] vhich is also based

on the BA model. This algorithm can be summarizetbdows:

5.3.3.2

First we initialize the network witmy nodes, wheren, >1

Degree of each node in the initial network haseaddsger than 0 to
avoid being always disconnected
New nodes are added to the network one at timeh Baw node is

connected to nodewith a probabilityp;
__K
i

where k; is the degree of nodée which follows a power-law
distribution:

P(k) ~ k" with2<y<3

We choosey =3for all the experiments in this work

When the networks are created, we select gateveaygiomly among
nodes via a random number generator using atmaspiase [33].
This is better than other computer programs ussgugo-random

number algorithms and can give us true random nsnbe

Simulation setup

For each simulation, we set up a set of paramdterdoth the graph

generation and gateway selection phasék: M, GATEWAY, min, max, avgrh

which:
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* A degree distribution foN nodes fronD to N-1 taken in min, max
from a power-law distribution of exponent = 3 amdaaerage avg
* A network graph withN nodes and such degree distribution is
created using the aforementioned algorithm.
« Among N nodes, chooseM gateways randomly and put into
GATEWAYset.
For each set of parameters, we run 10 times indkgrely with 10 different
network graphs and 10 different sets GATEWAYto evaluate all the three
approaches. The ratio of the number of total reufdy and number of gateways

(M) in a network is always kept as 5 to 1, unlestedtatherwise.

5.3.3.3  Performance on networks of 100 nodes

Figure 18 shows the result of three approachea fatwork with 100 nodes
and parameters set:

<N, M, GATEWAY, min, max, avg> = <100, 20, GATEWAS, 4>

An observation from the result is that the perfanoeof CGF is very close
to the optimal solution obtained by our CPLEX pwrgras in the case of San
Francisco WOBAN. On the other hand, although MTNE kimilar performance
as optimal solution in a few graphs, it requiresrenbackup radios in several

cases.
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Figure 18 — Results of 10 experiments on networks with 10@des

5.3.3.4  Running time
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Figure 19 - Running time for different approaches

Figure 19 shows the time it takes to obtain resiatsiILP optimum, CGF
and MTNF on networks with increasing number of reod&hile the difference in

running time between the optimization approach auod two heuristics is not
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significant in small networks with the total numbafr nodes less than 100, it
becomes a major issue with larger network. For gemn a network of 400
nodes, it takes more than 23 hours to obtain thienapsolution but it only needs
less than 2s using CGF or less than 4s using MTNterefore, for larger
networks N > 100, we study the performance of heuristic algorithonky.

We can also notice that it takes both CGF and MTaleut the same
amount of time with small networks. However where thumber of nodes
increases, CGF can run much faster. Apparentlyyeéhson would be that CGF

only has to search in a much smaller set of passiatkup paths than MTNF.

5.3.3.5 Performance comparison of MTNF and CGF

In this part, scale-free networks with 25, 50 ar) hodes are used to
evaluate the heuristic algorithms. We fix the netwdegree to be from 1 to 8
with average of 4 then generate 10 different ndtevamandomly and random

gateway sets.

Optimum vs CGF vs MTNF

B Optimum

m CGF

MTNF

Average number of radios

25 50 100

Number of nodes in the graph

Figure 20 - Performance comparison of three approaches
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When the number of network nodes increases, thairesh number of
backup radios also increases as illustrated inr€ig@0. In all the three networks,
CGF always performs better MTNF and its results\emg close to the optimal
solution. This can be verified again in Figure 2ithwthe percentage of
performance difference of CGF and MTNF comparedpiimal solution. We can
define this metric as the difference between theler of backup radios of the
heuristic algorithm and the number of backup radibd_P optimum divided by
the number of backup radios of ILP optimum.

We observe that when there are more nodes in tweorle the deviation of
CGF from the real optimal value also increasesaiit be attributed to the fact that
with more nodes, it is possible that there exist®ptimal group of nodes that do
not belong to any possible shortest path. HoweVelewhe deviation of MTNF is
always high (more than 15%), CGF's performancddsecto the optimal solution
in less than 5%. That can be considered good gheshorter running time of the

CGF heuiristic.
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Figure 21 — Percentage of performance difference of CG&d MTNF

5.3.3.6  Performance gap in large networks

For large networks, we evaluate only the heursigorithms for the reason
of scalability. We have shown that MTNF has poorfgrenance in small
networks. Figure 22 also shows that CGF gives betsults even in large
networks. The same reason stated in the simulaohof SFNet earlier can be
used to explain the increasing performance gap detWCGF and MTNF as N

increases.
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Figure 22 - Performance in large networks

5.3.3.7 Network density
We run the simulation for a network of 50 nodeduding 10 gateways

with various average node degrees.
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Figure 23 — Percentage of performance difference with vans average node degree
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We can observe in Figure 23, CGF outperforms MTNRl cases with
different average node degrees. When the node el@gcesases, both heuristics
tend to use more backup radios than the optimatisol The reason for this can
be explained by considering the network densityhéf network becomes denser,
there will be more possible backup paths between@NU to another. Hence, the
deviation of both heuristics from optimal solutimtreases. However, similar to
previous simulation scenarios, our CGF heuristim@e than 95% close to the

optimal results.

5.3.3.8 Delay in backup paths

Another important issue is the delay that may aadata in the backup
path. In a wireless environment like the front eetivork of WOBAN, this delay
is proportional to the number of hops along theingupath. The longer the path,
the more the delay packets will experience. By caduthe number of hops that
backup traffic must travel before reaching the lbigcgateway or ONU, we can
effectively reduce the delay. Figure 24 shows therage path length of all the
backup paths when the number of nodes in the nktwmreases. The result
demonstrates the effectiveness of the CGF heuvidtica consistent average path
length even when the network becomes very largeavemage path length of less
than 3 required in most of the networks indicates the rerouted traffic need to
travel at most 3 hops only on the average fronoriginal gateway/ONU before
reaching its assigned backup gateway/ONU.

By observing Figure 24, we can also reach a comiuhat our choice of
Barabéasi—Albert model for generating scale-freewnéts is valid. In section

5.3.2, we have seen the San Francisco WOBAN impiéatien — with all the

72



gateways are deployed only 2 or 3 hops away fromthen gateway. The
simulation in this section again validates thatrewehen the number of nodes
increases to 3200 and all the gateway sets aretsdlegandomly, BA model

distributes gateways in a very similar way to M&BAN implementations.

Average path length

=== Optimum

MTNF

_‘H_‘- i,

Average number of hops

O L N W b U1 O N 00 O

25 50 100 200 400 800 1600 3200

Number of nodes

Figure 24 - Average path length for backup routes

5.3.4 A special case

In all the simulation cases presented in secti®25and 5.3.3, the CGF
heuristic always outperforms the MTNF heuristic rotly in terms of cost
(number of radios), but also in term of delay amghing time. The reason for this
is attributed to the way CGF and MTNF choose thsiof candidate nodes to put
backup radios. Indeed, there is some specific sweEnm which MTNF has better

performance than CGF as shown in Figure 25.
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Figure 25 — Special case when MTNF outperforms CGF

Figure 25represents a part of the WMN front end of WOBAN vehave
have 7 mesh routers, amowhich there are 4 gateways (node 0, 2, 5 and 6
addition to 4 backup radios thhaveto be deployed at 4 gateways, MTNF o
requires 2 additional back radios while CGF needs Blowever, this is only on
of the very few cases that MTNF has a slighthiter performance than CGFII
our extensive simulatior confirm that CGF is moreffective in most of th

scenarios than MTNF.
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CHAPTER 6- Conclusions

Bandwidth demand continues to grow rapidly duehe éver-increasing
rich-media applications and technology-savvy userbus, WOBAN is a
promising architecture for last-mile access networio bring operational
efficiencies and sufficient bandwidth to end usdms.ensure the functioning of
the critical applications in WOBAN and to providsen satisfaction with high
service availability, this thesis has developed eav rscheme to protect the
WOBAN against both fiber cuts and network elemeriufes.

The basic idea is to provide extra capacity forel@ss nodes in the front
end network of WOBAN to create a dedicated backbpnoel that can be
activated when optical component failures happsgna&igning backup radios to
all the gateways/ONUs and a few selected wireleagers, we can provide full
traffic protection against optical failures whileénimizing the deployment cost.
Each gateway/ONU is associated with another gatéidly termed as backup
gateway/ONU. In the event of a failure, the entaied traffic is rerouted to the
pre-assigned backup gateway/ONU. Compared to tiséirex protection methods
and particularly the PON protection architecturas; proposed scheme is cost-
effective providing full protection guaranteed. Bying a dedicated channel, the
proposed scheme achieves fast failure recovery.

We proved that our backup radio placement for apti@ult-tolerance
(BROF) problem is NP-complete. In addition to depa&hg an ILP formulation to
solve BROF, we also developed two heuristic alporg called CGF and MTNF.

Although MTNF has better performance than CGF imeospecial cases, in
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general CGF has performance closer to the optiolatisn. We demonstrated the
effectiveness of the proposed scheme and heumdgorithms by numerical

results obtained by solving ILP formulation usingLEX and simulations on real
networks and random networks.

The following issues remain open for future invgation:

* As we deploy backup radios on existing nodes ofnttgvork and using
orthogonal channels, signal interference is noisane. However, in
some cases if the path between a gateway/ONU anddatkup
gateway/ONU traverses many hops, we can placeiadaitnodes to
connect them directly. Choosing such additionalasodiould not be
straightforward because frequency assignment andviadth allocation
must be taken into account to avoid interferencss®le solutions are
employing a dynamic frequency assignment algoritimmaking use of
unoccupied orthogonal frequencies in WiMax for &ddal nodes. This
challenging problem requires further study and stigation.

» Although the proposed protection scheme ensurdspfatection for
optical access network, backup wireless resourcenas utilized
efficiently as they are not activated when ther@asfailure. A study
can be carried out to make use of the backup rddragrimary traffic.
If we want to ensure full protection, we can setile such that primary
traffic on those backup channels can be preemptédlure happens.
Otherwise by dynamically assigning bandwidth fockg channels,
we can define a resilience differentiation scheroe the backend

network of WOBAN.
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