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Abstract

This thesis addresses the problem of developing MAC protocols for wireless networks,

in particularly, wireless sensor networks and wireless ad-hoc network. Firstly, to provide

energy-efficient and low-latency medium access in diverse traffic conditions and second,

by exploiting multi-channel radio capability to provide concurrent transmissions in areas

where traffic is dense or exhibits traffic funneling effect. The contributions of the thesis are

as follows:

• This thesis presents AMCM, a traffic-adaptive multi-channel MAC protocol that in-

creases the capacity of wireless network by enabling multiple concurrent transmis-

sions on orthogonal channels using a single half-duplex transceiver. AMCM is based

on the IEEE 802.11 MAC but provides fine-grain, asynchronous coordination among

locally interfering nodes for channel negotiation. The protocol has several key fea-

tures. Firstly, the protocol does not requires network-wide synchronization nor does

it requires any dedicated control channel for channel negotiation purposes. Next,

by dynamically adapting the size of the control window to varying traffic load, our

protocol mimics single-channel IEEE 802.11 MAC during low load, while enabling

ix



multiple concurrent transmissions during high load.

• This thesis presents GMAC, an energy-efficient and low-latency convergecast MAC

protocol for data gathering system. GMAC adopts a synchronized low duty cycling

approach to minimize the cost of idle listening by allowing network nodes to sleep

most of the time. GMAC adopts a simple, low-overhead reservation-based route-

aware TDMA approach to facilitate low-latency packet forwarding along a route to-

wards the sink, thus it also minimizes both packet collisions and overhearing.
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Chapter 1

Introduction

The advance in micro-technology has revolutionized the way in which information is being

sensed and processed. Micro-sensors coupled with data-processing and wireless communi-

cation capabilities have made it possible for a large-scale of low-powered, low-cost, small

but smart devices to collaborate among themselves to achieve larger sensing task such as

an environmental monitoring application [1]. Unlike traditional networks, WSN relies on

the distributive & collective effort of all sensor nodes to provide greater accuracy of the in-

formation through collaboration and online information processing [2]. Depending on the

type of application, a large number (in the order of thousands) of sensor nodes can be ran-

domly deployed densely near the region of interest. In some cases, battery-operated sensor

nodes may not be convenient or possible to replenish. Such characteristics have therefore

made the design of any protocols even more challenging. Earlier WSN deployments such

as environmental monitoring applications collect data at a low rate, and place greater em-

phasis on network lifetime instead of performance. However, there is growing trend of

WSN applications to support more complex operations such as target tracking and area

1
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surveillance, particularly for the military environment. Such complex operations introduce

new and tough challenges that are not faced in low-rate monitoring applications. Thus, this

thesis aims to identify the requirements and challenges, particularly on the data-link layer

(MAC protocol), to realize such complex applications with stringent requirements.

The outline of this chapter is as follows. First, we first present an overview of WSN

highlighting its characteristics, challenges, briefly the sensor platform together with its

functional building blocks and some applications for WSNs to highlight the importance

of adopting an application-driven approach in any protocol designs. Next, we introduce

the challenges and requirements of the MAC protocol for WSN to achieve good energy-

efficiency and also the opportunity to exploit multi-channel communication capability to

solve several issues in WSN.

1.1 Wireless Sensor Network

A WSN is a multi-hop ad-hoc wireless network where several hundreds or even thousands

of low-cost battery-powered sensor nodes with relatively high node density in the order of

20 nodes/m3 [3] self-organize and collaborate to accomplish a common sensing task such

as environment monitoring, target tracking, intrusion detection, wildlife habitat monitoring,

climate control, and disaster management.

Unlike traditional ad-hoc networks, WSNs are usually battery-powered, and it is often

very difficult to change batteries for all the nodes. In such a resource-constrained com-

munication system, it is important that all of the layers in the protocol stack are optimized

to support the specific needs of the application running on top of it, rather than providing
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flexibility. Also, the ad-hoc deployment of nodes, network scale and possible application

traffic patterns pose numerous challenges which are not typically encountered in traditional

ad-hoc networks.

In WSNs, the most common form of communication pattern in WSN is called con-

vergecast, where, every sensor node reports the collected data to a sink (a distant base

station) node over several multi-hop transmissions. In some deployment scenarios, energy

replenishment or maintenance is impossible. Furthermore, harsh and dynamic operating

environment further complicates the operation of the WSN. Therefore, the network must

self-organize and also be robust and resilient to moderate node failure (e.g. energy de-

pleted, hardware failure or external factors) and also in the presence of time-vary channel

dynamics. As such, large scale of sensor (redundant) nodes are deployed in a dense and ad-

hoc manner. This redundancy also means more co-related data among a group of neighbors

and suggests; a need for data-fusion or data-aggregation. In general, it is assumed that the

computation involved in WSNs is relatively cheap compared to the communication cost.

Typically, the packet size is small (e.g. tens of bytes) and only simple computations such

as aggregation are required. Therefore, the challenge here is to minimize as much commu-

nications. For example, some level of in-network processing (such data aggregation) can

be perform to avoid unnecessary transmissions across the network. It is also possible for a

node to turn off its radio when it does not have packets to send. More importantly, WSN

differs from traditional networks in that it follows a data-centric communication paradigm.

In WSNs, applications are not interested to know the identities of every sensor nodes, but

rather the content/data. For example, monitoring application is interested if any sensor

nodes have temperature above certain threshold. For now, WSNs operate under a set of
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constrained resources. Without a good understanding of these constraints, it is hard to de-

sign any systems that can to meet the requirements, and yet prolonging the lifetime of the

network by utilizing these resources in an efficient manner.

1.1.1 Hardware Motes

Even when higher computational powers are being made available in smaller and cheaper

processors, the capacity of processing and memory are still scarce resources in sensor net-

works. More recently, there are several (µAMPS [9], WINS [6], PicoRadio [7], SmartDust

[8]) projects have attempted to integrate sensing, signal processing, and radio elements

onto a single integrated circuit with the aim to enable wide-area distributed sensing. For

instance, the µAMPS (micro-Adaptive Multi-domain Power-aware Sensors) [9] node is a

wireless sensor node that exposes the underlying parameters of the physical hardware to the

system designer. This enable a node to scale the energy consumption of the entire system

in response to changes in the environment, the state of the network, and the protocol and

application parameters in order to maximize system lifetime and reduce global energy con-

sumption. Thus, all layers of the system, including the algorithms, operating system, and

network protocols, can adapt to minimize energy usage.

The primary component of the data and control processing subsystem is the Stron-

gARM SA-1110 microprocessor. Selected for its low power consumption, performance,

and static CMOS design, the SA-1110 runs at a clock speed of 59 MHz to 206 MHz. The

processing subsystem also includes RAM and flash ROM for data and program storage.

In our experiments, we used UC Berkeley motes (Mica [10]) as the sensor nodes. Mica

mote uses a single channel, 916MHz radio from RF Monolithics to provide bidirectional
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Figure 1.1: Hardware Platform Evolution [16]

communication at 40kbps. an Atmel Atmega 103 micro-controller running at 4MHz, and

considerable amount of nonvolatile storage (512 KB). A pair of conventional AA batteries

and a DC boost converter provide a stable voltage source, though other renewable energy

sources can be easily used. The RF transmit power of the Mica radio can be tuned to operate

at different levels. The second generation of Mica platform called Mica2 uses an Atmega

128L microprocessor, with a faster processor clock running at 7.38Mhz, but the amount of

programmable and data memory remains the same. The radio is based on a Chipcon [14]

CC1000 FSK based tunable-RF transceiver capable of delivering 38.4kbps of raw data.

1.1.2 Operating System

TinyOS is an operating system for WSNs. It is an event-driven operating system that allows

for high concurrency to be handled in a very small amount of space (kilobytes of memory).

A complete system configuration consists of a tiny scheduler and a graph of components. A

component has four interrelated parts: a set of command handlers, a set of event handlers,

an encapsulated fixed-size frame, and a bundle of simple tasks each of which operate on its

task. Each component has its tasks clearly declared to facilitate modularity. The high-level
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Figure 1.2: Mica Hardware Platform: The Mica sensor node (left) with the Mica Weather

Board developed for environmental monitoring applications. [4]

components issue commands to lower level components and lower level components signal

events to the higher level components.

1.1.3 Energy

Figure 1.3 shows a high-resolution data capture of the current consumption for transmitting

a radio message. In this example the mote starts in a low power state (consuming less than

100 A), wakes up, and transmits the message. The TinyOS radio stack uses the Carrier

Sense Multiple Access (CSMA) collision avoidance protocol. When using CSMA, sending

a message requires the mote to listen to the radio channel to detect potential collisions

before beginning transmission. The figure clearly shows the discrete power levels for each

of these operations.

Most of the platforms described above are powered by batteries. In µAMPS [9], node

is powered by the battery subsystem via a single 3.6V DC source with an energy capacity
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Figure 1.3: Measured current consumption for transmitting a single radio message at max-

imum transmit power on the Mica2 node. [16]

of approximately 1500 mAH. If the energy consumptions for various activities are known

before deployment, application designer can tune (e.g. sleep duty-cycle) their application

accordingly so as to operate within the requirements (e.g. operational for 1 year). For

example, the habitat monitoring application in [4] needs to run for nine months. Each

Mica mote runs on a pair of AA batteries supplying 2200 mAh at 3 volts. Assuming the

system will operate uniformly over the deployment period, each node has 8.148 mAh per

day available for use. With this, the network designer can now choose how to allocate

this energy budget between sleep modes, sensing, local calculations and communications.

However, the power requirement for each node is location-dependent. For example, nodes

near the sink node may need to forward all (route-thru traffic) messages from downstream

nodes. In this case, these forwarding nodes will consume more energy than those source
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Figure 1.4: Power model for the Mica2. The mote was measured with the micasb sensor

board and a 3V power supply. [16]

nodes which detected the event. Therefore, we need to budget our power with respect to the

energy bottleneck of the network; since the network is disconnected once these forwarding

nodes completely drain all their energy.

From the above observations, the system is constrained by 3 dimensions: the computa-

tion power, data storage, communication bandwidth and energy. With the limited amount

of computational and storage capacity, there is a need for a simple and stateless protocol

design. Since communications occur over the shared wireless medium, communication

overheads (e.g. control overheads) must also be reduced to avoid unnecessary energy dissi-

pation.

On the other hand, Moore’s Law suggests that memory density and processor speed

will continue to grow at an exponential rate: in ten years, devices as large as a mote will

have the processing power and storage of today’s server-class machines. In contrast, neither
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the energy density nor energy costs of communication are expected to scale in this fashion.

Similarly, the radio bandwidth is not expected to scale as dramatically as processor speed or

RAM capacity. Thus, future sensor networks will be computationally-rich, but still continue

to be bandwidth and energy limited. In this case, it appears more energy-efficient to perform

in-network (local computation to exploit the high computational power) processing in an

attempt to reduce the number of transmissions.

Sources of Energy Wastage

It is important to identify possible sources of energy wastage [21], and therefore seek ways

to alleviate such waste in the MAC protocol.

• Collision

Collision occurs when two nodes transmit at the same time and therefore causes inter-

ference at the receiver. Not only is energy wasted during the transmission and recep-

tion, additional energy is required for subsequent re-transmissions. Even though the

exchange of RTS/CTS messages can help alleviate the collision problem, the control

overheads required to overcome this problem can be inefficient in terms of energy

and utilization since application data size is usually small in such network. For time-

sensitive sensing applications, repeated collisions can increase latency too.

• Overhearing

Overhearing is a result of a node receiving packets that are not destined for it. Since

energy is required to receive and decode the packets, therefore one way to conserve
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energy is to switch off the radio totally if a node knows that it will not be involve in

any communication (reception) for some period.

• Idle listening

In cases where a node is not aware of possible reception from one of its neighboring

node, it must turn on its radio and continuously monitor or listen to the medium for

any possible receptions. In WSNs where traffic is extremely low, nodes can spend

most of their lifetime listening to receive possible traffic that is not sent. According

to [21], idle listening consumes 50-100% of the energy required for receiving.

• Overheads

There are several forms of overheads. Firstly, control or signaling packets consume

resources too. Therefore, it is wise to measure the impact of using such overheads in

overcoming its original intention. For example, in wireless sensor networks, applica-

tion data is usually small (e.g. tens of bytes), therefore the use of the RTS/CTS/ACK

messages can be significant. Secondly, most of the MAC protocols require some form

of carrier-sensing in order to infer a free channel. When channel is physically sensed

as busy, a backoff procedure is performed. In the presence of a large, sudden and co-

related events detected at some sensor nodes, not only will the collisions increases,

but also poor packet delivering factor and also unnecessary energy wastage during

the channel sensing process. Ideally during this scenario, the energy consumption

should be kept constant even when packet delivery ratio is low. Thirdly, switching
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between various radio’s states requires time. Therefore, MAC protocols which lever-

ages on periodic state transition (e.g. sleep-awake schedule in [21]) must take this

into consideration.

1.1.4 Applications Requirements & Characteristics

Sensor networks may consist of many different types of micro-sensors capable of moni-

toring a wide range of ambient conditions such as temperature, humidity, pressure. The

concept of micro-sensing and wireless connection of these nodes promise many new ap-

plication areas. In general, these applications can be categorize into military, environment,

health, space exploration, chemical processing, disaster relief, home and other commercial

areas [5]. One example is habitat monitoring on Great Duck Island (GDI). In [4], a sys-

tem architecture is proposed to address a set of system requirements for habitat monitoring.

These requirements cover the hardware design of the nodes, the design of the sensor net-

work, and the capabilities for remote data access and management. Collaborating closely

with biologists from the College of the Atlantic, a network consisting of 32 nodes was de-

ployed on a small island off the coast of Maine for monitoring seabird nesting environment

and behavior.

Since WSNs are application-specific, there is a need to adopt an application-driven

approach for protocol design. By taking into consideration the underlying application’s re-

quirements or specifications, unnecessary levels of abstraction can be avoided [22]. The

traffic pattern also differs from traditional networks, and also varies for each application.

Most applications tend to use many-to-one communication paradigm, whereby many sen-
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sor nodes communicate with their distant sink node in either a single or multi-hop man-

ner. In general, some applications require either periodic data-gathering from the sensor

nodes (source nodes), or on-demand data-reporting. In the former case, sensor nodes are

configured to report their data periodically to the sink node. However, in the latter case,

sensor nodes only report their data when specific events of interest are detected. There-

fore, depending on the type of traffic types, the design of various protocols and also the

coordination among sensor nodes can vary drastically.

A classification of data delivery models in WSNs and the corresponding requirements

is presented in [15]. Depending on the application requirements, there are three basic data

delivery models: continuous model, query-driven model, and event-driven model. In the

following, we explain the characteristics of these models:

• Continuous Data Delivery: In this model, sensor nodes transmit the collected data at

periodic intervals. It is the basic model for traditional monitoring applications based

on data collection. The data rates are usually low and to save energy the radios can

be turned on only during data transmissions.

• Query-Driven: In this model, sensors only report data in response to an explicit re-

quest from the sink. The response to the query provides the user with a snapshot

of the monitored conditions or a stream of data for a short interval. The sink may

also initiate a query to reconfigure/reorganize the sensor nodes such as upgrading the

system software running on the nodes.

• Event-Driven: In this model, sensor nodes report data only if an event of interest

occurs. Usually, the events are rare. Yet, when an event occurs, a burst of packets
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is often generated that needs to be transported reliably, and usually in real-time, to

a base station. The success of the network depends on the efficient detection and

notification of the event that is of interest to the user.

Traditionally, WSNs tend to exhibit specific data delivery model in the network. For ex-

ample, in environmental monitoring, it exhibits the continuous data delivery model, which

is the typical data-collection applications where delay and loss of data may be tolerated.

For such continuous data-collection applications, prolonging the network lifetime is more

critical than performance such as throughput or bandwidth utilization. Therefore, sensors

are usually configured to report their data in larger (depending on application requirements)

time intervals, so as to conserve energy by turning off their radio/transceiver - These net-

works are idle most of the time. In the query-driven model, tolerance of delay depends on

the query characteristics. If the query requests streams of data to be collected quickly, large

amounts of data may need to be delivered in a short period. Throughput, timely delivery

of data and bandwidth may become important concerns. In the event-driven model, bursty-

traffic generated in case of an event needs to be delivered to the sink node as quickly and as

reliably as possible. In this model, the network should be able to provide high throughput

and timely delivery of the data.

1.2 Challenges in Energy-Efficiency

In most application scenarios where energy replenishment is impossible, sensor nodes must

operate in an energy-efficient manner to perform their sensing task for as long as possible

and at the same time, satisfy their application requirements or performance metrics such
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as throughput, latency and information fidelity. Energy-efficiency is thus the critical per-

formance metric and usually, the primary objective of maximizing the network lifetime. In

fact, the design goal of most sensor MAC protocols is energy conservation and is achieved

at the expense of other performance metrics. The challenge is therefore to achieve an op-

timal tradeoff between energy and performance. This task becomes more challenging with

diverse set of applications’ requirements.

From section 1.1.3, it is clear that the communication activity of sensor nodes is more

energy-consuming than other activities such as sensing and computation. With this knowl-

edge, most protocol designers attempt to minimize energy consumed during all radio activ-

ities such as idle listening, overhearing and retransmissions as identified in Section 1.1.3.

1.2.1 Synchronized low duty cycling

To prolong the operational network lifetime, MAC protocol designers have adopted duty-

cycle approach whereby radios are turned on and off to reduce energy wasted in idle lis-

tening. The cost of idle listening is high especially in many sensor network application

where there is no data to send during the period when nothing is sensed. Traditional MAC

(e.g. IEEE 802.11) protocols were designed to listen actively to the channel, therefore con-

suming unnecessary energy. Since most sensor networks are required to operate over long

period of time, and nodes will operate in idle state for a long time, therefore, idle listening

is a dominant factor of radio energy consumption and thus must be minimized.

Radio duty cycling is one of the techniques to reduce the power consumption due to

idle listening when there is no traffic. It is quite effective and is adopted in many sensor

MAC protocols (see Section 2.2). Unfortunately, existing sensor MAC protocols achieved
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good result in energy conservation, but at the expense of degraded performance such as

throughput and latency which are critical performance metrics for complex applications

such as track tracking and area surveillance. For example, introducing low duty cycle can

incur additional latency if the intended receiver follows the duty cycle period strictly. This

problem is severe with increasing hop count (larger networks), even in a low-load network.

1.2.2 Scheduled-based transmission

In WSNs, most MAC protocols are contention-based (CSMA) schemes such as S-MAC

[21] and B-MAC [49]. CSMA-based approach is commonly used due to its simplicity,

adaptivity and robustness. More importantly, it does not require clock synchronization or

information about the global network topology. CSMA-based protocols have a lower delay

and promising throughput potential at lower traffic loads, which generally happens to be

the case in WSNs. However, additional collision avoidance or collision detection meth-

ods should be employed to handle the collision possibilities, especially in dense network

or synchronized transmissions resulting from similar event detection. Unfortunately, the

cost of collisions under high contention and also required protocol overheads (e.g. RTS-

CTS handshake) to avoid collisions due to hidden-terminals, make CSMA-based approach

not efficient. On the other hand, scheduled-based approach such as TDMA has a natural

advantage of collision-free medium access. However, the overhead incurred in ensuring

clock synchronization and efficiency in slot utilization still remain a challenge in a dynamic

WSNs where topology can change. For the latter, transmissions over scheduled/dedicated

time slots result in higher delays and decreased throughput as compared to CSMA-based

approach.
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1.2.3 Parallel Communications

Existing sensor devices provide very limited single-channel bandwidth, 19.2Kbps in MICA2

[10] and 250Kbps in MICAz [11] and Telos [12], it is imperative to design multi-channel

MACs that can achieve a higher throughput through parallel communications. While ex-

isting hardware such as CC2420 radio [13] (found in MICAz and Telos motes) already

provides multiple physical channels, most sensor MAC protocols currently are designed to

achieve better energy-efficiency and throughput.

While there are several multi-channel MAC protocols designed for ad-hoc networks,

these designs are not applicable directly on WSNs due to the several challenges. Firstly,

sensor devices must be simple (in terms of computation and hardware configuration) and

energy-efficient. Therefore, only a single radio transceiver can be used. Second, since

WSN exhibits very limited communication bandwidth, therefore, any control messages to

facilitate multi-channel communications must be smaller than typical the length of WSN

data packets (20-50 bytes).

1.3 Contributions & Report Organization

This thesis makes several contributions, each addressing the challenges described in Section

1.2.

1.3.1 Adaptive Multi-Channel MAC Protocol (AMCM)

The availability of multi-channel hardware capability in existing sensor devices paved the

way for a multi-channel sensor MAC protocol to exploit parallel communications in WSNs.
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This is the motivation of our design for a high-throughput traffic-adaptive CSMA/CA-based

MAC protocol called Adaptive Multi-Channel MAC Protocol (AMCM). One key feature of

AMCM is that nodes dynamically negotiate and switch channel in a distributed and asyn-

chronous manner. There is no static negotiation period or pre-assigned dedicated channel

for negotiation. Instead, the protocol let nodes dynamically synchronize/align themselves

locally to a common notification window for secondary channel acquisition. In addition,

the duration of NW and reservation duration per channel are adapted according to the traf-

fic load and topology. We also performed extensive simulations to study the performance

under both infrastructure WLAN (single-hop) and multi-hop wireless networks and con-

cluded that AMCM adapts well to varying traffic load and that, given a N-channel wireless

networks, our single transceiver solution achieved nearly N× performance gain over single-

channel network. The key contributions of the AMCM design are as follows.

• We proposed AMCM, a novel multi-channel MAC protocol, which improves spatial

reuse through parallel communications over orthogonal channels.

• We compared the performance of AMCM against existing single- and multi-channel

protocols through ns-2 simulation.

1.3.2 Energy-efficient Low-Latency MAC Protocol (GMAC)

Existing sensor MAC protocols are designed with a key focus primarily on energy-efficiency,

but at the expense of performance such as latency, throughput and reliability. Motivated by

these observations, this thesis describe the design an energy-efficient, low-latency duty-

cycle MAC protocol for data gathering system. The key contributions of the GMAC design
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are as follows.

• We propose GMAC to achieve energy-efficiency, performance and adaptivity. GMAC

adopts a TDMA-like approach to provide collision-free transmissions with good

channel utilization at low load. GMAC achieves lower packet forwarding latency

through route-aware scheduling.

• We compared the performance of GMAC against RMAC (published in INFOCOM

2007 paper) using ns-2 simulation.

1.3.3 Report Organization

The rest of the report is organized as follows. Chapter 2 surveys multi-channel MAC pro-

tocols for wireless ad-hoc networks and also energy-efficient MAC protocols for WSNs.

Chapter 3 presents the design and evaluation of our traffic-adaptive multi-channel MAC

protocol for wireless ad-hoc network. In Chapter 4, the design and evaluation of GMAC

protocol is presented. Finally, 5 concludes the dissertation.



Chapter 2

Literature Review

A Medium Access Control (MAC) protocol decides when competing nodes may access

the transmission channel, and tries to ensure that no two nodes are interfering with each

others transmissions. This channel allocation or multiple access problem is challenging

since collisions resulting from two nodes sending data at the same time can increase energy

cost due to both corrupted transmission and follow-on retransmissions. Existing sensor

MAC protocols focus on a single most important goal - energy efficiency. Unfortunately,

there is a need for new sensor MAC protocols to also meet traditional goals such as delay,

throughput, channel utilization and fairness.

In this Chapter, we first present the IEEE 802.11 MAC protocol to better understand

and appreciate its basic design when used in wireless networks. We then survey existing

multi-channel MAC protocols for wireless ad-hoc network for increased throughput through

spatial reuse. Next, we survey several energy-efficient sensor MAC protocols in order to

understand both their strengths and weaknesses.

19
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2.1 Multi-Channel MAC Protocol for Wireless Ad-hoc Networks

IEEE 802.11 [26] is the de-facto wireless networking standard for wireless local area net-

work (WLAN). Currently, the standard has four specifications which includes IEEE 802.11,

IEEE 802.11a, IEEE 802.11b and IEEE 802.11g. Each of these specifications differs in their

operating frequency range, modulation scheme and transmission speed. The standard also

supports the use of multiple channels. This enables multiple transmissions to take place

simultaneously without causing interference to each other. Clearly, by exploiting multiple

channels, the capacity of the wireless network can be increased. Unfortunately, the original

MAC protocol is designed for single-channel wireless network and thus cannot capitalized

on this multi-channel capability.

Figure 2.1: Distributed Coordination function.

Specifically, IEEE 802.11 standard defines both the Physical layer (PHY) and the Medium

Access Control (MAC) layers. The PHY layer specifies the physical modulation scheme

used and signaling characteristics for the transmission through radio frequencies whereas

the latter specifies rules to access the shared medium. The MAC layer supports two modes

of operations. The first mode is the point coordination function (PCF) and the second mode

is the distributed coordination function (DCF) as shown in Figure 2.1. The DCF mode
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uses the carrier sense multiple access with collision avoidance (CSMA/CA) protocol. In

this mode, when a station wants to transmit data packets over the shared medium, it must

first sense (physically) the wireless medium. If the medium is sensed busy, it randomly

chooses a backoff counter to wait and then re-attempt to contend for the medium. To reduce

the effect of hidden-terminals, the standard also specifies the use of short control messages

prior to the exchange of the large data packets. Specifically, after sensing an idle channel, a

station transmits Request-to-Send (RTS) to the receiving station, which then responds with

Clear-to-Send (CTS). Neighboring stations will then be aware of the upcoming transmis-

sion; therefore defer their access until the end of the transmission indicated in the Network

Allocation Vector (NAV) field in both control frames. Unfortunately, the effectiveness of

RTS/CTS frames reduces when the network traffic increases since these control frames are

broadcast messages, and are therefore also prone to collision.

2.1.1 Challenges

Common Problems in Wireless Ad-hoc Problems

A hidden terminal is one that is unaware of a transmission in its vicinity and its attempt

to transmit will eventually cause collision at the receiving node. In our example shown in

Figure 2.2, host C is the hidden node since host B lies in between the transmission range

of both host A and C; both host A and C are mutually hidden since they cannot sense

each other’s transmissions. Fortunately, this hidden-terminal problem can be alleviated by

extending the DCF basic mechanism through a virtual carrier sensing mechanism that is

based on the exchange of RTS and CTS) control frames.

Exposed nodes are complementary to hidden nodes. An exposed node is one that is
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Figure 2.2: Hidden-terminal Problem: Host C cannot sense the transmission from host A,

thus causing collision at host B when it attempts to transmit to host B.

within the sensing range of the sender but outside the interfering range of the destination. In

Figure 2.3, node C must defer its transmission with node D due to the ongoing transmission

between node A and B. The IEEE 802.11 MAC uses carrier sense with sender-initiated

RTS/CTS handshake to alleviate hidden node problem. Traditionally, IEEE 802.11 DCF

is designed for wireless LAN (infrastructure networks), and therefore performs badly in

multi-hop wireless networks due to an increase in both hidden/exposed terminals.

Impact of Location-dependent Interference

There are several works [19, 20] on studying the performance of IEEE 802.11 MAC pro-

tocol in multi-hop wireless networks. The RTS/CTS exchange is proposed to counter the

problem of hidden-terminal problems. However, this solution is based on an basic assump-

tion that all nodes are within the transmission range of receivers. This can be understood

since IEEE 802.11 MAC protocol was originally designed for single-hop wireless LAN

environments. In this environment, all nodes are within transmission range of either trans-

mitters or receivers. However, in multi-hop networks such MANETs, some nodes which
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Figure 2.3: Exposed-terminal Problem: Host C cannot transmit to host D since it has earlier

detected that the channel has been reserved by host A. Therefore, host C must wait until

host A completes its current transmission.

are not within the transmission range of the receiver, but still within the interference range

will cause serious problems at the receiver. Before proceeding, it is essential to understand

the radio ranges related to a wireless radio.

• Transmission Range (Rtx)

The range within which a packet is successfully received assuming no interference

(at the receiver) from other transmitters.

• Carrier Sensing Range (Rcs)

The range within which a transmitter can detect carrier signal. Once detected, the

channel is considered busy and therefore performed the backoff procedure.

• Interference Range (Ri)

The range within which receiver will not be able to receive (decode) any packets

since packets are corrupted due to interfering transmissions. According to [19], the

interference range is not a fixed range. Rather it is essentially related to the distance
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between the transmitter and receiver. In some situations, the interference range can

goes far beyond the transmission range, resulting in various problems.

When a signal is propagated from a transmitter to a receiver, whether the signal is valid

at the receiver largely depends on the receiving power at the receiver. Given transmission

power (Pt), the receiving power (Pr) is mostly decided by pathloss over the transmitter-

receiver distance, which models the signal attenuation over the distance. Other factors

include multi-path fading, shadowing, environment noise etc. Here we ignore these factors

since they are minor factors in the open space environment. According to [18], in the open

space environment, the receiving power (Pr) of a signal from a sender d meters away can

be modeled as equation 2.1.

Pr = PtGtGr
h2

t h2
r

dk (2.1)

where Gt and Gr are antenna gains of transmitter and receiver respectively, ht and hr are the

height of both antennas.

According to [18], k reflects the rate in which signal decays. The larger it is, the faster

the signal attenuates. In the open space environment, the two-ray ground pathloss model is

generally adopted. Within this model, when the transmitter is close to the receiver, receiving

signal power is inverse proportional to d2. When their distance is larger (e.g. outside

of Freznel zone), the receiving signal power is then inverse proportional to d4. Another

common pathloss model used in wireless networks is the free-space pathloss model, which

has k as 2. A signal arriving at a receiver is assumed to be valid if the Signal-to-Noise
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Ratio (SNR) is above a certain threshold (TS NR). Now, we assume a transmission is going

from a transmitter to a receiver with transmitter-receiver distance as d meters and at the

same time, an interfering node r meters away from the receiver starts another transmission.

Let Pr denote the receiving power of signal from transmitter and Pi denote the power of

interference signal at the receiver. Then, SNR is given as SNR = Pr/Pi. Therefore,

S NR =
Pr
Pi

= (
r
d

)k ≥ TS NR (2.2)

r ≥ k
√

TS NR ∗ d (2.3)

Therefore, in order for the receiver to correctly decode packets (SNR ≥ TS NR), the

interfering nodes must be at least k√TS NR*d meters away from the receiver. For example,

TS NR is usually set to 10. For a two-ray ground pathloss model with k set to 4, we have

interference range as Ri =
4√10*d = 1.78*d. When d is larger than 0.56*Rtx (d ≥ Rtx∗T k−1

S NR).

Therefore, with higher interference range relative to the transmission range, it only takes a

small transmission power to interfere with the packet reception.

From Figure 2.4, when the transmitter-receiver distance d exceeds 0.56*Rtx, the effec-

tiveness of RTS/CTS handshake drops rapidly. This reduction is due to collisions as a result

of large interference range and also hidden-terminal problem.

Impact of Interference Range on Data Forwarding

As we see later in the section, the effect of overhearing range which is limited by the radio

sensitivity can affect the continuous flow of data towards the sink node. Since nodes which

are more than two hops away from the receiver are not aware of the ongoing data reporting,



Chapter 2. Literature Review 26

Figure 2.4: Effectiveness of RTS/CTS handshake for two-ray ground model with SNR

threshold as 10 [19]

therefore they return to their basic sleep schedule which results in an increase in the sleep

latency.

2.1.2 Multi-Channel MAC Protocols

Several methods have been proposed to increase the capacity of wireless networks such as

IEEE 802.11 DCF enhancements [27, 28, 29] , the use of directional antennas [30, 31, 32]

and multi-channel MAC [33, 34, 35, 36, 37] protocols.

So and Vaidya proposed Multi-channel MAC (MMAC) [33], a single-transceiver solu-

tion which uses the Ad Hoc Traffic Indication Messages (ATIM) to perform channel reser-

vation. MMAC requires nodes to be synchronized such that every node can start the beacon

interval at about the same time. Unfortunately, this tight synchronization requirement can

be a problem in multi-hop networks. Even though MMAC uses all available channels for
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data exchange, the overheads incurred by the periodic beacon transmissions and ATIM

packets can result in lower performance gain over IEEE 802.11 MAC.

Another single-transceiver solution is SSCH [34]. It differs from ”rendezvous” channel

coordination mechanism (such as [33]) whereby nodes periodically meet on the primary

channel to perform channel negotiations. In contrast, SSCH adopts a pseudo-random se-

quence to allow nodes to decide which channel to switch for the next 10ms. This duration

is chosen as a tradeoff between the channel switching overheads and forwarding delay in

multi-hop wireless networks.

Nasipuri et al. [35] propose a soft channel reservation-based multi-channel CSMA

protocol. It assumes that each node can listen to all N channels simultaneously. To transmit,

the sender must first search for an idle channel. When more than one idle channel exists, the

channel that was used during the last transmission is always preferred; thus soft-reservation.

This protocol has low control overheads, but unfortunately increases the hardware cost and

complexity of the node since N transceivers are required.

Wu et al. [36] propose an on-demand dynamic channel assignment protocol (DCA)

which assigns a dedicated channel for control purposes, and other channels for data. As

such, DCA requires each node to be equipped with two transceivers. The idea is to listen

to both control and data channels at the same time. The channel assignment/negotiation is

done during the RTS/CTS exchange. One of the advantages of DCA is the non-existence of

multi-channel hidden-node problem since nodes always listen to the control channel. Apart

from increased in per-node hardware cost, DCA requires the use of a dedicated control

channel in IEEE 802.11b (3 channels) results in 33% of the total bandwidth as the control

overhead and possible poor channel utilization. With higher number of channels available
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(e.g. IEEE 802.11a), control channel saturation [33] problem can arise since all data chan-

nel assignments/negotiations are performed over a single control channel.

Another multi-transceiver solution is the Multi-radio Unification Protocol (MUP)[37].

The authors proposed a new link layer protocol that coordinates multiple IEEE 802.11

radios operating over multiple channels.

2.2 Energy-Efficient MAC Protocols for WSNs

This section surveys several MAC protocols for WSNs and highlights their design and lim-

itations. We choose to focus on synchronized duty-cycle MAC protocol for its simplicity,

energy-efficiency and adaptivity.

WSNs are expected to operate for months if not years on small inexpensive batteries

with limited lifetimes. Therefore energy efficiency is typically the primary goal in these

networks.

Previous works [21] have identified that the sources for major causes of energy waste

are (i) collision, (ii) idle listening (iii) overhearing and (iv) control overheads. Among all,

idle listening of the radio is a major source of energy wastage. Measurements on existing

sensor device radios show that idle listening consumes nearly the same power as receiving.

Specifically, idle listening is the time that the node is awake listening to the medium even

though no packets are being transmitted to that node. In sensor network applications where

the traffic load is very light most of the time, it is therefore desirable to turn off the radio

when a node does not participate in any data delivery.

One of the primary approach for achieving low energy operation in energy-constrained
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WSNs is duty cycling. In this approach, each sensor node periodically cycles between an

awake state and a sleep state. Since the period of a duty cycle is equivalent to its sleep time

plus awake time, it is obvious that to conserve more energy, ones have sleep most of the

time, thus leading to a lower duty cycle. For example, nodes can wake up only 1ms every

100ms. This results in 1% duty cycle. Unfortunately, introducing such low duty cycle can

incur additional latency if the intended receiver follows the duty cycle period strictly. This

problem is severe with increasing hop count (larger networks), even in a low-load network.

In traditional ad-hoc networks, classical MAC protocols (e.g. IEEE 802.11) consumes

too much energy due to idle listening - listening to receive messages that are never sent.

Moreover, the nature of the sensor network applications (e.g. low data rate, small message

size, event-based) means that sensor nodes are doing nothing for 99% of the time. It is thus

not hard to understand why most MAC protocols for sensor networks adopt the duty-cycle

approach to reduce the cost of idle listening.

Standard MAC protocols developed for duty-cycled WSNs can be roughly categorized

into synchronized and asynchronous approaches, along with hybrid combinations. These

approaches share a common primary goal - reduce idle listening. Hybrid protocols ([52]

[53]) combine a synchronized protocol with asynchronous Low-Power Listening (LPL)

approach.

2.2.1 Synchronized Approach

Synchronized protocols negotiate a common schedule that specifies when nodes are awake

and asleep within a frame. Since all nodes know when is the time to be awake for commu-

nication, idle listening is therefore reduced significantly.
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Figure 2.5: S-MAC: A typical duty-cycle MAC protocol for sensor networks

Figure 2.6: SMAC with adaptive listening: Node A sending packet to destination node C

S-MAC (2002, IEEE Infocomm)

S-MAC [21] is one of the first synchronized periodic duty-cycle based MAC protocol for

sensor networks. S-MAC divides time into operational cycles (or frames) with an active

period and a sleeping period. During sleep periods, the radios are completely turned off,

and during active periods, they are turned back on to transmit and receive messages. Each

operational cycle is divided into three periods: Sync, Data and Sleep. During the Sync

period, nodes wake up to synchronize their clocks with their neighbors. During the Data

period, all nodes remain active. If a node has a packet to send to a neighbor node, they
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exchange Request-to-Send (RTS) and Clear-to-Send (CTS) frames during the Data period,

followed by the transmission of the data packet and the return of an Acknowledgement

(ACK) frame. Note that this data transmission can extend into the Sleep period. Nodes not

involved in communication initiated during the Data period return to the sleep state at the

start of the Sleep period; other nodes return to the sleep state only after completion of the

ACK frame.

While S-MAC reduces idle listening, it incurs significant latency in multi-hop packet

forwarding since a packet can be delivered over only a single hop in an operational cycle

(single active/sleep period). This sleep latency increases proportionally with hop length.

Clearly, this deficiency is unacceptable for time-critical applications and large networks.

In a later paper [47][48], when a node overhears an RTS or CTS, the node wakes up

for a short period of time after the transmission of the packet (for which the CTS was

intended). If the node is the next-hop node, then it can immediately receive the packet from

its neighbor. Therefore, adaptive listening can deliver a packet up to 2 hops per cycle.

However, adaptive listening also consumes more energy, since many neighboring nodes

receive an RTS or CTS and stay awake, but only one of them is the next hop. T-MAC [47]

improves on the design of S-MAC by shortening the awake period if the channel is idle.

In S-MAC, the nodes will remain awake through the entire awake period even if they are

neither sending nor receiving data. T-MAC improves S-MAC by listening to the channel

for only a short time after the synchronization phase, and if no data is received during this

window, the node returns to sleep mode. If data is received, the node remains awake until

no further data is received or the awake period ends.

While adaptive listening adapts the length of the active period to the varying traffic load;
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Figure 2.7: DMAC: Overview & Covergecast Tree

thus reducing sleep latency, these gains usually come at the cost of reduced throughput and

increased latency. Finally, in large (longer path) and dense networks, these adaptive duty-

cycle protocols can suffer from overhearing and idle listening.

DMAC (2004, IPDPS)

DMAC [51] overcame the sleep latency (data forwarding interruption problem) problem for

convergecast communication pattern by employing a staggering activity schedule such that

nodes along the multi-hop forwarding path are wake up sequentially like a chain reaction.

DMAC also supports adaptive duty-cycle to handle varying traffic load. DMAC uses the

more-data flag in the MAC header (DATA & ACK frames) to inform forwarding nodes

along the multi-hop path to increase their duty cycle accordingly. Using a slot-by-slot

renewal mechanism, DMAC can react quickly to traffic rate variations to be both energy

efficient and to maintain low data delivery latency.

While staggering activity scheduling is a promising approach for future research, there
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are issues with DMAC. In DMAC, there is a substantial overhead in case of network topol-

ogy instabilities or fluctuations since all nodes need to re-construct their schedule again.

Also, local synchronization (nodes need to be aware of neighbors’ schedule) at the nodes

is an overhead. In dense network where a parent node can have many children, DMAC

employs CSMA mechanism. Sending nodes along the same level must contend for the

channel during the send interval. In order to accommodate or receive all packets from their

children, parent node must adapt their duty cycle accordingly to its children’s demands.

Since brothers (siblings at the same level of the tree) must buffer their transmission until the

next send schedule, therefore unnecessarily increase the the sleep delay. The interference

between nodes with different parents could cause a traffic flow be interrupted because the

nodes on the multi-hop path may not be aware of the interference. Also, collisions can be

significant as children detecting a common event attempt to transmit to the parent. Lastly,

not all nodes on a multi-hop path are aware of the data delivery, thus leading to interruption

in forwarding.

SCP-MAC (2006, ACM Sensys)

SCP-MAC (Scheduled Channel Polling MAC, [56]) combines the advantages of LPL and

scheduled protocols. In LPL, nodes poll channel asynchronously to test for possible traffic.

To send a packet, the sender adds a preamble before the packet. The preamble must be

at least as long as the channel polling period to ensure all receivers will detect it. The

performance of LPL is sensitive to the channel polling period, since longer periods reduce

receiver costs but increase sender costs. Selecting an optimal value requires knowledge of

network size and completely periodic traffic [56].
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Figure 2.8: SCP-MAC

Figure 2.9: SCP-MAC: Two-phase contention in SCP-MAC - First, the sender transmits a

short wakeup tone timed to intersect with the receivers channel polling. After waking up

the receiver, the sender transmits the actual data packet (RTS-CTS-DATA-ACK).
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The key insight of SCP-MAC is to first have nodes that have data to send contend

(preferably using the Sift distribution, but SCP-MAC operates with a uniform distribution)

in a first contention window for tone (shorter length compared to LPL) transmission. Possi-

ble collisions in tone transmission are allowed, because what is important is the presence of

the tone. The potential receiving nodes poll the media for short time (around 2-3 ms), just

enough to detect the tone. If there is no tone, the receiving nodes return to the sleep state.

If there is a tone, they remain woken up for a further data transmission.

In SCP-MAC, actual data transmission is performed during a second contention window

with reduced contenders from the first window. The novel introduction of small windows

minimize the collisions from multiple senders during high traffic load. However, there is

still non-negligible amount of collisions in the second window due to the grouping of all

communication in the slotted active period. Unlike LPL protocols, the length of the busy

tone together with the scheduled polling is more energy-efficient. There is a significant

dependency between duty-cycle and transmission delay. In SCP-MAC, operating in ultra-

low duty-cycle requires longer polling periods which then imply that the hop-by-hop delay

will increase. This dependency can pose a problem in large sensor network with longer

path. In this case, the dual requirement of operating in ultra-low duty-cycle mode and

low-latency packet delivery can be challenging or problematic.

RMAC (2007, IEEE Infocom)

RMAC (Routing enhanced MAC) [54] exploits cross-layer routing information to reduce

latency in multi-hop forwarding without sacrificing energy efficiency. In RMAC, a control

frame, called a Pioneer frame (PION), is forwarded over multiple hops (e.g. A→ B→ C)
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Figure 2.10: RMAC: Overview

Figure 2.11: RMAC: PION transmission example - A node sends a PION to allocate the

transmission time along the routing path.
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Figure 2.12: DW-MAC: Overview of scheduling in DW-MAC

Figure 2.13: DW-MAC: Unicast in DW-MAC

during a Data period in order to inform nodes B and C when to wake up during the Sleep

period to receive or transmit the corresponding data packet. The number of hops over which

RMAC can forward a data packet during an operational cycle is limited by the duration of

the Data period but may be set to any value depending on the parameters used.

As noted in [55], RMAC does not mitigate hidden-terminal problem. This occurs when

a source node always starts transmitting a data packet at the beginning of a Sleep period

when two hidden sources that successfully performed PION scheduling during the Data

period. This eventually cause collisions at the beginning of the next Sleep period.
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Figure 2.14: DW-MAC: Optimized multihop forwarding of a unicast packet. Node B sends

an SCH to wake up node C at the time indicated by Ts
2 and confirms the SCH received from

node A

DW-MAC (2008, ACM MobiHoc)

DW-MAC (Demand Wakeup MAC, [55]) is a synchronized duty cycle MAC protocol,

where each cycle is divided into three periods: Sync, Data, and Sleep (Figure 2.12). We

denote the duration of each period by TS ync, TData, and TS leep, respectively. The basic con-

cept of DW-MAC is to wake up nodes on demand during the Sleep period of a cycle in

order to transmit or receive a packet. This demand wakeup adaptively increases effective

channel capacity during a cycle as traffic load increases, allowing DW-MAC to achieve low

delivery latency under a wide range of traffic loads including both unicast and broadcast

traffic. DW-MAC is unique in the way it schedules nodes to wake up during the Sleep pe-

riod of a cycle. In DW-MAC, medium access control and scheduling are fully integrated.

In a Data period, a node with pending data contends for channel access using a CSMA/CA

protocol as in IEEE 802.11. DW-MAC, however, replaces RTS/CTS with a special frame

called a scheduling frame (SCH). The interval of time during which the transmission of a

SCH occupies the wireless medium automatically and uniquely reserves the proportional

interval of time in the following Sleep period for transmitting and receiving the pending
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data packet. Essentially, DW-MAC sets up a one-to-one mapping between a Data period

and the following Sleep period. An SCH carries no timing information, and the transmis-

sion of an SCH simply replaces that of RTS/CTS for medium access control. In this way,

DWMAC minimizes scheduling overhead. As in an RTS, an SCH contains the destination

address, so this SCH wakes up only the intended receiver, minimizing energy consumption

due to unnecessary wake-ups. Furthermore, this integration ensures that data transmissions

do not collide at their intended receivers.

While the idea of one-to-one mapping between a Data period and the following Sleep

period is interesting. It introduces some implementation issues when operating under ex-

tremely low duty cycles. This is due to the proportional time for a data packet based on

the size of an SCH frame, as indicated by our mapping function, can become unnecessarily

long due to the very large ratio of TData to TS leep. Therefore, it results to poor channel

utilization and also significant amount of energy is consumed inside the remaining Sleep

period. DW-MAC does not support well multi-hop forwarding in a single operational cy-

cle due also to the mapping function. Lastly, it is not sure if DW-MAC can deliver good

throughput, latency, delivery and energy performance for moderate-to-high traffic load as

the simulation were performed with rather low event rate (1 event per 200 seconds) - with

500 meter sensing range, there are only 15 events.

2.2.2 LPL-based Protocols

Low-power listening (LPL) is an approach where the channel is sampled very briefly - in an

uncoordinated fashion - for presence of activity rather than for specific data. This approach

is effective in reducing the energy consumed in idle listening since LPL is about 10 times
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less expensive than listening for full contention period in existing scheduled protocols [56].

Therefore, LPL protocols are quite attractive as compared to existing scheduled protocols

especially in lightly loaded networks. In addition, lacking the need to synchronize simplifies

the LPL implementation and reduces code and memory size.

Ironically, idle listening is reduced in asynchronous protocols by shifting the burden of

synchronization to the sender. When a sender has data, the sender transmits a preamble

that is at least as long as the sleep period of the receiver. The receiver will wake up, detect

the preamble, and stay awake to receive the data. This allows low power communication

without the need for explicit synchronization between the nodes. The receiver only wakes

for a short time to sample the medium, thereby limiting idle listening.

While LPL approach is simple, asynchronous, and energy-efficient, it is not. Unfor-

tunately, existing LPL-based protocols [49][50][57][58] have three major problems. First,

receiver and polling efficiency is gained at the much greater cost of senders. In fact, the

duty cycle is limited to 1 - 2% because the polling frequency needs to balance the cost on

sending preambles and polling the channel. Second, it is sub-optimal in terms of energy

consumption at both the sender and receiver. First, it does not efficiently reduce idle listen-

ing since receiver typically has to wait the full period until the preamble is finished before

the data/ack exchange can begin, even if the receiver has woken up at the start of the pream-

ble. It is also not efficient for the transmitter to send unnecessary long preamble. Second,

it does not efficiently reduce overhearing cost in particularly in dense network. In this case,

receivers who are not the target of the sender also wake up during the long preamble and

have to stay awake until the end of the preamble to find out if the packet is destined for

them. Recently, there are approaches (X-MAC [59]) to tackle this long preamble problem
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by replacing the original preamble with slowly increasing preamble length. The idea here

is to use initially short preamble and increasing it slowly to catch the neighbor. Third,

while LPL protocols can be optimized for known, periodic traffic, expected neighborhood

size and traffic rate, its performance may significantly degrade at bursty and varying traf-

fic loads. Fourth, it does not solve the latency issue in multi-hop network since the target

receiver has to wait for the full preamble before receiving the data packet. Finally, recent

hardware shift towards packet-based radios (e.g. IEEE 802.15.4) deprives new LPL proto-

cols from low-level techniques like varying preamble size; thus making LPL approach less

attractive.

2.3 Opportunity of Multi-channel Communications in WSNs

WSNs can be considered as a sub-class of wireless ad hoc networks. Unlike wireless ad-

hoc networks which are usually resource-rich, there are several differences between them

and WSNs. In WSNs, sensor nodes are simple devices equipped with simple radios. These

radios are bandwidth-limited (e.g. < 250kbps) as compared to much higher data rates avail-

able in wireless ad-hoc networks. As we see in Section 2, most multi-channel MAC proto-

cols extends the basic IEEE 802.11 protocol to provide channel coordination. Such complex

coordination algorithm may not be feasible on sensor devices. In this thesis, we focus on

the use of multi-channel communication to increase the throughput through better spatial

reuse. However, there are also exist studies that utilize multi-channel communication for

other objectives. In [39], channel surfing mechanisms have been introduced such that the

jammed nodes dynamically change their operating frequency. The idea of applying multi-
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channel clustering [40] where the nodes that hold correlated data are clustered together and

communicate on the same frequency, which is different from the communication frequency

of the other clusters. The Typhoon protocol [41] adopts multi-channel communication to

provide reliable data dissemination from the sink to the sensor nodes. Specifically, it uses

channel switching to reduce contention in the broadcast medium which, in turn, reduces

the completion time of data dissemination. In alleviating congestion due to contention and

interference, [42] proposes the use of multi-channel communication for this purpose.

Recently, [43] proposed the MMSN multi-frequency MAC protocol especially designed

for WSNs. It is a slotted CSMA protocol and at the beginning of each time slot nodes need

to contend for the medium before they can transmit. MMSN assigns channels to the re-

ceivers. When a node intends to transmit a packet it has to listen for the incoming packets

both on its own frequency and the destinations frequency. A snooping mechanism is used

to detect the packets on different frequencies which causes the nodes to switch between

channels frequently. MMSN uses a special broadcast channel for broadcast traffic and the

beginning of each time slot is reserved for broadcasts. TMCP [44] is a tree-based multi-

channel protocol for data collection applications. The goal is to partition the network into

multiple subtrees while minimizing the intra-tree interference. The protocol partitions the

network into subtrees and assigns different channels to the nodes residing on different trees.

TMCP is designed to support convergecast traffic and it is difficult to have successful broad-

casts due to the partitions. Contention inside the branches is not resolved since the nodes

communicate on the same channel. Lastly, Y-MAC [45] is another recent multi-channel

MAC protocol designed for WSNs. Similarly, it is based on scheduled access. However,

time slots are not assigned to the senders but to the receivers. At the beginning of each
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time slot, potential senders for the same receiver contend for the medium. Each time slot is

long enough to transmit one data message. If multiple packets need to be transmitted, then

the sender and the receiver hop to a new channel according to a predetermined sequence.

Other potential senders also follow the hopping sequence of the receiver. As we mentioned,

increased contention especially around the sink node with high data rate scenarios is hard

to solve with contention-based protocols.



Chapter 3

Adaptive Multi-Channel MAC

Protocol

This chapter presents AMCM, a traffic-adaptive multi-channel MAC protocol that increases

the capacity of wireless network by enabling multiple concurrent transmissions on orthogo-

nal frequency channels using a single half-duplex transceiver. AMCM is based on the IEEE

802.11 MAC but provides fine-grain, asynchronous coordination among locally interfer-

ing nodes for channel negotiation. By incorporating load-awareness, channel availability

awareness and batch transmissions, our window-based approach achieves high channel uti-

lization under varying load, while avoiding the control-window saturation problem as the

number of channels increases. For single-hop scenarios, we show that, at low load, AMCM

is comparable to IEEE 802.11 MAC, while under high load, AMCM delivers almost N×

improvement gain over IEEE 802.11 MAC protocol, where N is the number of channels.

AMCM also outperforms existing multi-channel MAC protocols [24, 23] by 100% and

44
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Figure 3.1: Operations of AMCM with 3 competing traffic flows (A→B, C→D, E→F)

150% respectively under high load at a lower hardware cost and complexity. In multi-hop

scenarios, AMCM achieves performance improvement of 190% and 90% for both dense and

sparse network over IEEE 802.11 MAC respectively. In both scenarios, AMCM achieves

close to full utilization of all channels with good protocol efficiency.

3.1 Design

In this section, we first give an overview of the design of AMCM follow by detail descrip-

tions.

First, given a set of N (> 1) orthogonal channels, a primary or default channel is chosen

and is assumed to be known to all nodes in the network. The rest of the channels (N - 1)

are secondary channels. Figure 3.1 shows an illustration of a typical operation cycle of the

AMCM protocol. At the beginning of the cycle, node A (the sender) acquires the default

channel through the use of RTS/CTS exchanges with node B. As a result, knowing that the

default channel is not available, nodes C to F will attempt to communicate by acquiring one

of the secondary channels. This acquisition is performed in a duration called Notification
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Window (NW) that begins after the reception of the BTN message sent by node A (sender

of the winner of the primary channel). The duration of NW is announced in the RTS, CTS

and BTN messages. Notification frames exchange during NW include information on the

secondary channel to be acquired and the reservation duration in which both nodes will

spend on the new channel. Nodes that successfully acquired the secondary channels switch

to their respective secondary channels only at the end of NW. Upon completion, these

nodes switch back to the default channel. The cycle then repeats.

One key feature of AMCM is that nodes dynamically negotiate and switch channel in a

distributed and asynchronous manner. There is no static negotiation period or pre-assigned

dedicated channel for negotiation. Instead, the protocol let nodes dynamically synchro-

nize/align themselves locally to a common notification window for secondary channel ac-

quisition. In addition, the duration of NW and reservation duration per channel are adapted

according to the traffic load and topology.

The three components of AMCM are acquisition of secondary channel (Section 3.1.1),

operating in secondary channel (Section 3.1.2) and return to primary channel (Section

3.1.3). The details are presented in the following sections.

3.1.1 Acquisition of Secondary Channels

Behavior on Primary Channel

As shown in Figure 3.1, when a node has packets to transmit, it transmits RTS to its intended

receiver, which then responds with CTS. In addition, upon receiving the CTS, the sender

transmits a new frame called Begin-To-Notify (BTN).

This three-way handshake achieves the follow purposes: (1) reserves the primary chan-
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nel for data transmission; (2) alleviates potential hidden-terminal problem, which is similar

to IEEE 802.11 DCF and (3) announces to the neighboring nodes the upcoming NW and its

duration.

Item (3) is key to the asynchronous operations of AMCM. Note that nodes overhearing

RTS frame should not take it as a confirmation that the primary channel has been acquired

by the RTS-sender since it is possible that the receiver might not respond with a CTS for

some reasons. Instead, overhearing nodes should treat it as a tentative confirmation and

only update their NAV accordingly. For this reason, only the CTS and BTN frames are

taken as a confirmation (for both the neighbors of the CTS-sender and RTS/BTN-sender).

Once a confirmation is overheard, nodes must now align themselves to the upcoming NW

and also the duration advertised.

Nodes overhearing CTS frame will start NW after τcts seconds, while nodes which

overhear BTN frame will start NW after τbtn seconds, where

τcts = 2 × tS IFS + tBT N (3.1)

τbtn = tS IFS (3.2)

where tBT N is the time taken to transmit a BTN frame using base rate. These values are

shown in Table 4.1.

Duration of NW is carried in the RTS, CTS and BTN messages to ensure that it is heard

by all nodes in the RTS/CTS range. For convenient, we will call both the BTN-sender and

CTS-sender NW-Initiators. Determining the duration of NW is discussed in more detail in

Section 3.1.1.

Once neighboring nodes detect a busy primary channel during an attempt to transmit,
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Figure 3.2: Contention-Window inside NW

it freezes its backoff timer and update the NAV accordingly. It also aligns itself to the

upcoming NW. Cases whereby a CTS response frame is not received after sending RTS

frame should not be perceived as a collision or exposed-terminal problem. In the latter

case, it could be that the RTS-recipient might be inside NW and therefore is unable to

respond. In this case, the RTS-recipient (inside NW) can inform the RTS-sender about the

current NW, and also to notify it to switch channel. We termed this as receiver-initiated

notification.

In a multi-hop environment, it is also possible (though infrequent) that a node hears

multiple NWs. In such cases, a node will accept only the first BTN/CTS message it receives

and discard the rest.
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Behavior Inside NW

Within a NW, all nodes competing for a secondary channel will now randomly select a

backoff time in the interval [0,CWNW]. The backoff time is decremented as long as the

channel is sensed idle, stops when the channel is busy and resumes again when the chan-

nel is idle again. When the timer reaches zero, the node transmits RTH (Request-to-Hop)

frame to its receiver, which then responds with RTHACK (Request-to-Hop-Acknowledge)

frame. Note that each node maintains a separate backoff timer for this purpose. If nodes

are unsuccessful in reserving a secondary channel during the current NW, they do not reset

their timer, but instead resume it in the next NW. Nodes with no packet to transmit must

update their channel usage list accordingly and remain idle throughout NW. Figure 3.2

shows an illustration of the contention and backoff inside a NW. Since all nodes are aware

of the duration of NW, nodes will make sure that they do not transmit a RTH frame if the

notification exchange (RTH/RTHACK) cannot be completed within the NW.

Both the RTH/RTHACK frames contain the information on the selected channel to

switch to and the reservation duration on that new channel. Overhearing nodes will update

their free-channel list accordingly to avoid selecting the same channel. These overhearing

nodes also include those (new nodes) that are not aware of the current NW. Lastly, all nodes

must stay on the primary channel throughout NW. This is to minimize any inconsistency

in the channel usage list. The requirement for nodes to stay until the end of NW can pose

a problem when the number of channels is large (such as IEEE 802.11a). Fortunately, this

problem can be alleviated by adapting NW, which we will verify later through simulation

in Section 3.8.
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Again, in a multi-hop environment, it is possible (though unlikely) that a node receives

RTH/RTHACK messages from different NWs. In such cases, nodes should still update

their channel list accordingly. In addition, such conflict can also lead to inconsistency in

the status of free channel list among different nodes. However, since such collision are rare

and collision on the secondary channel can be detected and resolved easily (see Section

3.1.2), the protocol is sufficiently robust and efficient.

One of the key parameters of AMCM is the value of CWNW . CWNW should be chosen

such that it is large enough for a secondary channel to be acquired without collision in a

single notification exchange and at the same time without incurring too much overhead. The

collision probability depends on the number of flows contending for a secondary channel in

a single collision domain. Through simulation and assuming a uniform random distribution,

Figure 3.3 shows the probability that a secondary channel is successfully acquired when

the number of nodes increases for CWNW values of 15 and 31. While a value of 15 is

sufficient for moderate number of nodes, a value of 31 ensures that even with more than 100

nodes contenting, the probability of success is still greater than 99%. Such flow density is

sufficiently high for most network density settings and is used as the default value.

Adaptive Notification Window

The size of NW (γ) is decided by the RTS-sender and is broadcasted again by the CTS/BTN-

sender. γ determines the number of RTH/RTHACK (notification) exchanges possible within

one NW and should be a function of the number of free channels and traffic load.

At low load scenario whereby secondary channels are not required, γ should be small

enough to reduce overhead on the default channel. During high load where multiple con-
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Figure 3.3: Probability of Acquiring Channel

current transmissions are desired, γ should be adjusted accordingly to utilize all available

secondary channels. Ideally, it is desired that all available secondary channels be reserved

during a single NW.

γ can be expressed in terms of number of Notification Opportunity (NOP). Ideally, each

opportunity allows a secondary channel to be reserved/utilized. γ is calculated as follow:

γ = NOP × tNOP (3.3)

tNOP = CWNW × tslot + tRT H + tS IFS + tRT HACK (3.4)

where tNOP is the (maximum) size of each opportunity, tRT H and tRT HACK is the transmission

time of RTH and RTHACK frame respectively. Assuming that one secondary channel is

always acquired in each opportunity, then NOP ≤ N − 1.

Here, we adopt a simple and effective algorithm to adapt NOP to both the traffic load

and channel availability. NOPmin is 0 by default. The values of NOP are updated at the end

of each NW and before the start of a NW. NW-initiator advertises the value of NOP using
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RTS, CTS and BTN frames on the primary channel and it is assumed that nodes have equal

opportunity to acquire the primary channel.

The idea is to decrement NOP if there are any free secondary channels based on the cur-

rent channel list information. Availability of free channel likely indicates that traffic load

is low or no demand for secondary channels, thus γ or NOP can be reduced. In addition,

nodes contending for a secondary channel will also check if they were successful in reserv-

ing a secondary channel during NW. Unsuccessful nodes will set their unsuccessful notify

flags to true.

On the other hand, NOP is incremented if the NW-Initiator was unsuccessful during

the previous NW. However, in cases whereby there is no free channel available, the value

of NOP should remain the same. As the channel reservation duration is included in the

RTH/RTHACK messages, nodes can estimate the number of free channels (channel avail-

ability) during each NW, and can better determine the proper value of NOP.

To summarize, for a NW-Initiator, the value of NOP: (1) is decrement if there is free

channel at the end of the previous NW and the unsuccessful notify flag is not set. (Lower

bound is NOPmin); (2) is increment if the unsuccessful notify flag is set and there are free

channels available. (Upper bound is N − 1); (3) otherwise, it remains the same.

Channel Switching Threshold (CS T )

Within a single notification opportunity, nodes indicate the reservation duration, TReserve(i),

they will stay on the new channel i after NW elapses. Clearly, a longer duration on the

new channel increases the total throughput by allowing more DATA packets to be transmit-

ted. On the other hand, a shorter duration allows other nodes to contend for the secondary
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channel sooner and also to communicate with them. However, the overhead increases with

smaller threshold, resulting in lower channel utilization.

CST prevents nodes with high sending rate (source-traffic) from occupying he new

channel for too long, avoid unreachability∗ problem and also to minimize any unfairness

problem.

Specifically, RTH-sender inspects its packet queue for the first few packets designated

for the same destination node (next hop) and sets the duration (TReserve(i)) as the time it

takes to transmit these packets. CS T specifies the maximum number of packets in which a

node is allowed to transmit on the negotiated channel. Assuming packets are of the same

size,

TReserve(i) = tdata/ack × min{Nqueue,CST} + trts/cts (3.5)

where Nqueue is the number of first few packets in the queue designated for the destination

node and tdata/ack is the duration for a single DATA/ACK transmission. trts/cts is the time

taken for a single RTS/CTS exchange on the secondary channel.

When a node is transmitting to many destinations (such as relays in wireless ad-hoc

networks), Nqueue may be small. One possible approach to increase Nqueue is to employ

per-destination queuing such that even packets that are queued behind other packets can be

transmitted. In general, a small CS T ensures node reachability and is more fair, whereas a

larger CS T allows more packets to be transmitted per channel switch and also reduces the

switching frequency. Unfortunately, if the threshold is too small, nodes can spend most of

their time switching across channels, incurring more overheads and thus not utilizing the

channels efficiently. The impact of CS T settings will be investigated using simulation in

∗nodes operating on the secondary channels will still be reachable within a short time frame
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Section 3.2.2.

3.1.2 Operating in Secondary Channel

Once switching over to the secondary channel, nodes perform an initial channel sensing for

activity and then a single RTS/CTS exchange to avoid potential hidden-terminal problem.

Once the exchange is completed, nodes initiate their data transmission with a series of

DATA-ACK exchanges. We term this batch transmission. NAV information is also included

in the RTS/CTS/DATA frame indicating the remaining channel reservation duration.

By default, nodes on the secondary channel return back to the default (primary) channel

after the reservation duration which they advertised during NW. However, nodes can still

return prematurely when a collision is detected. In cases where nodes detect busy channel

during the initial channel sensing, both nodes must return. However, since this is probably

due to incorrect channel usage list, therefore both nodes can defer their return until they

overhear the NAV information contains in subsequent DATA transmission. This informa-

tion can then be used to update the nodes’ current channel list.

In AMCM, each node maintains one data structure, Neighbor Channel List (NCL) to

update the status of all channels. For each channel i, NCL[i] contains address of the sender,

address of the receiver and channel reservation duration.

Every node in the network maintain their own NCL. Upon overhearing control frames,

nodes refresh their list accordingly to obtain an up-to-date information of all channels.

In fact, this list is equivalent to the NAV in IEEE 802.11 MAC but is meant for multiple

channels. Nodes also use this list to avoid transmission/notification to any node specified in

the list.
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We adopt a simple channel selection based on the NCL. In AMCM, RTH-senders

choose the next available channel based on NCL. When a receiver receives a RTH frame

inside NW, it consults the NCL and checks if the proposed channel is available. If the pro-

posed channel has been reserved, the receiver responds with a negative RTHACK (channel

ID is 0).

3.1.3 Return to Primary Channel

Since returning nodes (and in fact new nodes) may not be aware of the state of the pri-

mary channel and secondary channels, they must remain silence (to avoid collision) un-

til they either overhear an upcoming NW initiation (i.e. RTS/CTS/BTN), current NW

(RTH/RTHACK) or at least the duration of a maximum transfer unit (MTU).

When nodes return prior to an upcoming NW, nodes can overhear and decode the

NAV information inside RTS/CTS/BTN frames and therefore defer themselves and align

to the upcoming NW. Otherwise, if they return in the midst of NW, nodes remain si-

lence until they can correctly deduce the state of all channels. When nodes overhear either

RTH/RTHACK frames, they should align to the current NW. Node can then contend inside

NW to reserve any free secondary channel.

Note that it is possible that returning nodes miss an earlier reservation and therefore try

to reserve the same channel due to inconsistent NCL. However, when these nodes switch

over to the new channel, they will eventually sense a busy channel due to ongoing data

transmissions. In this case, nodes will update their channel list accordingly before switching

back to the default channel.
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3.2 Simulation Evaluation

In this section, we evaluate AMCM through simulation against both single-channel (original

IEEE 802.11 MAC) and multi-channel (MMAC[33], DCA[36]) MAC protocols.

For evaluation purpose, we use aggregate throughput, average packet delay, control

overhead and fairness index as our performance metrics. For ease of comparison, we de-

fined throughput ratio as the ratio of the throughput achieved by AMCM over the throughput

achieved by IEEE 802.11MAC. Similarly, delay ratio is defined as the ratio of the average

packet delay achieved by IEEE 802.11 MAC over AMCM. Control overhead is defined as

the total number of control packets per DATA packet delivered. This metric measures the

protocol efficiency of AMCM (under varying load) since it relies on additional messages

exchange for both channel negotiation and collision avoidance.

Ideally, given N channels, the optimum aggregate throughput of a multi-channel MAC

protocol should be N × α, where α is the per-channel saturated throughput. Unfortunately,

this idealistic improvement cannot be easily realized due to the control overheads incurred

in some multi-channel MAC protocol ([33, 36, 34]) and the control-channel saturation prob-

lem [36]. As we will demonstrate later, besides achieving significant performance improve-

ment in high load, AMCM achieves almost ideal linear performance scale up with the num-

ber of channels and works well in low load by reducing the control overhead adaptively.

3.2.1 Simulation Model

We simulate AMCM using Glomosim in both single-hop (Section 3.2.2) and multi-hop

(Section 3.2.3) wireless networks. In each simulation, all nodes are configured with the
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Transmission rate 2 Mbps

Transmission range 250m

Slot time 20µsec

SIFS 10µsec

Synchronization time 192µsec

RTS/CTS/BTN/ACK 20 bytes (272µsec)

RTH/RTHACK 32 bytes (320µsec)

Size of one NOP 960µsec

Table 3.1: Simulation Parameters

same MAC protocol, operating at a raw data rate of 2 Mbps and a transmission range of

250m. For multi-channel MAC protocols, we assumed 3 orthogonal channels. The channel

switching overhead is negligible and is ignored in this study. All nodes running AMCM are

equipped with a single half-duplex transceiver. For traffic type, each source node generates

and transmits constant-bit rate (CBR) traffic sending 1000 packets per second (pps). By

default, γ, CWNW and CS T are configured to be 5 notification opportunities, 31 time-slots

and 100 packets respectively. Each simulation run lasts for a duration of 300 seconds, and

all results are averaged over 10 independent runs. The parameters used in this section are

summarized in Table 3.1.

3.2.2 Single-Hop

For single hop scenario, nodes are randomly placed within a square area and are within

wireless coverage of each other. Therefore, every source node can reach its destination in a
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single-hop. We randomly select half of the nodes to be sources, while the other half to be

destinations. We do not consider cases where a node sends to multiple destinations. The

impact of the following parameters are studied: (i) traffic load, (ii) number of channels and

(iii) CS T .

Impact of Number of flows

In this section, we keep the traffic rate per flow constant (at 1000pps) and study the capacity

of the wireless network as the number of flows increases. Since nodes are within each
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Figure 3.6: WLAN: Performance impact under low load

other’s transmission and interference range, therefore only one communication flow can

exist at any given time for the single-channel (IEEE 802.11) case.

From Figure 3.4, we observed that with only a single flow and packet size of 64 bytes,

static AMCM (without NW adaptation) performs much worse (throughput ratio of 0.75)

compared to IEEE 802.11 MAC due to the overheads of the BTN frames and large (static)

NW. The throughput obtained in this case were 120kbps, 85kbps and 110kbps for IEEE

802.11, static AMCM and AMCM† respectively. Hence, the use of adaptive NW mecha-

nism is crucial in reducing the performance gap at low load as the overhead is reduced to

only BTN frames exchange. The throughput ratios of AMCM (with NW adaptation) over

IEEE 802.11 are 1.0 for both 64 and 1500 byte packets.

As the number of traffic flows increases, the performance gain achieved by AMCM be-

comes more significant. For IEEE 802.11 MAC, the saturated throughput (one-hop capac-

ity) of the network is only 320kbps (1.6Mbps) for 64 (1500) bytes packet, while AMCM

delivers aggregate throughput of up to 1.1Mbps (4.8Mbps) for packet size of 64 (1500)

bytes. Compared to IEEE 802.11 MAC, AMCM achieved significant throughput gain of

†AMCM always means with NW adaptation
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3.5 and 3 for 64 and 1500 bytes packet respectively.

Interestingly, we observed that the achievable throughput gain with smaller packet is

higher than larger packet and the improvement factor can exceed the number of channels

available. This is possible since with smaller packet size, the occurrence of NW on the

primary (control) channel increases, thus allowing more batch transmissions (of several

small packets) on several secondary channels.

The result shows that for a single flow, AMCM with the use of NW adaptation can be

almost as efficient as IEEE 802.11 MAC. In addition, as the number of flows increases, the

network operates in the saturated region and the aggregate throughput approaches N × α,

where N and α are the number of orthogonal channels and per-channel saturated through-

put respectively.

Impact of Traffic Load

In this section, we vary the network load with different packet sending rate while keeping

the number of flows constant (32) and compare AMCM with single- and multi-channel

(DCA [36] and MMAC [33]) MAC protocols.

From Figure 3.5, AMCM achieved similar performance as the rest when the network

load is low. As the packet rate increases, AMCM outperforms both DCA and MMAC,

which saturates at around 1.5Mbps and 2Mbps respectively using packet size of 512 bytes.

Saturation throughput for IEEE 802.11 occurs at 1.2Mbps. As reported in [33], DCA begins

to suffer from control-channel saturation problem with high traffic load. In contrast, AMCM

does not rely on a dedicated control channel, but instead adapts NW to increase the channel

utilization. At 1000pps, AMCM achieves an aggregate throughput of 3.8Mbps. Unlike
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DCA and MMAC, AMCM achieves better utilization of all the three channels, and also

achieved almost 3× throughput improvement over its single-channel counterpart.

Figure 3.5 also illustrates the effectiveness of AMCM in terms of packet delay. AMCM

incurs much a smaller end-to-end packet delay than IEEE 802.11 MAC, and is also lower

than both DCA and MMAC protocols below 40pps where it is already supporting a much

higher throughput.

Figure 3.6 illustrates the performance under low load using only 3 CBR traffic flows.

We observed that at very low load, AMCM delivers identical throughput performance as

IEEE 802.11 MAC but slightly higher average packet delay due to BTN message overhead

(γ = 0). Nevertheless, the average delay is much lower than MMAC and slightly larger than

DCA. Note that DCA requires two transceivers.

Figure 3.7 shows the control overhead ratio for varying traffic load. AMCM on average

requires 4 control packets for a DATA packet delivery during low load. At higher load,

AMCM incurs only 2 control packets for each DATA packet delivered. This is due to lower

collisions rate and more useful DATA packets delivered while on the secondary channel

(i.e. batch transmission). For single-channel IEEE 802.11 MAC, 3 control packets are

required and it increases slightly with more flows due to collisions. Interestingly, AMCM

incur slightly lower overheads with increasing flows. This is because nodes are aware of

their neighboring channel availability information and therefore will not compete/negotiate

for channel during NW.

The results demonstrate the ability of AMCM to mimic single-channel IEEE 802.11 at

low load, while able to almost fully utilize all available channels during high load with

good protocol efficiency.
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Impact of number of channels

In this experiment, we study the performance impact with different number of channels (N).

γ is initialized to N notification opportunities (NOP). In order to utilize all channels, the

number of traffic flows is set to twice the number of channels simulated.

Our simulation result from Figure 3.8a shows that as the number of channels increases,

AMCM is able to adapt γ dynamically to both the traffic load and the availability of sec-
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ondary channels. The throughput gain over IEEE 802.11 MAC increases with the number

of channels (and flows) for both small and large packet size. With 12 channels (24 flows),

AMCM achieves almost a throughput ratio of 13 and 9 for small and large packet size

respectively. More importantly, this observation also demonstrates that AMCM does not

suffer from the control-window saturation problem as the number of channels increased.

For up to 12 channels, AMCM delivers a performance gain that scales linearly with the

number of channels.

In terms of packet delay, Figure 3.8b shows that AMCM also achieves significant re-

duction when compared to IEEE 802.11 MAC. With 3 channels, the reduction is 3.8 and

3 for 64 bytes and 1500 byte packets respectively. This reduction also increases with the

number of channels. With 12 channels, the reduction is 18 and 13 for 1500 byte and 64 byte

packets respectively.

In order to explore how well the channel capacity is shared among all the flows, the
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Jain’s Fairness Index [38] is used. This fairness index is defined as:

Fairness Index, f (x) =
(
∑m

i xi)2

m
∑m

i=1 x2
i

(3.6)

where m is the number of flows, and xi is the throughput for flow i. Ideally, perfect fairness

of f(x) = 1 is desired. In the worst case, f(x) = 1
M , where M is the number of contending

nodes.

Figure 3.9 shows the fairness index of AMCM and IEEE 802.11 single-channel MAC.

The results show that as the number of channels increase, AMCM (being multi-channel)

is able to distribute the capacity evenly among all traffic flows. For large packet size, the

fairness index is lower compared to small packet size. This is due to the increase in reser-

vation duration on the secondary channel. As the duration increases, nodes on the primary

channel must wait longer in order to acquire the channel once it is free. Overall, AMCM

still outperforms IEEE 802.11 MAC as the number of traffic flows increases for the two

packet sizes shown.

From these observations, we conclude that AMCM can adapt very well to different

number of channels and provide high spatial reuse factor with an increase of number of

channels. We also noted that the packet size determines the degree of tradeoff between high

throughput, lower delay and fairness.

Impact of Channel Switching Threshold

Recall that switching nodes calculate and advertise their reservation duration on the selected

secondary channel during NW. This duration is calculated as described in Section 3.1.1.
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All simulations described above consists of traffic patterns which are disjoint (i.e unique

source/destination pairs). Ideally, once a sender succeeds in capturing a secondary chan-

nel during NW, it would preferably want to take advantage of this opportunity to flush its

packet queue for the intended receiver so as to increase the overall throughput and channel

utilization. The value of CS T determines the maximum period two nodes can reserve on the

secondary channel. In this experiment, we study the effect of CS T on both the throughput

and delay for disjoint traffic pattern.
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From Figure 3.10a, as expected, the aggregate throughput increases with the threshold

value since more DATA packets can be transmitted in a single switch to the secondary

channel. We observed that with smaller threshold, the aggregate throughput is higher with

more flows since the overhead of NW is amortized by having more transmissions on the

secondary channels. In general, the throughput performance increases rapidly with smaller

threshold (≤ 20). As the threshold increases beyond 40 packets, the aggregate throughput

for both 5 & 10 flows decreases since 3 channels are used for this simulation. For packet
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delay, as the threshold increases, average packet delay also decreases since the aggregate

throughput has increased by a sufficiently large amount. An increase of CS T beyond certain

threshold does not increase the performance gain further and in fact can increase the average

delay slightly if the load is increased further.

Figure 3.10c shows the fairness property of AMCM. As the threshold increases, the

fairness index decreases. In addition, the degree of unfairness becomes more severe as the

network load increases.

The results in this section shows that there is a minimum threshold in which significant

performance is achieved. Operating below this threshold results in reduced channel utiliza-

tion due to increased NW-related overheads. Once CS T increases beyond 40-50 packets,

the rate of improvement decreases and is bounded by the number of channels (3 in this

case). However, larger CS T can also result in more unfairness.

3.2.3 Single-hop Communications in Multi-hop Network

In this evaluation, nodes are randomly placed in an area. The source-destination pairs are

unique and are within communication range of each other. In addition, a node can only be

part of one flow. This scenario is unlike the previous single-hop scenario since the level of

interference and traffic within a local interference region varies significantly throughout the

wireless network.

First, we study the performance of AMCM under different network densities. In this ex-

periment, we randomly placed 100 nodes in a square area. We simulated using 20/40 CBR

traffic flows generating 1000 packets (1500 bytes) per second. Throughout the simulation

(300 secs), all nodes are configured with three channels.
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Figure 3.12 shows the performance of AMCM and IEEE 802.11 MAC. Figure 3.12a

shows that AMCM achieved higher spatial reuse in dense network. In fact, scenarios with

areas smaller than 200m by 200m are simply the single-hop scenarios. We achieved almost

3× throughput gain over single-channel IEEE 802.11 MAC in such cases. However, as the

network becomes more sparse, the gain decreases to ≈1.8 for an area of 1500m2. For such

sparse networks, the number of contending flows in some locations may be insufficient to

exploit all three channels and hence cannot achieve sufficient improvement compared to

single-channel.

Figure 3.12b shows the delay performance against IEEE 802.11 MAC. As the network

becomes more sparse, the delay ratio decreases. In a 100m2 network, AMCM achieves al-

most a reduction of 3 and 5.5 for 20 and 40 flows respectively. In general, AMCM achieved

lower packet delay in both network configurations compared to IEEE 802.11 MAC. This

is true since the use of multi-channel MAC also helps to alleviate both contentions and

collisions, which can significantly reduce the time spent in performing backoff and retrans-

missions.

Figure 3.12c shows the Jain’s fairness index of AMCM and IEEE 802.11 MAC protocol.

In dense network whereby hidden terminal problem is not dominant, AMCM achieves good

fairness index similarly to IEEE 802.11 MAC. As the network becomes sparse, AMCM suf-

fers similarly to IEEE 802.11 since we use similar RTS/CTS/BTN mechanism to alleviate

hidden-terminal problem. In addition, for sparse network whereby both nodes’ location

and traffic might not be uniformly distributed, unfairness can occurred in certain locations

(hotspots) where channel access is higher, as compared to other less-contention locations.

Finally, as an indication of how well AMCM utilizes all available channel resources,
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Figure 3.14 shows the channels utilization. When the demands for multiple channel is

higher especially in dense network, we observe that AMCM utilizes all available channels

efficiently. Load is distributed evenly over all channels as indicated by a fairness index close

to 1. Even as the network becomes sparse and there are smaller number of flows, AMCM

can still achieve high channel utilizations and spreads the load evenly among the channels.

.

The results in this section demonstrate that AMCM is able to perform well in a multi-hop

network scenario and delivers close to the maximum throughput possible with the utiliza-

tions for all channels are close to 1 in most cases. However, the amount of improvement

over IEEE 802.11 MAC depends on the amount of spatial reuse possible. The main factor

affecting the number of channels that can be utilized is the density of active flows. Such

density depends on the network density and the number of active flows in the network.
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3.3 Summary

This Chapter describes a new multi-channel CSMA/CA-based MAC protocol (AMCM) to

enable multiple concurrent transmissions. We performed extensive simulations to study

the performance under both infrastructure WLAN (single-hop) and multi-hop wireless net-

works. We have several observations. Firstly, our traffic-adaptive window-based scheme

adapts well to varying traffic load, and thus achieved high channel utilization. Secondly,

given a N-channel wireless networks, we showed that our single transceiver solution achieved

nearly N× performance gain over single-channel network. Lastly, AMCM has the ability to

mimic single-channel IEEE 802.11 at low load, while utilizing all available channels during

high load with good protocol efficiency.



Chapter 4

Energy-Efficient Low-Latency

Convergecast MAC Protocol

This chapter presents the design of GMAC focusing on three important goals: Energy-

efficiency, performance and adaptivity. GMAC adopt several approaches to meet these

challenging goals. First, to prolong the operational lifetime of the network, sensor nodes

operate in a synchronized duty-cycle sleep/awake schedule. Second, to meet applications’

requirements such as low latency, GMAC provides energy-efficient rapid path establishment

mechanism to increase the number of packets forward in a single operational cycle. To

reduce convergecast latency further, GMAC adopt route-aware TDMA-like approach to

provide collision-free transmission. Third, to adapt to variable or asymmetric traffic loads

in the network, GMAC adopts a combination of timeout-based reservation and on-demand

opportunistic stage approach in an attempt also to increase channel utilization. Initial ns-2

simulation also demonstrated significant performance improvement over RMAC.

71
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Figure 4.1: GMAC: Frame Structure

4.1 Design

GMAC is a synchronized duty cycle MAC protocol, where each operational cycle is di-

vided into three periods: Sync, Data, and Sleep. We denote the duration of each period by

TS ync, TData, and TS leep, respectively. Similar to prior work, GMAC assumes that a separate

protocol (e.g. [60][61]) is used to synchronize the clocks in sensor nodes during the Sync

period with required precision.

Figure 4.1 shows the frame structure of GMAC. In GMAC, time is divided into frames,

and each frame is divided into sub-frames. There are two types of sub-frames in GMAC:
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Figure 4.2: GMAC: Overview

reservation sub-frame and data sub-frame. The reservation sub-frame operates in the Data

period while the data sub-frame operates in the Sleep period in every operational cycle

(Figure 4.2). During the reservation sub-frame, all nodes wake up to listen for an incom-

ing reservation request as well as to transmit a reservation request if there are packets to

transmit or forward. The goal here is to provide an energy-efficient mechanism for nodes to

rapidly establish a pipeline along the multi-hop path towards the sink. The idea is to quickly

establish this pipeline and continuously grow/shrink the pipe according to the traffic load

along the path. During the data sub-frame, time is divided into stages; each consists of 3

slots - TX, RX, SLEEP. The number of stages is configurable parameters which provides

a ”control knob” for designer to achieve tradeoff between performance and cost. To con-

serve energy, nodes which are not involved in any communication activity sleep throughout

the Sleep period (or Data sub-frame). For nodes which have successfully performed the

reservation procedure, these nodes only wake up during their respective reserved stage for
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packet transmission and reception.

4.1.1 Multi-hop Pipeline Establishment

GMAC is designed to meet the low-latency requirement for moderate-to-large sensor net-

work without sacrificing the energy efficiency achieved by the synchronized duty-cycle

mechanism. As these moderate-to-large network exhibits longer paths (increased hop-

count), it is important to establish a steady-state pipeline with optimal [62] scheduling for

packet forwarding towards the sink.

In order to rapidly establish the pipeline (i.e wake up all nodes along the data forwarding

path), during the reservation sub-frame, reservation request messages are transmitted along

the path towards the sink. Specifically, nodes with packet to transmit, contend during the

reservation sub-frame to transmit a reservation request message to its downstream parent.

On receiving it, parent node transmits a reservation request message to its parent node. This

forwarding of reservation request messages continue until the reservation sub-frame ends.

In GMAC, the reservation request message serves as both request to its parent and

acknowledgement from the parent. This is similar to RTS/CTS frames used in IEEE 802.11

MAC protocol. At the start of the reservation sub-frame, a node checks if it has data to

send. If it has data to send, it initiates its reservation request at the start of a Data period. It

includes address fields such as source and destination (next-hop) address. More importantly,

the request message also includes the sender’s request stage to reserve.

For example, in Figure 4.3, source node F has data to send to the final destination A;

the next-hop node is E. Node F first picks a random period from the contention window

and wait for the medium to be quiet for that period and an additional DIFS period before
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Figure 4.3: GMAC: Multi-hop Pipeline Establishment

sending a reservation request to node E. When node E receives F’s request, unless node E

is the final destination of this flow, E gets the next-hop address for this destination from its

own network layer. Node E then waits a SIFS period before transmitting its own request

to its downstream parent. As in IEEE 802.11, SIFS is long enough for a node to switch its

transmitting/receiving mode and to do the necessary data processing. When node F over-

hears the request transmitted by node E, this request message also serves to acknowledge

from node E to F. To avoid conflicting stage reservation, all nodes are aware of the status

of the stages from its parent. If the parent node cannot reserved the requested stage, it must

indicate this failure to the requester. Once node F receives the acknowledgement from node

E, it does not transmit the data frame immediately but instead waits for the start of the up-

coming data sub-frame. At the start of the data sub-frame, node F only wakes up during the

reserved stage for packet transmission and sleeps for the rest of the stages. This approach

is unlike most synchronized duty-cycle protocols where by the data transmission proceeds

immediately after the channel access. Subsequently, when node D receives the request

from node E, node D performs the reservation procedures similar to node E. This process
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of receiving a request and transmitting request continues until (i) the final destination (sink)

has received the request, (ii) the end of the current Data period (reservation sub-frame) is

reached or (iii) the parent node cannot reserved the requested stage indicated by its child.

In GMAC, contention resolution is improved with Sift distribution [63] for choosing the

moment to start sending. Sift distribution is essentially a truncated geometric distribution,

which results in fewer collisions than using a uniform distribution. The choice of using Sift

also reduces the collisions from hidden-terminals as well as to rapidly wake up downstream

nodes along the path to establish the pipeline.

4.1.2 Low-latency & Collision-free Convergecast Scheduling

GMAC is designed to support time- or mission-critical applications which requires good

packet reliability/delivery and a bound on covergecast latency. It is well-known that contention-

based MAC protocols like CSMA suffers in increased collisions under moderate-high traffic

load. These requirements are even challenging in the presence of both asymmetric traffic

load and long paths. To tackle this challenge, GMAC adopts TDMA to provide collision-

free transmission as well as to reduce the time required to complete convergecast.

In GMAC, only nodes which are involved in data transmission or reception remains

awake in their reserved stage during the Sleep period (data sub-frame). Others sleep through-

out the data sub-frame to conserve energy. The data sub-frame consists of several stages

(S1,S2...Sn) as shown in Figure 4.2. Each stage consists of three time slots operating in

different states (TX, RX, SLEEP). Both TX and RX time slots contain two contention

windows; CW1 & CW2. The purpose of CW1 is to handle possible transmissions from

neighboring slidings (with different parent nodes) while CW2 provides opportunity for non-
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Figure 4.4: GMAC: State Transition

owners to utilize idle reserved stages.

GMAC exploits cross-layer information from the routing layer. Specifically, routing

layer provides information regarding the hop-count to reach the destination node (sink). In

the data sub-frame, the state of the first time slot of every stage is based on this hop-count

information. Simply, if the hop-count is h, the slot is assigned a (i) state TX if h mod 3 is

1, (ii) state SLEEP if h mod 3 is 2 and (iii) state RX if h mod 3 is 0. Once the initial state

is determined, node transits into another state following a state transition diagram shown in

Figure 4.4.

From Figure 4.2, assuming node F has successfully reserved stage 1 with its parent,

node E. In stage 1, node F wakes up to transmit the data frame to node F inside the TX time

slot whereby node E wakes up during stage 1 for packet reception in the RX slot. Since

node E has also reserved stage 1 with node D, it will forward the data frame in the next slot

(which is a TX for node E) to node D. At this time, stage 1 has expired. Therefore, node

F and E go to sleep in the remaining Sleep period. Likewise for the rest of the nodes, each

node will wake up in their reserved stage, and perform the respective actions depending on

the state of the time slot. In this example, node F which is 5 hops away to node A, took 6
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time slots to complete the data forwarding.

4.1.3 Adaptivity

The presence of asymmetric traffic load means that nodes will experience the traffic in-

tensity differently. Therefore, an efficient use of the channel is important here. GMAC

increased channel utilization by allowing nodes to share idle reserved stages (i.e. owner not

using). GMAC adopts two approaches namely stage stealing, timeout-based reservation

termination and on-demand opportunistic stage.

Stage Stealing

In GMAC, the node which successfully reserved a stage with its parent during the reserva-

tion sub-frame is called the owner. Note that owner has the highest priority to transmit in

the reserved stage, follow by the non-owners. To allow non-owners to use an idle reserved

stage, these non-owners must check for any activity from the owner at the start of the stage

(in CW1). If there is no activity detected on the media, non-owners will enter a second

contention window (CW2) whereby they contend to transmit to the parent node.

Timeout-based Reservation Termination

Nodes compete during the reservation sub-frame to transmit a reservation request to the

parent. Once the sender receives an acknowledgement from the parent, it starts transmitting

data packet to the parent in the reserved stage during the Data sub-frame.

In GMAC, nodes do not need to explicitly terminate the reservation or specified the

duration of the reservation in the request. For the sender (owner), it maintains a counter
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to keep track of the number of idle transmission stage. If this counter exceeds a threshold

(idleTxSlotThreshold), it locally expired and remove the reservation. The counter is reset

(to zero) when a transmission occurred in the TX slot. The threshold has no impact on the

energy consumption since sender sleeps immediately in its reserved stage (TX slot) if it has

no data to transmit. Similarly, on the receiver, it tracks the number of idle RX slots during

its reserved stage with the child. If this counter exceeds a threshold (idleRxSlotThreshold),

it locally expired and remove the reservation. Similarly, the counter is reset when a packet

reception occurred in the RX slot. Since the receiver has to be awake during the RX slot of

the reserved stage, it consumes a small amount of energy waiting for data packet from the

child. Therefore, the threshold value can help to minimize this amount of idle listening on

the receiver.

On-demand Opportunistic Stage

In GMAC, sender can only be owner of a single stage. In cases where the sender requires

more stages in the current data sub-frame, it can indicate this demand using the more flag

during the transmission of the data frame. In Figure 4.5, node F requires more stages. After

transmitting the data frame in its reserved TX slot (i.e. stage1 - S1), it stays awake during

the SLEEP slot (instead of sleeping) in S1 to overhear from the parent on the outcome

of the demand. When receiver (node E) receives the data frame, it will be aware of the

demand for more stages from the sender. In order to inform the sender of the availability

of opportunistic stage in the current data sub-frame, the receiver when transmitting the data

frame downstream (to node D), can indicate the next available opportunistic stage (those not

reserved) for which it is willing to be awake in the current data sub-frame. In this example,



Chapter 4. Energy-Efficient Low-Latency Convergecast MAC Protocol 80

Figure 4.5: GMAC: Piggybacking Opportunistic Stage

Figure 4.6: GMAC: Broadcast Opportunistic Stage in ADV control message
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node E advertises stage 2. To support this, the data frame consists of two additional fields:

more flag and OppStage. In Figure 4.5, node E has a reserved stage with node D, therefore,

it can piggyback the oppStage information to node F. However, in cases (see Figure 4.6)

where node E does not have a reservation with its downstream parent, it broadcasts the

ADV message which contains the oppStage field. The size of ADV message is identical to

RREQ message.

Once the sender overhears its parent’s data transmission, it checks the OppStage field

and learns which stage it needs to be awake to opportunistically in S2 to transmit data

frame to the parent. Apart from the reserved stage (S1), the sender will wake up during

this opportunistic stage (S2) for data transmission. During the opportunistic stage, the

sender wakes up in the TX slot and transmits immediately. This procedure of requesting

an opportunistic stage repeats as long as there is a demand. Since opportunistic stages

advertised by the receiver are only valid for each data sub-frame, the sender must repeat the

procedure of requesting more stages for subsequent frames.

This approach is simple, effective and consumes little control overhead. Only a small

amount of overhearing energy is required on the sender, but this energy cost is offset by the

ability to improve channel utilization and also achieving low latency performance.

4.2 Simulation Evaluation

To evaluate our GMAC design, we evaluated it using version 2.29 of the ns-2 simulator.

We simulate the Two Ray Ground radio propagation model and a single omni-directional

antenna at each sensor node and a Two ray Ground radio propagation model in air. For
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Bandwidth 20 kbps Channel Encoding Ratio 2

Sleep Power 0.05 W RX Power 0.5 W

TX Range 250 m TX Power 0.5 W

Carrier-Sense Range 550 m Contention Window (CW) 64 ms

TX Power 0.5 W DIFS 10 ms

Idle Power 0.45 W SIFS 5 ms

CW1 8 CW2 16

idleRxSlotThreshold 10 idleTxSlotThreshold 5

Reservation slot time (Rslot) 16.60ms Reservation sub-frame 10 × Rslot

Table 4.1: Networking Parameters

Frame Size (bytes) Tx latency (msecs)

Reservation Request (RREQ) 10 11.0

Opportunity Advertisement (ADV) 10 11.0

DATA 50 43.0

Table 4.2: Transmission Duration Parameters

most of our experiments, we compare GMAC against RMAC. For all simulation results,

each average value is calculated from the results of 10 random runs.

Table 4.1 shows the key parameters we used in our simulations; these are the default

settings in the standard R-MAC simulation module distributed with the ns-2.29 package.

According to the ns2 documentation, the default 250m transmission range and the 550m

carrier sensing range are modeled after the 914MHz Lucent WaveLAN DSSS radio inter-

face, which is not typical for a sensor node. However, measurements have shown that sim-

ilar proportions of the carrier sensing range to the transmission range are also observed in



Chapter 4. Energy-Efficient Low-Latency Convergecast MAC Protocol 83

Stages Cycle time (ms) Sleep Time (ms) Listen Time (ms) Duty Cycle (%)

10 2190.00 1968.00 222.00 10.13

20 4158.00 3936.00 222.00 5.33

30 6126.00 5904.00 222.00 3.62

40 8094.00 7872.00 222.00 2.74

Table 4.3: GMAC Operation Parameters

Figure 4.7: Chain Topology

some state-of-art sensor nodes [5]. In the future, we will investigate the impact of smaller

carrier sensing range. In our simulations, traffic loads are generated by constant bit rate

(CBR) flows, and all data packets are 50 bytes in size. Intermediate relaying nodes do not

aggregate or compress data. We also assume that the application data processing at any

node can be finished within a SIFS period; thus, data processing introduces no extra de-

livery delays. The transmission latencies for different types of packets are shown in Table

4.2.

In our simulations, we assume all the nodes in the network have already been synchro-

nized to use a single wake-up and sleep schedule. There is no synchronization traffic during

our simulations, but nodes still wake up at the beginning of the SYNC period and listen to

the medium. Also, we do not include any routing traffic in the simulations, as we assume

the existence of a routing protocol deployed to provide the shortest path between any two

nodes.
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4.2.1 Chain Scenario

All nodes are equally spaced in a straight line, and neighboring nodes are placed 200 m

apart. One single CBR (constant bit rate) flow sends packets from the node 0 to the node n.

The length of the chains varies from 1 hop to 24 hops. The chain scenario helps us to study

the protocols for basic multi-hop delivery.

In this subsection, we evaluate the performance of end-to-end delivery latency, energy

consumption, throughput and active duty cycle. For GMAC, we simulate for 10, 20, 30

and 40 stages to study the impact of varying stages on the performance. The operation

parameters for these simulated stages are shown in Table 4.3.

For traffic load, we initiated a CBR flow generating a traffic load of 100 packets at

different packet arrival interval (1,5, 10, 15 and 50 seconds). Unlike RMAC [54] which

only evaluated its performance using low traffic load (rate of 1 packet every 50 seconds),

we compared GMAC with RMAC in both high and low traffic load conditions. We choose

to compare against RMAC due to its simplicity and performance improvement over S-MAC

[48] as described in their recent IEEE Infocom 2007 paper [54].

Latency Evaluation

Figure 4.8 shows the average packet delivery latency for chain scenario. The results pre-

sented in [54] was obtained for low traffic load (1 packet every 50 seconds). Even at low

load, the latency of RMAC is higher than GMAC as the hop count increases. RMAC per-

forms very badly at higher load when the source node is 4 hops away from the sink.

With 10 stages, GMAC delivers good latency performance under both low and high

traffic load. At 24 hops, the average latency is ≈ 5 seconds. With increased hop count,
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Latency (secs) Tcycle (secs) Latency
Tcycle

(cycles) Pathlength∗Tcycle

Latency (hops/cycle)

RMAC 17.4 4.465 3.90 6.16

GMAC (10 stages) 5.82 2.19 2.66 9.03

GMAC (20 stages) 10.49 4.16 2.56 9.52

Table 4.4: Number of forwarding per cycle (24 hops, 1 packet every 50 seconds

the rate of increased for the latency is slow. In GMAC, once a pipeline towards the sink

is established, nodes can forward packets along pipeline more quickly; thus reducing the

forwarding latency. The design of stages (with TX/RX/SLEEP slots) in the data sub-frame

which is dependent on the hop count information provides possibility for slot-reuse; thus

increased spatial reuse. Not shown in here, we also observed that with 20 stages, the end-

to-end packet delivery latency is slightly higher compared to 10 stages. We suspect this

increase is due to the possibility of the small reservation sub-frame which was fixed for all

simulations. Clearly, for more stages, we need larger reservation sub-frame to increase the

number of packet forwardings in an operational cycle.

Table 4.4 shows the number of hops per cycle for a 24-hops network. GMAC can deliver

packets on average over 9.03 and 9.52 hops for 10 stages and 20 stages respectively. This

demonstrated the capability of GMAC to deliver packets over more hops in an operational

cycle. The Table also shows GMAC outperforms RMAC for both 10 and 20 stages.

Energy Consumption Evaluation

In Figure 4.9, we observed that for GMAC, the average per-node energy consumption de-

creases with increased hop count. In GMAC, nodes are only active during their reserved

stage; and sleep otherwise. The performance difference (not shown here) between 10 and
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Figure 4.8: Chain Scenario: Multi-hop Forwarding Latency
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Figure 4.9: Chain Scenario: Average Per-node Energy Consumption

20 stages however is not significant. From earlier results on latency performance, this sug-

gests that operating with 10 stages is sufficient enough to achieve good performance for

both latency and energy consumption. While the difference between GMAC and RMAC is

less significant, RMAC tends to consume more energy with longer paths.

Throughput Evaluation

Figure 4.10 shows the throughput of GMAC under varying traffic load over time. Note that

data transmission starts after 600 seconds. For packet arrival interval of 1 second, GMAC

delivers almost ≈380 bytes/second, while RMAC delivers ≈50 bytes/second. This signif-
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Figure 4.10: Chain Scenario: Throughput

icant improvement is attributed to GMAC’s ability to provide collision-free transmission

with spatial reuse (slot reuse) as well as its pipeline transmission schedule. At low load,

GMAC performs similarly as RMAC, which demonstrates its ability to adapt to varying

traffic load, yet with meeting energy-efficiency.

Duty Cycle

Figure 4.11 shows the average per-node duty-cycle throughout the simulation. Not surpris-

ingly, GMAC with different number of stages pushes the duty-cycle from 10% to 3%. In

GMAC, we adopted a simple, low-overhead and timeout-based mechanism to expire active

reservation. On the receiver, when it detects that there were no packet reception activity

in the reserved stage (RX slot) for some threshold, it expires the reservation. Similarly,

the sender expires its reservation when it has no transmission activity in the reserved stage

(TX slot). In GMAC, the sender’s threshold (idleTxSlotThreshold) is smaller than the re-

ceiver’s threshold (idleRxSlotThreshold). For all simulations, idleRxSlotThreshold is fixed

at 10 while idleTxSlotThreshold is halved of idleRxSlotThreshold. The idea is let the sender

expires its reservation first to avoid transmitting later to the receiver if the receiver expires
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Figure 4.11: Chain Scenario: Traffic-adaptive duty-cycling
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first. While the idea is simple and effective (from the Figure), the goal is achieved at the

expense on the receiver (incurred idle listening cost in unused reserved stage). However,

this idle listening cost is offset by potential non-owners attempting to exploit idle reserved

stages.

Effects of Group/Stage Size

Figure 4.12 and 4.13 show the effects of varying number of groups (or numCycles) and

stages on the end-to-end packet latency and average energy consumption. At low-load

(Figure 4.12), there is little impact on both the packet latency and energy consumption.

On the other hand, at high-load (Figure 4.13), packet latency decreases with increase of

number of groups in a single operational cycle. In GMAC, nodes with more packets to

forward can opportunistically notify that parent node to wake up in subsequent group for

more reception. However, packet latency increases with fixed number of groups (10 groups

in this simulation) with varying number of stages per group. This is because even nodes

can opportunistically request for more subsequent groups from parent, it has to wait for the

current group to expire first. This delay is dependent on the number of stages per group,

thus as the number of stages per group increases, nodes eventually need to wait longer.

In the current design, each node can only reserve a single stage with its parent node. In

order to avoid such long waiting time, one quick solution is to allow nodes to contend for

multiple stages in a group. However, one problem will arise when the network is dense and

the number of competing nodes increases. Thus, by allowing nodes to own multiple stages,

it can potentially block other nodes from transmitting. Therefore, the choice of the number

of stages per group needs to take into account the density of the network.
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Figure 4.12: Chain Scenario: Effects of varying group/stage size under low-load
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Figure 4.13: Chain Scenario: Effects of varying group/stage size under high-load

4.2.2 Realistic Scenario

Figure 4.14 shows an example of a realistic scenario. The sensor network is composed of

200 sensor nodes and a sink node. The 200 sensor nodes are uniform randomly distributed

in a 2000 m by 2000 m square area, and the sink node is located at the top right corner

of the square. The maximum path length from a sensor to the sink is 15 hops, and most

of the sensor are about 7 to 13 hops away from the sink. All the traffic in the network is

from a sensor node to the sink. The traffic load in this scenario is generated as follows: at

a periodic interval, a random sensor node is selected to send 100 data packet (to the sink)

with packet interval of 10 seconds.

In Figure 4.15a, the average time for a packet to reach the sink node for RMAC and

GMAC is ≈ 550 seconds and 13.96 seconds respectively. Figure 4.15b shows the packet
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Figure 4.14: GMAC: Realistic 200 node topology
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Figure 4.15: Realistic Scenario

delivery performance. GMAC outperforms RMAC in packet delivery. However, GMAC

delivered only ≈ 80% of the total 1000 packets transmitted. On closer inspection, we

observed data packets collision in GMAC due to schedule conflict, especially in junction

nodes (e.g. node 74). We are currently investigating this problem. Figure 4.15 shows the

average per-node energy consumption. Again, GMAC is energy-efficient while delivering

good performance in terms of latency and packet delivery as compared to RMAC.
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4.3 Conclusion

This Chapter presents the design and simulation evaluation of a synchronized duty-cycle

MAC protocol called GMAC. GMAC has three important goals: Energy-efficiency, perfor-

mance and adaptivity. While operating at low duty cycle rate to conserve energy, GMAC

provides rapid path establishment mechanism to wake up multiple nodes along the path

towards the sink to establish a steady-state low-latency pipeline. The result is an increased

in the number of packet forwardings during an operational cycle; high throughput and low-

latency. To reduce energy cost resulting from transmission collisions and also to reduce

convergecast latency, GMAC adopted on-demand reservation-based TDMA approach to

provide collision-free and fast packet forwarding. Lastly, GMAC adapts to the presence of

asymmetric traffic load in the network by allowing non-owners to contend for an idle stage,

low-overhead timeout-based termination of reservation and on-demand opportunistic stage

during an operational cycle.



Chapter 5

Conclusion & Future Work

The focus of this thesis is on the design of MAC protocols for wireless networks with spe-

cific design goals - spatial reuse and energy-efficiency. First, to increase the capacity of

the wireless network, Chapter 3 discusses AMCM, a traffic-adaptive multi-channel MAC

protocol for wireless networks. AMCM attempts to increase the capacity by enabling mul-

tiple concurrent transmissions on orthogonal frequency channels using a single half-duplex

transceiver. AMCM provides fine-grain, asynchronous coordination among locally inter-

fering nodes for channel negotiation. Extensive simulation results have shown that AMCM

outperforms several multi-channel MAC protocol for both single- and multi-hop scenar-

ios. Second, this thesis proposed GMAC (Chapter 4), to achieve low-latency convergecast

and energy-efficiency. To reduce the idle listening and overhearing, GMAC adopts the

synchronized duty-cycled MAC protocol. GMAC adopts a TDMA-based approach with

route-aware scheduling where all transmissions from the child nodes towards their parent

nodes are scheduled based on their hop count towards the sink node. Our simulation fur-

ther demonstrate that it results in collision-free transmissions with this simple route-aware

time-slot scheduling. Initial simulations results have shown that GMAC achieve the design

goal and outperform an existing sensor MAC protocol (RMAC [54]) significantly.

93
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While the preliminary simulation results from the above protocols looked promising,

there are still work to be done. First, we need evaluate GMAC in a realistic large-scale

scenario to study the effect of varying path length, route changes and parameters for the

contention resolution on the performance of GMAC. Finally, implementing and evaluating

GMAC in a small testbed network of MICA2/MICAz motes running TinyOS will certainly

validate its design. Finally, even though, AMCM is designed for ad-hoc networks for high-

throughput, the fundamentals of the proposed channel negotiation mechanism can guide the

design of future energy-efficient multi-channel protocol for bandwidth-limited WSNs.
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