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SUMMARY 

Independent component analysis (ICA) has received increasing attention as a 

feature extraction technique for pattern classification. Some recent studies have 

shown that ICA and its variant called class-conditional ICA (CC-ICA) seem to be 

suitable for Bayesian classifiers, especially for naïve Bayes classifier. Nevertheless, 

there are still some limitations that may restrict the use of ICA/CC-ICA as a feature 

extraction method for naïve Bayes classifier in practice. This thesis focuses on several 

methodological and application issues in applying ICA to naïve Bayes classification 

for solving both single-label and multi-label problems.  

In this study, we first carry out a comparative study of principal component 

analysis (PCA), ICA and CC-ICA for naïve Bayes classifier. It is found that CC-ICA 

is often advantageous over PCA and ICA in improving the performance of naïve 

Bayes classifier. However, CC-ICA often requires more training data to ensure that 

there are enough training data for each class. In the case where the sample size is 

smaller than the number of features, e.g. in microarray data analysis, the direct 

application of CC-ICA may become infeasible. To address this limitation, we propose 

a sequential feature extraction approach for naïve Bayes classification of microarray 

data. This offers researchers or data analysts a novel method for classifying datasets 

with small sample size but extremely large attribute size.   

Despite the usefulness of the sequential feature extraction approach, the 

number of samples for some classes may be limited to just a few in microarray data 

analysis. The result is that CC-ICA cannot be used for these classes even if feature 
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selection has been done on the data. Therefore, we extend CC-ICA and present the 

partition-conditional independent component analysis (PC-ICA) for naïve Bayes 

classification of microarray data. As a feature extraction method, PC-ICA essentially 

represents a compromise between ICA and CC-ICA. It is particularly suitable for 

datasets which come with only few examples per class. 

The research work mentioned above only deals with single-label naïve Bayes 

classification. Since multi-label classification has received much attention in different 

application domains, we finally investigate the usefulness of ICA for multi-label naïve 

Bayes (MLNB) classification and present the ICA-MLNB scheme for solving multi-

label classification problems. This research does not only demonstrate the usefulness 

of ICA in improving MLNB but also enriches the application scope of the ICA feature 

extraction method.     

 

 



 

List of Tables 

vii 

 

LIST OF TABLES 

3.1 UCI datasets with their specific characteristics 

3.2 Experiment results of the UCI datasets 

4.1 Summary of five microarray datasets 

4.2 Classification accuracy rates (%) of three classification rules on five datasets 

5.1 Summary of two microarray datasets 

6.1 A simple multi-label classification problem 

6.2 Six binary classification problems obtained from label-based transformation 

6.3 Single-label problem through eliminating samples with more than one label 

6.4 Single-label problem through selecting one label for multi-label samples 

6.5 Single-label problem through creating new classes for multi-label samples 

 



 

List of Figures 

viii 

 

LIST OF FIGURES 

1.1 Structure of the thesis 

2.1 Flow chart of the direct ICA feature extraction method for classification 

2.2 Flow chart of the CC-ICA feature extraction method for classification 

3.1 Structure of naïve Bayes classifier 

3.2 Graphical illustration of PCA and ICA for naïve Bayes classifier 

3.3 Relationship between average accuracy rate and the number of features 

4.1 Boxplots of the holdout classification accuracy rates for Leukemia-ALLAML 

4.2 Boxplots of the holdout classification accuracy rates for Leukemia-MLL 

4.3 Boxplots of the holdout classification accuracy rates for Colon Tumor 

4.4 Boxplots of the holdout classification accuracy rates for Lung Cancer II 

5.1 Graphical illustration of the difference among PC-ICA, CC-ICA and ICA 

5.2 Boxplots of classification accuracy rates for ICA and PC-ICA based on 

Leukemia-MLL dataset when the number of genes selected (N) is changeable 

5.3 Boxplots of classification accuracy rates for ICA and PC-ICA based on Lung 

Cancer I dataset when the number of genes selected (N) is changeable 

6.1 The average Hamming loss for MLNB and ICA-MLNB classification of Yeast 

data when the number of features varies from 11 to 20 

6.2 Comparative boxplots of Hamming loss for MLNB and ICA-MLNB 

classification of Yeast data with various feature sizes 

6.3 The average Hamming loss for MLNB and ICA-MLNB classification of 

natural scene data when the number of features varies from 11 to 20 



 

List of Figures 

ix 

 

6.4 Comparative boxplots of Hamming loss for MLNB and ICA-MLNB 

classification of natural scene data with various feature sizes 



 

List of Notations 

x 

 

LIST OF NOTATIONS 

ANN  Artificial neural networks 

BN  Bayesian network 

BSS  Blind source separation 

CC-ICA Class-conditional independent component analysis 

ECG  Electrocardiogram 

EEG  Electroencephalography 

fMRI  Functional magnetic resonance imaging 

ICA  Independent component analysis 

ICAMM ICA mixture model 

KICA  Kernel independent component analysis 

KNN  K-nearest neighborhood 

KPCA  Kernel principal component analysis 

LDA  Linear discriminant analysis 

ML-KNN Multi-label K-nearest neighborhood 

MLNB  Multi-label naïve Bayes 

MRMR Minimum redundancy maximum relevance 

NB  Naïve Bayes 

PCA  Principal component analysis 

PC-ICA Partition-conditional independent component analysis 

TCA  Tree-dependent component analysis 

TICA  Topographic independent component analysis 

SVM  Support vector machines 



 

Chapter 1 Introduction 

1 

 

CHAPTER 1 INTRODUCTION 

Independent component analysis (ICA) is a useful feature extraction technique 

in pattern classification. This thesis contributes to the development of various ICA-

based feature extraction methods or schemes for the naïve Bayes model to classify 

different types of datasets. In this introductory chapter, we first provide the 

background and the motivation for this study, which is followed by a brief overview 

of ICA-based feature extraction methods. After that we outline the scope and 

objective of this study. Finally, we summarize the content and the structure.  

1.1 Background and motivation 

Pattern classification, which aims to classify data based on a priori knowledge 

or statistical information extracted from the patterns, is a fundamental problem in 

artificial intelligence. Nowadays, pattern classification is a very active area of 

research that draws the attention of researchers from different disciplines including 

engineering, computer science, statistics and even social sciences. Since better 

classification results can provide useful information for decision making, numerous 

studies have been devoted to improve the performance of pattern classification from 

different aspects.  

Intuitively, better classification results may be obtained from a set of 

representative features constructed from the knowledge of domain experts. When 

such expert knowledge is not available, general feature extraction techniques seem to 

be very useful. They helps to remove redundant or irrelevant information, discover the 
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underlying structure, facilitate the subsequent analysis, and improve classification 

performance. In the past several decades, machine learning researchers have 

developed a number of feature extraction methods, such as, principal component 

analysis (PCA), multifactor dimensionality reduction, partial least squares regression, 

and independent component analysis (ICA). Of the various feature extraction methods, 

independent component analysis (ICA) is recently found to be very useful and 

effective in helping to extract representative features in pattern classification.  

ICA is a relatively new statistical and computational technique for revealing 

the hidden factors that underlie a set of random variables. Although ICA was initially 

developed to solve the blind source separation (BSS) problem, previous studies have 

shown that ICA can serve as an effective feature extraction method for improving the 

classification performance in both supervised classification (Zhang et al., 1999; Kwak 

et al., 2001; Cao and Chong, 2002; Herrero et al., 2005; Chuang and Shih, 2006; 

Widodo et al., 2007; Yu and Chou, 2008) and unsupervised classification (Lee and 

Batzoglou, 2003; Kapoor et al., 2005; Kwak, 2008). It has also been found that ICA 

may help to improve the performance of various classifiers, such as support vector 

machines, artificial neural networks, decisions trees, hidden Markov models, and the 

naïve Bayes classifier (Sanchez-Poblador et al., 2004; Li et al., 2005; Melissant et al., 

2005; Yang et al., 2005).   

NB, also called simple Bayesian classifier, is a simple Bayesian network that 

assumes all features are conditionally independent given the class variable. Since no 

structure learning is required, it is very easy to construct and implement NB in 

practice. Despite its simplicity, the naïve Bayes has been found to be competitive with 
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other more advanced and sophisticated classifiers (Friedman et al., 1997). It is 

therefore not surprising that naïve Bayes classifier has gained great popularity in 

solving various classification problems. Nevertheless, the class-conditional 

independence assumption between features taken by naïve Bayes classifier is often 

violated in some real-world applications. Since ICA aims to transform the original 

features into new features that are statistically independent of each other as possible, 

the ICA transformation is likely to fit well the NB model and its independent 

assumption (Bressan and Vitria, 2002).  

Several earlier studies have been devoted to investigate the applicability of 

ICA as a feature extraction tool for the naïve Bayes classifier. It was found that ICA 

and its variants, such as class-conditional ICA (CC-ICA), are often capable of 

improving the classification performance of the NB model. Nevertheless, some 

limitations of CC-ICA may restrict the use of CC-ICA as a feature extraction tool to 

improve the performance of NB classifier in microarray data analysis. In this thesis, 

we propose several ICA-based feature extraction methods for addressing the 

limitations in applying ICA to naïve Bayes classification of microarray data. In 

addition, since most previous studies mainly focused on single-label classification 

problems, the question of how to adapt the ICA feature extraction method for multi-

label classification problems remains to be investigated. Therefore, we also 

investigate the use of ICA as a feature extraction method for multi-label naïve Bayes 

classification.   
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1.2 Overview of ICA-based feature extraction methods 

With the development of modern science and technology, large amounts of 

information can be obtained and recorded for a variety of problems. However, the 

existence of too much information may often reduce the effectiveness of data analysis. 

In pattern classification, it implies that the performance of a classifier adopted may 

worsen when too many features are used to train the classifier. This is due to the fact 

that some features are redundant for constructing the classifier. Therefore, many 

feature selection or feature extraction methods have been proposed to minimize the 

cons of the irrelevant or redundant features. Feature selection methods aim to select 

the most relevant features, while feature extraction methods attempt to transform 

features into a new (and may be reduced) set of more representative features. 

Several ICA-based methods have been proposed and used for feature 

extraction in pattern classification. The first one may be referred to as “the direct ICA 

feature extraction method”, in which ICA is directly used to transform original 

features into a new set of features for classification use. Since ICA assumes that the 

variables after the transformation are independent of each other, the features obtained 

from the direct ICA feature extraction method are as independent with each other as 

possible. As a result, the new features obtained seem to be more consistent with the 

assumption of the naïve Bayes classifier compared to the original features. Therefore, 

the classification performance of the naïve Bayes classifier could be improved using 

the ICA features (Zhang et al., 1999).  

Nevertheless, the strong independence assumption used in the ICA 

computation may not be appropriate for some real-world datasets. To overcome this 



 

Chapter 1 Introduction 

5 

 

limitation, Hyvarinen et al. (2001a) proposed topographic independent component 

analysis (TICA) by relaxing the strong independence assumption. TICA uses contrast 

functions including the higher-order correlations between the components to achieve 

the relaxation of the strong independence assumption. However, in practice the 

empirical contrast functions are difficult to construct.  

Though the strong independence assumption is inappropriate for some real-

world datasets, it may offer the advantages for some specific classifiers such as the 

NB model. Since the strong independence assumption of ICA makes the new features 

as independent as possible, the features obtained from ICA may be more consistent 

with the underlying assumption of naive Bayes classifier. Furthermore, Bressan and 

Vitria (2002) proposed the CC-ICA feature extraction method that applies ICA within 

each class, which can help to extract the representative features from the original 

features within each class. Their empirical studies showed that the CC-ICA feature 

extraction method may be more suitable than the direct ICA feature extraction method 

for the NB classifier.  

A limitation of the CC-ICA feature extraction method is that it requires more 

training data than the direct ICA feature extraction method in implementation. 

Usually, the number of samples should not be less than the number of features within 

each class for the CC-ICA feature extraction method, while for the direct ICA feature 

extraction method the number of samples for all the classes is required to be not less 

than the number of features. However, there may not be enough training data for some 

real-world applications such as microarray data analysis due to the very high data 

collection cost. Therefore, it is meaningful to extend CC-ICA and develop new ICA-
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based feature extraction method so that it is applicable to the case of small datasets. 

Since ICA-based feature extraction methods are mainly used for addressing single-

label classification problems, it would also be very useful to investigate the usefulness 

of ICA as a feature extraction method in solving multi-label classification problems. 

1.3 Research scope and objectives  

The main objective of this thesis is to address several methodological and 

application issues in applying ICA for feature extraction, which could be helpful to 

those who expect to use it to improve the performance of the naïve Bayes classifier in 

solving both single-label and multi-label classification problems. In many cases ICA 

can extract more useful information than principal component analysis (PCA) for the 

succeeding classifiers since ICA can make use of high-order statistics information. 

However, a feature extraction method cannot always perform better than others for all 

application domains and all classifiers. It is therefore meaningful to compare various 

feature extraction methods with respect to the classification performance of the 

succeeding classifier.  

Our comparative study found that CC-ICA is often advantageous over PCA 

and ICA in improving the performance of naïve Bayes classifier. However, the CC-

ICA requires more training data to ensure that there are enough training data for each 

class. In the case where the sample size is much less than the number of features, e.g. 

in microarray data analysis, the direct implementation of CC-ICA may become 

infeasible. Therefore, we propose a sequential feature extraction approach for naïve 

Bayes classification of microarray data. In the sequential feature extraction approach, 

stepwise regression is first applied for feature selection and CC-ICA is then used for 
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feature transformation. It is expected that the proposed approach could be adopted by 

researchers to solve such classification problems with small sample size but extremely 

large attribute size in different domains including microarray data analysis.   

For some microarray datasets, there may be only few samples for some classes 

so that CC-ICA cannot be applied after feature selection. Therefore, we extend CC-

ICA and propose partition-conditional independent component analysis (PC-ICA) for 

naïve Bayes classification of microarray data. In this research, we applied “minimum 

redundancy maximum relevance” (MRMR) principle based on mutual information to 

select informative features and applied PC-ICA for feature transformation for each 

partition. Compared to ICA and CC-ICA, PC-ICA represents an in-between concept. 

If each class has enough samples to do ICA, there is no need to combine the samples 

into partitions and PC-ICA will become CC-ICA. If all the classes are grouped into 

one partition, CC-ICA will collapse to ICA. PC-ICA could make full use of samples 

in the partitions including several classes to improve the performance of naïve Bayes 

classifier. It is expected that PC-ICA could help to solve the multi-class problems 

even if the number of training examples is small.  

For multi-label classification problems, feature extraction is also essential for 

improving classification performance. Based on the experience of ICA for single-

label problems, ICA transformation could make the features more appropriate for 

multi-label naïve Bayes classification. However, none of the previous studies dealt 

with the use of ICA as a feature method for multi-label naïve Bayes (MLNB) 

classifier. Therefore, we propose the ICA-MLNB scheme for solving multi-label 

classification problems. It is expected that ICA-MLNB could not only expand the 
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application of ICA in pattern classification but also be adopted by researchers who are 

interested in applying naïve Bayes to solve multi-label problems.     

1.4 Contributions of this thesis 

The main contributions of the work presented in this thesis can be summarized 

from the point of view of methodological and application as follows.  

In terms of methodology, we have proposed a new sequential feature 

extraction method for naïve Bayes classification of microarray data. This method 

reduces the number of features by the stepwise regression and transforms the features 

to a small set of independent features. Despite the simplicity of the proposed method, 

our experimental results showed that it can improve the performance of the classifier 

significantly. In addition, we proposed PC-ICA for solving multi-class problems. 

Instead of applying ICA within each class in CC-ICA, PC-ICA uses ICA to do feature 

extraction within each partition which may consist of several small-size classes. 

Experimental results on several microarray datasets have shown that PC-ICA usually 

leads to better performance than ICA for naïve Bayes classification of microarray data.  

In terms of application, we first compared the ICA, PCA and CC-ICA feature 

extraction methods for the NB classifier. It is found that all the three methods keep 

improving the performance of the naïve Bayes classifier with the increase of the 

number of attributes. Although CC-ICA has been found to be superior to PCA and 

ICA in most cases, it may not be suitable for the case where the sample size of each 

class is not sufficiently large. This is the motivation of the sequential feature 

extraction method and PC-ICA presented in this thesis. Since none of the previous 
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studies dealt with the use of ICA for multi-label naïve Bayes classification, we 

investigate the usefulness of ICA as a feature extraction method for multi-label naïve 

Bayes classifier and propose the ICA-MLNB scheme for solving multi-label 

classification problems. Our experimental results demonstrate the effectiveness of the 

scheme in improving the performance of multi-label naïve Bayes classification. 

1.5 Organization of the thesis 

This thesis focuses on the study of ICA-based feature extraction methods for 

the naïve Bayes classifier in solving single and multi -label classification problems. It 

consists of seven chapters. Figure 1.1 shows the main content of each chapter and the 

relationships among different chapters.  

Chapter 2 reviews the use of ICA as a feature extraction tool in pattern 

classification. Different ICA feature extraction methods and their applications are 

summarized and examined. Compared with other feature extraction methods, the 

superiority of ICA based feature extraction methods lies in their ability of utilizing 

high-order statistics and their suitability for the non-Gaussian case. Our literature 

review also found that ICA is particularly suitable for the naïve Bayes classifier but 

there are still several limitations worth further investigating. 

In Chapter 3, we first introduce the naïve Bayes model and three feature 

extraction methods, namely PCA, ICA and CC-ICA. Then we empirically compare 

them for the naïve Bayes classifier with regards to the classification performance. Our 

experimental results have shown that all three methods can improve the performance 

of the naïve Bayes classifier. In general, CC-ICA outperforms PCA and ICA in terms 
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of the classification accuracy. However, CC-ICA requires more training data to 

ensure that there are enough training data for each class.  

Chapter 4 presents a sequential feature extraction approach for naïve Bayes 

classification of microarray data. The proposed feature extraction approach starts 

from gene selection by stepwise regression, which is a simple but effective dimension 

reduction technique following the MRMR principle. The data on the genes selected 

are then transformed by CC-ICA, which makes the new features after transformation 

become as independent as possible. In Chapter 5, we extend CC-ICA and propose PC-

ICA for naïve Bayes classification of microarray data. CC-ICA applies ICA for each 

class, while PC-ICA uses ICA to do feature extraction within each partition consisting 

of several small-size classes. As such, it represents a compromise between ICA and 

CC-ICA. The effectiveness of PC-ICA has been demonstrated by our experimental 

studies on several microarray datasets. 

While Chapters 4 and 5 deal with single-label classification problems, Chapter 

6 is mainly concerned with the use of ICA in multi-label naïve Bayes classification 

problems. In Chapter 6, we apply ICA to multi-label naïve Bayes and propose the 

ICA-MLNB scheme for multi-label classification. The results obtained from our 

experimental studies have shown the effectiveness of the ICA-MLNB scheme and 

also demonstrate the usefulness of ICA as a feature extraction method in solving 

multi-label classification problems.  

Chapter 7 gives the conclusion of this thesis as well as some potential future 

research topics. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 Introduction 

Pattern classification problems are usually very complex and cannot be well 

solved by only one procedure (Jain et al., 2000). For the purpose of reducing 

computational costs and improving classification performance, certain preprocessing 

procedure is often adopted to select the most informative features or to appropriately 

transform the original data into a new set of data. The preprocessing procedure is 

often termed as feature selection or feature extraction. Previous researchers have 

proposed a number of feature extraction methods for improving the performance of 

classification. Among the various feature extraction methods, ICA has received 

increasing attention due to its usefulness in helping extract representative features for 

classification. 

As mentioned in Chapter 1, ICA is a relatively new statistical technique for 

finding hidden factors or components to give a novel representation of multivariate 

data. It was originally proposed by Jutten and Herault (1991) for solving the blind 

source separation (BSS) problems. In this application, ICA can help to find the 

underlying independent components, which may provide valuable information for 

data analysis. As a feature extraction technique, ICA may be viewed as a 

generalization of PCA. PCA tries to find uncorrelated variables to represent the 

original multivariate data, whereas ICA attempts to obtain statistically independent 

variables to represent the original multivariate data, especially in the case of non-

Gaussian distribution. 
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Theoretically, ICA is a computational algorithm to search for a linear 

transformation that minimizes the statistical dependence between the components of a 

multivariate variable. Many important theoretical landmarks in ICA, e.g. Common 

(1994), Bell and Sejnowski (1995), Amari et al. (1996), Cardoso and Laheld (1996), 

and Hyvarinen and Oja (1997), were established in the 1990s. Since then, ICA has 

gained more and more popularity in a wide spectrum of areas, e.g. biomedical signal 

processing, image recognition, fault diagnosis, data mining and financial time series 

analysis. In most of the previous studies, ICA was taken as an effective preprocessing 

procedure for further data analysis. It is therefore not surprising that ICA has also 

received much attention in pattern classification as a feature extraction method.  

This chapter provides a review of the most commonly used ICA-based feature 

extraction methods for pattern classification. The basic ICA model is first briefly 

introduced in Section 2.2. Section 2.3 presents the direct ICA feature extraction 

method with more emphases on supervised classification, which is followed by 

several other ICA-based feature extraction methods presented in Sections 2.4 and 2.5. 

Section 2.6 summarizes the concluding comments. 

2.2 Basic ICA model  

ICA was originally developed to deal with BSS problems which are closely 

related to the classical cocktail-party problem. Assume that there are three 

microphones used to record time signals in different locations in one room. The 

amplitudes of the three signals are respectively denoted as ( ) ( )txtx 21 ,  and )(3 tx , 

where t is the time index. Further assume that each signal is a weighted sum of three 
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different source sound signals which are respectively denoted as ( ) ( )tsts 21 ,  and )(3 ts . 

The relationship between the three source sound signals and the three microphones’ 

sound signals may be described as 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )tsatsatsatx

tsatsatsatx

tsatsatsatx

3332321313

3232221212

3132121111

++=

++=

++=

              (2.1) 

where ija ( 3,2,1, =ji ) represent the unknown weights that reflect the distances of the 

microphones from the sound sources. The problem is to separate the three 

independent sound sources only based on the three microphones’ records. 

The simple BSS problem with three sources can be generalized to the case of n 

sources. Suppose that there are n observed random variables nxxx ,,, 21 L , which are 

modeled as the linear combinations of n random source variables nsss ,,, 21 L . 

Mathematically, it can be expressed as  

  niniii sasasax +++= L2211 ,     ni ,,2,1 L=            (2.2) 

where ija ( nji ,,2,1, L= ) represents the mixing coefficients, and is ( ni ,,2,1 L= ) are 

assumed to be mutually statistically independents.  

Equation (2.2) can also be represented in the vector-matrix form as follows: 

sx A=                (2.3) 
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where x  is the random column vector with elements nxxx ,,, 21 L , s  is the random 

column vector with elements nsss ,,, 21 L , and A  is the mixing matrix with elements 

ija .  

In ICA, Eq. (2.3) is often re-written as 

xy W=         (2.4)  

where 1−= AW  is the demixing matrix and T

nyyyy ],,,[ 21 L=  denotes the 

independent components.  The task is to estimate the demixing matrix and 

independent components only based on the mixed observations, which can be done by 

various ICA algorithms built upon a certain principle.  

There are various principles to solve the ICA model, such as maximum 

likelihood, nongaussianity maximization, and mutual information minimization. In 

computation, each of the principles generates a specific objective function and its 

optimization will enable the ICA estimation. Various optimization algorithms may be 

applied to solve the optimization problems and obtain the independent components.  

2.3 Direct ICA feature extraction method 

In pattern classification, principal component analysis (PCA) and linear 

discriminant analysis (LDA) are two popular feature extraction methods. Like PCA 

and LDA, ICA can also be directly used for feature extraction. Given the variables 

nxxx ,,, 21 L , the underlying independent variables )(,,, 21 nmsss m ≤L  and the 

demixing matrix W can be obtained by different ICA algorithms. Then the 
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independent variables )(,,, 21 nmsss m ≤L  obtained can be directly used to train the 

classifier. Meanwhile, the demixing matrix W  can be directly applied to transform 

the test data for classification. Since this method involves the direct application of 

ICA, we here refer to it as “the direct ICA feature extraction method”. Figure 2.1 

shows the flow chart of the direct ICA feature extraction method for pattern 

classification. 

As shown in Fig. 2.1, to construct an appropriate classifier we usually need to 

first split the dataset available into training and test datasets. The datasets are 

preprocessed by certain feature selection procedures. For the training dataset after 

feature transformation, ICA is used to do the feature extraction and obtain the 

demixing matrix W , which can then be used to do feature transformation for the test 

data after feature selection. Meanwhile, the training and test datasets after ICA-based 

feature extraction can be used to construct an appropriate classifier by learning its 

parameters and examining its classification performance. In pattern classification, the 

direct ICA feature extraction method has been widely adopted in both supervised 

classification and unsupervised classification. In the following, we shall first give a 

review of some relevant studies divided into supervised and unsupervised 

classifications, where there are more studies in the supervised classification group. 

Then we briefly discuss the issue of classifier selection as the direct ICA feature 

extraction method may be integrated with various classifiers. 
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Fig. 2.1. Flow chart of the direct ICA feature extraction method for classification 

2.3.1 Supervised classification 

Supervised classification refers to the type of classification in which the label 

for each sample is known in advance. In the training process, a classifier is 

constructed from the features and labels of sample data, in which the direct ICA 

feature extraction method plays a major role. In the test process, the label for a new 

given sample will be predicted by the classifier obtained. Application areas of the 

supervised classification based on the direct ICA feature extraction method include 

face recognition, signal analysis, image analysis, text categorization, etc.  

(1) Face recognition 

Face recognition is a major application area in which the direct ICA feature 

extraction method has gained in popularity. In this application, the earliest study could 
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be attributed to Bartlett and Sejnowski (1997) who proposed an ICA representation of 

face images and compared it with the PCA representation of the same face images. 

Their study showed that ICA provides a better representation than PCA because in the 

latter only the second-order statistics are decorrelated. Guan and Szu (1999) compared 

the direct ICA and PCA feature extraction methods for the nearest neighbor classifier 

for face recognition. Their study found that ICA outperforms PCA when one training 

image per person is used. It indicates that the direct ICA feature extraction method 

may be a better alternative when only few training samples are available. Also using 

the nearest neighbor classifier, Donato et al. (1999) showed that ICA representation 

performed as well as the Gabor representation and better than PCA representation, 

which are popular representation methods in classifying facial actions.  

Kim et al. (2004) proposed an ICA based face recognition scheme, which was 

found to be robust to the illumination and pose variations. An interesting finding by 

Kim et al. (2004) is that in the residual face space ICA provides a more efficient 

encoding in terms of redundancy reduction than PCA.  

In face recognition, the algorithms based only on the visual spectrum are not 

robust enough to be used in uncontrolled environments. Motivated by this question, 

Chen et al. (2007) proposed to fuse information from visual spectrum and infrared 

imagery to achieve better results. Their scheme also employs ICA as a feature 

extraction method for the support vector machine (SVM) classifier. Their 

experimental results show that the scheme improves recognition performance 

substantially.  
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Based on an application of the direct ICA feature extraction method to Yale 

Face Databases and AT&T Face Databases, Kwak et al. (2002) found that ICA 

transformation can make new features as independent with each other as possible. 

Similar to earlier studies, the study by Kwak et al. (2002) also showed that ICA 

outperforms PCA and LDA as feature extraction method for face recognition. 

Subsequently, Kwak and Choi (2003) further extended the work by Kwak et al. (2002) 

by developing a stability condition for the earlier study. The two earlier studies 

mentioned above focused on the two-class face recognition problems. More recently, 

Kwak (2008) extended the use of the direct ICA feature extraction method to the case 

of multi-class face recognition using the nearest neighborhood classifier. The 

experimental results for several face databases demonstrated the usefulness of the 

direct ICA feature extraction method in solving multi-class face recognition problems.  

(2) Signal analysis 

Signal analysis is also a major application area where the direct ICA feature 

extraction method has been widely used. Applications of the direct ICA feature 

extraction method to signal analysis include data analysis of functional magnetic 

resonance imaging (fMRI), electroencephalography (EEG), and electrocardiogram 

(ECG). Previous studies have shown that the direct ICA feature extraction method can 

help to extract task-related components and reduce the noise of signals effectively 

(Stone, 2004).  

Laubach et al. (1999) compared PCA and ICA for quantifying neuronal 

ensemble interactions, and found that ICA performs better than PCA in terms of the 

classification performance. The study by Hoya et al. (2003) attempted to classify the 
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EEG signals of letter imagery tasks by combining ICA and probabilistic neural 

network. It was found that the inclusion of ICA in the classifier led to an improvement 

of classification accuracy rate by around 17-30%. Melissant et al. (2005) studied the 

EEG measurements for detecting Alzheimer’s disease, and found that the 

classification results for the group with severe Alzheimer’s disease using ICA are 

comparable to the best classification results in the literature. In addition, the direct 

ICA feature extraction method has also been applied to the discrimination of mental 

tasks for EEG-based brain computer interface systems. It was found that ICA 

integrated with the SVM classifier may produce good classification performance, 

which could be attributed to the fact that the temporal information from a window of 

data is effectively extracted by ICA. 

The direct ICA feature extraction method has also been applied to heartbeat 

classification. Herrero et al. (2005) used ICA and machining pursuits to do feature 

extraction for heartbeat classification. Their conclusion is that ICA could improve the 

system’s ability of discriminating various beat signals, which is particularly useful in 

clinical use. More recently, Yu and Chou (2008) proposed to integrate ICA and neural 

networks for ECG beat classification. Their experimental results showed that the 

scheme of integrating ICA and neural networks is of great potential in the computer-

aided diagnosis of heart diseases based on ECG signals.    

(3) Image analysis 

Image analysis usually requires effective feature extraction through various 

feature extraction methods such as ICA. Hoyer and Hyvarinen (2000) investigated the 

use of ICA in decomposing natural color and stereo images. They found that the 
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features extracted by ICA could be directly used for pattern recognition of color or 

stereo data. Karvonen and Simila (2001) also found that the ICA representation of 

data is useful to improve the classification performance in sea ice Synthetic aperture 

radar (SAR) image analysis. Fortuna et al. (2002) showed that ICA performs better 

than PCA as a feature extraction method in object recognition under varying 

illumination.  

Leo and Distante (2003) proposed a comparative study of wavelet and ICA for 

automatic ball recognition using the back propagation neural network. Borgne et al. 

(2004) applied ICA to extract features from natural images, and use the new features 

for a K-nearest neighborhood (KNN) classification paradigm. Their experimental 

results demonstrated the effectiveness of the direct ICA feature extraction method in 

classifying natural images. Based on a large set of consumer photographs, the Fourier-

transformed images, Boutell and Luo (2005) applied the direct ICA feature extraction 

method to derive their sparse representations for classification. The empirical analysis 

results showed the superiority of ICA over PCA as a feature extraction technique. 

In addition to the traditional ICA model, other types of ICA models have also 

been directly used for feature extraction in image analysis. For instance, Cheng et al. 

(2004) showed the effectiveness of kernel independent component analysis (KICA) 

for texture feature extraction. The study by Luo and Boutell (2005) used 

overcomplete ICA for the heuristic and support vector machine classification of 

Fourier-transformed images and demonstrated its effectiveness as a feature extraction 

method. 
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(4) UCI machine learning repository  

 Some researchers have also applied the direct ICA feature extraction method 

to analyze the data from the UCI machine learning repository. Kwak et al. (2001) 

added class information to the Wisconsin Breast Cancer Diagnosis and Chess End-

Game datasets, which plays an important role in extracting useful features for 

classification. Experimental results showed that the features extracted by ICA are 

more useful than the original features in classification.  

Using the nine continuous datasets from the UCI machine learning repository, 

Prasad et al. (2004) evaluated the integration of the direct ICA feature extraction 

method with naïve Bayes, instance based learning and decision trees. Their 

experimental results showed that naïve Bayes classifier outperforms other classifiers 

for five of the nine datasets. For the remaining four datasets, naïve Bayes classifier is 

comparable with other classifiers. It could be attributed to the fact that the naïve 

Bayes classifier is known to be optimal when attributes are independent with each 

other given the class. Based on another nine datasets from the UCI machine learning 

repository, Sanchez-Poblador et al. (2004) examined the applicability of ICA as a 

feature extraction technique for decision trees and multilayer perceptrons. It was 

found that for some datasets the direct ICA feature extraction would benefit the 

classification, while for others the benefit was minor. The conclusion was that the use 

of ICA as a preprocessing technique may improve the classification performance 

when the feature space has a certain structure. 
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(5) Microarray data analysis 

Accurate classification of microarray data is very important for successful 

diagnosis and treatment of diseases such as cancer. Recently, some researchers have 

also applied the direct ICA feature extraction method to help improve the 

classification performance of microarray data analysis. For instance, Zheng et al. 

(2006) combined ICA with the sequential floating forward technique to do feature 

extraction for classifying the DNA microarray data. Their study showed the 

effectiveness of the direct ICA feature extraction method in classifying microarray 

data. More recently, Liu et al. (2009a,b) developed a genetic algorithm/ICA based 

ensemble learning system to help improve the performance of microarray data 

classification. Their experimental results further demonstrated the usefulness of the 

direct ICA feature extraction method in microarray data analysis. 

(6) Miscellaneous  

In addition to the application areas described above, the direct ICA feature 

extraction method has also been used to help solve the classification problems in other 

application areas. Here we shall only give two examples on the use of ICA in text 

categorization and fault diagnosis. 

Text categorization is based on statistical representations of documents that 

usually consist of a huge dimension. It is necessary to find an effective dimension 

reduction for a better representation of word histograms. In this application context, 

Kolenda et al. (2002) applied the direct ICA feature extraction method and found that 

the ICA representation is better than PCA representation in explaining the group 
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structure. The study by Widodo et al. (2007) integrated ICA and SVM for intelligent 

faults diagnosis of induction motors, which showed the advantage of ICA over PCA 

as a feature extraction technique. 

2.3.2 Unsupervised classification  

In contrast to supervised classification, unsupervised classification does not 

require user to input sample classes in performing classification. It uses certain 

techniques to determine which features are related with each other and which samples 

can be grouped into a class. In classification process, the user can specify the desired 

number of output classes. The applicability of the direct ICA feature extraction 

method in unsupervised classification has also been widely explored. Lee et al. (2000) 

proposed the ICA mixture model (ICAMM) for unsupervised classification of non-

Gaussian classes. Its classification performance was found to be comparable to or 

advantageous over those obtained by AutoClass that uses a Gaussian mixture model.  

The ICAMM has been used for unsupervised image classification, 

segmentation, and enhancement (Lee and Lewicki, 2002). Several other researchers, 

including Hashimoto (2002) and Shah et al. (2002, 2003, 2004), also applied the 

ICAMM to solve other image classification problems using different algorithms. 

These earlier studies showed that in image analysis the unsupervised classification 

based on ICAMM could produce higher accuracy than the K-means algorithm, which 

illustrates the benefits of employing higher order statistics in classification.  

In Bae et al. (2000), the ICAMM has also been applied for blind signal 

separation in teleconferencing. The authors found that ICAMM could learn well the 
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unmixing matrices given the number of classes. However, if no optimal number of 

classes were given, ICAMM would likely result in a local optimum in most cases.  

Therefore, Oliveira and Romero (2004) proposed the Enhanced ICAMM to modify 

the learning algorithm based on a gradient optimization technique. This new model 

improves the performance of the original ICAMM to some degree. In future, other 

estimation principles and algorithms are expected to be explored in order to further 

improve the classification performance of ICAMM.  

Unsupervised classification has also been used in microarray data analysis. An 

example is the study by Lee and Batzoglou (2003), which applied linear and nonlinear 

ICA to project microarray data into statistically independent components that 

correspond to putative biological processes. Then the genes can be grouped into 

clusters based on the independent components obtained. It has been found that ICA 

outperformed methods such as PCA, K-means clustering and the Plaid model, in 

constructing functionally coherent clusters on microarray datasets. Szu (2002) 

proposed a spectral ICA-based unsupervised classification algorithm for space-variant 

imaging for breast cancer detections, which may offer an unbiased, more sensitive, 

accurate, and generally more effective way to track the development of breast cancer. 

Suri (2003) also compared ICA and PCA for detecting coregulated gene groups in 

microarray data, and found that ICA may be more useful than PCA in finding 

coregulated gene groups.  
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2.3.3 Comparisons between various feature extraction methods and 

classifiers 

In pattern classification, there are many other feature extraction methods for 

use in addition to ICA. Some researchers have therefore conducted studies on 

comparing the direct ICA feature extraction method with other feature extraction 

methods such as PCA. For example, Cao and Chong (2002) compared PCA, Kernel 

PCA (KPCA) and ICA for SVM classification. They found that SVM integrated with 

PCA, KPCA or ICA performs better than that without any feature extraction methods 

in terms of classification accuracy. Furthermore, the KPCA and ICA feature 

extraction methods seem to be more suitable than PCA for the SVM classifier. Deniz 

et al. (2003) conducted a comparison of classification performance between PCA and 

ICA for SVM in face recognition. Their experiment results showed that PCA and ICA 

are comparable, which may be due to the fact that the SVM classifier is insensitive to 

the representation space. 

 As the training time for ICA was more than that for PCA, Deniz et al. (2003) 

suggested the use of PCA feature extraction method if the SVM classifier is adopted. 

Fortuna and Capson (2004) also compared the PCA and ICA feature extraction 

methods for face recognition based on SVM. Different from the study by Deniz et al. 

(2003), Fortuna and Capson (2004) drew the conclusion that ICA outperformed PCA 

in its generalization ability by improving the margin and reducing the number of 

support vectors.  Yang et al. (2005) used the SAR image data to compare PCA and 

ICA feature extraction methods for KNN and SVM classifiers. Their conclusion is 

that PCA and ICA are comparable with each other.  
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Since the direct ICA feature extraction method may be integrated with various 

classifiers, it is meaningful to compare the performance of various classifiers with the 

direct ICA feature extraction method. Jain and Huang (2004a) integrated ICA and 

LDA for gender classification of face recognition. Their study showed a significant 

improvement in gender classification accuracy rate after the direct ICA feature 

extraction method is used. Furthermore, Jain & Huang (2004b) applied ICA 

representation of facial images to nearest neighbor classifier, LDA and SVM for 

gender identification. The experimental results showed that SVM with ICA may have 

better classification performance than the other two. Kocsor and Toth (2004) 

compared the performance of artificial neural networks (ANN), SVM and Gaussian 

mixture modeling (GMM) with feature extraction methods such as PCA, ICA, LDA 

and springy discriminant analysis (SDA) for phoneme classification. Their 

experimental results showed that SVM integrated with ICA has better classification 

performance than other schemes. 

Gilmore et al. (2004) applied ICA for image feature extraction and compared 

the performance of vector quantization, neural network and Fisher classifier. 

Although the performance of all the three classifiers has been improved by ICA, the 

Fisher classifier seems to have the best classification performance among the three 

classifiers. Prasad et al. (2004) tested the performance of naïve Bayes, C4.5 and 

Seeded K-means integrated with ICA through the classification of Emphysema in 

High Resolution Computer Tomography (HRCT) images. It is found that naïve Bayes 

in the ICA space achieved the best classification performance. This is not surprising 

as the independence assumption between attributes in ICA space is consistent with the 

underlying assumption of naïve Bayes.  
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Based on the previous studies such as those described above, we may draw a 

conclusion that the direct ICA feature extraction method often performs better than 

other methods such as PCA in improving classification performance. Although the 

SVM classifier integrated with ICA was found to achieve better classification 

performance in many cases, none of the classifiers always dominates others. In some 

cases, some simple classifiers are competitive with more complicated ones. In 

practice, the choice between various classifiers should be made with factors such as 

“ease of use” and “accuracy” in mind. 

2.4 Class-conditional ICA feature extraction method 

The class-conditional ICA (CC-ICA), proposed by Bressan and Vitria (2001, 

2002), is a preprocessing procedure for naïve Bayes classifier. Its idea is to extract the 

representative features from the original features within each class in the training data. 

At the same time, a demixing matrix iW  for each class can be estimated. Given a test 

instance, the representative features can be transformed by the corresponding 

demixing matrix for each class. The instance is then classified as the class with the 

highest posterior probability according to the naïve Bayes classifier. The process can 

be described as Fig. 2.2.  
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Fig. 2.2. Flow chart of the CC-ICA feature extraction method for classification 

The idea similar to that of CC-ICA has also been adopted by several earlier 

studies. Govindan et al. (1998) proposed applying ICA to ECG classification during 

atrial fibrillation. Four ICA networks were trained and each of them was constructed 

for one class of data. Then the feature vectors generated from the training data for 

each class were used to train a multiple layer perceptron. It was found that the use of 

ICA resulted in a significant reduction in the correlation. More recently, Kotani and 

Ozawa (2005) applied the ICA feature extraction method to the two cases, namely 

hand-written digits in the MNIST database and acoustic diagnosis for a compressor. 

During the process ICA is performed within each category. The experimental results 

showed that doing ICA within each category can extract more useful features for 

classification. Also, the components from ICA seem to be better than the components 

from PCA in terms of the recognition accuracy. 
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From the methodological point of view, the CC-ICA feature extraction method 

seems to be more reasonable than PCA and ICA for naïve Bayes classifier (Bressan 

and Vitria, 2002; Vitria et al., 2007). An underlying assumption of naïve Bayes 

classifier is that the features are independent with each other given the class label, 

while CC-ICA makes each feature as independent as possible for each class. It has 

been found that naïve Bayes classifier integrated with CC-ICA often outperforms 

naïve Bayes classifier with PCA/ICA (Fan and Poh, 2007). However, in some cases 

such as microarray data analysis where the sample size for each class is very small, 

the direct use of CC-ICA may not be feasible. 

2.5 Methods for relaxing the strong independence assumption 

A limitation of the ordinary ICA is its strong independence assumption, which 

is difficult to be satisfied by real-world data. To capture the dependence between the 

components, Hyvarinen et al. (2001a) proposed topographic independent component 

analysis (TICA) to find the higher-order correlation for the components by the 

correlation of energies. The correlation of energies is defined as 

( ) 0}{}{}{,cov 222222 ≠−= jijiji sEsEssEss             (2.5) 

if is and js are close in the topography. In the TICA model all is  are independent with 

each other given their variances, which weaken the assumption of ICA.  

Bach and Jordan (2002) proposed the tree-dependent component analysis 

(TCA), which is essentially a generalization of ICA by using tree-structured graphical 

model to weaken the independence assumption in ICA. In TCA, the topology of the 
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tree T is not fixed in advance. The linear transform matrix W  can be found by 

minimizing the following contrast function with respect to W  and T  :   

 ( )
( )
∑

∈

−=
Tvu

vum ssIssIxJ
,

1 ,),,(),,( LTW               (2.6) 

wher I  represents the mutual information function. Equation (2.6) is a theoretical 

contrast function for TCA. To apply it to real cases, Bach and Jordan (2002) proposed 

three empirical contrast functions. When one of the two variables W  and T  is fixed, 

the minimization of contrast functions can be solved with respect to another variable. 

The model can find the tree-structured dependencies among multiple time series 

(Bach and Jordan, 2003a).  

In their another study, Bach and Jordan (2003b) extended TCA by allowing 

the tree to be a forest, which can help to find “clusters” of components. It will let 

components be dependent within a cluster and independent between clusters. More 

recently, Kim and Choi (2006) applied TCA to gene clustering. Empirical 

comparisons of TCA with PCA and ICA show that the TCA-based clustering is more 

useful for grouping genes into biologically relevant clusters and for finding the 

underlying biological processes. 

TICA and TCA have been compared by Meyer-Base et al. (2005) for the 

statistical analysis of fMRI data. It was found that both of them are able to identify 

signal components with high correlation to the fMRI stimulus and cluster the 

dependent components. Nevertheless, the complexity of TICA and TCA restricted 

their applications in practice. 
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2.6 Concluding comments 

In this chapter, we provide a review of the use of ICA as a feature extraction 

technique in pattern classification. Different ICA-based feature extraction methods 

together with their applications are briefly summarized and assessed. Compared with 

other feature extraction methods for classification, the superiority of ICA lies in its 

ability in utilizing high-order statistics and its suitability for the non-Gaussian case. 

As a result, it has received increasing attention in different application areas. 

Within the family of ICA-based feature extraction methods, it has been found 

that the direct ICA feature extraction received much attention because of its simplicity 

and effectiveness. Among the bulk of its applications, most previous studies are 

relevant to supervised classification. Although the direct ICA feature extraction 

method was adopted in many previous studies, the CC-ICA feature extraction method 

seems to have some theoretical strength when naïve Bayes classifier is used.  It is 

therefore meaningful to carry out a comparative study among the three feature 

extraction methods, such as PCA, the direct ICA feature extraction method and the 

CC-ICA feature extraction method, for naïve Bayes classifier, which is the objective 

of Chapter 3. 

Despite the strength of CC-ICA as a feature extraction method for naïve Bayes 

classifier, in some cases CC-ICA may not be directly applied because the dataset 

often has a small number of samples but a huge number of attributes. Provided that in 

the dataset one or more classes include very few samples, the implementation of CC-

ICA may even become infeasible. It is therefore worthwhile to further investigate the 

issues relevant to the use of CC-ICA for naïve Bayes classification of small datasets 
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such as microarray data analysis. In addition, previous studies using naïve Bayes 

integrated with ICA or CC-ICA feature extraction method mainly dealt with the 

single-label classification problems. However, in real-world applications, multi-label 

classification has also been an important topic. As such, it is meaningful to investigate 

the use of ICA as a feature extraction method for multi-label naïve Bayes 

classification.  Chapters 4 to 6 of this thesis aim to explore these issues. 
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CHAPTER 3 COMPARING PCA, ICA AND CC-ICA 

FOR NAÏVE BAYES  

3.1 Introduction 

Naïve Bayes classifier is a simple but effective Bayesian classifier built upon 

the strong assumption that different features are independent with each other (Langley 

et al., 1992). Classification is done by selecting the highest posterior of classification 

variable given a set of features. Despite its simplicity, it is competitive with other 

more sophisticated classifiers such as decision trees (Friedman et al., 1997). In 

addition, since it does not require structure learning, it is easier to construct and 

implement. Owing to these advantages, the naïve Bayes classifier has gained great 

popularity in solving different classification problems, e.g. Friedman et al. (1997). 

Nevertheless, a major limitation of the naïve Bayes classifier is that the real-world 

data may not satisfy the independence assumption among features. Domingos and 

Pazzani (1997) showed that naïve Bayes classifier still performed well even when 

there exists strong dependence among different features. However, it may not be 

optimal if the independence assumption is violated. In real-world applications, the 

prediction accuracy of naïve Bayes classifier could be highly sensitive to the 

correlated features.  

Many approaches have been proposed to improve the performance of the 

naïve Bayes classifier. In general, these approaches can be divided into two groups 

(Fan and Poh, 2008). One attempts to relax the independence assumption of naïve 
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Bayes classifier, e.g. the methods described in Section 2.5. The other attempts to use 

certain preprocessing procedure, e.g. the direct ICA and CC-ICA feature extraction 

methods, to make the features as independent as possible. In the second line of 

research, Gupta (2004) found that PCA is very useful to improve the classification 

accuracy and reduce the computational complexity. Prasad (2004) applied the direct 

ICA feature extraction method and found that the performance of naïve Bayes 

classifier integrated with ICA performs better than C4.5 and IB1 integrated with ICA. 

Bressan and Vitria (2002) and Vitria et al. (2007) proposed the CC-ICA method to do 

feature extraction for the naïve Bayes classifier, and found that CC-ICA based naïve 

Bayes classifier outperforms the pure naïve Bayes classifier.  

From the methodological point of view, the CC-ICA feature extraction method 

seems to be more suitable than PCA and ICA for naïve Bayes classifier (Bressan and 

Vitria, 2002). However, in some cases, particularly when the sample size for each 

class is very small, the application of CC-ICA may become infeasible. In addition, the 

difference between PCA and ICA used for the naïve Bayes classifier needs to be 

further investigated. It is therefore necessary to compare the alternative feature 

extraction methods for naïve Bayes classifier under different scenarios.  

In this chapter, we first give a brief introduction to the naïve Bayes classifier 

and the PCA, ICA and CC-ICA. We have also described  how to integrate them with 

the naïve Bayes classifier. Then we empirically compare PCA, ICA and CC-ICA as 

feature extraction methods for naïve Bayes classifier and present the results obtained.   
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3.2 Naïve Bayes classifier 

3.2.1 Basic model 

The naïve Bayes classifier, also called simple Bayesian classifier, is a 

classifier built upon the Bayes’ theorem. It is essentially a simple Bayesian Network 

(BN) and particularly suitable for the case when the dimensionality of the inputs is 

high (Langley et al., 1992). Figure 3.1 shows the structure of the naïve Bayes 

classifier as a special case of BN. 

 

Fig. 3.1. Structure of naïve Bayes classifier 
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Kxxx ccc ,,, 21

L , where ∈
kxc },,,{ 21 Lccc L=Ω . Further assume that the samples 

have n features denoted as nzzz ,,, 21 L . The task is to use the samples to learn a naïve 
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A general BN classifier, which uses the Bayes rule to compute the posterior of 

classification variable c  based on the feature variables nzzz ,,, 21 L , can be described 

as follows: 
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In application, it is not practical to estimate the joint conditional probability 

),,,( 21 czzzp nL  in Eq. (3.1). A common practice is to simplify it as the naïve Bayes 

classifier by imposing two assumptions on Eq. (3.1). The first is the so-called class-

conditional independence assumption, i.e. all features nzzz ,,, 21 L  are independent 

with each other given the classification variable c . Mathematically, it can be written 

as 

 )()()(),,( 2121 czpczpczpczzzp nn LL =              (3.2) 

which means that the joint conditional probability is the product of all the marginal 

conditional probabilities. The second assumption is that all features nzzz ,,, 21 L  are 

directly dependent on the classification variable c . If the two assumptions are 

imposed on the general BN classifier, we can obtain the naïve Bayes classifier as 

follows:  

),,,(

)()(

),,,(
21

1
21

n

n

i

i

n
zzzp

czpcp

zzzcp
L

L

∏
==                  (3.3) 

In classification, the conditional probability of iz  given c  (i.e. )( czp i ) and 

the prior of c  (i.e. )(cp ) can be obtained from the model learning process based on 

the given training dataset. In addition, since ),,,( 21 nzzzp L  is common for a certain 

sample, it can be ignored in the classification process. As a result, we can derive the 

following model: 
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=
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czpcpc
1

)()(maxarg                (3.4) 

which can be used to predict the class of each sample. In application, Eq. (3.4) is often 

replaced by its logarithmic form as follows: 

  }))|(log())({log(maxarg
1
∑

=
Ω∈

+=
n

i

i
c

czpcpc             (3.5) 

3.2.2 Dealing with numerical features for naïve Bayes 

In pattern classification, continuous or numerical features are often involved. 

To use the naïve Bayes for classification, we often need to first model the density 

function of each continuous feature/variable.  Many methods have been proposed and 

employed to model the density function of a continuous variable. According to Perez 

et al. (2009), these methods can be grouped into the following four categories: 

a. Discretize the continuous variable and estimate its probability distribution . 

b. Directly estimate the density function in a parametric manner based on certain 

distributional assumptions such as Gaussian distribution. 

c. Directly estimate the density function in a non-parametric manner using the 

techniques such as kernel density estimator. 

d. Directly estimate the density in a semi-parametric manner using models such as 

finite mixture model. 

In the literature, a popular practice is to discretize the continuous variables and 

estimate their probability distributions, i.e. using approach (a). Many discretization 

methods have been developed and used for the naïve Bayes classifier. Yang and 
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Webb (2002) carried out a comparative study of nine discretization methods and 

found that the lazy discretization, nondisjoint discretization and weighted proportional 

k-interval discretization methods can help the naïve Bayes classifier achieve better 

classification performance. An advantage of approach (a) is its simplicity and ease of 

implementation. However, it may often result in the loss of information in the process 

of discretization (Perez et al., 2009).  

The second approach, i.e. approach (b), attempts to directly estimate the 

density functions of the continuous variables using a parametric way. In most studies, 

the Gaussian function will be used to approximate the densities of many real-world 

data. However, the real-world data may not always follow the Gaussian distribution 

well. As such, researchers developed the semi-parametric and even non-parametric 

density estimation approach, i.e. approach (d) and (c), for use. Of the various non-

parametric density estimation methods, kernel density estimation is the most popular 

one, which may provide a better approximation to complex distributions than the 

Gaussian parametric estimation approach. Therefore, in this study we choose the 

kernel density estimation for the learning of the naïve Bayes classifier. Another 

reason for choosing the kernel density estimation method is due to the 

inappropriateness of the Gaussian parametric density estimation method, as the new 

components obtained from the ICA-based feature extraction are non-Gaussian. 

Mathematically, the kernel based n-dimensional estimator can be expressed as 

follows: 

( ) ( )( )∑
=

− −=
m

i

i

H xxKmxf
1

1;H               (3.6) 
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where H is a nn×  bandwidth or smoothing matrix, ( )nxxxx ,,, 21 L=  is a n-

dimensional instantiation of X , m  is the number of samples from which the 

estimator is learned, i  is the index of a case in the training set, and ( )⋅HK  is the kernel 

function used. A kernel density estimator is characterized by means of the kernel 

density K  selected and the bandwidth matrix H . 

 3.3 PCA, ICA and CC-ICA feature extraction methods 

The strong class-conditional independence assumption underlying the naïve 

Bayes classifier is often not able to be satisfied by real-world data. Three popular 

feature extraction methods, namely PCA, ICA and CC-ICA, are often used to 

transform the original data so that in the transformed space the data may satisfy the 

assumption to some extent. Given a training dataset with features nxxx ,,, 21 L , PCA 

attempts to transform the original data into a new uncorrelated dataset (Haykin, 1999), 

while ICA/CC-ICA attempts to transform them into a new independent dataset with 

features nyyy ,,, 21 L  (Hyvärinen et al., 2001b).   

 

Fig. 3.2. Graphical illustration of PCA and ICA for naïve Bayes classifier 

  Figure 3.2 shows a graphical illustration of PCA and ICA used for the naïve 

Bayes classification. The left part of Fig. 3.2 provides a graphical representation of 

PCA and ICA, which is essentially a neural network. The graphical representation of 
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the naïve Bayes classifier, i.e. the right part of Fig. 3.2, is essentially a Bayesian 

network. The combination of PCA/ICA with naïve Bayes classifier links the neural 

network to the Bayesian network in a sequential way. The CC-ICA feature extraction 

method, proposed by Bressan and Vitria (2002), can be considered as an extension to 

the ICA feature extraction method. It is built upon the idea that ICA is used to make 

the new features as independent as possible within each class. In this way, the new 

features obtained from CC-ICA seem to be more reasonable than those from the PCA 

and ICA to satisfy the independence assumption of the naïve Bayes classifier. In the 

followings, we shall describe some technical features of the PCA, ICA and CC-ICA 

as well as their main differences. 

3.3.1 Uncorrelatedness, independence and class-conditional 

independence 

The differences among PCA, ICA and CC-ICA mainly come from the 

different concepts they are based on. PCA is based on the concept of uncorrelatedness, 

while ICA and CC-ICA are respectively based on the concepts of independence and 

class-conditional independence.  

In statistics, two random variables, e.g. iz  and jz , are said to be uncorrelated 

if their covariance is zero. Mathematically, the uncorrelatedness condition can be 

written as 

0)})({( =−− jjii zzzzE                (3.7) 



 

Chapter 3 Comparing PCA, ICA and CC-ICA for Naïve Bayes Classifier 

42 

 

where iz  and jz  are respectively the expected values of iz  and jz . Eq. (3.7) is also 

equivalent to 

  jijiji zzzEzEzzE == }{}{}{               (3.8) 

In the case of multiple random variables, uncorrelatedness means that each pair of 

them are uncorrelated with each other.  

 Statistical independence is defined in terms of distribution functions or 

probability densities. Two random variables are independent with each other if 

knowing the value of one variable does not give any information on the value of the 

other. Mathematically,  iz  and jz  are said to be independent if and only if 

  )()(),( jiji zpzpzzp =               (3.9) 

where  )(⋅p  denotes the density function of a random variable or the joint density 

function of a set of random variables.  In the case of multivariate random variable 

),,,( 21 nzzzz L= , independence implies that  

  )()()()( 21 nzpzpzpzp L=              (3.10) 

It should be pointed out that uncorrelatedness and independence have 

similarities while they are essentially different from each other. If two variables are 

independent with each other, they must be uncorrelated with each other. However, 

uncorrelatedness does not imply independence. Therefore, uncorrelatedness is a 

weaker form of independence. 
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Conditional independence is just a natural extension to the concept of 

independence through incorporating the conditional operator, i.e.  

( ) ( ) ( )czpczpczzp jiji |||, =                (3.11) 

An equivalent form of Eq. (3.11) is  

( ) ( )czpczzp iji |,| =                 (3.12) 

3.3.2 Principal component analysis 

PCA is one of the most commonly used statistical techniques in data analysis. 

It deals with the transformation of a number of possibly correlated variables into a 

smaller number of uncorrelated variables called principal components. Usually, the 

first principal component accounts for as much of the variability in the data as 

possible. Each succeeding component accounts for as much of the remaining 

variability as possible. As a feature extraction technique, PCA can reduce the 

redundancy of the original features through extracting a smaller set of uncorrelated 

features from them.  

Technically, a principal component can be defined as a linear combination of 

optimally-weighted observed features. Consider a data matrix nmijx ×= )(X   where 

each column is considered as a feature variable with zero empirical mean. The PCA 

data transformation can be formulated as: 

VΣWXY == TT               (3.13) 
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where TVW∑  is the singular value decomposition of the data matrix X . As such, 

finding the principal components is equivalent to finding the singular value 

decomposition of X .  

In practice, principal components can be derived by various algorithms such as 

covariance maximization, mean square error minimization and other on-line 

algorithms. The advantage of on-line algorithms is that the eigenvector estimates 

change in an incremental method without computing the covariance matrix at all. For 

the examples of PCA implementation, please refer to Smith (2002).   

3.2.3 Independent component analysis 

ICA is a relatively new statistical and computational technique for data 

analysis. It was initially proposed for solving the blind source separation problem, i.e. 

separating a multivariate signal into its additive subcomponents with the assumption 

of the mutual statistical independence of the non-Gaussian source signals. In feature 

extraction, ICA can extract a smaller set of approximately independent features with 

less redundancy from a set of original features.  

The basic ICA model for feature transformation can be written as  

  TT XWY ⋅=              (3.14) 

where W  is a n by n  de-mixing matrix, X is a k by n mixed matrix, and Y  is a K by 

n source matrix. Every column of Y  represents one “independent component” and all 

the columns consist of the new features for classification purpose. The main purpose 

of ICA is to estimate W  and Y .  
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There are several principles to solve the ICA model, such as maximum 

likelihood method, nongaussianity maximization, and mutual information 

minimization (Hyvärinen et al., 2001b). Each principle will generate a specific 

objective function and its optimization will enable the ICA estimation. Various 

algorithms may be used to solve the optimization problems, among which the fixed-

point algorithm is a popular one.  

In ICA, whitening is often performed by PCA before estimating the 

independent components. Whiteness means that the new variables (after PCA 

transformation) not only have zero-mean and unity-variance but also are uncorrelated 

with each other. The first step of whitening is to estimate the mean vector of the data 

matrix and to transform the original variables into a set of new variables with zero 

means. Then we can make them uncorrelated and have unit variance.  

Once the process of data whitening is finished, we can apply the fix-point 

algorithm to estimate the transformation matrix and independent components for use. 

Here we only introduce the fixed-point algorithm based on the principle of mutual 

information minimization, which is used in the research work presented in this thesis. 

Other details on the fixed-point algorithm can be found in Hyvärinen et al. (2001b). 

Suppose that the differential entropy H  of a random vector 

T

nyyyy ],,,[ 21 L=  with density )(⋅f  is defined as follows: 

( ) ( ) ( )∫−= dyyfyfyH log               (3.15) 

Based on the differential entropy, we can define the negentropy J  as  
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)()()( yHyHyJ Gauss −=              (3.16) 

where Gaussy  is a Gaussian random vector with the same covariance matrix. 

Mutual information, a measure of the dependence between random variables, 

is defined as follows:  

( ) ∑−=
i

in yJyJyyyI )()(,,, 21 L             (3.17) 

It can be shown that the mutual information measure is always nonnegative. It 

will be equal to zero if and only if the variables are statistically independent with each 

other. In addition, )(yJ  does not depend on the de-mixing matrix W . 

Our task is to find the de-mixing matrix W  that minimizes the mutual 

information. Since in Eq. (3.17) )(yJ  can be considered a constant term, ICA 

estimation by minimizing mutual information is equivalent to maximizing the sum of 

negentropies of the independent components, i.e. ∑
i

iyJ )( .  

In computation, the negentropy of the independent component iy  can be 

approximately expressed as 

{ } { }[ ]2)()()( υGEyGEcyJ iiG −≈            (3.18) 

where G  is practically any non-quadratic function, c  is an irrelevant constant, and υ  

is a Gaussian variable with zero mean and unit variance. It should be pointed out that 

one may obtain more robust estimators if choosing G wisely. The study by Hyvärinen 

et al. (2001b) has provided several good candidate functions for G. 
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To find one independent component, we substitute xwy
T

ii =  into Eq. (3.18) 

and obtain the following optimization problem:  

( ) ( ){ } ( ){ }[ ]

( ){ } nixwE

GExwGEwJ

T

i

n

i

T

iiG

,,11subject to

maximize

2

2

1

L==

−=∑
=

υ
           (3.19) 

One independent component can be estimated by solving the optimization 

problem through the simple FastICA algorithm. The basic form of the FastICA 

algorithm (Hyvärinen et al., 2001b) is described as follows: 

Step 1. Centre the data to make its mean zero. 

Step 2. Whiten the data to give new x  (for convenience, we still use x to 

represent the whitened data). 

Step 3. Choose an initial vector w  of unit form. 

Step 4. Let wxwgExwxgEw TT )}('{)}({ −← , where g  is the derivative of G . 

Step 5. Let www /← . 

Step 6. If not converged, go back to Step 4. 

The above algorithm only helps to estimate one independent component. In 

order to find more independent components, we need to run one-unit FastICA 

algorithm many times. However, after every iteration, the vectors obtained need to be 

decorrelated or orthogonalized. As discussed in Hyvärinen et al. (2001b), there are 

several methods that can be used to achieve decorrelation or orthogonalization, which 
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will not be described in this thesis. The details on the variants of FastICA algorithm 

for estimating more independent components can be found in Hyvärinen et al. 

(2001b). For the numerical and application examples of ICA implementation, please 

refer to Hyvärinen et al. (2001b) and Stone (2004). 

3.2.4 Class-conditional independent component analysis  

CC-ICA, proposed by Bressan and Vitria (2001), is built upon the idea that 

ICA is performed within each class so that one projection matrix will be obtained for 

each class. The new features obtained from CC-ICA may satisfy the class-conditional 

independence assumption of the naïve Bayes classifier better. In application, the 

usefulness of CC-ICA as a feature extraction technique for the naïve Bayes classifier 

has been empirically assessed by Bressan and Vitria (2001, 2002), and Vitria et al. 

(2007).  

In implementation, the CC-ICA models are established and solved from the 

training set for each class. Assume that k
x , k

y  and kW  are respectively the original 

features, the independent components and the de-mixing matrix for class k . The basic 

CC-ICA model can be written as 

 Kkxy
kkk ,,2,1, L== W              (3.20) 

Using the FastICA algorithm to solve the CC-ICA models, we can obtain the 

projection matrix kW  and the independent components ),,2,1( Nny
k

n L=  for class k . 

Then we can use the class-conditional independent components to establish the class-

conditional naïve Bayes classifier for use.  
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Theoretically,  kkkk EDBW 2/1)( −=  where kE  is the eigenvector matrix from 

PCA, kD  is the diagonal matrix with the corresponding eigenvalues 

),,2,1( Nn
k

n L=λ , and kB  is the ICA projection matrix for the whitened data for class 

k .  Assume that the class-conditional representation of the original data provides 

independent components, the class-conditional probability in transformed space can 

be expressed as 

  ∏
=

==
N

n

k

k

n

k

k

kk

k cypcypcxp
1

)|()|()|( αα            (3.21)  

where ∏== −

n

k

n

kk λα /1))det(( 2/1D . Accordingly, the naïve Bayes classifier based 

on log-likelihoods can be reformulated as 

∑
=

Ω∈
+=

N

n

kk

nk
k

ypc
1

* )log()(logmaxarg α             (3.22) 

The class-conditional marginal densities ( )k

nk yp  can be estimated using 

various density estimation techniques such as the nonparametric kernel method 

described in Section 3.2.2. Despite the theoretical reasonableness of CC-ICA, its 

application may be restricted by the fact that the ICA learning usually requires a large 

number of samples, particularly for high-dimensional data. If the sample size is not 

large enough, the class-conditional representation obtained may not be trustable. 

3.3 Empirical comparison results  

A comparative study is carried out to empirically evaluate PCA, ICA and CC-

ICA for naïve Bayes classifier. Three popular datasets are collected from the UCI 
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machine learning repository for our study. Since ICA is only applicable to continuous 

data, the features of the three datasets selected are all of continuous type. Table 3.1 

shows the main characteristics of the three datasets used. Since the Yeast dataset has 

two features with many zero values and the sample size for six classes is not large 

enough for implementing CC-ICA, we also reduce the Yeast dataset to a smaller 

dataset, i.e. Yeast_1 as displayed in Table 3.1, by removing the two features and the 

samples for the six classes for our study use. 

Table 3.1  

UCI datasets with their specific characteristics 

Dataset Number of 
features 

Number 
of classes 

Number of 
instances 

Remarks 

Pima 8 2 768 To classify if a patient has Diabetes 

Vehicle 18 4 946 To classify a given silhouette as one 
of four types of vehicle by 2D images 

Yeast 
(Yeast_1) 

8 (6) 10 (4) 1484 (1300) To classify a given gene data as one 
of four types of yeast  

 

These datasets are classified by pure naïve Bayes classifier (NB), the NB 

classifier integrated with the PCA feature extraction method (PCA+NB), the NB 

classifier integrated with the ICA feature extraction method (ICA+NB) and the NB 

classifier integrated with the CC-ICA feature extraction method (CC-ICA+NB), 

respectively. The FastICA algorithm is used to do ICA and CC-ICA estimations. 

Since a major assumption of ICA is that the distributions of the underlying 

independent components are non-Gaussian, it is not appropriate to use the parametric 

method to estimate their density functions. We therefore adopt the popular non-

parametric kernel density estimation technique for use. 
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For each dataset, nine tenths of the data are randomly selected as the training 

data and the remaining one tenth of the data act as the testing data. Such a procedure 

is carried out for ten times for each classifier. We then use the classification results 

based on testing data to compare the performance of the four classifiers. Table 3.2 

shows the means and the standard deviations of the accuracy rate under each scenario 

and the corresponding p-values (in brackets) for testing the difference between the 

naïve Bayes classifiers with certain feature extraction method and the pure naïve 

Bayes classifier. 

Table 3.2  

Experiment results of the UCI datasets  

Dataset Naïve Bayes PCA+NB ICA+NB CC-ICA+NB 

Pima 0.61±0.0354 0.63±0.0700 
(0.4306) 

0.66±0.0505 
(0.0195) 

0.68±0.0279      
(0.0001) 

Vehicle 0.62±0.0482 0.79±0.0424 
(0.0000) 

0.79±0.0295 
(0.0000) 

0.85±0.0396 
(0.0000) 

Yeast_1 0.56±0.0335 0.57±0.0422 
(0.5646) 

0.58±0.0310 
(0.1828) 

0.58±0.0346 
(0.2056) 

Yeast 0.31±0.027 0.528±0.0495 
(0.0000) 

0.53±0.0354 
(0.0000) 

- 

    

Table 3.2 shows that all the feature extraction methods can improve the 

performance of naïve Bayes classifier to a certain degree. It is likely due to the fact 

that these feature extraction methods could weaken the dependence among different 

features. For the Pima and Vehicle datasets, the performance of the naïve Bayes 

classifier has been significantly improved by the use of feature extraction methods. 
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For Yeast_1datset, the performance has not been significantly improved. The possible 

reason is that some information may be deleted when some features are deledted.  

It can be found from Table 3.2 that the performance of CC-ICA+NB is better 

than that of PCA+NB or ICA+NB. It indicates that CC-ICA could be the most 

appropriate feature extraction method for naïve Bayes classifier. The reason is that 

CC-ICA performs ICA for each class, which seems to be more reasonable for 

satisfying the class-conditional independence assumption of the naïve Bayes classifier. 

However, a limitation of the CC-ICA feature extraction method is that it cannot be 

implemented when the sample size in some classes is not large enough to do ICA, e.g. 

the Yeast dataset. In such cases, ICA+NB and PCA+NB are recommended since they 

still perform better than the pure naïve Bayes classifier. 

Interestingly, Table 3.2 also shows that the discrepancy between ICA+NB and 

PCA+NB is not large. This may be an indication that PCA and ICA are competitive in 

improving the performance of naïve Bayes classifier. It results from their close 

relationship that ICA could be treated as a generalization of PCA. PCA tries to find 

uncorrelated variables, whereas ICA attempts to obtain statistically independent 

variables to represent the original multivariate data. Therefore, the dependence among 

features might be weakened at a similar level. 

In order to investigate the relationship between the number of features and the 

performance of the classifiers, we reduce the number of features in the Vehicle dataset 

step by step and carry out the same experiments as described above. Fig. 3.3 shows 

the relationship between the average classification accuracy rate and the number of 

features. 
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Fig. 3.3. Relationship between average accuracy rate and the number of features 

It can be observed from Fig. 3.3 that all the three feature extraction methods 

are always effective in improving the performance of the naïve Bayes classifier. 

Compared with other classifiers, the performance of CC-ICA+NB seems to be the 

most promising. In most cases, ICA+NB and PCA+NB are competitive with each 

other. In the case of pure naïve Bayes classifier, its performance has almost no 

changes when the number of features becomes large (>7). However, with the increase 

of the number of features, the three feature extraction methods keep improving the 

performance of naïve Bayes classifier. One possible reason is that the dependence 

among features is enhanced when the number of features increases. For the pure naïve 

Bayes classifier, the information offered by the new features may be counteracted by 

the dependence enhanced. But for other classifiers, the feature extraction methods 

may extract more information while weakening the dependence. As a result, the 

feature extraction methods remain effective with the increase of the number of 

features. 
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It should be pointed out that our comparative study is only with regards to 

naïve Bayes classifier. Although it is meaningful to carry out a more comprehensive 

study by comparing PCA, ICA and CC-ICA for various classifiers, the main focus of 

our study is to assess the usefulness of ICA-based feature extraction methods for 

naïve Bayes classifier. As such, our empirical studies presented in this chapter as well 

as subsequent chapters do not include other types of classifiers.  

3.4 Conclusion 

In this chapter, we give an introduction to naïve Bayes classifier and PCA, 

ICA and CC-ICA feature extraction methods. Then we empirically compare the three 

alternative feature extraction methods for naïve Bayes classifier. Our experimental 

results have shown that all the three methods can improve the classification 

performance of naïve Bayes. When the size of features becomes larger, they could 

substantially improve the performance of the naïve Bayes classifier. In most cases, 

CC-ICA+NB outperforms PCA+NB and ICA+NB in terms of classification accuracy. 

However, CC-ICA requires more samples to ensure that there are enough training 

data for each class. When the sample size is much less than the number of the features, 

e.g. in the case of microarray data analysis, the implementation of CC-ICA may 

become infeasible. To overcome this limitation, in the next Chapter, we propose a 

CC-ICA based sequential feature extraction approach for naïve Bayes classification of 

microarray data. 
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CHAPTER 4 A SEQUENTIAL FEATURE 

EXTRACTION APPROACH FOR NAÏVE BAYES 

CLASSIFICATION OF MICROARRAY DATA 

4.1 Introduction 

As mentioned in Chapter 3, naïve Bayes classifier is a simple Bayesian 

network classifier built upon the strong assumption that different attributes are 

independent with each other given the class (Friedman et al., 1997; Gurwicz and 

Lerner, 2005). Despite its simplicity, naïve Bayes classifier has been found to be 

surprisingly effective compared with other more sophisticated classifiers (Hall, 2007). 

It is therefore not surprising that naïve Bayes classifier has gained popularity in 

solving various classification problems including microarray data analysis, e.g. 

Sandberg et al. (2001) and Kelemen et al. (2003).  

Nevertheless, there exist two major limitations that may severely affect the 

successful application of naïve Bayes classifier to microarray data analysis. The first 

is the class-conditional independence assumption embedded in the classifier itself, 

which is hardly satisfied by the microarray data. This limitation could be, at least 

theoretically, overcome by the CC-ICA technique proposed by Bressan and Vitria 

(2002). The experimental results of our comparative study presented in Chapter 3 

have shown that CC-ICA could effectively improve the performance of naïve Bayes 

classifier in some application domains. 



 

Chapter 4 A Sequential Feature Extraction Approach for Naïve Bayes Classification of 
Microarray Data 

56 

 

Another limitation comes from the intrinsic characteristics of microarray 

dataset, which usually consists of thousands of genes with only tens of samples due to 

the expensive experiment. The extremely high dimensionality of microarray data may 

greatly increase the computational costs of naïve Bayes classifier. In addition, since 

the sample size is far smaller than the gene size, the use of CC-ICA can hardly 

enhance the independence among genes as well as improve the performance of naïve 

Bayes classifier. When the sample size in some classes is not large enough to do ICA, 

the implementation of CC-ICA even becomes infeasible (Fan and Poh, 2007). It is 

therefore necessary to do feature selection to reduce the dimensionality of genes 

before applying CC-ICA for naïve Bayes classification of microarray data.  

In this chapter, we propose a CC-ICA based sequential feature extraction 

approach for naïve Bayes classification of microarray data. Section 4.2 gives a brief 

introduction to microarray data analysis. In Section 4.3, we present the sequential 

feature extraction approach for naïve Bayes classifier, which includes feature 

selection by stepwise regression and feature transformation by CC-ICA. Section 4.4 

presents the experimental results on five commonly used microarray datasets, which 

show that the proposed approach can not only improve the average classification 

accuracy rates but also reduce the variation of classification performance. Section 4.5 

concludes this chapter. 

4.2 Microarray data analysis 

Recent advancements in DNA microarray technology have enabled people to 

monitor and measure the expression levels of hundreds of thousands of genes 



 

Chapter 4 A Sequential Feature Extraction Approach for Naïve Bayes Classification of 
Microarray Data 

57 

 

simultaneously, which allowed a great deal of microarray data to be generated. 

Technically, microarray data can be collected with the help of various technologies, 

such as the spotted cDNA and GeneChips. Spotted cDNA microarrays are microchips 

with more than ten thousands of spots that correspond to a unique gene per condition. 

GeneChips are silicon chips for measuring the expression levels of thousands of genes 

simultaneously.   

  Gene measurements of microarray data may provide insights into biological 

processes, which are very helpful to cancer prediction and diagnosis. As such, 

researchers have applied mathematical models and computational tools to capture the 

underlying characteristics of microarray dataset. Broadly speaking, the approaches for 

microarray data analysis can be classified into two groups, namely supervised and 

unsupervised approaches. Unsupervised approaches are mainly used for discovering 

novel biological mechanisms and revealing genetic regulatory networks.  

Supervised approaches mainly deal with the identification of gene expression 

patterns specific to each class, and the class prediction of new samples. Different 

methods, from simple statistical techniques such as linear regression to complex 

machine learning algorithms such as support vector machines, have been employed to 

select informative genes and do classification of microarray data. Examples of such 

studies include Guyon et al. (2002), Huang and Pan (2003), Kim and Cho (2004, 

2006), Chen (2006), Zheng et al. (2006) and Park et al. (2007). As a simple but useful 

classifier, the applicability of naïve Bayes in microarray data analysis has also been 

explored in many previous studies including Sandberg et al. (2001) and Kelemen et al. 

(2003). However, since microarray data usually has a small sample size but a huge 
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number of genes, feature extraction of microarray data must be done before the naïve 

Bayes classification of microarray data. In the next section, we shall introduce a CC-

ICA based feature extraction approach for this prupose. Before that, we will describe 

the mathematical symbols of microarray data that will be used later.       

Assume that there are K samples and M genes (usually MK << ), and the 

expression level of gene i for sample k is kix . Let ),,,( 21 kMkkk xxxx L=  and 

MKkix ×= )(X  respectively denote the gene expression profile of sample k and the 

summarized microarray data matrix. Let ig  ),,2,1( Mi L=  denote the variable 

representing gene i. Further assume that the class label of sample k is kc  where 

},,2,1{ Lck L=Ω∈ . Let c  and T

Kccc ),,,( 21 L=C  respectively denote the class 

variable and the column vector of class labels for the K samples.  The purpose is to 

train a naïve Bayes classifier based on X  and C , which may be used to accurately 

classify a given test sample with unknown class labels.    

4.3 Sequential feature extraction approach 

One specific characteristic of microarray data is that its feature (gene) size is 

far larger than sample size, which is known as “the curse of dimensionality problem”. 

It is therefore necessary to do feature selection on the original dataset. Effective 

feature selection can reduce the complexity in computation, increase the classification 

accuracy and enhance the generalization property of classifiers (Ding and Peng, 2005).  

A number of methods have been developed and applied to do feature selection. 

A relatively comprehensive overview on alternative feature selection methods can be 
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found in Guyon and Elisseeff (2003). Feature selection algorithms typically fall into 

two categories: feature ranking and subset selection. Feature ranking evaluates the 

features by a metric and eliminates all features that do not achieve an adequate score. 

Subset selection searches the set of possible features for the optimal subset.  In 

general, subset selection methods also can be divided into two big categories, namely 

filtering approach and wrapper approach. In microarray data analysis, filtering 

approach seems to be more popular. Although many filtering methods focus on the 

rankings of individual genes in terms of their relevance with class variable, recent 

studies have shown that the methods following the “minimum redundancy - 

maximum relevance” principle may select more representative genes (Ding and Peng, 

2005; Park et al., 2007).   Stepwise regression is just a simple statistical technique that 

follows the “minimum redundancy - maximum relevance” principle for the feature 

selection of the microarray data (Park et al., 2007). 

In addition, ICA could transform the features as independent as possible to 

make them suitable for the assumption of naïve Bayes classifier. Especially for multi-

class datasets, CC-ICA could transform the features for each class to make them more 

suitable for the assumption of naïve Bayes classifier. As such, our sequential feature 

extraction approach consists of two steps: stepwise regression-based feature selection 

and CC-ICA based feature transformation. 

4.3.1 Stepwise regression-based feature selection 

Stepwise regression is an automatic statistical procedure for selecting the 

representative predictive variables, e.g., genes in microarray data, to build good 
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regression models. It iteratively constructs a sequence of regression models by adding or 

removing variables at each step. In implementation, stepwise regression consists of three 

methods, namely forward selection, backward elimination, and forward-backward mix. 

At each step, forward selection adds the most statistically significant variable and 

backward selection deletes the least significant variable provided that the p-values for 

the two variables are respectively less than pin and larger than pout , where pin and pout 

are the probabilities of Type I error related to entering and deleting a variable.  

Conceptually, stepwise regression also follows the “minimum redundancy - 

maximum relevance” principle as adopted by several recently proposed feature 

selection methods. Meanwhile, it is simple and easy to implement but has still good 

performance (Park et al., 2007). This feature is consistent with the “simple but 

competitive with some more complicated classifiers” feature of the naïve Bayes 

classifier. Therefore, we propose the use of stepwise regression rather than other 

methods for gene selection in this chapter, which could keep the simplicity of the 

naïve Bayes classifier. The procedures for performing forward selection and 

backward elimination are given below. 

Forward Selection: 

 Step 1. Build regression models with only one predictor, and choose the one with 

the most statistically significant gene. 

 Step 2. Compute the p-values for all remaining predictors and choose the gene j 

with the smallest p-value. 

 Step 3. If the p-value for gene j is less than pin, include the gene in the regression 

model. Go back to Step 2. 
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 Step 4. Else stop and select the model with all the entered genes. 

Backward Elimination: 

 Step 1. Build a regression model with all the M genes. 

 Step 2. Compute the p-values for all the predictors and choose the gene j with the 

largest p-value. 

 Step 3. If the p-value for gene j is greater than pout, remove the gene from the 

regression model. Go back to Step 2. 

 Step 4. Else stop and select the model containing all the genes that were not 

eliminated. 

The forward-backward mix procedure is a combination of forward selection 

and backward elimination. It starts with forward selection by adding a predictor to the 

model, which is followed by an examination of the predictors that were included 

previously to check if any predictor needs to be eliminated. During the process, pin 

and pout are still taken as criteria for examining whether a predictor should be included 

or removed. The procedure continues until no genes can be added or removed from 

the model. 

In terms of the determination of pin and pout, a rule of thumb is to let them be 

small enough so that the number of genes selected is less than the number of samples 

(in order to do CC-ICA effectively). Without loss of generality, we assume that only 

the first N (N<K) genes are retained after stepwise regression-based feature selection. 

The microarray data matrix after feature selection is denoted by Y  where 

NKkiN xggg ×== )(),,,( 21 LY .    
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4.3.2 CC-ICA based feature transformation 

Compared to PCA that attempts to transform these variables into a set of 

uncorrelated variables, ICA attempts to transform them into new variables that are 

mutually independent or as independent as possible with each other. It is therefore a 

more powerful technique that has been widely applied for feature transformation in 

different application areas such as time series forecasting, image processing, and 

microarray data analysis.  

Given the microarray data matrix Y , the basic ICA model for feature 

transformation can be written as  

  TT YWZ ⋅=                 (4.1) 

where W  is a N by N  de-mixing matrix and Z  is a K by N source matrix. Every 

column of Z  represents one “independent component” and all the columns consist of 

the new features for classification purpose. The task is to estimate W  and Z . As 

mentioned in Chapter 3, there are many principles and algorithms for performing the 

task. We here adopt the FastICA algorithm, which has been widely accepted as a 

computationally highly efficient method, to estimate W  and Z .       

CC-ICA is built upon the idea that ICA is done within each class so that one 

mixing matrix can be obtained for each class (Vitria et al., 2007). In this way, the new 

attributes after transformation may satisfy the class-conditional independence 

assumption of the naïve Bayes classifier well. If we split the microarray data matrix 
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Y  into a set of sub-matrices ),,2,1( Lll L=Y  according to the class label, the set of 

models for doing CC-ICA can be written as 

T

ll

T

l YWZ ⋅=                 (4.2) 

where lW  is a N by N  mixing matrix and lZ  is a Kl by N source matrix for class l. 

Similarly, we can still use FastICA algorithm to estimate lW  and lZ  for each class. 

4.4 Naïve Bayes classification of microarray data 

We shall use the data after feature extraction, i.e. ),,2,1( Lll L=Z , to build a 

naïve Bayes classifier, which is used to classify a new test sample with gene values 

t

N

tt
zzz ,,, 21 L  (after ICA or CC-ICA based feature transformation). In general, 

Bayesian network classifier computes the posterior probability that the test sample 

belongs to class c  by using the Bayes rule as follows: 

   
),,,(

)(),,,(
),,,(

21

21
21 t

n

tt

t

N

tt

t

N

tt

zzzp

cpczzzp
zzzcp

L

L
L =              (4.3) 

By assuming that the class-conditional independence among genes in the ICA space is 

approximately satisfied, we obtain the following naïve Bayes classifier:  
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Since ),,,( 21
t

N

tt
zzzp L  is a common factor for the testing sample, it can be 

ignored in classification process. In addition, since the gene values are of continuous 

type, we can use the probability density value )( czf
t

i  to replace the probability value 

)( czp
t

i . The class-conditional probability density )( cf ⋅  for each gene can be 

estimated using the nonparametric kernel density estimation method (Perez et al., 

2009). Meanwhile, the prior )(cp  can be obtained from the learning process. Finally, 

the following naïve Bayes classification model is derived: 

  }))(log())({log(maxarg
1

* ∑
=

Ω∈
+=

N

i

t

i
c

czfcpc              (4.5) 

4.5 Experimental results  

We evaluate the performance of the sequential feature extraction approach for 

naïve Bayes classifier based on five well-known gene expression datasets, namely 

Leukemia-ALLAML, Leukemia-MLL, Colon Tumor, Lung Cancer I and Lung 

Cancer II. Table 4.1 shows the five datasets with their characteristics. In addition to 

feature selection integrated with CC-ICA plus naïve Bayes classifier 

(FS+CCICA+NB), we also implement  three other classification rules, namely naïve 

Bayes classifier (NB), feature selection plus naïve Bayes classifier (FS+NB), and 

feature selection integrated with ICA plus naïve Bayes classifier (FS+ICA+NB) on 

the five datasets. Here feature selection is performed through the stepwise regression 

approach. Since the proposed sequential feature extraction approach aims to address 

the issues arising from naïve Bayes classification of microarray data, its integrations 
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with other popular classifiers such as support vector machines are not considered in 

our experimental study. 

Table 4.1 

 Summary of five microarray datasets  

Dataset Leukemia-
ALLAML 

Leukemia-
MLL 

Colon 
Tumor 

Lung 
Cancer I 

Lung 
Cancer II 

Data source Golub et al. 
(1999) 

Armstrong 
et al. (2002) 

Alon et 
al. (1999) 

Bhattacharjee 
et al. (2001) 

Gordon et 
al. (2002) 

Number of attributes 7129 12528 2000 12600 12533 

Number of classes 2 3 2 5 2 

Number of instances 62 72 62 203 181 

 

In our experiments, both leave-one-out and hold-out classification accuracy 

rates are used to give a relatively comprehensive comparison on the performances of 

alternative classification rules. Every dataset is partitioned into two parts, i.e. training 

and test datasets. The training dataset is used to do feature selection, carry out 

ICA/CC-ICA computation and train classifiers. The test dataset is used to evaluate the 

performances of alternative classifiers. The whole procedure for our experimental 

study, which includes model learning and testing, is described as follows: 

Step 1. Split the data into training data MKkix ×= )(X  and test data MSsix ×= )'('X  

Step 2. For training data MKkix ×= )(X , do 

a. Determine the initial values of pin and pout for stepwise regression. 
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b. Do feature selection by stepwise regression till the number of features is less 

than the number of samples (by modifying pin and pout). The new dataset is 

denoted as NKkiN xggg ×== )(),,,( 21 LY . 

c. Do feature extraction by CC-ICA (or ICA) from the transformation matrix 

W and obtain the new dataset ( )Nzzz ,,, 21 L=Z .  

d. Learning the naïve Bayes classifier C from ( )Nzzz ,,, 21 L=Z . 

 Step 3. For the test data MSsix ×= )(' 'X  

a. Select the new features corresponding to the same features selected from the 

training   data. The new dataset is denoted as 

NKkiN xggg ×== )'()',,','(' 21 LY .  

b. Transform the new dataset 'Y by same transformation matrix W to a new 

dataset 'Z . 

c. Classify the new dataset 'Z  by the naïve Bayes classifier C. 

For leave-one-out experiments, the pure naïve Bayes classifier was not 

included due to its extremely time-consuming computations. The classification 

accuracy rates for the other three classifiers are displayed in Table 4.2. Each sample 

was used to leave out once for measuring the accuracy rate. It can be seen from Table 

4.2 that both FS+CCICA+NB and FS+ICA+NB perform better than FS+NB in 

microarray data analysis, which demonstrates the effectiveness of the proposed 

approach. As for the comparison between the former two classification rules, 

FS+CCICA+NB performs obviously better than FS+ICA+NB in terms of 

classification accuracy.  
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Since leave-one-out classification accuracy rates cannot provide the 

information on the variation of classification performance, we applied holdout 

classification accuracy rates to further evaluate the performances of alternative 

classification rules. In our experiment, four fifth of the samples are randomly selected 

as the training data and the remaining one fifth of the samples are taken as the test 

data. Such a procedure is repeated ten times for each classification rule on the four 

datasets exclusive of the Lung Cancer I dataset, which is due to the fact that some 

classes in the training data for this dataset have not enough samples to implement CC-

ICA.   

Table 4.2  

Classification accuracy rates (%) of three classification rules on five datasets  

Dataset Leukemia-
ALLAML 

Leukemia-
MLL 

Colon 
Tumor 

Lung 
Cancer I 

Lung 
Cancer II 

FS+NB 66.7 43.1 74.2 78.8 87.8 

FS+ICA+NB 88.9 77.8 80.6 80.8 92.8 

FS+CCICA+NB 95.8 83.3 82.3 82.3 98.3 

  

Figures 4.1 to 4.4 show the boxplots of the holdout classification accuracy 

rates for the four classification rules on the four datasets. It can be found that 

FS+CCICA+NB and FS+ICA+NB have better classification performances than 

FS+NB or NB, which is consistent with the leave-one-out classification results. 

Feature selection by stepwise regression could improve the naïve Bayes classification 

accuracy rates, whereas the degree of performance improvement depends on the 

dataset.  For instance, as shown in Fig. 4.1 and Fig. 4.2, the discrepancy between NB 

and FS+NB is not obvious for the first two datasets. However, for the last two 
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datasets the classification performance of FS+NB is significantly better than that of 

NB. Although feature selection may not always be effective, its integration with 

ICA/CC-ICA transformation has been found to certainly improve the classification 

performance. 

 

Fig. 4.1. Boxplots of the holdout classification accuracy rates for Leukemia-ALLAML  
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Fig. 4.2. Boxplots of the holdout classification accuracy rates for Leukemia-MLL 

 

Fig. 4.3. Boxplots of the holdout classification accuracy rates for Colon Tumor 
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Fig. 4.4. Boxplots of the holdout classification accuracy rates for Lung Cancer II 

It can be seen from Figs. 4.1 to 4.4 that the FS+CCICA+NB is generally 

superior to the FS+ICA+NB in the sense that the former is more stable than the latter 

in terms of classification performance. The possible reason is that feature 

transformation by CC-ICA seems to be more reasonable for the data to satisfy the 

class-conditional independence assumption underlying naïve Bayes classifier. 

However, a limitation of FS+CCICA+NB is that it may not be implemented when the 

sample size in some classes is too small to do ICA for each class. In such cases, 

FS+ICA+NB is recommended for use since it still performs better than NB and 

FS+NB. 
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4.6 Conclusion 

In this chapter, we present a sequential feature extraction approach for naïve 

Bayes classification of microarray data. The feature extraction approach proposed 

starts from gene selection by stepwise regression, which is a simple but effective 

dimension reduction technique following the “minimum redundancy - maximum 

relevance” principle. The data on the genes selected are then transformed by CC-ICA, 

which makes the new features after transformation become as independent as possible. 

Our experimental results on five microarray datasets demonstrate the effectiveness of 

the sequential feature extraction approach in improving the classification performance 

of naïve Bayes classifier in microarray data analysis.  

Our experimental study has also shown that CC-ICA seems to be very useful 

in improving the performance of naïve Bayes classifier by increasing its classification 

accuracy rate and reducing its standard deviation in microarray data analysis. 

However, it also shows that when the sample size for some classes is not large enough 

(e.g. the Lung Cancer I dataset), the implementation of CC-ICA becomes infeasible. 

To address this limitation, we present a partition-conditional ICA approach for naïve 

Bayes classification of microarray data, which will be described in the next chapter.    
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CHAPTER 5 PARTITION-CONDITIONAL ICA FOR 

BAYES CLASSIFICATION OF MICROARRAY DATA 

5.1 Introduction  

In the last chapter, we present a sequential feature extraction approach by 

combining stepwise regression and CC-ICA for naïve Bayes classification of 

microarray data. Despite the usefulness of the sequential approach in improving the 

performance of naïve Bayes classifier, the application of CC-ICA may be restricted 

when the sample sizes for some classes are too small. For instance, in microarray data 

analysis with multiple classes, a certain class may have only several samples. As a 

result, it becomes infeasible to do ICA estimation for the class.  

To make use of the strengths of ICA and CC-ICA, in this chapter we propose 

partition-conditional independent component analysis (PC-ICA) for naïve Bayes 

classification of microarray data (Fan et al., 2010). Conceptually, PC-ICA attempts to 

implement ICA within each partition that may consist of several classes. A feature of 

PC-ICA is that the ICA and CC-ICA feature extraction methods can be considered as 

special cases of PC-ICA. As such, PC-ICA may represent an in-between concept 

compared to ICA and CC-ICA. Its usefulness in application is demonstrated by our 

experiments on two microarray datasets presented in this chapter.  

In the following, we first introduce an alternative feature selection method 

based on mutual information, which also follows the “minimum redundancy 

maximum relevance” (MRMR) principle as done by stepwise regression. Then we 
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present PC-ICA as a feature extraction technique for naïve Bayes classification of 

microarray data. Finally, we present our experimental results on two microarray 

datasets, which demonstrate the effectiveness of PC-ICA. 

5.2 Feature selection based on mutual information 

Microarray data usually has a small number of samples but a huge large 

number of genes (features). This phenomenon is known as the “curse of 

dimensionality” problem in pattern classification. Therefore, feature selection is 

usually indispensable in microarray data analysis. Effective feature selection can help 

to reduce the complexity in computation, increase the classification accuracy and 

enhance the generalization property of classifiers (Ding and Peng, 2005). 

A number of feature selection methods have been developed and employed in 

earlier studies. The study by Guyon and Elisseeff (2003) provides a relatively 

comprehensive review of various feature selection methods. As mentioned in last 

chapter, feature selection methods can be roughly divided into two categories, namely 

filtering approach and wrapper approach. In the line of filtering approach, most 

methods attempt to select the individual genes with the highest relevance to the class 

variable. Despite the usefulness of the “maximum relevance” criterion, the 

redundancy among selected features based on “maximum relevance” criterion may 

lead to poor classification performance (Jain et al., 2000).  Therefore, some 

researchers have suggested to use the MRMR criterion to do feature selection (Peng et 

al., 2005). In microarray data analysis, several recent studies have shown that feature 

selection following the MRMR principle may likely help select more informative 

genes (Ding and Peng, 2005; Park et al., 2007; Fan et al., 2009). The stepwise 
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regression procedure used in Chapter 4 is also a feature selection method that follows 

the MRMR principle.  

Despite the usefulness of stepwise regression based feature selection, its 

limitation in microarray data analysis is that the class variables are often of 

categorical type. In this chapter, we follow Peng et al. (2005) and choose mutual 

information as the measure of redundancy and relevance. In addition to its 

suitableness for categorical class variables, the mutual information measure is capable 

of quantifying the dependence between two features without assuming their 

distributions. 

Let },,2,1{ Lc L=Ω∈   and Mggg ,,, 21 L  respectively denote classification 

variable and the M  features. Let ),,,( 21 kMkkk xxxx L=  and MKkix ×= )(X  

respectively denote the gene expression profile of sample k and the summarized 

microarray data matrix. Assume that the joint probability distribution of two features 

ig  and jg  is ),( ji ggp  and their respective marginal probability distribution are 

)( igp  and )( jgp . The mutual information of the two features can be defined as 

 ∑=
ml mjli

mjli

mjliji
xpxp

xxp
xxpggI

, )()(

),(
log),(),(              (5.1) 

The mutual information ),( ji ggI  can be used to quantify the similarity 

between genes ig  and jg . The idea of minimum redundancy is to select the genes 

that have maximal dissimilarities. Mathematically, the minimum redundancy 

condition can be formulated as 
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∈

=
Sji

jiI ggI
S

W
,

2
),(

1
min                (5.2) 

where S  denotes the subset of features with minimum redundancy and S  is the 

number of features in S .   

The maximum relevance criterion attempts to capture the genes which have 

the maximal relevance with class variable c . Similar to Eq. (5.2), the maximum 

relevance condition can be written as 

 ∑
∈

=
Si

iI gcI
S

V ),(
1

max                 (5.3) 

The MRMR feature selection based on mutual information attempts to 

optimize Eqs. (5.2) and (5.3) simultaneously. As Ding and Peng (2005) suggested, 

this can be done by aggregating the two criterion functions into a single criterion 

function. If the “minimum redundancy” and “maximum relevance” conditions are 

assumed to be equally important, we can define the single MRMR criterion functions 

as follows: 

  )max( II WV −                   (5.4)  

)/max( II WV                  (5.5)  

In Ding and Peng (2005), the criterion used in Eq. (5.4) is termed as mutual 

information difference criterion, while that in Eq. (5.5) is termed as mutual 

information quotient criterion. Then we can apply the heuristic algorithm given by 
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Ding and Peng (2005) to solve the MRMR optimization problem, which is briefly 

described below. 

Step 1. Select the first gene based on Eq. (5.3), and define m=1. 

Step 2. Currently, m genes have been selected. If m is equal to the number of genes 

required, stop. Otherwise, go to Step 3. 

Step 3. Add an additional feature from the set of SS −Ω=Ω  (i.e. all genes except 

those already selected) by solving the following MRMR conditions 

   



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Step 4. Let m=m+1 and go to Step 2.   

Note that the MRMR feature selection based on mutual information requires 

the estimation of mutual information. Although the mutual information estimation for 

discrete variables is straightforward, it is difficult to calculate the mutual information 

between continuous genes. A commonly adopted practice is to discretize the 

continuous genes first and then estimate the mutual information from Eq. (5.1) (Peng 

et al. 2005). In our experimental study, we also adopt this method for use.    

5.3 PC-ICA for naïve Bayes classifier  

The MRMR feature selection based on mutual information is capable of 

reducing the dimensionality of genes, which decreases the computational cost of using 

naïve Bayes to classify microarray data. However, since the conditional independence 
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assumption is hardly satisfied by the set of microarray data selected, the performance 

of naïve Bayes classifier may not be satisfactory. Previous studies including our work 

presented in Chapters 3 and 4 have found that CC-ICA may be an effective feature 

extraction method for improving naïve Bayes classifier in microarray data analysis. 

However, when some classes have only a small number of samples, the application of 

CC-ICA may become infeasible. Therefore, we extend CC-ICA and present the 

following PC-ICA method for use. Before introducing PC-ICA, we first give a brief 

review of the general ideas behind ICA and CC-ICA, which could be useful to 

highlight the difference between them and PC-ICA. 

5.3.1 General overview of ICA 

ICA attempts to transform the variables into new ones that are mutually 

independent or as independent as possible with each other. It is therefore a more 

powerful technique for feature extraction than PCA. In application, ICA has been 

widely applied to solve various classification problems, e.g. microarray data analysis 

(Zheng et al., 2006; Liu et al., 2009b) and ECG beat classification (Yu and Chou, 

2008, 2009).  

For ease of presentation, we assume that the genes chosen from the MRMR 

feature selection method based on mutual information are Nggg ,,, 21 L . The 

microarray data matrix after feature selection is denoted by 

NKkiN xggg ×== )(),,,( 21 LY . Given the N  features, the idea of ICA is to use a 

certain projection matrix W  to transform the original features into a new set of 

features. Mathematically, the basic ICA model can be formulated as 
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 TT YWZ ⋅=                  (5.8) 

where W  is a NN ×  projection matrix and Z  is a K by N source matrix. If the new 

features are mutually independent and at most one new feature is normally distributed, 

W  is completely determined (Bressan and Vitria, 2003). 

The next task is to estimate W  and Z  which can be used to train a classifier 

and do classification. It can be done by optimizing objective functions such as 

maximizing likelihood and negentropy or minimizing mutual information. To 

efficiently solve the optimization problems and derive the independent components, 

Hyvarinen and Oja (1997) developed a robust algorithm termed as FastICA algorithm, 

which has been briefly described in Chapter 3. 

Despite the popularity of ICA in feature extraction, the features obtained from 

ICA model may hardly satisfy the class-conditional independence assumption of 

various features that are taken by the naïve Bayes classifier. To make the features as 

independent as possible within each class, Bressan and Vitria (2003) proposed CC-

ICA method for naïve Bayes classifier, which is described in the next section. 

5.3.2 General overview of CC-ICA 

CC-ICA is built upon the idea that ICA is performed within each class so that 

one projection matrix will be obtained for each class. The new features obtained 

through CC-ICA feature transformation may satisfy the class-conditional 

independence assumption of the naïve Bayes classifier better. In application, the 

effectiveness of CC-ICA in improving the naïve Bayes classifier has been 

demonstrated by Vitria et al. (2007) and Fan et al. (2009).  
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Assume that 
kY , kZ  and 

kW  are respectively the original microarray data, the 

independent components and the projection matrix for class k . The basic CC-ICA 

model can be written as 

 Lk
T

kk

T

k ,,2,1, L== YWZ               (5.9) 

    By applying the FastICA algorithm to solve the CC-ICA models, we can obtain the 

projection matrix 
kW  and the independent component matrix ),,2,1( Nnk L=Z  for 

class k . Then we can use them to train a naïve Bayes classifier and do classification. 

More detailed discussions on CC-ICA can be found in Bressan and Vitria (2003) and 

Chapter 3 of this thesis.  

5.3.3 Partition-conditional ICA  

PC-ICA is an extension to CC-ICA for dealing with the case when CC-ICA 

cannot be employed due to the small sample sizes for some classes. The main idea of 

PC-ICA is to split the small-size samples into different partitions in an appropriate 

manner so that ICA can be done within each partition. Compared to ICA and CC-ICA, 

PC-ICA represents an in-between concept. If each class has enough samples to do 

ICA, there is no need to split the samples into partitions and PC-ICA will become CC-

ICA. If all the classes are finally grouped into one partition, CC-ICA will collapse to 

ICA.  

Figure 5.1 graphically illustrates the differences between PC-ICA, CC-ICA 

and ICA. In PC-ICA, the samples for classes 1, 2 and 3 are grouped into Partition I 

and the remaining into Partition II. ICA is carried out for each of the two partitions.  
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In CC-ICA, ICA is performed for each class based on their samples. In contrast, ICA 

estimates the independent components by using all the sample data for all the classes.  

 

(a) PC-ICA            (b) CC-ICA           (c) ICA 

Fig. 5.1. Graphical illustration of the difference among PC-ICA, CC-ICA and ICA 

Technically, we assume that the K  classes are grouped into R  ( KR ≤ ) 

partitions.  Let r
Y  denote the microarray data for partition r  and 

ry  denote the 

vector of gene variables. The PC-ICA model can be formulated as  

 Rryz rrr ,,2,1, L== W               (5.10) 

where r
z  and rW  are respectively the independent components and the projection 

matrix for partition r . Similar to ICA and CC-ICA, the FastICA algorithm can be 

applied to solve Eq. (5.10). 

Since PCA is often taken as the preprocessing stage for ICA ,  

rrrr EDBW 2/1)( −=  where rE  is the eigenvector matrix from PCA, rD  is the 

diagonal matrix with the corresponding eigenvalues ),,2,1( Nn
n

r L=λ , and rB  is the 
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ICA projection matrix for the whitened data for partition r .  Assume that the 

partition-conditional representation provides independent components, the class-

conditional probability in transformed space can be expressed as 

  ∏
=

==
N

n

k

r

n

r

k

rr

k

r
czpczpcxp

1

)|()|()|( αα             (5.11)  

where ∏== −

n

r

n

rr λα /1))det(( 2/1D . Accordingly, the naïve Bayes classifier based 

on log-likelihoods and PC-ICA representation of original data is 

∑
=

+=
N

n

r

k

r

n
k

czpc
1

* )log()|(logmaxarg α              (5.12) 

5.4 Methods for grouping classes into partitions 

Up to now the model for using PC-ICA in naïve Bayes classifier has been 

established. In practice, we still need to split different classes into partitions where 

each partition has enough samples to implement ICA. A general principle is to set the 

classes with enough sample sizes as base partitions and then allocate other classes to 

the base partitions. Since microarray data often have a small number of classes, we 

may do the allocation by “trial and error” method. If there is only one class with 

smaller sample size which is the case of our experimental study, we can allocate the 

class to each of the base partitions. For every scenario, we train a naïve Bayes 

classifier with PC-ICA and test its performance. Comparing all the possible scenarios, 

we may be able to determine the “best” partition way. If there are more classes with 

smaller sample sizes, we can do the partition processes one by one and select the 

“best” partition way. In the case that there are a number of classes with smaller 
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sample sizes which rarely occur, we may allocate them to the base partitions 

randomly and choose the partition way with “best” classification performance for use. 

In addition to the “trial-and-error” method, the partition process can be done 

by a formal procedure such as hierarchical clustering if there are many classes. There 

are various hierarchical clustering methods that are based on different ways of 

defining distance (or similarity) between clusters. The study by Kerr et al. (2008) 

provides an excellent review of alternative techniques for clustering microarray data. 

Hastie et al. (2009) recently gives a detailed introduction to alternative hierarchical 

clustering methods. Here we only briefly introduce several commonly used 

hierarchical clustering methods. 

Conceptually, hierarchical clustering is a cluster analysis technique for 

constructing hierarchical representation of clusters in which the clusters at each level 

of the hierarchy are merged from a lower level. In general, hierarchical clustering can 

be performed through agglomerative (bottom-up) approach and divisive (top-down) 

approach (Hastie et al., 2009). For the purpose of doing PC-ICA, we only need to 

merge different classes into partitions. As such, the agglomerative approach seems to 

be more appropriate. The base for doing hierarchical clustering is to choose a distance 

measure for quantifying the dissimilarity between two samples. There are various 

distance measures available for use, e.g. Euclidean distance, Manhattan distance and 

Chebyshev distance. It is possible that different distance measures may lead to 

different partition strategies. Our suggestion is therefore to try the several simple but 

commonly used distance measures and make a comparison between then with regards 
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to the final classification results, which may provide more insights for the partition 

approach. 

 Assume that the distance between two samples is  and js is denoted as 

),( ji ssd  . Our proposed hierarchical clustering algorithm for grouping classes into 

partitions is described below. 

Step 1. Identify the classes for which ICA cannot be implemented and let 1C   

denote the set of classes, i.e. },,{
11111 LCCC L= . Let iC2  ),,1( 2Li L=  

denote the classes for which ICA can be performed, which are treated as the 

basic partitions for doing ICA. 

Step 2. Compute the distance between an element of 1C , e.g. 11C , and each element 

of 2C . 

Step 3. Merge the element into its nearest partition to produce a new partition. 

Step 4. Repeat Steps 2 and 3 until all the elements of 1C  have been merged into 

partitions.  

 In step 2, a distance measure between two groups of samples is needed. A 

suggestion is to use the nearest neighbor single linkage algorithm given by  

},:},(min{),( 2121 jiji CyCxyxdCCD ∈∈=             (5.13) 

In the algorithm, the distance between groups is simply defined as the distance 

between the closest pair of objectives. In application, the usefulness and effectiveness 

of the algorithm has been verified by Brida et al. (2009).  
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5.5 Experimental results 

We evaluate the performance of PC-ICA for naïve Bayes classification of 

microarray data based on two gene expression datasets, namely Leukemia-MLL and 

Lung Cancer I. The sources of the two datasets are Armstrong et al. (2002) and 

Bhattacharjee et al. (2001), respectively. Table 1 shows the main features of the two 

datasets in which the brackets give the numbers of instances for each.   

Table 5.1  

Summary of two microarray datasets  

Dataset Leukemia-MLL Lung Cancer I 

Number of genes 12528 12600 

Number of classes 3 5 

Number of instances 72 (24/20/28) 203 (139/21/20/6/17) 

 

The hold-out classification accuracy rates are used to compare the 

performance of ICA and PC-ICA for naïve Bayes classification of microarray data. 

The case of CC-ICA is not included since it cannot be implemented when a class in 

the training data has not enough samples. Every dataset is split into two parts, i.e. 

training and test datasets. In our experiments, four fifth of the samples are randomly 

selected as the training data and the remaining one fifth of the samples are taken as 

the test data. The training dataset is used to do MRMR feature selection based on 

mutual information, carry out ICA/PC-ICA computation and train classifiers. In 

feature selection, we consider different cases where the number of genes chosen 

ranges from five to fifteen. The test dataset is used to compare the performances of 
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ICA and PC-ICA. Such a procedure is repeated ten times for ICA and PC-ICA on the 

two datasets.  

Figure 5.2 shows the comparative boxplots of the Bayesian classification 

accuracy rates of Leukemia-MLL dataset for ICA and PC-ICA when the numbers of 

genes selected are 5, 7, 9, 11, 13 and 15. It can be seen from Fig. 5.2 that in most 

cases PC-ICA will lead to better classification performance than ICA in terms of 

mean, median and variances of classification rates. In the case of N=15, although the 

average classification accuracy rate for ICA is slightly higher than that for PC-ICA, 

the standard deviation of classification rates for PC-ICA is smaller than that for ICA.   

(N=15)(N=13)(N=11)(N=9)(N=7)(N=5) PC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICA

1.00.90.80.70.6
Accuracy rate

 

Fig. 5.2. Boxplots of classification accuracy rates for ICA and PC-ICA based on 
Leukemia-MLL dataset when the number of genes selected (N) is changeable 

 

Figure 5.3 shows the comparative boxplots of the Bayesian classification 

accuracy rates for ICA and PC-ICA based on the Lung Cancer I dataset. We can find 
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that PC-ICA is generally superior to ICA in the sense that the former has a better 

average classification performance, which is consistent with the conclusion drawn 

from the experiments based on Leukemia-MLL dataset. A possible reason is that that 

the class-conditional independence of the features extracted by PC-ICA might be 

stronger than that by ICA. Therefore, the new features extracted from PC-ICA are 

more suitable for the naïve Bayes classifier compared to those from ICA. 

(N=15)(N=13)(N=11)(N=9)(N=7)(N=5) PC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICAPC-ICAICA

1.000.950.900.850.800.750.70
Accuracy rate

 

Fig. 5.3. Boxplots of classification accuracy rates for ICA and PC-ICA based on Lung 
Cancer I dataset when the number of genes selected (N) is changeable  

  

5.6 Conclusion 

Accurate classification of microarray data is very important for medical 

decision making. Past studies have shown that CC-ICA is effective in improving the 

performance of naïve Bayes classifier. In microarray data analysis, it is possible that 

the sample size for some classes is not large enough to perform ICA within each class. 
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In such a circumstance, the application of CC-ICA becomes infeasible. In this chapter, 

we extend CC-ICA and proposed PC-ICA for naïve Bayes classification of 

microarray data. A key feature of PC-ICA is that it uses ICA to do feature extraction 

within each partition consisting of several small-size classes. ICA and CC-ICA can be 

considered as two extreme cases of PC-ICA in feature extraction. Experimental 

results on two microarray datasets have shown that PC-ICA usually has better 

performance than ICA in naïve Bayes classification of microarray data. Further 

research may be carried out to extend this study by using more datasets and 

comparing it with other feature extraction techniques. 
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CHAPTER 6 ICA FOR MULTI-LABEL NAÏVE BAYES 

CLASSIFICATION 

6.1 Introduction 

Previous chapters deal with only single-label classification problems, in which 

each sample is associated with a single label from a set of disjoint classes. If the set of 

disjoint classes includes two elements, the single-label classification problem is 

referred to as a binary classification problem. If the set includes more than two 

elements, the single-label classification problem is called a multi-class classification 

problem. However, in some classification problems, a sample may simultaneously be 

associated with multiple labels. For instance, in text categorization a newspaper may 

belong to several pre-defined categories such as Society and Movies. This type of 

problems is often called multi-label classification problems. Although multi-label 

classification was originally motivated by text categorization and medical diagnosis, it 

has received increasing attention in other domains of pattern classification, such as 

music categorization, scene classification, and protein function classification 

(Tsoumakas and Katakis, 2007).  

Various approaches have been proposed in the literature for dealing with 

multi-label classification problems. For instance, Chen et al. (2003) designed a 

decision tree classifier for solving multi-value and multi-label classification problems. 

Later, Chou and Hsu (2005) extended it and proposed the so-called multi-valued and 

multi-labeled decision tree to improve the classification accuracy of the original 
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decision tree classifier. Boutell et al. (2004) compared several possible approaches to 

training and testing classifier and developed new metrics for evaluating the 

performance of multi-label classifiers. Zhang and Zhou (2007) extended the 

traditional K-nearest neighbor (KNN) and proposed a multi-label KNN (ML-KNN) 

algorithm for solving multi-label classification problems, which has been found to be 

competitive with some more sophisticated algorithms. More recently, Zhang and 

Wang (2009) developed an algorithm based on two-layer radial basis function neural 

networks for solving multi-label classification problems. Their experiments on two 

real-world multi-label classification tasks demonstrate the effectiveness of the 

algorithm.  Cheng and Hullermeier (2009) unified instance-based learning and logistic 

regression and proposed a more general approach for multi-label classification, which 

overcomes some limitations of existing instance based multi-label classification 

methods. 

In the case of naïve Bayes classifier, Zhang et al. (2009) recently extended it 

and proposed a classifier called multi-label naïve Bayes (MLNB) to handle multi-

label classification problems. A two-stage filter-wrapper feature selection strategy, 

consisting of the usage of PCA and genetic algorithm, is incorporated into the MLNB 

in order to improve its classification performance. As discussed in Zhang et al. (2009), 

this study could be the first one in which feature selection is incorporated into the 

multi-label learning algorithm. Their experimental results have shown that feature 

selection is capable of improving the performance of MLNB significantly.  

The work by Zhang et al. (2009) has laid a good foundation for further 

research on the use of naïve Bayes in solving multi-label classification problems. 
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Previous chapters have demonstrated the usefulness of ICA in improving the 

classification performance of single-label naïve Bayes. The purpose of this chapter is 

to explore the usefulness of ICA as a feature extraction method in MLNB, which 

could not only expand the application scope of ICA but also improve the 

classification performance of MLNB. We first describe multi-label classification 

problems in a general manner, which are followed by an overview of the methods 

used for multi-label classification. We then propose ICA-based MLNB (or ICA-

MLNB) scheme for solving multi-label classification problems. Finally, experimental 

studies on two multi-label datasets are presented, which shows that ICA is an 

effective feature extraction method for improving the performance of the MLNB 

classifier.  

6.2 Multi-label classification problem  

We use a simple example to illustrate the concept of multi-label classification 

problem. Assume that there are five documents and the first document can be 

simultaneously classified into the classes of computer science, mathematics and 

application. The second document belongs to the classes of biology and the third 

document can be assigned to classes of mathematics, physics and theory. The fourth 

document belongs to the class of application, and the fifth can be classified as physics 

or application. This problem is a typical multi-label text classification problem, which 

is shown in Table 6.1. It consists of five samples and six classes (or labels) including 

computer science, mathematics, physics, biology, theory and application. Each sample 

document belongs to one label or more than one label simultaneously. The task is to 
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learn a classifier from the five documents with good generalization capability for 

predicting the labels of a new document. 

Table 6.1 

A simple multi-label classification problem 

Sample Computer 
science (C) 

Mathematics 
(M) 

Physics  
(P) 

Biology 
(B) 

Theory  
(T) 

Application 
(A) 

1       

2       

3       

4       

5       

 

Mathematically, suppose that Χ  denotes the input space and let 

},,,{ 21 sλλλ L=Ω  denote a finite set of class labels. Further assume that each sample 

X∈x is associated with a subset of labels Ω∈ 2xL . In multi-label classification, xL  is 

often referred to as the set of relevant labels while its complement xL\Ω  is called the 

set of irrelevant labels. Given a set of training data },,2,1),{( MiLxD ii L==  where 

ix  is the input vector of sample i and Ω⊆iL  is the set of labels associated with ix , 

the task of the multi-label classification problem is to train a function Ω→ 2: Xf  so 

that f  predicts the label sets well for each unseen sample. Alternatively, the learning 

system can be represented by a real-valued function g  such that RX →Ω×:g . 

Given a sample ix  and its associated label set iL , a good classifier will produce a 

larger function values for labels in the label set than those not in the label set. That is 

to say, if  iLl ∈  and iLl ∉' , we have ),(),( '
lxglxg ii > . 
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Once a multi-label classifier is learned, we need to evaluate its performance 

before putting it into application. Usually, the performance evaluation of a multi-label 

classifier is more complicated than traditional single-label classifier. In the literature, 

a number of criteria and metrics have been developed for evaluating the performance 

of multi-label classifier. Here we shall introduce several commonly used measures 

(Zhang et al., 2009).  Given a set of testing samples ix  ( Ii ,,1L= ), let Ω⊆)( ixf  

denote the multi-label prediction and iL  denote the real set of labels for ix . The most 

commonly used evaluation metric is termed as Hamming loss, which is defined as 

follows.  

 ∑
=

∆
Ω

=
I

i

ii Lxf
I

f
1

)(
11

)(HamLoss      (6.1) 

where ∆  is the symmetric difference between two sets (corresponding to the XOR 

operation in Boolean logic), and ⋅ represents the cardinality of a set (i.e. the number 

of its elements). Hamming loss is actually a measure of the percentage of labels 

whose relevance is incorrectly predicted. 

 Suppose that the real-valued scoring function ),( lxg i has been defined. It can 

be transformed into a ranking function ( )lxrank ig , , which maps the outputs of 

),( lxg i for any l  such that if ( )21 ,),( lxglxg ii >  then ( )21 ,),( lxranklxrank igig > . We 

can also define several other metrics used for evaluating the performance of multi-

label classifiers. The measure of “one error”, which attempts to compute how many 

times the top-ranked label is not relevant, is expressed as follows 
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  ∑
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=
I

i
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I

g
1

)(
1

)(OneError ψ       (6.2) 

where  )( ixψ  is defined as 
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
 ∉

=
Ω∈

otherwise    0

),(maxarg if    1
)( ii

i

Lxg
x

λ
ψ λ     (6.3) 

 In addition to one error, there are some other metrics that have been reported 

and used in the literature. Coverage, i.e. Eq. (6.4), is defined as the average distance to 

cover all the relevant labels assigned for the testing samples.   

  1),(max
1

)(Coverage
1

−= ∑
=

Ω∈

I

i

ig xrank
I

g λ
λ

             (6.4) 

Ranking loss refers to the average fraction of label pairs that are not correctly 

ordered for the sample. Mathematically, it can be expressed as  

  ∑
=

<=
I

i

iiiiii

ii

lxglxgll
LLI

g
1

),,(),(),{(
11

)(RankLoss  

     } and iiii LlLl ∈∈     (6.5) 

where iL  is the complementary set of iL . 

 Average precision measures the average fraction of relevant labels ranked 

above a particular relevant label. It is given by 

  ∑
=

×=
I

i iLI
g

1

11
)(AvePrec  
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∑
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∈≤

iLl if

iifif

lxrank

Lllxranklxrankl
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}'),,()',('{
   (6.6) 

 Among the five metrics mentioned above, the first four are of “cost” type. 

That is to say, a smaller value means a better classification performance. However, 

average precision is a benefit type of measure. A larger average precision value 

implies a better classification performance. If )(AverPrec g  is equal to 1, it means that 

the classifier has perfect classification performance. 

6.3 Multi-label classification methods 

Researchers have proposed various methods for solving multi-label 

classification problems. The study by Tsoumakas and Katakis (2007) provides a 

general overview of the multi-label classification methods. Recently, de Carvalho and 

Freitas (2009) provide a more comprehensive introduction to various methods for 

multi-label classification. Broadly speaking, the existing methods used for multi-label 

classification can be classified into two main categories, namely algorithm 

independent approach and algorithm adaptation approach. Algorithm adaption 

approach tries to adapt some well-established single-label classification algorithms to 

solve multi-label classification problems. In contrast, the algorithm independent 

approach is to transform the original multi-label classification problem into a set of 

single-label problems. Then, any learning algorithm used in solving single-label 

classification problems can be directly applied to multi-label classification.  

As the MLNB classifier proposed in Zhang et al. (2009) is an algorithm 

independent approach, we shall only briefly describe the algorithm independent 
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approach in this chapter. Details on the algorithm adaption approach can be found in 

Tsoumakas and Katakis (2007) and de Carvalho and Freitas (2009). According to de 

Carvalho and Freitas (2009), there are two kinds of problem transformation methods 

in algorithm independent approach. One is based on labels and the other is based on 

samples, which are respectively called label-based transformation and sample-based 

transformation.    

6.3.1 Label-based transformation 

Label-based transformation for multi-label problems has some similarities 

with the one-against-all approach for multi-class problems (Hsu and Lin, 2002). The 

purpose of one-against-all approach is to use binary classifiers to solve a classification 

problem with more than two classes. For label-based transformation, the original 

multi-label problem can be transformed to a set of single-label problems and each 

label is associated with a binary classification problem. Then a binary classifier can be 

trained for each of the binary classification problems. 

The process of label-based transformation can be illustrated by the simple 

multi-label classification problem given in Table 6.1. Since there are six classes or 

labels, the original problem can be divided into six binary classification problems that 

are associated with the six classes or labels. Table 6.2 shows the resulting six binary 

classification problems transformed from the original multi-label classification 

problem. 

 

 



 

Chapter 6 ICA for Multi-label Naïve Bayes Classification 

96 

 

Table 6.2 

Six binary classification problems obtained from label-based transformation 

Sample Problem 1 Problem 2 Problem 3 Problem 4 Problem 5 Problem 6 

1 C+ M+ P- B- T- A+ 

2 C- M- P- B+ T- A- 

3 C- M+ P+ B- T+ A- 

4 C- M- P- B- T- A+ 

5 C- M- P+ B- T- A+ 

Note: “+” and “-” respectively denote that the sample is positive or negative for the current class.  

 Technically, the label-based transformation attempts to train a separate binary 

classifier ih   for each label Ω∈iλ , i.e. 

  




=
otherwise    0

 orelevant t is  label if    1
)(

xλ
xh

i

i               (6.7) 

From Eq. (6.7), we can derive the following multi-label classifier for predicting the 

labels of x  

  }1)({ ==
Ω∈

xhL iix
i

λ
λ
U                 (6.8) 

 The main advantage of the label-based transformation approach lies with its 

simplicity for use. In addition, all the methods for single-label classification can be 

directly taken for use. However, since it treats every label independent with each 

other, it has the disadvantage that the correlations and interdependencies between 

various labels are not considered in classification. Nevertheless, previous studies, e.g. 

Zhang et al. (2009), have shown the effectiveness of label-based transformation 

approach in solving multi-label classification problems. 
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6.3.2 Sample-based transformation 

The use of sample-based transformation approach helps to convert the original 

multi-label problem into one or more single-label problems through redefining the set 

of labels associated with each sample. Compared to label-based transformation that 

only generates binary classification problems, sample-based transformation may 

produce binary or multi-class classification problems. 

Table 6.3 

Single-label problem through eliminating samples with more than one label  

Sample Class 

2 B 

4 A 

 

There exist several sample-based transform methods that can convert a multi-

label problem into traditional single-label problem. The most straightforward, also the 

least effective, sample-based transformation method is to eliminate the samples with 

more than one label. Table 6.3 shows the resulting problem from the use of this 

method for the previous simple example. It can be seen that three samples are 

eliminated, which essentially changes the current problem to another simpler problem. 

An obvious drawback of this method is that it leads to the loss of information. This 

method is suitable for the datasets that have few multi-label samples.  

In addition, one may choose to keep only one label for multi-label samples 

instead of eliminating the samples. This method is to convert the multi-label samples 

into single-label samples by simplification. It can be done through randomly selecting 

one label or using a certain criterion to select for the multi-label samples (see Table 
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6.4). Since selecting one label may oversimplify the problem, we can also decompose 

the multi-label problem into a set of single label problems in appropriate manner. The 

decomposition can keep the original information while the number of classifiers may 

become very large, which is equal to the product of the number of labels for each 

sample. For previous example, 18 single-label classifiers need to be trained if a 

decomposition is carried out. 

Table 6.4 

Single-label problem through selecting one label for multi-label samples 

Sample Class 

1 M 

2 B 

3 P 

4 A 

5 A 

 

 The original multi-label problems can also be converted into a single-label 

problem by considering all the possible label sets as new classes. The creation of new 

classes can largely increase the number of classes, which may cause some classes to 

be with very few samples. Table 6.5 shows the single-label problem derived from the 

method. It can be easily seen that the number of classes has increased. Compared to 

previous sample-based transformation methods, this method will not result in the loss 

of information but requires the learning algorithms to be capable of dealing with 

small-sample datasets. 
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Table 6.5 

Single-label problem through creating new classes for multi-label samples 

Sample Class 

1 MixClass1 

2 B 

3 MixClass2 

4 A 

5 MixClass3 

 

6.4 ICA-based multi-label naïve Bayes 

6.4.1 Basic multi-label naïve Bayes 

 The recent study by Zhang et al. (2009) provides a theoretical description of 

multi-label naïve Bayes (MLNB) classifier. For a testing sample 

),,,( 21 nxxxx L= X∈  associated with label set Ω⊂xL , let xL
r

 denote its label vector 

in which the ith component 1)( =iLx

r
 if xi L∈λ  and 0)( =iLx

r
 if xi L∉λ . Assume that 

iH1  is the event that x  has label iλ  and i
H0  is the event that x  has no label iλ . The 

category vector can be predicted using the following principle: 
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Using the Bayes rule, we can transform Eq. (6.9) into 
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 By assuming the class conditional independence assumption among features, 

we can rewrite Eq. (6.10) as 
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 In practice, we often use the additive form of Eq. (6.11) that is given below: 
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In addition, the conditional probabilities in Eq. (6.11) are often replaced by 

their kernel density estimations. If the Gaussian probability density function is 

assumed, we can obtain the following equation: 
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where ib

kµ  and ib

kσ  are respectively the mean and standard deviation of feature k with 

respect to label i .   

 It should be pointed out that the MLNB described above is essentially a set of 

naïve Bayes classifiers for single-label classification problems. In the case that there 

exist a large number of features, the computation of Eq. (6.13) may exceed the 

floating precision of a computer. So Zhang et al. (2009) derived a variant of Eq. (6.13) 

for computation purpose. In our study, since feature selection is carried out before 

training the naïve Bayes classifiers, Eq. (6.13) can be directly taken for use. However, 

as discussed in previous chapters, the class-conditional independence assumption may 



 

Chapter 6 ICA for Multi-label Naïve Bayes Classification 

101 

 

not hold in real world applications. Therefore, we propose the use of ICA as a feature 

extraction method for MLNB.  

6.4.2 ICA-MLNB classification scheme 

The effectiveness of ICA as a feature extraction method for naïve Bayes 

classifier has been empirically demonstrated by some earlier studies. However, none 

of any previous studies dealt with the use of ICA in MLNB for solving multi-label 

classification problems.  In the previous chapters of this thesis, we have shown that 

CC-ICA performs better than ICA for naïve Bayes classifier. In the case of MLNB, 

since the label-based transformation method described in Section 6.3.1 is used, the 

multi-label classification problem is finally transformed into a set of binary 

classification problems. Since there are only two classes for each problem, in this 

thesis we shall only investigate the use of ICA in MLNB, which is referred to as the 

ICA-MLNB classification scheme. 

As pointed out in previous chapters, many classification problems may deal 

with only a few of samples with respect to the number of features. A well known 

example is microarray data analysis in which a dataset consists of a small number of 

samples but a huge number of genes. This “curse of dimensionality” problem also 

occurs in multi-label classification problems. As such, feature selection is often a 

necessary step before using ICA to do feature transformation. Here we choose the 

mutual information –based feature selection method as used in Chapter 5, which is 

based on the MRMR criterion as suggested by Peng et al. (2005).  
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In our proposed ICA-MLNB scheme, the label-based transformation is first 

applied to transform the original multi-label classification problem into a set of binary 

classification problems, each of which is corresponding to one label. For each binary 

classification problem, we use the dataset to do feature extraction using the mutual-

information -based MRMR criterion and ICA. The independent components obtained 

are then used to train the binary naïve Bayes classifier for the dataset.  The complete 

description of the ICA-MLNB scheme is given below. 

 Step 1. Split the dataset into training and test datasets.  

 Step 2. For both training and test datasets, transform the multi-label classification 

problems into a set of ( s ) binary classification problems. 

 Step 3. For a binary classification problem,  

  3.1 Do feature selection for the training data using the mutual information –

based MRMR criterion; 

  3.2 Do feature transformation using ICA or CC-ICA for the training data 

and get the transformation matrix. 

 Step 4. Use the training data after feature extraction to learn a naïve Bayes 

classifier. 

 Step 5. For the test data, 

  5.1 Choose the same features as selected in Step 3.1; 

  5.2 Do feature transformation using the same transformation matrix as 

estimated in Step 3.2; 

  5.3 Use the new test data obtained and the classifier learned in Step 4 to 

perform the classification task. 
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 Step 6. Repeat Steps 3 to 5 until all the binary classification problems are solved. 

Combine their classification results to assess the performance of the MLNB.  

6.5 Empirical study 

We empirically examine whether ICA could help to improve the classification 

performance of MLNB. Two real-world datasets, which were obtained from the 

website of the machine learning and knowledge discovery group in the Aristotle 

University of Thessaloniki, are used in our empirical study. The first is to predict the 

gene functional classes of the Yeast dataset, which has been investigated by Elisseeff 

and Weston (2002) and Zhang et al. (2009).  The Yeast dataset consists of 2417 genes, 

each of which is characterized by 103 features. Each gene is associated with a set of 

functional classes, which is structured into a tree with leaves representing the 

functional categories. At the finest level of the tree, the number of the functional 

classes may reach as high as 190. The top level of the tree consists of 14 functional 

class categories, which are the labels we attempt to use ICA-MLNB to predict in this 

study. For each gene, the average number of the labels is 4.24. 

The second empirical study is about natural scene classification, which deals 

with the prediction of label set for a number of natural scene images. The dataset was 

initially proposed and studied by Boutell et al. (2004) and later used by many multi-

label classification studies. The natural scene dataset consists of 2407 samples and 

294 features. Each sample is associated with at most six labels simultaneously, which 

include beach, fall foliage, sunset, field, mountain and urban. The average number of 

labels for each sample image is 1.07. 
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Ten-fold cross-validation is used to assess the performance of our proposed 

ICA-MLNB scheme. For each of the two datasets, we divide it into 10 parts with 

approximately equal sizes. Every time we will choose one of the 10 parts as test data 

for examining the performance of MLNB and ICA-MLNB. The remaining nine parts 

are taken as training data for learning MLNB and ICA-MLNB. The process is 

repeated for 10 times so that each of the 10 parts is used for test data once. We then 

compute the Hamming loss values for all the possible scenarios and use them to 

compare the performance of ICA-MLNB and MLNB. It should be pointed out that 

other metrics in addition to Hamming loss, e.g. those described earlier in this chapter, 

have also been used for assessing the performance of multi-label classifiers. However, 

our empirical study does not use other metrics due to the following two reasons. 

Firstly, past empirical studies have shown thatusing different metrics may lead to 

different conclusions in terms of classification performance, which makes the 

interpretation of the results difficult. As Hamming loss is one of the most popular 

metrics, we choose it rather than other metrics for use. Secondly, the use of Hamming 

loss does not require us to define the real-valued function as mentioned in Section 6.2, 

which avoids the introduction of subjective factors to a certain degree.  

 Since the number of features selected by the mutual information -based 

MRMR criterion may affect classification results, we also empirically examine the 

effect of feature size on classification performance. Figure 6.1 shows the average 

Hamming loss values for MLNB and ICA-MLNB classification of Yeast data when 

the number of features selected varies from 11 to 20. It can be seen that the ICA-

MLNB classification scheme performs better than MLNB in terms of the Hamming 
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loss metric. The average Hamming loss for ICA-MLNB is always below 0.02, which 

is much lower than that for MLNB. 

 

 Fig. 6.1. The average Hamming loss for MLNB and ICA-MLNB classification of Yeast 
data when the number of features varies from 11 to 20 

 

 In order to examine the variation of the Hamming loss for different classifiers, 

we also present the comparative boxplots of the Hamming loss values for MLNB and 

ICA-MLNB by fixing the number of features selected at 11, 14, 17 and 20 in Fig. 6.2. 

It is found that in general there exist little differences in the classification performance 

of MLNB and ICA-MLNB when the number of features is relatively smaller. 

However, when the number of features becomes larger, the variation of Hamming loss 

for MLNB becomes much higher. In addition, it can also been observed from Fig. 6.2 

that there are several very large Hamming loss values for the MLNB classifier.  
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No. of features 20171411 MLNBICA-MLNBMLNBICA-MLNBMLNBICA-MLNBMLNBICA-MLNB

1.00.80.60.40.20.0
Hamming loss

 

Fig. 6.2. Comparative boxplots of Hamming loss for MLNB and ICA-MLNB 
classification of Yeast data with various feature sizes 

 

Figure 6.3 shows the average Hamming loss values for MLNB and ICA-

MLNB classification of natural scene data when the number of features selected 

varies from 11 to 20, and Fig. 6.4 provides the comparative boxplots for several pre-

defined scenarios.  It can be seen from Fig. 6.3 that ICA-MLNB always has smaller 

average Hamming loss values than MLNB.  In addition, the average Hamming loss 

for ICA-MLNB looks more stable than MLNB, which might be an indication of its 

better classification performance. As shown in Fig. 6.4, the variations of Hamming 

loss for ICA-MLNB are often smaller than those for MLNB.  
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Fig. 6.3. The average Hamming loss for MLNB and ICA-MLNB classification of natural 
scene data when the number of features varies from 11 to 20 

No. of features 20171411 MLNBICA-MLNBMLNBICA-MLNBMLNBICA-MLNBMLNBICA-MLNB

0.70.60.50.40.30.20.1
Hamming loss

 

Fig. 6.4. Comparative boxplots of Hamming loss for MLNB and ICA-MLNB 
classification of natural scene data with various feature sizes 



 

Chapter 6 ICA for Multi-label Naïve Bayes Classification 

108 

 

In summary, our experiments on Yeast and natural scene datasets show that 

ICA-MLNB often performs better than MLNB in terms of the Hamming loss metric. 

In most cases, ICA-MLNB has not only a smaller average Hamming loss value, but 

also a smaller variation in Hamming loss. It implies that ICA as a feature extraction 

technique can effectively improve the performance of MLNB. 

6.6 Conclusion 

Multi-label classification has received increasing attention in different 

application domains of pattern classification. Various approaches have been proposed 

in the literature for solving multi-label classification problems, among which MLNB 

can be treated as an important extension to traditional naïve Bayes for single-label 

classification.  

Despite the usefulness of MLNB, none of previous studies attempt to 

incorporate ICA as a feature extraction tool into it. As such, in this chapter we 

propose the ICA-MLNB scheme for multi-label classification. Our experimental 

results on two real-world datasets have shown that in general ICA-MLNB has not 

only smaller average Hamming loss values but smaller variations in the metric than 

MLNB. It may be an indication that ICA can improve the classification performance 

of MLNB in solving multi-label classification problems. As the main purpose of this 

chapter is to examine the effectiveness of ICA in improving MLNB, we do not 

compare the performance of ICA-MLNB with other multi-label classifiers. Further 

research may be carried out to extend this study by using more datasets and 

comparing ICA-MLNB with other multi-label classifiers. 
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CHAPTER 7 CONCLUSIONS AND FUTURE 

RESEARCH 

This thesis contributes to several methodological and application issues in 

applying ICA to the naïve Bayes classifier. In this chapter we will summarize and 

discuss the main results of our research work as described in previous chapters. 

Possible future research will also be presented. 

7.1 Summary of results 

In Chapter 3, we present a comparative study of PCA, ICA and CC-ICA as 

alternative feature extraction methods for naïve Bayes classifier. Our experimental 

results have shown that all of the three feature extraction methods can improve the 

performance of naïve Bayes classifier. In most cases, CC-ICA integrated with naïve 

Bayes outperforms PCA and ICA integrated with naïve Bayes in terms of 

classification accuracy, which offers clear evidence on the suitability of CC-ICA as a 

feature extraction method for naïve Bayes classifier.  

The use of CC-ICA often requires a large number of samples. When the 

sample size is much less than the number of the features, e.g. in the case of 

microarray data analysis, its direct use may become infeasible. We therefore present a 

sequential feature extraction approach for naïve Bayes classification of microarray 

data in Chapter 4, which starts from gene selection by stepwise regression. The data 

on the genes selected are then transformed by CC-ICA, which makes the new features 

after transformation become as class-conditionally independent with each other as 
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possible. Our experimental results on five microarray datasets demonstrate the 

effectiveness of the sequential feature extraction approach in improving the 

classification performance of naïve Bayes classifier in microarray data analysis.  

The research work presented in Chapter 4 makes the use of CC-ICA as a 

feature extraction method becomes more applicable for naïve Bayes classification of 

microarray data. However, in some cases the sample sizes for some classes may be 

too small so that the implementation of CC-ICA is still infeasible after feature 

selection. To address this problem, we extend CC-ICA and propose PC-ICA for naïve 

Bayes classification of microarray data in Chapter 5. Compared to CC-ICA, PC-ICA 

attempts to implement ICA within each partition consisting of several small-size 

classes rather than each class. As such, PC-ICA encompasses ICA and CC-ICA as 

two special cases. Experimental results on several microarray datasets have shown 

that PC-ICA often has better performance than ICA in naïve Bayes classification of 

microarray data.  

Our research in Chapters 4 and 5 is based on the assumption that naïve Bayes 

is used to solve single-label classification problems. However, in the real world a 

number of classification problems are essentially multi-label problems. Although the 

usefulness of multi-label naïve Bayes (MLNB) in dealing with multi-label 

classification problems has been demonstrated by earlier studies, none of previous 

studies incorporate ICA into MLNB. Therefore, in Chapter 6 we investigate the 

usefulness of ICA as a feature extraction method for MLNB classification of multi-

label classification problems. Specifically, we propose the ICA-MLNB scheme for 

multi-label classification. Our experimental results on two real-world datasets have 
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shown that in general ICA-MLNB usually has better classification performance than 

MLNB, which may be an indication of the usefulness of ICA as a feature extraction 

method for MLNB classification of multi-label problems.  

7.2 Possible future research 

Despite the contributions described above, the work reported in this thesis has 

inevitably some limitations where further research may be carried out. Areas where 

further research would be fruitful are summarized as follows. 

In our sequential feature extraction approach for naïve Bayes classification, 

feature selection is done through stepwise regression because of its simplicity and 

effectiveness. In the literature there are also a number of other feature selection 

techniques. It would therefore be meaningful to investigate whether various feature 

selection techniques would substantially affect the performance of naïve Bayes 

classifier in microarray data analysis.  

As pointed out in Chapter 5, when CC-ICA cannot be applied due to the very 

small sample sizes for some classes, PC-ICA can be used as an alternative feature 

extraction technique for naïve Bayes classification of microarray data. However, a 

necessary step for using PC-ICA is to group different classes into some partitions. 

Although we have given some descriptions on how to group classes into partitions, 

further investigations on the methods for doing the grouping task would still be 

worthwhile while endeavor.     

In Chapter 6 we propose the ICA-MLNB scheme for solving multi-label 

classification problems. As the main purpose of this chapter is to examine the 
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effectiveness of ICA in improving MLNB, we only compare the performance of ICA-

MLNB with that of MLNB in our experiments. Further research may be carried out to 

extend this study by using more datasets and comparing ICA-MLNB with other multi-

label classifiers based on more evaluation metrics. It is also possible to extend the 

ICA-MLNB scheme by studying the effect of CC-ICA in MLNB.  

This thesis is mainly about methodological developments. The experimental 

studies presented in various chapters are based on some public datasets. Clearly, 

future research may be carried out to apply our proposed methods and algorithms to 

some real-world applications. Finally, ICA, as a feature extraction method, has been 

used for different classifiers in addition to naïve Bayes. However, this thesis only 

investigates the applicability of ICA and its variants for naïve Bayes classifier. Future 

research may be carried out to explore the use of ICA for more advanced Bayesian 

classifiers. It would therefore be very meaningful to compare naïve Bayes with other 

popular classifiers in which ICA is used as a feature extraction method in a more 

comprehensive manner.      
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