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Summary v

Summary

The HDD (hard disk drive) industry is now moving towards smaller disk drives with

larger capacity. As the track density gets higher, a more stringent TMR (track mis-

registration) budget is imposed for servo design. This calls for a careful study of the subtle

dynamics of HDD servo mechanism, and further exploration of servo control techniques.

This thesis begins with an investigation of some robust linear and nonlinear control

techniques for servo system design. First, the Robust and Perfect Tracking (RPT) control

technique is introduced, which can be used to design a low-order parameterized controller

with fast tracking speed and low overshoot as well as strong robustness. Then a so-called

enhanced Composite Nonlinear Feedback (CNF) control technique is developed, which has

a new feature of removing static error caused by disturbances while retaining the mainstay

of the original CNF, i.e., fast settling in set point tracking tasks.

To facilitate CNF control design, a Matlab toolkit with a user-friendly graphical in-

terface is then developed. The toolkit can be utilized to design a fast and smooth tracking

controller for a class of linear systems with actuator and other nonlinearities as well as with

external disturbances. The toolkit is capable of displaying both time-domain and frequency-

domain responses, and generating control laws of state feedback and measurement feedback.

The usage of the toolkit is illustrated by practical examples on servo design.

Next, research efforts are directed toward the practical design of HDD servo systems.

A major step is to establish a comprehensive model for the voice coil motor (VCM) used in

HDDs. The approach of physical effect analysis is applied to derive a physical model of a

microdrive VCM actuator, which explicitly incorporates nonlinear effects, such as flex cable
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nonlinearity and pivot bearing friction. The parameters of the model are then identified

using a Monte Carlo process together with the time- and frequency-domain responses of

the actual system. Verification will show that the resulting model does capture the main

features of the VCM actuator.

With the HDD model in hand, the philosophy for servo system design is straightforward.

First, try to cancel those unwanted nonlinearities as identified in the model, and then treat

the uncompensated portion as external disturbances and choose an appropriate control

methodology to minimize their adverse effects on closed-loop performance. A parameterized

track following controller is first designed for the microdrive using the RPT control combined

with integral and nonlinear compensation. Next, a servo system, which is capable of track

following and short span seeking as well for the microdrive, is designed using the enhanced

CNF control combined with nonlinearity pre-compensation. Simulation and Experiments

are carried out to evaluate the effectiveness of the designs.

The above designs are based on the single-stage system. Next, a dual-stage actuated

HDD servo system, which adds a secondary piezoelectric microactuator to work with the

existing VCM actuator, is designed and implemented. In the design, the low frequency

characteristics of the piezoelectric microactuator are utilized to estimate its displacement

and the concept of open loop inverse control is adopted to control the microactuator loop.

The VCM actuator is controlled with the same techniques as in single-stage case, specifi-

cally, RPT, CNF and PID control are successively applied for the purpose of comparison.

Simulation and implementation results are presented and compared.

To conclude this thesis, the main results of this research, including the strengths and

the limitations therein, are summarized. Some possible directions for future research are

also included.
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Chapter 1

Introduction

The first hard disk drive (HDD), IBM RAMAC 305, appeared in 1956. Five decades later,

HDDs have evolved into a huge industry with an annual sales revenue of tens of billions of

US dollars. Today, hard disk drives serve as the major storage media in computer systems.

Moreover, they are finding increasing applications in consumer electronic devices, such as

music player, digital camera, camcorder, mobile phone, etc. Along with the development of

HDDs, HDD servo system, which is a supporting sub-system in each hard disk drive, has

been extensively studied, both by the industry and the academic circle. New developments

of hard disk drives impose more stringent demand on the servo systems and call for further

research. This chapter gives a brief account of HDD servo systems, and the relevant research

efforts in this area, which provide the background and motivation for this research topic.

1.1 HDD Servo Systems

Modern hard disk drives are rooted in the so-called Winchester technology developed by

IBM in the 1970s. The Winchester technology featured a smaller, lighter read/write (R/W)

head that was designed to ride on an air film of only 18 microinches thick above the disk

surface. Moreover, it combined one or more magnetic disk platters and read/write mech-

anisms in a sealed module, which minimized contamination and enhanced reliability. The

resulting higher capacity, faster performance and lower maintenance cost made Winchester

1
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technology the dominant standard for the HDD industry.

Although there have been many new developments in the relevant technologies since

then, the framework of Winchester remains the same and still prevails today. Typically, a

hard disk drive of this framework is composed of six major components:

1. Device enclosure, which provides a safe space for other inner components and prevents

contamination. It consists of two parts, i.e., baseplate and cover.

2. Disk platters, on which there are concentric circles or tracks where data are stored.

Each disk platter is made of Al-Mg alloy or glass substrate coated with magnetic

recording medium and lubricant.

3. Spindle motor assembly, which supports and drives the disk platters to rotate at

constant speed in working condition. It contains some disk clamps, a brushless DC

motor with a ball bearing or more recently a fluid dynamic bearing for reduced acoustic

noise and high rotating speed.

4. Actuator assembly, which is the servo mechanism to move and position R/W heads. It

contains a Voice Coil Motor (VCM), a pivot bearing, arms to support the head/suspension

assembly, and a flex cable carrying signal to and from the R/W heads and VCM.

5. Head/suspension assembly, which consists of a suspension, a gimbal, a slider and a

R/W head. The R/W head is used to read and write data on the disk, and it can be

a thin-film, or magneto-resistive (MR), or giant magneto-resistive (GMR) head.

6. Electronics card, which provides interface to host computer, power drivers for spindle

motor and VCM, read/write electronics and servo demodulator, controller chip for

timing control and control of interface, micro processor(s) for servo control, and etc.

An important performance indicator for HDDs is the so-called access time, which is

defined as the summation of seek time and rotational latency. Seek time is the time (in
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milliseconds) it takes to move the R/W heads from current position to a desired track

location. Rotational latency is the average time (in milliseconds) the R/W heads must wait

for the target sector on the disk to pass under them once the R/W heads are moved to the

desired target track. It is determined as half of the rotation period of the disks, which in

turn is related to the constant rotation speed of the spindle motor, typically at 3600, 4500,

5400 and 7200 to 15,000 revolutions per minute (RPM).

To improve the performance of HDDs, the access time should be as small as possible.

Since the rotational latency is fixed by the spindle speed, more attention should be given

to reduce the seek time. The seek time is a measure of how fast the head positioning

mechanism in hard disk drives can move the R/W heads to a desired track. Current disk

drives use the VCM actuator assembly as the servo mechanism to move and position the

R/W head, while research for new servo mechanisms, e.g., dual-stage actuated system, is

under way. In the dual-stage system, a microactuator is added to actuate the suspension

or slider, to provide a faster and finer movement for the R/W heads.

This thesis mainly deals with HDD head positioning servo system (or in short, HDD

servo system). The two main functions of HDD head positioning servo mechanism are track

seeking and track following. Track seeking moves the R/W heads from the present track

to a specified destination track in minimum time using a bounded control effort. Track

following maintains the heads as close as possible to the destination track center while

information is being read from or written to the disk. To ensure reliable data reading and

writing, it is required that during track following stage, the deviation of R/W heads from

target track center, i.e., the position error signal (PES), should not exceed the so-called

Track Mis-Registration (TMR) budget, which is normally defined as 5% of track pitch.

Here track pitch is simply the reciprocal of track density, which is measured by TPI (Track

Per Inch).
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The main objective in HDD servo system design is to ensure fast track seeking and pre-

cise track following in the face of power limitation, various disturbances and uncertainties

in real application environment. Hence, closed-loop control has to be designed and imple-

mented. This is feasible because hard disk drives have either dedicated servo or embedded

servo from which the PES can be read out and used for feedback control. To design such

an HDD servo system, two steps are to be followed: first, a mathematical model which

captures the inherent dynamics of HDD servo mechanism has to be established; next, a

suitable control strategy is applied to design a servo controller based on the derived model.

Current trend of the HDD industry is towards disk drives with smaller form factor (namely,

the diameter of the disk platters) and higher capacity, which requires that the tracks on

disk surface be arranged as closely as possible. The higher track density will impose a more

stringent TMR budget on HDD servo systems, and hence more demanding tasks with the

modeling and control design. This calls for a more careful study of the dynamic character-

istics of HDD servo mechanism and further exploration of control design technology.

1.2 Brief Literature Review

Over the years, the subject of HDD servo systems has received much attention from the

control community. Many research efforts have been devoted to the modeling and control

of HDD servo systems. In what follows, the main results available in this area are outlined.

Conventionally, HDD servo mechanism, to be specific, the VCM actuator, is modeled by

a dominant second order system coupled with some high frequency resonant modes (see e.g.,

Franklin et al. [26], Mamun et al. [48] and Chen et al. [12]). This linear model captures the

main characteristics of HDD servo mechanism and seems to work quite well in conventional

disk drives with larger form factor. However, various disturbances and nonlinear effects are

not included in this model, hence it may not be good enough for the new generation disk



Chapter 1. Introduction 5

drives in which the nonlinear effects become more prominent with respect to higher track

density. To address this problem, several attempts have been made during the past few

years. Wang et al. [65] applied time domain technique to model the pivot nonlinearity in

disk drives while Abramovitch et al. [1] resorted to frequency domain technique to model

the same nonlinearity, i.e., friction effect. Wang [66] studied the frictional nonlinearity in

a small disk drive and proposed several models, i.e., two-preload, preload+2-slope spring,

hysteretic 2-slope, and preload+hysteretic damping, to describe the friction effect. Those

models are basically the revision and/or combination of existing classical friction models,

and they captures the characteristics of friction to some extent. Chang et al. [8] used relay

function to model and identify pivot friction in HDDs. Gong et al. [29] tackled the pivot

nonlinearity in HDDs by the use of a Dahl hysteresis model. Yan et al. [73] modeled and

compensated the pivot nonlinearity in disk drives by using the Leuven integrated friction

model. These efforts have contributed to our understanding of the nonlinear behavior

in HDDs, more or less. However, the above modeling methodologies are mainly based on

empirical modeling and experimental fitting. They are weak in providing theoretical insights

into the nonlinearity structure of HDD servo mechanism.

So far, various control strategies have been developed to design servo controllers for

HDDs, ranging from conventional PID to more advanced control techniques (see e.g.,

Abramovitch and Franklin [2], Chen et al. [12]). The PID is a simple yet effective con-

trol technique and is still widely used in today’s commercial HDDs. When it comes to fast

track seeking under limited control effort, PID may give way to the proximate time-optimal

servomechanism (PTOS), which is a modification of the well known time-optimal control

(TOC) and was first proposed by Workman [71]. Both PID and PTOS are time domain

techniques. Meanwhile, frequency domain techniques, such as notch filter/band pass filter

(see e.g., Ehrlich et al. [21] and Kobayashi et al. [39]) and disturbance observer (see e.g.,
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Ishikawa and Tomizuka [36, 37], White et al. [69]) have also been proposed to reject dis-

turbances at certain frequency region and improve the tracking performance of HDD servo

systems. Although the above control techniques are still useful in the HDD industry, more

research need to be done to meet the challenges of the new generation hard disk drives.

With the development of micro processor, especially the Digital Signal Processor (DSP)

technology, more complex modern control techniques are being implemented on HDD servo

systems. LQG/LTR has been applied to improve the TMR index of HDDs (Chang et

al. [9]). Adaptive schemes have also been proposed to suppress resonant modes (Wu et

al. [72]) and compensate pivot friction (Wang et al. [68]) respectively in HDD servo systems.

Li et al. [43] designed an H2 optimal tracking controller which achieved the highest track-

per-inch in hard disk drives with given disturbance models. Learning based control (see

e.g., Cao and Xu [7]) and optimization techniques (Lee [40]) have also been utilized to

minimize PES (position error signal) in hard disk drives. Goh et al. [28] used Robust and

Perfect Tracking (RPT) approach to design an HDD tracking controller which is simple

in structure yet has desirable performance and robustness. Venkataramanan et al. [63]

proposed a mode switching controller which combines PTOS and RPT together and thus

can perform track seeking and track following as well. And recently, Chen et al. [13]

developed the so-called Composite Nonlinear Feedback (CNF) control technique, which has

been successfully applied to design an HDD servo system with superior properties such as

fast response, small overshoot and seamless unification of track seeking and track following

without any switching element.

In recent years, more and more attention has been given to the so-called dual-stage

servo design, in which the existing VCM actuator is used as a primary stage to per-

form large but coarse movement, while a secondary micro-actuator is employed to provide

finer and faster positioning. The two most popular micro-actuators for dual-stage system
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are suspension-mounted PZT (piezoelectric) actuator and slider-mounted MEMS (Micro

Electric-Mechanical System) micro-actuator. Dual-stage servo design aims to use the two

different actuators to their advantages, so as to enhance the combined performance. It is

important to make sure that there is no destructive interactions between the VCM con-

trol loop and the microactuator loop. Guo et al. [30] proposed several configurations for

dual-stage servo design, such as the parallel loop, master-slave loop, decoupled loop, etc.

Several design schemes for dual-stage HDD servo systems have been reported, basically

following the aforementioned configurations, probably with some modifications. Guo et

al. [31], Hu et al. [35] and Suh et al. [61] utilized the well-known LQG/LTR method to de-

sign the dual-stage actuated HDD servo systems. Schroeck et al. [60] proposed a so-called

PQ method to design compensator for dual-input/single-output (DISO) systems (among

which is the dual-stage HDD servo system). This PQ method converts the control prob-

lem for a DISO system into two SISO control designs, and the relative contribution of the

two control loops can be explicitly taken into account. However, overall stability is not

guaranteed for the case when one of the loops is inactive. Kim et al. [38] applied the idea

of zero-phase error tracking controller to minimize the destructive interaction effect when

two control loops are combined in a decoupled configuration. Lee et al. [41] introduced a

new performance index, i.e., destructive interference, to express the degree of cooperation

between both actuators in the dual-stage actuated system, and the measure of destructive

interference is then minimized to produce a dual-stage actuator control design with desired

time and frequency responses. Pang et al. [54] proposed the use of PZT suspension-based

micro-actuator as a secondary actuator and a displacement sensor simultaneously (so-called

Self-Sensing Actuation, SSA), by which the dual-stage servo system can be decoupled into

two loops for track-following control design and individual sensitivity optimization. Peng et

al. [57] combined the Composite Nonlinear Feedback (CNF) control with filtering technique
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within a model-based decoupled configuration to design a dual-stage servo system with a

piezoelectric actuator. And the resulting dual-stage servo system has achieved significant

improvement over single-stage counterpart in HDD track seeking and following.

The above control schemes have greatly improved the performance of HDD servo sys-

tems and helped to pave the way for the development of new generation hard disk drives

with smaller form factor yet larger capacity. However, relatively few research efforts have

been devoted to the inherent nonlinearities in disk drive servo mechanism. It should be

noted that, Wang [66] studied pivot friction in a small disk drive and designed several

compensators, either a robust or an adaptive one, to cope with this friction nonlinearity.

Simulation results [66] indicated a significant improvement on PES (Position Error Signal)

over existing controllers, but experiments results were not available to verify such improve-

ment. When it comes to the new generation hard disk drives where friction and nonlinear

effects become conspicuous, existing control schemes and techniques may not work well and

hence the need for further investigations.

1.3 Motivation and Contributions of This Research

As mentioned earlier, most of the studies in HDD servo systems assume a linear model for

HDD VCM actuator except that some researchers do include an add-on nonlinear model

to accommodate friction and nonlinear effects. Such add-on models are cooked up from

experimental observations and they are prone to variations in different systems. Moreover,

they generally are lacking in theoretical foundation and are not quite helpful in controller

design. It would be more desirable to have a model which is rooted in physical principle

and thus can provide meaningful insight into the nonlinear characteristics in HDD servo

mechanism. Such a model will be valuable in both controller design and simulation. The

inadequacy of modeling is inevitably accompanied by a compromise of the subsequent con-
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troller design. A controller designed based on a pure linear model cannot be expected to

handle the nonlinear effects efficiently in precision systems such as HDD servo systems.

Treating those nonlinear effects as a lumped disturbance is a rough-cut approach, which

ends up with a trade-off between performance and robustness. Very few of the existing

control techniques are able to achieve a good transient response without steady state bias

in HDD track following tasks. Even for the CNF control technique, which has been suc-

cessfully used to design a 3.5 inch disk drive servo system that is capable of fast settling

in track seeking and track following, the problem of steady state bias still occurs, due to

the existence of nonlinearity in the VCM actuator. The reasons behind this are quite clear

now. Firstly, nonlinearity is not modeled and compensated; Secondly, the current version

of CNF control is not able to handle disturbances.

The above problems pose a strong motivation for further research on modeling and

control of HDD servo systems, with special attention to the nonlinear effects therein. The

research efforts have led to fruitful contributions, both theoretically and practically.

The theoretical part of contributions is the development of an enhanced composite

nonlinear feedback (CNF) control technique together with a Matlab toolkit support. The

new technique can be used to design a fast, smooth and accurate tracking controller for

linear systems subject to actuator saturation and constant disturbances. The enhanced

CNF control preserves those superior transient performance of the original CNF, i.e., , fast

response and low overshoot in set-point tracking, and at the same time has an additional

capacity of eliminating steady state bias due to disturbances. To facilitate the design

process of CNF control, a Matlab toolkit with a user-friendly graphical interface has been

developed. With the toolkit, user can easily choose controller structure, tune and re-tune

the controller parameters and test the performance via simulation. The toolkit is capable

of displaying both time-domain and frequency-domain responses on its main panel, and
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generating three different types of control laws, namely, the state feedback, the full order

measurement feedback and the reduced order measurement feedback controllers. The toolkit

can be utilized to design servo systems that deal with point-and-shoot fast targeting.

The practical part of contributions is on the HDD servo system design. A compre-

hensive model, which captures not only the dominant linear characteristics but also the

inherent nonlinearity of HDD head positioning servo mechanism, has been established for

a microdrive. The nonlinear effects are identified from the perspective of physical law so

that the resulting model can provide insightful explanation for nonlinearity structure in

HDDs. Moreover, this model is in a clear form so that it is convenient for nonlinearity

compensation in subsequent controller design. With such a model at hand, servo systems

have been designed. Specifically, a track following controller is designed for the micro-

drive using Robust and Perfect Tracking (RPT) control technique combined with nonlinear

compensation and integral enhancement. Then, a servo system, which can perform track

seeking and track following all-in-one without any explicit switching element, is designed

using the enhanced CNF control technique. Simulation and Experimental results indicate

that the designs are very successful. Next, contributions have also been made on the design

and implementation of a dual-stage actuated HDD servo system, in which an additional

piezoelectric microactuator is mounted on top of the conventional VCM actuator to provide

a faster and finer positioning, while the existing VCM actuator is used to move the R/W

head assembly for large but coarse positioning. The RPT and the enhanced CNF control

techniques are once again adopted in the servo system design. Simulation and experiments

show that the dual-stage systems achieve significant improvement in track following and

seeking, in rejecting repeatable-runouts (RROs) disturbances, which demonstrate the great

potential of microactuator in HDD servo systems.

The enhanced CNF control technique with the Matlab toolkit, the comprehensive
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model and servo system designs for the microdrive, and the design and implementation of the

dual-stage servo system, compose an integrated methodology for HDD servo system design.

These results can be expected to bring new perspective to the servo design for commercial

hard disk drives. As the HDD industry is moving towards smaller disk drives with larger

capacity, higher track density and hence tighter specifications on servo performance pose a

great challenge for servo engineers. By providing a comprehensive solution for modeling and

control of HDD servo systems, we are, to some extent, paving the way for the new generation

hard disk drives. Moreover, the modeling methodology and the control techniques developed

here should be useful for general servo systems as well.

Before proceeding to the next chapter, which goes into the details of some control

techniques for servo systems, it is helpful to have an overview of this thesis.

1.4 Outline of This Thesis

This thesis is dedicated to the methodology of modeling and control design for HDD head

positioning servo systems. It begins with an introduction of this research interest. It is noted

that friction and nonlinear effects have become the major impediments to servo performance

in the new generation HDDs. Moreover, this problem has not received much attention from

the HDD servo community so far, which makes it worthwhile to devote research efforts

towards modeling and compensation of friction and nonlinearities in HDD servo systems.

These are the main points of this chapter.

In the next chapter, or Chapter 2, some robust linear and nonlinear control techniques

for servo system design are investigated. First introduced is a so-called robust and perfect

tracking (RPT) control technique, which enables control engineers to design a low-order

parameterized controller which still results in a closed-loop system with fast tracking speed

and low overshoot as well as strong robustness. Next, the theory of enhanced composite
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nonlinear feedback (CNF) control technique is developed, which is an extension of the

previous work by Chen et al. (see e.g., [12,13]). The enhanced CNF control has a feature of

removing the uncompensated portion of friction and nonlinearities while maintaining those

nice properties of the original CNF control, such as fast response and little or no overshoot

in set point tracking tasks.

Chapter 3 presents a Matlab toolkit with a user-friendly graphical interface for CNF

(composite nonlinear feedback) control system design. The toolkit can be utilized to design

a fast and smooth tracking controller for a class of linear systems with actuator and other

nonlinearities as well as with external disturbances. There are basically two steps to the

design of a CNF controller, i.e., design of a linear feedback law to yield a closed-loop system

with a small damping ratio for a quick response, and design of a nonlinear feedback law

on top of the linear law to increase the damping ratio of the closed-loop system at steady

state and hence reduce the overshoot caused by the linear part. An integrator will be

added to the overall controller design if there are external disturbances. A nonlinearity

pre-compensation will be implemented if there are plant nonlinearities that can be canceled

using certain output feedback. The toolkit is capable of displaying both time-domain and

frequency-domain responses on its main panel, and generating three different types of control

laws, namely, the state feedback, the full order measurement feedback and the reduced order

measurement feedback controllers. The usage and design procedure of the toolkit will be

illustrated by some examples on servo design.

Chapter 4 deals with the modeling of the voice coil motor (VCM) with rotary pivot

bearing friction and flex cable nonlinearity in a micro hard disk drive. The model of VCM

actuators is generally recognized as a linear model and built through the measured fre-

quency response. However, the fact is, the VCM actuator has some inherent nonlinearities,

such as flex cable nonlinearity and pivot bearing friction. These nonlinearities will result
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in large modeling errors and consequently deteriorate the performance of head positioning

servo systems. This problem is more noticeable in small and micro HDDs and becomes

a headache for servo engineers in this area. To effectively tackle the HDD servo problem,

nonlinear effects should be carefully studied and incorporated into the model of the servo

mechanism. In this chapter, a comprehensive model of the VCM actuator, including fric-

tion and nonlinear characteristics, is established. This will be achieved through a careful

examination of the configuration and structure of the actual system and through a thor-

ough analysis of its physical effects together with its time-domain and frequency-domain

responses. Verification will also be carried out to show that the established model indeed

captures the characteristics of the VCM actuator.

Chapter 5 is focused on the design of HDD servo systems based on the model derived

in the previous chapter. The philosophy for servo system design is rather simple. Once the

model of the friction and nonlinearities of the VCM actuator is obtained, a pre-compensation

scheme can first be applied to cancel as much as possible all these unwanted elements in the

servo system. Next, by treating the uncompensated portion as external disturbances, the

HDD servo problem can be formulated into a robust control framework. Based on this idea, a

track following controller is designed using the Robust and Perfect Tracking (RPT) control

technique with an integral enhancement and nonlinearity compensation. The resulting

controller is parameterized and amenable to online tuning and hardware implementation.

Further more, a servo system, which is expected to perform track following and short span

seeking as well for the micro drive, is designed. The control strategy to be adopted is the

enhanced Composite Nonlinear Feedback (CNF) control technique combined with a simple

friction and nonlinearity pre-compensation scheme. Simulations and experiments will be

carried out to verify the effectiveness of the designs.

Chapter 6 presents the design and implementation of a dual-stage actuated hard disk
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drive (HDD) servo system, in which an additional piezoelectric microactuator is mounted

on top of the conventional voice-coil-motor (VCM) actuator to provide a faster and finer

positioning of the R/W head onto a target track. In the design, the low frequency char-

acteristics of the piezoelectric microactuator are utilized to estimate its displacement and

accordingly the displacement of the VCM actuator, which simplifies the subsequent servo

design. The microactuator is controlled through a simple static gain together with an ap-

propriately designed filter, and the VCM actuator is controlled using the well-established

single-stage servo control methodology. Three alternative controllers will be designed for

the VCM actuator, based on RPT (robust and perfect tracking), CNF(composite nonlinear

feedback) and PID respectively. Simulation and experimental results will be provided to

show that the dual-stage servo systems have great potential in HDDs.

Chapter 7 contains a summary of the research results, their strengths and limitations

and then outlines some possible scopes for future research.



Chapter 2

Robust and Nonlinear Control

Techniques for Servo Systems

This chapter presents some control techniques that are useful in servo system design. To

be specific, a so-called robust and perfect tracking (RPT) control technique will first be

introduced, which can be used to design a low-order parameterized controller such that the

controlled output almost perfectly tracks a given reference signal, i.e., to track the given

reference signal with arbitrarily fast settling time in the face of external disturbances and

initial conditions. Next, the theory of an enhanced Composite Nonlinear Feedback (CNF)

control technique will be developed, which is capable of removing steady state bias due

to disturbances, and at the same time maintaining the superior transient property of the

original CNF control, i.e., fast and smooth settling in set point tracking tasks.

2.1 Introduction

Most of today’s advanced control techniques are model-based, i.e., they are highly dependent

on the plant model, which is normally a mathematical description of the plant, based on

some simplifications and assumptions. A controller designed for a nominal model may not

work well on the practical system. This leads to the topic of robust control, which aims to

15
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design a controller not just for a single plant but for a class of plants, in the face of plant

uncertainty and external disturbances.

In the case of HDD servo system, it is usually modeled by a linear second order system.

However, there are many resonant modes in the high frequency region. In the low frequency

region, there are toque disturbances, such as pivot bearing friction and flex cable nonlinear-

ity. Other factors, e.g., repeatable run-outs (RRO) and windage, are also influential. For

easy implementation, it is desirable to design a low order servo controller based on a sim-

plified HDD model (the nominal model), but at the same time some extent of robustness of

stability and performance must be maintained for the controller to be workable or effective

in practical environment where a single controller is expected to work for a whole batch of

hard disk drives.

For more than two decades, robust control has been a hot spot among the control

community. So far, many design techniques have been developed, among which is the so-

called robust and perfect tracking (RPT) control, which was proposed and solved by Liu,

Chen and Lin [45]. This technique enables control engineers to design a low-order controller

which still results in a closed-loop system with fast tracking speed and low overshoot as well

as strong robustness. This control technique has been successfully used in the servo design

for a conventional 3.5 inch hard disk drive [28]. It will be further used HDD servo system

design in later chapters, but with some enhancements.

The aforementioned RPT technique is a pure linear control technique by itself. However,

every physical system in our life is essentially nonlinear. For example, many practical

systems have actuator saturation and other nonlinearities such as friction. The important

features of systems with nonlinearities may be sacrificed if they are analyzed and designed

through linear techniques alone (see, e.g., [13] and [34]). Hence, nonlinear control comes into

the picture. Traditionally, when dealing with point-and-shoot fast targeting for systems with
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actuator saturation, one would naturally think of using the well known time-optimal control

(also known as the bang-bang control), which uses maximum acceleration and maximum

deceleration for a predetermined time period. Unfortunately, it is well known that the

classical time-optimal control is not robust with respect to the system uncertainties and

measurement noises. It can hardly be used in any real situation. For asymptotic tracking

situations, Workman [71] proposed the so-called proximate time-optimal servomechanism

(PTOS), which is basically a modified version from the traditional time-optimal control to

overcome its drawback of non-robustness with respect to uncertainties and noises.

Recently, Lin et al. [44] proposed a composite control law to improve the tracking perfor-

mance under state feedback for a class of second order systems with input saturation. The

idea was later extended by Chen et al. [13] to general single-input-and-single-output (SISO)

systems under measurement feedback and successfully applied to solve a servo problem for a

computer hard disk drive. The new technique, called composite nonlinear feedback (CNF)

control technique, can be utilized to design a fast and smooth tracking controller for general

SISO systems (even with input saturation). It was shown in [13] that the CNF control has

the potential to beat the traditional time-optimal control or the proximate time-optimal

servomechanism (PTOS) design method in set point asymptotic tracking. In this chapter,

the CNF control technique will be further extended to systems with external disturbances,

especially with unknown constant disturbances, which are existent almost in all physical

systems (e.g., the HDD servo system) and generate steady state bias to the system output.

In what follows, the Robust and Perfect Tracking (RPT) control technique will first be

introduced. Then, we will proceed to develop the so-called enhanced composite nonlinear

feedback (CNF) control technique.
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2.2 Robust and Perfect Tracking Control

For easy reference, we recall in this section the robust and perfect tracking (RPT) control

technique, which was proposed and solved by Liu, Chen and Lin [45].

2.2.1 Problem Formulation

The robust and perfect tracking problem is to design a controller such that the resulting

closed-loop system is asymptotically stable and the controlled output almost perfectly tracks

a given reference signal in the presence of any initial conditions and external disturbances.

By almost tracking we mean the ability of a controller to track a given reference signal

with arbitrarily fast settling time in the face of external disturbances and initial conditions.

More specifically, RPT deals with the following multivariable linear time-invariant system,

Σ :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = A x + B u + E w, x(0) = x0,

y = C1 x + D1 w,

h = C2 x + D2 u,

(2.1)

where x ∈ Rn is the state, u ∈ Rm is the control input, w ∈ R
q

is the external distur-

bance, y ∈ R
p

is the measurement output, and h ∈ R� is the output to be controlled. We

also assume that the pair (A, B) is stabilizable and (A, C1) is detectable. For future refer-

ences, we define ΣP and ΣQ to be the subsystems characterized by the matrix quadruples

(A, B, C2, D2) and (A, E, C1, D1), respectively. Given the external disturbance w ∈ Lp,

p ∈ [1,∞), and any reference signal vector, r ∈ R
� with r, ṙ, · · ·, r(κ−1), κ ≥ 1, being

available, and r(κ) being either a vector of delta functions or in Lp, the robust and perfect

tracking (RPT) problem for the system (2.1) is to find a parameterized dynamic measure-

ment control law of the following form⎧⎨
⎩

v̇ = Acmp(ε)v + Bcmp(ε)y + G0(ε)r + · · · + Gκ−1(ε)r(κ−1),

u = Ccmp(ε)v + Dcmp(ε)y + H0(ε)r + · · · + Hκ−1(ε)r(κ−1),
(2.2)

such that when (2.2) is applied (2.1), we have
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1. There exists an ε∗ > 0 such that the resulting closed-loop system with r = 0 and

w = 0 is asymptotically stable for all ε ∈ (0, ε∗]; and

2. Let h(t, ε) be the closed-loop controlled output response and let e(t, ε) be the resulting

tracking error, i.e., e(t, ε) := h(t, ε)− r(t). Then, for any initial condition of the state,

x0 ∈ Rn,

Jp(x0, w, r, ε) := ‖e‖p → 0 as ε → 0. (2.3)

Note that in the above formulation we introduce some additional information besides the

reference signal r, i.e., ṙ, r̈, · · · , r(κ−1), as additional controller inputs. In general, these

additional signals can easily be generated without any extra costs. Also, it is simple to see

that when r(t) ≡ 0, the proposed problem reduces to the well known perfect regulation

problem with measurement feedback.

It is shown in [45] that the above RPT problem is solvable if and only if the following

conditions are satisfied:

1. (A, B) is stabilizable and (A, C1) is detectable;

2. (A, B, C2, D2) is minimum phase and right invertible;

3. Ker(C2) ⊇ C−1
1 {Im(D1)} ≡ {v|C1v ∈ Im(D1)}.

Here we note that Ker(·) and Im(·) denote respectively the kernel and image of the ap-

propriate matrix. Also, note that for the case when D1 = 0, the last item implies that

Ker(C2) ⊇ Ker(C1).

In what follows, we are going to solve the proposed robust and perfect tracking problem

by explicitly constructing parameterized controllers for two cases: the state feedback and

the reduced order measurement feedback.
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2.2.2 The State Feedback Case

When all states of the plant are measured for feedback, the problem can be solved by a

static control law. We construct in this subsection a parameterized state feedback control

law,

u = F (ε)x + H0(ε)r + · · · + Hκ−1(ε)r(κ−1), (2.4)

which solves the robust and perfect tracking (RPT) problem for (2.1) under the given

conditions. It is simple to note that we can rewrite the given reference in the following

form,

d

dt

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

r

...

r(κ−2)

r(κ−1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 I� · · · 0

...
...

. . .
...

0 0 · · · I�

0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

r

...

r(κ−2)

r(κ−1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

...

0

I�

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

r(κ). (2.5)

Combining (2.5) with the given system, we obtain the following augmented system,

ΣAUG :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = A x + B u + E w

y = x

e = C2 x + D2 u

(2.6)

where

w :=

⎛
⎝ w

r(κ)

⎞
⎠ , x :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

r

...

r(κ−2)

r(κ−1)

x

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (2.7)

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 I� · · · 0 0

...
...

. . .
...

...

0 0 · · · I� 0

0 0 · · · 0 0

0 0 · · · 0 A

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

...

0

0

B

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, E =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0

...
...

0 0

0 I�

E 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2.8)
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and

C2 = [−I� 0 0 · · · 0 C2 ] , D2 = D2. (2.9)

It is then straightforward to show that the subsystem from u to e in the augmented system

(2.6), i.e., the quadruple (A, B, C2, D2), is right invertible and has the same infinite zero

structure as that of ΣP : (A, B, C2, D2). Furthermore, its invariant zeros contain those of

ΣP and �× κ extra ones at s = 0. We are now ready to present a step-by-step algorithm to

construct the required control law of the form (2.4).

Step 2.2.S.1. This step is to transform the subsystem from u to e of the augmented system

(2.6) into the structural form of the special coordinate basis (see e.g., [11,15,45,59]),

i.e., to find nonsingular state, input and output transformations Γs, Γi and Γo

x = Γsx̃, e = Γoẽ, u = Γiũ, (2.10)

such that the system can be put into the following form,

x̃ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

x0
a

x−
a

xc

xd

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ẽ =

⎛
⎝ e0

ed

⎞
⎠ , ũ =

⎛
⎜⎜⎜⎜⎝

u0

ud

uc

⎞
⎟⎟⎟⎟⎠ , (2.11)

xd =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2

...

xmd

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ed =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

e1

e2

...

emd

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ud =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

u1

u2

...

umd

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (2.12)

and

ẋ0
a = A0

aax
0
a + B0

0ae0 + L0
aded + E0

aw, (2.13)

ẋ−
a = A−

aax
−
a + B−

0ae0 + L−
aded + E−

a w, (2.14)
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ẋc =Accxc+Bc

[
E−

cax
−
a +E0

cax
0
a

]
+B0ce0+Lcded +Bcuc + Ecw, (2.15)

e0 = C0
0ax

0
a + C−

0ax
−
a + C0cxc + C0dxd + u0, (2.16)

and for each i = 1, · · · , md,

ẋi = Aqixi + Li0e0 + Lided + Ediw + Bqi

⎡
⎣ui + E0

iax
0
a + E−

iax
−
a + Eicxc +

md∑
j=1

Eijxj

⎤
⎦ ,

(2.17)

ei = Cqixi, ed = Cdxd. (2.18)

Here the states x0
a, x−

a , xc and xd are respectively of dimensions n0
a, n−

a , nc and

nd =
∑md

i=1 qi, while xi is of dimension qi for each i = 1, · · · , md. The control vectors

u0, ud and uc are respectively of dimensions m0, md and mc = m − m0 − md while

the output vectors e0 and ed are respectively of dimensions p0 = m0 and pd = md.

The matrices Aqi , Bqi and Cqi have the following form:

Aqi =

⎡
⎢⎢⎣ 0 Iqi−1

0 0

⎤
⎥⎥⎦ , Bqi =

⎡
⎢⎢⎣ 0

1

⎤
⎥⎥⎦ , Cqi = [1, 0, · · · , 0]. (2.19)

Assuming that xi, i = 1, 2, · · · , md, are arranged such that qi ≤ qi+1, the matrix Lid

has the particular form

Lid = [ Li1 Li2 · · · Lii−1 0 · · · 0 ] . (2.20)

The last row of each Lid is identically zero. Moreover, the eigenvalues of A0
aa are all

at the origin, and the eigenvalues of A−
aa are all in the left half complex plane, i.e.,

they are stable. Also, the pair (Acc,Bc) is controllable.

Step 2.2.S.2. Choose an appropriate dimensional matrix Fc such that

Ac
cc = Acc − BcFc (2.21)

is asymptotically stable. The existence of such an Fc is guaranteed by the property

that (Acc, Bc) is completely controllable.
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Step 2.2.S.3. For each xi of xd, which is associated with the infinite zero structure of ΣP

or the subsystem from u to e of (2.6), we choose an Fi such that

pi(s) =
qi∏

j=1

(s − λij) = sqi + Fi1s
qi−1 + · · · + Fiqi−1s + Fiqi (2.22)

with all λij being in C
− and closed under complex conjugation. Let

Fi = [ Fiqi Fiqi−1 · · · Fi1 ] , i = 1, · · · , md. (2.23)

Step 2.2.S.4. Next, we construct

F (ε) = −Γi

⎡
⎢⎢⎢⎢⎣

C0
0a C−

0a C0c C0d

E0
da E−

da Edc Ed + Fd(ε)

E0
ca E−

ca Fc 0

⎤
⎥⎥⎥⎥⎦Γ−1

s , (2.24)

where

E0
da = blkdiag

{
E0

1a, · · · , E0
mda

}
(2.25)

E−
da = blkdiag

{
E−

1a, · · · , E−
mda

}
(2.26)

Edc = blkdiag {E1c, · · · , Emdc} (2.27)

Ed =

⎡
⎢⎢⎢⎢⎣

E11 · · · E1md

...
. . .

...

Emd1 · · · Emdmd

⎤
⎥⎥⎥⎥⎦ , (2.28)

Fd(ε) = blkdiag
{

F1

εq1
S1(ε),

F2

εq2
S2(ε), · · · , Fmd

εqmd
Smd

(ε)
}

, (2.29)

and where

Si(ε) = diag
{
1, ε, ε2, · · · , εqi−1

}
. (2.30)

Step 2.2.S.5. Finally, we partition

F (ε) = [ H0(ε) · · · Hκ−1(ε) F (ε) ] , (2.31)

where Hi(ε) ∈ Rm×� and F (ε) ∈ Rm×n. This ends the constructive algorithm. ♦

We have the following result (see [45]).
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Theorem 2.1. Consider the given system (2.1) with its external disturbance w ∈ Lp,

p ∈ [1,∞), its initial condition x(0) = x0. Assume that the conditions of solvability are

satisfied, and all the states are measured for feedback, i.e., C1 = I and D1 = 0. Then, for

any reference signal r(t), which has all its i-th order derivatives, i = 0, 1, · · · , κ − 1, κ ≥ 1,

being available and r(κ)(t) being either a vector of delta functions or in Lp, the proposed

robust and perfect tracking (RPT) problem is solved by the control law of (2.4) with F (ε)

and Hi(ε), i = 0, 1, · · · , κ − 1, as given in (2.31). ♦

2.2.3 The Measurement Feedback Case

We now present solutions to the robust and perfect tracking problem via reduced order

measurement feedback control laws. For simplicity of presentation, we assume that matrices

C1 and D1 have already been transformed into the following forms,

C1 =

⎡
⎣ 0 C1,02

Ik 0

⎤
⎦ and D1 =

⎡
⎣D1,0

0

⎤
⎦ , (2.32)

where D1,0 is of full row rank. Before we present a step-by-step algorithm to construct a pa-

rameterized reduced order measurement feedback controller, we first partition the following

system ⎧⎨
⎩

ẋ = A x + B u + [ E In ] w̃,

y = C1 x + [ D1 0 ] w̃,
(2.33)

in conformity with the structures of C1 and D1 in (2.32), i.e.,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝ ẋ1

ẋ2

⎞
⎠ =

⎡
⎣A11 A12

A21 A22

⎤
⎦

⎛
⎝x1

x2

⎞
⎠ +

⎡
⎣B1

B2

⎤
⎦ u +

⎡
⎣E1 Ik 0

E2 0 In−k

⎤
⎦ w̃,

⎛
⎝ y0

y1

⎞
⎠ =

⎡
⎣ 0 C1,02

Ik 0

⎤
⎦

⎛
⎝x1

x2

⎞
⎠ +

⎡
⎣D1,0 0 0

0 0 0

⎤
⎦ w̃,

(2.34)

where

w̃ =

⎛
⎝ w

x0 · δ(t)

⎞
⎠ . (2.35)
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Obviously, y1 = x1 is directly available and hence need not to be estimated. Next, we define

ΣQR to be characterized by

(AR, ER, CR, DR) =

⎛
⎝A22, [ E2 0 In−k ] ,

⎡
⎣C1,02

A12

⎤
⎦ ,

⎡
⎣D1,0 0 0

E1 Ik 0

⎤
⎦
⎞
⎠ . (2.36)

It is again straightforward to verify that ΣQR is right invertible with no finite and infinite

zeros. Moreover, (AR, CR) is detectable if and only if (A, C1) is detectable. We are ready

to present the following algorithm.

Step 2.2.R.1. For the given reference r(t) and the given system (2.1), we again assume

that all the state variables of (2.1) are measurable and follow the procedures of the

previous subsection to define an auxiliary system,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = A x + B u + E w

y = x

e = C2 x + D2 u

(2.37)

Then, we follow Steps 2.2.S.1 to 2.2.S.5 of the algorithm of the previous subsection to

construct a state feedback gain matrix

F (ε) = [ H0(ε) · · · Hκ−1(ε) F (ε) ] . (2.38)

Let us partition F (ε) in conformity with x1 and x2 of (2.34) as follows,

F (ε) = [F1(ε) F2(ε) ] . (2.39)

Step 2.2.R.2. Let KR be an appropriate dimensional constant matrix such that the eigen-

values of

AR + KRCR = A22 + [ KR0 KR1 ]

⎡
⎣C1,02

A12

⎤
⎦ (2.40)

are all in C
−. This can be done because (AR, CR) is detectable.

Step 2.2.R.3. Let

GR = [−KR0, A21 + KR1A11 − (AR + KRCR)KR1 ] , (2.41)
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and
Acmp(ε) = AR + B2F2(ε) + KRCR + KR1B1F2(ε),

Bcmp(ε) = GR + (B2 + KR1B1) [ 0, F1(ε) − F2(ε)KR1 ] ,

Ccmp(ε) = F2(ε),

Dcmp(ε) = [ 0, F1(ε) − F2(ε)KR1 ] .

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2.42)

Step 2.2.R.4. Finally, we obtain the following reduced order measurement feedback control

law, ⎧⎨
⎩

v̇ = Acmp(ε)v + Bcmp(ε)y + G0(ε)r + · · · + Gκ−1(ε)r(κ−1),

u = Ccmp(ε)v + Dcmp(ε)y + H0(ε)r + · · · + Hκ−1(ε)r(κ−1),
(2.43)

where for i = 0, 1, · · · , κ − 1,

Gi(ε) = (B2 + KR1B1)Hi(ε). (2.44)

This completes the construction of the reduced order controller. ♦

The following theorem is due to [45].

Theorem 2.2. Consider the given system (2.1) with its external disturbance w ∈ Lp,

p ∈ [1,∞), its initial condition x(0) = x0. If the conditions of solvability are satisfied, then,

for any reference signal r(t), which has all its i-th order derivatives, i = 0, 1, · · · , κ−1, κ ≥ 1,

being available and r(κ)(t) being either a vector of delta functions or in Lp, the proposed

robust and perfect tracking (RPT) problem is solved by the parameterized reduced order

measurement feedback control laws of (2.43). ♦

2.3 Enhanced Composite Nonlinear Feedback Control

We develop in this section an enhanced version of the composite nonlinear feedback (CNF)

control design, which is capable of removing constant bias in servo systems. A common

approach for removing bias resulting from constant disturbances is to add an integrator to

the controller. With this idea in mind we incorporate an additional integration action to

enhance the original CNF control. The new approach will retain the fast settling property
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of the original CNF control and at the same time have an additional capacity of eliminating

steady state bias due to disturbances.

2.3.1 Problem Formulation

The rationale of CNF technique is rooted in the seminal paper of Lin et al. [44] where they

proposed an add-in nonlinear feedback term to supplement the stabilizing linear controller

so as to speed up the settling process of set point tracking tasks for second order linear

systems with input amplitude constraint. Inspired by this idea, Chen et al. [12] developed

the Composite Nonlinear Feedback (CNF) control technique, for more general linear systems

with input saturation but without external disturbances. A controller designed via CNF

technique consists of two parts, a linear part and a nonlinear part. The linear feedback part

is responsible for stability and fast response of the closed-loop system, while at the same

time not exceeding the actuator limits for the desired reference input level. The nonlinear

part serves to increase the damping and accordingly smooth out the overshoot when the

controlled output approaches the target reference. The resulting controlled system can

be expected to achieve fast and smooth settling in set point tracking tasks. This CNF

technique has been successfully applied to design an HDD servo system that is able to

perform track seeking and track following all-in-one with superior performance and yet

without any explicit switching element.

The original CNF technique assumes no disturbances in the plant. When the given

system does have disturbances, the resulting system output under CNF control generally can

not asymptotically match the target reference without knowing a priori the level of bias. In

the case of micro drives, there are noticeable friction and nonlinearities in the VCM actuator,

and normally a perfect cancellation cannot be expected. Under such circumstance, the

original CNF technique alone does not seem to provide a complete solution for servo system

design. This motivated us to come up with this enhanced composite nonlinear feedback
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(CNF) control technique, which is basically an extension of the original one. Compared to

the result of [12,13], the new technique has an additional feature of removing constant bias

and rejecting disturbances. As will be seen from the simulation and implementation results

in later chapters, the enhanced CNF technique is very efficient and successful for tracking

control.

To proceed, let us consider a linear system with an amplitude constrained actuator,

characterized by ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = A x + B sat(u) + Ew, x(0) = x0

y = C1 x,

h = C2 x,

(2.45)

where x ∈ R
n, u ∈ R, y ∈ Rp, h ∈ R and w ∈ R are respectively the state, control input,

measurement output, controlled output and disturbance input of the system. A, B, C1, C2

and E are appropriate dimensional constant matrices. The function, sat: R → R, represents

the actuator saturation defined as

sat(u) = sgn(u) min{ umax, |u| }, (2.46)

with umax being the saturation level of the input. The following assumptions on the given

system are made:

1. (A, B) is stabilizable,

2. (A, C1) is detectable,

3. (A, B, C2) is invertible and has no invariant zero at s = 0,

4. w is bounded unknown constant disturbance, and

5. h is also measurable, i.e., h is part of the measurement output.

Note that all these assumptions are fairly standard for tracking control. We aim to design

an enhanced CNF control law for the system with disturbances such that the resulting
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controlled output would track a target reference (set point), say r, as fast and as smooth as

possible without having steady state error. We first follow the usual practice to augment

an integrator into the given system. Such an integrator will eventually become part of the

final control law. To be more specific, we define an auxiliary state variable,

ż := e := h − r = C2x − r, (2.47)

which is implementable as h is assumed to be measurable, and augment it into the given

system as follows, ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄x = Ā x̄ + B̄ sat(u) + B̄r r + Ē w,

ȳ = C̄1 x̄,

h = C̄2 x̄,

(2.48)

where

x̄ =

⎛
⎝ z

x

⎞
⎠ , x̄0 =

⎛
⎝ 0

x0

⎞
⎠ , ȳ =

⎛
⎝ z

y

⎞
⎠ , (2.49)

and

Ā =

⎡
⎣ 0 C2

0 A

⎤
⎦ , B̄ =

⎡
⎣ 0

B

⎤
⎦ , B̄r =

⎡
⎣−1

0

⎤
⎦ , Ē =

⎡
⎣ 0

E

⎤
⎦ , C̄1 =

⎡
⎣ 1 0

0 C1

⎤
⎦ , C̄2 = [ 0 C2 ] .

(2.50)

Note that under Assumptions 1 and 3, the pair (Ā, B̄) is stabilizable. This can be justified

by considering the rank property of the following matrices:

rank [λI − Ā B̄ ] = rank

⎡
⎣λ −C2 0

0 λI − A B

⎤
⎦ , (2.51)

which is either equal to 1 + rank [λI − A B ], if λ 
= 0, or equal to

rank

⎡
⎣ −C2 0

λI − A B

⎤
⎦ = rank

⎡
⎣λI − A B

C2 0

⎤
⎦ = n + 1, (2.52)

if λ = 0. The equality in (2.52) holds because (A, B, C2) is assumed to have no invariant

zeros at s = 0. Clearly, it follows that the uncontrollable modes of (Ā, B̄), if any, are identical

to those of (A, B). Hence, (Ā, B̄) is stabilizable as (A, B) is assumed to be stabilizable.
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Next, we proceed to carry out the design of enhanced CNF control laws for two different

cases, i.e., the state feedback case and the reduced order measurement feedback case. The

full order measurement feedback case is straightforward once the result for the reduced order

case is established. We note that the procedure for designing the enhanced CNF control

laws is a natural extension of that of [12, 13]. The enhanced control laws are, however,

capable of removing steady state bias.

2.3.2 The State Feedback Case

We first investigate the case when all the state variables of the plant (2.48) are measurable,

i.e., ȳ = x̄. The procedure that generates an enhanced CNF state feedback law will be done

in three steps. That is, in the first step, a linear feedback control law will be designed, in

the second step, the design of nonlinear feedback control will be carried out, and lastly, in

the final step, the linear and nonlinear feedback laws will be combined to form an enhanced

CNF control law.

Step 2.3.s.1: Design a linear feedback control law,

uL = Fx̄ + G r, (2.53)

where F is chosen such that 1) Ā + B̄F is an asymptotically stable matrix, and

2) the closed-loop system C̄2(sI − Ā − B̄F )−1B̄ has certain desired properties. Let

us partition F = [ Fz Fx ] in conformity with z and x. The general guideline in

designing such an F is to place the closed-loop pole of Ā + B̄F corresponding to the

integration mode, z, to be sufficiently closer to the imaginary axis compared to the

rest eigenvalues, which implies that Fz is a relatively small scalar. The remaining

closed-loop poles of Ā + B̄F should be placed to have a dominating pair with a small

damping ratio, which in turn would yield a fast rise time in the closed-loop system



Chapter 2. Robust and Nonlinear Control Techniques for Servo Systems 31

response. Next, G is chosen as

G = −[C2(A + BFx)−1B]−1, (2.54)

which is well defined as (A, B, C2) is assumed to have no invariant zeros at s = 0 and

A + BFx is nonsingular whenever Ā + B̄F is stable and Fz is relatively small.

Step 2.3.s.2: Given a positive definite symmetric matrix W ∈ R
(n+1)×(n+1), we solve the

following Lyapunov equation:

(Ā + B̄F )′P + P (Ā + B̄F ) = −W, (2.55)

for P > 0. Such a solution is always existent as (Ā + B̄F ) is asymptotically stable.

Next, we define

Ge :=

⎡
⎣ 0

−(A + BFx)−1BG

⎤
⎦ and x̄e := Ge r. (2.56)

The nonlinear feedback portion of the enhanced CNF control law, uN, is given by

uN = ρ(r, h)B̄′P (x̄ − x̄e), (2.57)

where ρ(r, h) is a smooth, non-positive and non-decreasing function of |h − r|, to

be used to gradually change the system closed-loop damping ratio to yield a better

tracking performance. The choices of the design parameters, ρ(r, h) and W , will be

discussed later.

Step 2.3.s.3: The linear feedback control law and nonlinear feedback portion derived in

the previous steps are now combined to form an enhanced CNF control law,

u = uL + uN = Fx̄ + G r + ρ(r, h)B̄′P (x̄ − x̄e). (2.58)

We have the following result.
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Theorem 2.3. Consider the given system (2.45) with y = x and the disturbance w being

bounded by a non-negative scalar τw, i.e., |w| ≤ τw. Let

γ := 2τwλmax(PW−1)
(
Ē′PĒ

)1/2
. (2.59)

Then, for any ρ(r, h), which is a smooth, non-positive and non-decreasing function of |h−r|,
and tends to a constant as t → +∞, the enhanced CNF control law (2.58) will drive the

system controlled output h to track the step reference of amplitude r from an initial state

x̄0 asymptotically without steady state error, provided that the following conditions are

satisfied:

1. There exist positive scalars δ ∈ (0, 1) and cδ > γ2 such that

∀x̄ ∈ X(F, cδ) :=
{

x̄ : x̄′Px̄ ≤ cδ

} ⇒ |Fx̄| ≤ (1 − δ)umax. (2.60)

2. The initial condition, x̄0, satisfies

x̄0 − x̄e ∈ X(F, cδ). (2.61)

3. The level of the target reference, r, satisfies

|H r| ≤ δumax, (2.62)

where H := FGe + G.

Proof. For simplicity, we drop the variable r, h in ρ(r, h) throughout this proof. Noting

that

Āx̄e + B̄Hr + B̄rr = Āx̄e + B̄(FGe + G)r + B̄rr

= (Ā + B̄F )x̄e + B̄rr + B̄Gr

=

⎡
⎣ 0 C2

BFz A + BFx

⎤
⎦
⎡
⎣ 0

−(A + BFx)−1BG

⎤
⎦ r +

⎡
⎣−1

0

⎤
⎦ r +

⎡
⎣ 0

BG

⎤
⎦ r

=

⎡
⎣−C2(A + BFx)−1BG

−BG

⎤
⎦ r +

⎡
⎣ −1

BG

⎤
⎦ r = 0, (2.63)
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and letting x̃ = x̄ − x̄e, then the dynamics equation of the augmented plant in (2.48) can

be expressed as,

˙̃x = ˙̄x = Ā(x̃ + x̄e) + B̄ sat(u) + B̄r r + Ēw

= (Ā + B̄F )x̃ + Āx̄e − B̄F x̃ + B̄ sat(u) + B̄r r + Ēw,

= (Ā + B̄F )x̃ + B̄ [sat(u) − Fx̃ − Hr] +
(
Āx̄e + B̄Hr + B̄r r

)
+ Ēw

= (Ā + B̄F )x̃ + B̄ v + Ēw, (2.64)

where

v := sat(u) − Fx̃ − H r. (2.65)

Clearly, the composite nonlinear feedback control law (2.58) can now be rewritten as,

u = Fx̃ + H r + ρB̄′Px̃. (2.66)

Next, for x̃ ∈ X(F, cδ) and |H r| ≤ δumax, we have

|Fx̃ + H r| ≤ |Fx̃| + |H r| ≤ umax.

Now, the range of v can be determined for the following three cases:

Case 1. |u| ≤ umax. For this case, it follows from (2.65) and (2.66) that

v = sat(u) − Fx̃ − Hr = ρB̄′Px̃.

Case 2. u > umax. We have

v = sat(u) − Fx̃ − Hr = umax − (Fx̃ + Hr) > 0,

v = sat(u) − Fx̃ − Hr < u − (Fx̃ + Hr) = ρB̄′Px̃.

Case 3. u < −umax. Similarly, for this case, we have

ρB̄′Px̃ < v < 0.
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Obviously, for all possible situations, we can always write v as

v = qρB̄′Px̃, (2.67)

for some non-negative variable q ∈ [0, 1]. Thus, for the case when x̃ ∈ X(F, cδ) and

|Hr| ≤ δumax, the closed-loop system comprising the given augmented plant (2.48) and the

enhanced CNF control law (2.58) can be expressed as the following:

˙̃x = (Ā + B̄F + qρB̄B̄′P )x̃ + Ēw. (2.68)

In what follows, we will show that (2.68) is stable provided that the initial condition,

x̄0, the target reference, r, and the disturbance, w, satisfy those conditions listed in the

theorem. Let us define a Lyapunov function:

V = x̃′Px̃. (2.69)

For easy derivation, we introduce a matrix S such that P = S′S. We then obtain the

derivative of V which is calculated along the trajectory of the system (2.68),

V̇ = ˙̃x
′
Px̃ + x̃′P ˙̃x

= x̃′[(Ā + B̄F )′P + P (Ā + B̄F )]x̃ + 2qρx̃′PB̄B̄′Px̃ + 2x̃′PĒw

≤ −x̃′Wx̃ + 2x̃′PĒw

= −x̃′S′SP−1WP−1S′Sx̃ + 2x̃′S′SĒw

≤ −λmin(SP−1WP−1S′)x̃′S′Sx̃ + 2‖Sx̃‖ · ‖SĒ‖τw

= −λmin(P−1W )x̃′Px̃ + 2τw(x̃′Px̃)1/2(Ē′PĒ)1/2

= −λmin(P−1W )(x̃′Px̃)1/2
[
(x̃′Px̃)1/2 − 2τwλmax(PW−1)(Ē′PĒ)1/2

]

= −λmin(P−1W )(x̃′Px̃)1/2
[
(x̃′Px̃)1/2 − γ

]
. (2.70)

Note that we have used the matrix properties: i) z′Xz ≥ λmin(X)z′z, where X is a symmet-

ric matrix; ii) λ(XY ) = λ(Y X), if both X and Y are square matrices; and iii) λ(XY ) > 0
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if X > 0 and Y > 0. Clearly, the closed-loop system in the absence of the disturbance, w,

has V̇ < 0 and thus is asymptotically stable.

With the presence of the disturbance, w, and with x̃(0) = x̄0 − x̄e ∈ X(F, cδ), where

cδ > γ2, the corresponding trajectory of (2.68) will remain in X(F, cδ). As ρ converges

to some constant value over time, the system of (2.68) will degenerate into a linear time-

invariant system and its trajectory will eventually settle into a point on a ball characterized

by {x̃ : x̃′Px̃ ≤ γ̃2} with γ̃ ≤ γ. Since z(t) =
∫ t
0 e(τ)dτ converges to a constant, it is clear

that the tracking error e(t) → 0 as t → ∞. This completes the proof of Theorem 2.3. ♦

2.3.3 The Measurement Feedback Case

In practical situations, it is unrealistic to assume that all the state variables of a given

plant are measurable. In what follows, we will design an enhanced CNF control law using

only information measurable from the plant. In principle, we can design either a full order

measurement feedback control law, for which its dynamical order will be identical to that of

the given plant, or a reduced order measurement feedback control law, in which we make full

use of the measurement output and estimate only the unknown part of the state variable. As

such, the dynamical order of the controller will be reduced. It is more feasible to implement

controllers with smaller dynamical order. Hence we will focus on the development of reduced

order measurement feedback control law.

For simplicity of presentation, we assume that C1 in the measurement output of the

given plant (2.45) is already in the form,

C1 = [ Ip 0 ] . (2.71)
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The augmented plant (2.48) can then be partitioned as the following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎜⎜⎜⎝

ż

ẋ1

ẋ2

⎞
⎟⎟⎟⎟⎠ =

⎡
⎢⎢⎢⎢⎣

0 C21 C22

0 A11 A12

0 A21 A22

⎤
⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎝

z

x1

x2

⎞
⎟⎟⎟⎟⎠ +

⎡
⎢⎢⎢⎢⎣

0

B1

B2

⎤
⎥⎥⎥⎥⎦ sat(u) +

⎡
⎢⎢⎢⎢⎣
−1

0

0

⎤
⎥⎥⎥⎥⎦ r +

⎡
⎢⎢⎢⎢⎣

0

E1

E2

⎤
⎥⎥⎥⎥⎦w,

ȳ =

⎡
⎣ 1 0 0

0 Ip 0

⎤
⎦

⎛
⎜⎜⎜⎜⎝

z

x1

x2

⎞
⎟⎟⎟⎟⎠ ,

h = [ 0 C21 C22 ]

⎛
⎜⎜⎜⎜⎝

z

x1

x2

⎞
⎟⎟⎟⎟⎠ ,

(2.72)

where ⎛
⎜⎜⎜⎜⎝

z

x1

x2

⎞
⎟⎟⎟⎟⎠ = x̄,

⎛
⎜⎜⎜⎜⎝

z(0)

x1(0)

x2(0)

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

0

x10

x20

⎞
⎟⎟⎟⎟⎠ = x̄0, ȳ =

⎛
⎝ z

y

⎞
⎠ =

⎛
⎝ z

x1

⎞
⎠ . (2.73)

Clearly, z and x1 are readily available and need not be estimated. We only need to estimate

x2. There are two main steps in designing a reduced order measurement feedback control

law: i) the construction of a full state feedback gain matrix F ; and ii) the construction of

a reduced order observer gain matrix KR. The construction of the gain matrix F is totally

identical to that given in the previous subsection, which can be partitioned in conformity

with z, x1 and x2, as follows:

F = [Fz F1 F2 ] . (2.74)

The reduced order observer gain matrix KR is chosen such that the poles of A22 + KRA12

are placed in appropriate locations in the open-left half plane.

Next, we choose a positive definite matrix W ∈ R
(n+1)×(n+1), let P > 0 be the solution

to the Lyapunov equation

(Ā + B̄F )′P + P (Ā + B̄F ) = −W. (2.75)

Now the reduced order enhanced CNF control law is given as follows,

ẋv = (A22 +KRA12)xv +[A21 +KRA11− (A22 +KRA12)KR]y +(B2 +KRB1) sat(u), (2.76)
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and

u = F

⎛
⎜⎜⎜⎜⎝

z

x1

xv − KRy

⎞
⎟⎟⎟⎟⎠ + Gr + ρ(r, h)B̄′P

⎡
⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎜⎝

z

x1

xv − KRy

⎞
⎟⎟⎟⎟⎠− x̄e

⎤
⎥⎥⎥⎥⎦ , (2.77)

where G is as defined in (2.54) and ρ(r, h) is a smooth, non-positive and non-decreasing

function of |h − r|, to be chosen to yield a desired performance.

Further more, given another positive definite matrix WR ∈ R(n−p)×(n−p) with

WR > F ′
2B̄

′PW−1PB̄F2, (2.78)

let QR > 0 be the solution to the Lyapunov equation

(A22 + KRA12)′QR + QR(A22 + KRA12) = −WR. (2.79)

Note that such a QR exists as A22 + KRA12 is asymptotically stable.

We have the following result.

Theorem 2.4. Consider the given system (2.45) with the disturbance w being bounded by

a non-negative scalar τw, i.e., |w| ≤ τw. Let

γR := 2τwλmax

⎛
⎝[

P 0

0 QR

][
W −PB̄F2

−F ′
2B̄

′P WR

]−1
⎞
⎠[

Ē′PĒ + (E2 + KR E1)′QR(E2 + KR E1)
]1/2

.

(2.80)

Then, there exists a scalar ρ̂ > 0 such that for any ρ(r, h), which is a smooth, non-positive

and non-decreasing function of |h−r| with |ρ(r, h)| ≤ ρ̂, and tends to a constant as t → +∞,

the enhanced reduced order CNF control law of (2.76) and (2.77) will drive the system

controlled output h to track the step reference of amplitude r asymptotically without steady

state error, provided that the following conditions are satisfied:

1. There exist positive scalars δ ∈ (0, 1) and cRδ > γ2
R such that

∀x̄ ∈ X(F, cRδ) :=

{
x̄ : x̄′

[
P 0

0 QR

]
x̄ ≤ cRδ

}
⇒ | [ F F2 ] x̄| ≤ (1 − δ)umax.

(2.81)

2. The initial conditions, x̄0 and xv0 = xv(0), satisfy(
x̄0 − x̄e

xv0 − x20 − KR x10

)
∈ X(F, cRδ). (2.82)
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3. The level of the target reference, r, satisfies

|H r| ≤ δumax, (2.83)

where H is the same as that defined in Theorem 2.3.

Proof: The result follows from similar lines of reasoning as those given in Theorem 2.3 and

those for the measurement feedback case in [13]. ♦

2.3.4 Selection of W and the Nonlinear Gain ρ(r, h)

The procedures for selecting the design parameter W and the nonlinear gain ρ(r, h) for the

enhanced CNF control law are the same as those for the usual CNF design given in [13]. We

recall below the selection procedures for W and ρ(r, h) from [13] for completeness. Basically,

the freedom to choose the function ρ(r, h) is used to tune the control law so as to improve

the performance of the closed-loop system as the controlled output, h, approaches the set

point, r. Since the main purpose of adding the nonlinear part to the CNF or the enhanced

CNF controller is to speed up the settling time, or equivalently to contribute a significant

value to the control input when the tracking error, r − h, is small. The nonlinear part,

in general, will be in action when the control signal is far away from its saturation level,

and thus it will not cause the control input to hit its limits. Under such a circumstance,

the closed-loop system comprising the augmented plant in (2.48) and the enhanced CNF

control law can be expressed as:

˙̃x = (Ā + B̄F + ρB̄B̄′P )x̃ + Ēw. (2.84)

We note that the additional term ρ(r, h) does not affect the stability of the estimators. It

is now clear that eigenvalues of the closed-loop system in (2.84) can be changed by the

function ρ(r, h). Such a mechanism can be interpreted using the classical feedback control

concept as shown in Figure 2.1, where the auxiliary system Gaux(s) is defined as:

Gaux(s) := Caux(sI − Aaux)−1Baux := B̄′P (sI − Ā − B̄F )−1B̄. (2.85)
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Figure 2.1: Interpretation of the nonlinear function ρ(r, h).

Following the result of [13], we can show that Gaux(s) is stable and invertible with a relative

degree equal to 1, and is of minimum phase with n stable invariant zeros.

The invariant zeros of Gaux(s) play an important role in selecting the poles of the closed-

loop system of (2.84). The poles of the closed-loop system approach the locations of the

invariant zeros of Gaux(s) as |ρ| becomes larger and larger. We would like to note that

there is freedom in pre-selecting the locations of these invariant zeros. This can actually be

done by selecting an appropriate W > 0. In general, we can employ the result of Chen and

Zheng [14] on finite and infinite zero assignment to select the invariant zeros of Gaux(s),

which are corresponding to the closed-loop poles for larger |ρ|, such that the dominant ones

have a large damping ratio, which in turn will yield a smaller overshoot. We refer interested

readers to [13].

The selection of the nonlinear function ρ(r, h) is relatively simple once the desired invari-

ant zeros of Gaux(s) are obtained. The following choice of ρ(r, h) is a smooth, non-positive

and non-decreasing function of |h − r|:

ρ(r, h) = −β
∣∣∣e−α|h−r| − e−α|h(0)−r|

∣∣∣ , (2.86)

where α and β are appropriate positive scalars that can be chosen to yield a desired perfor-

mance, i.e., fast settling time and small overshoot. This function ρ(r, h) changes from 0 to

ρ∗ = −β
∣∣1 − e−α|h(0)−r|∣∣ as the tracking error approaches zero. At the initial stage, when

the controlled output, h, is far away from the final set point, ρ(r, h) is small in amplitude
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and the effect of the nonlinear part on the overall system is very limited. When the con-

trolled output, h, approaches the set point r, ρ(r, h) → ρ∗, and the nonlinear control law

will become influential. In general, the parameter ρ∗ should be chosen such that the poles

of Ā + B̄F + ρ∗B̄B̄′P are in the desired locations, e.g., the dominant poles should have a

large damping ratio, which would reduce the overshoot of the output response. Finally, we

note that the choice of ρ(r, h) is non-unique. Any function would work so long as it has

similar properties of that given in (2.86).

2.4 Concluding Remarks

In this chapter, we have outlined the robust and perfect tracking (RPT) control technique,

which can be used to design a parameterized controller to track a given reference signal with

arbitrarily fast settling time in the face of external disturbances and initial conditions. Fur-

ther more, we have developed the enhanced Composite Nonlinear Feedback (CNF) control

technique, which has a new capability of removing steady state error due to disturbances,

and at the same time retains the mainstay of the original CNF control, i.e., fast response

and low overshoot in servo tracking. These control techniques will be adopted to solve HDD

servo problems in later chapters.



Chapter 3

A Matlab Toolkit for Composite

Nonlinear Feedback Control

In the previous chapter, we have developed the enhanced CNF (composite nonlinear feed-

back) control technique. However, its design procedure is somewhat involved. It is desirable

to have some software tools to facilitate the design. This motivated us to come up with

a Matlab toolkit for CNF control, to be presented in this chapter. The toolkit can be

utilized to design a fast and smooth tracking controller for a class of linear systems with

actuator and other nonlinearities as well as with external disturbances. The usage and

design procedure of the toolkit are illustrated by two practical examples on the servo design

for a hard disk drive and a magnetic tape drive.

3.1 Introduction

Linear control technologies have come a long way and proved successful in many applica-

tions. Nonlinear control is relatively naive and is now meticulously finding applications

in the real world. A smart combination of linear and nonlinear control techniques, which

takes full advantage of both techniques, can lead to a desirable solution for practical control

problems. This is exactly the motivation of the CNF (composite nonlinear feedback) control

41
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Figure 3.1: The rationale of CNF control.

technique. The rationale of this technique is actually quite intuitive and can be explained

from the step response of a second order system (see Figure 3.1): If the damping ratio of

the conjugate poles is small, the output will have a fast response (rise-time) accompanied

with a large overshoot; If the damping ratio is large, the overshoot may be small or non-

existent, but the output response will be sluggish. The core of CNF is to bring together the

good points of both cases, by continuously scheduling the damping ratio of the dominant

closed-loop poles, that is, to make the dominant damping ratio grow from a small value at

the beginning to a large value at the end. This is achieved by introducing a nonlinear feed-

back term to supplement the fundamental stabilizing linear feedback control law. Since the

birth of the CNF control [13, 44], there have been some further developments. Especially,

He et al. [32] extended the CNF technique to general MIMO linear systems with actuator

saturation. In Chapter 2, the CNF technique has been extended to general SISO systems

with external unknown constant disturbances.

The CNF design involves some matrix calculations and parameter selections. Especially
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with those parameters for forming the nonlinear feedback law, some tuning and re-tuning

are needed in order to obtain the best possible solutions. Hence, it is desirable to have a

toolkit to facilitate the design process. This motivated us to develop a Matlab toolkit

with a user-friendly graphical interface for the CNF control system design. With the help

of the rich collection of m-functions in Matlab and the powerful simulation capacity of its

Simulink, we develop a toolkit for the CNF control technique. The toolkit can be utilized

to design fast and smooth tracking controllers for general linear systems with actuator

saturation and other nonlinearities such as friction, as well as external disturbances. The

CNF design procedure essentially involves design of a linear feedback law for closed-loop

stability and quick response, and design of a nonlinear feedback law on top of the linear

part to smooth out overshoot and speed up the settling. A nonlinearity pre-compensation

will be implemented if there are plant nonlinearities that can be canceled using certain

output feedback. An integrator will also be added to the overall controller design if there are

external disturbances. The toolkit is capable of displaying both time-domain and frequency-

domain responses on its main panel, and generating three different types of control laws,

namely, the state feedback, the full order measurement feedback and the reduced order

measurement feedback controllers. The toolkit can be utilized to design servo systems that

deal with point-and-shoot fast targeting.

The outline of this chapter is as follows: In Section 3.2, we briefly recall the design

procedure of the CNF control technique for general linear systems with input saturation

and external disturbances. Section 3.3 presents the software framework and user interfaces

of the toolkit, while Section 3.4 illustrates the usage of the toolkit through the design of

a hard disk drive servo system and a magnetic tape drive servo system. Finally, we draw

some concluding remarks in Section 3.5.
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3.2 Theoretical Formulation

In this section, we recall the theoretical background of a control scheme for plants with

nonlinearities and with CNF control. Note that the plants considered here are far more

general than those covered in the previous chapter. To be precise, we consider a given plant

characterized by the following dynamics equations:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = A x + B sat(g(y) + u) + Ew, x(0) = x0

y = C1 x,

h = C2 x + D2 sat(g(y) + u),

(3.1)

where x ∈ Rn, u ∈ R
m, y ∈ R

p, h ∈ R
l and w ∈ R

q are respectively the state, control

input, measurement output, controlled output and disturbance input of the system; g(y)

is a nonlinear function representing the plant nonlinearities; and A, B, C1, C2, D2 and E

are appropriate dimensional constant matrices. The function, sat(), represents the actuator

saturation defined as

sat(u) = sgn(u) min{ umax, |u| }, (3.2)

with umax being the saturation level of the input. In the case of MIMO systems where u is

likely a vector, the above definition applies to every element of u. The following assumptions

on the given system are made:

1. (A, B) is stabilizable and (A, C1) is detectable;

2. (A, B, C2, D2) is invertible and has no invariant zero at s = 0;

3. w is bounded unknown constant disturbance; and

4. h is also measurable, i.e., h is part of the measurement output.

These assumptions are fairly standard for tracking control problems.
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3.2.1 CNF Control: State Feedback Case

We first summarize in the following the step-by-step design procedure for constructing a

CNF control law for the state feedback case, i.e., for the case when y = x.

Step 1: Given a target reference r, we define an auxiliary state variable,

ż := κie := κi(h − r), (3.3)

where κi is the integration gain matrix of full rank. The augmented system is as

follows, ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄x = Ā x̄ + B̄ sat(g(y) + u) + B̄r r + Ē w,

ȳ = C̄1 x̄,

h = C̄2 x̄ + D2 sat(g(y) + u),

(3.4)

where

x̄ =

⎛
⎝ z

x

⎞
⎠ , x̄0 =

⎛
⎝ 0

x0

⎞
⎠ , ȳ =

⎛
⎝ z

y

⎞
⎠ , (3.5)

C̄1 =

⎡
⎣ Il 0

0 C1

⎤
⎦ , C̄2 = [ 0 C2 ] , (3.6)

and

Ā =

⎡
⎣ 0 κiC2

0 A

⎤
⎦ , B̄ =

⎡
⎣κiD2

B

⎤
⎦ , B̄r =

⎡
⎣−κi

0

⎤
⎦ , Ē =

⎡
⎣ 0

E

⎤
⎦ . (3.7)

Note that this step is not necessary if the given plant does not have external distur-

bances.

Step 2: Design a linear feedback control law,

uL = Fx̄ + G r, (3.8)

where F is chosen such that 1) Ā + B̄F is an asymptotically stable matrix, and

2) the closed-loop system C̄2(sI − Ā − B̄F )−1B̄ has certain desired properties. Let

us partition F = [ Fz Fx ] in conformity with z and x. The general guideline in

designing such an F is to place the closed-loop pole(s) of Ā + B̄F corresponding to
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the integration mode, z, to be sufficiently closer to the imaginary axis compared to the

rest eigenvalues, which implies that Fz is relatively small (in norm). The remaining

closed-loop poles of Ā + B̄F should be placed to have a dominant pair with a small

damping ratio, which in turn would yield a fast rise time in the closed-loop response.

Finally, G is chosen as

G = G′
0(G0G

′
0)

−1 (3.9)

with

G0 = D2 − (C2 + D2Fx)(A + BFx)−1B. (3.10)

Step 3: Given a positive definite symmetric matrix W ∈R(n+l)×(n+l), we solve the follow-

ing Lyapunov equation:

(Ā + B̄F )′P + P (Ā + B̄F ) = −W, (3.11)

for P > 0. Such a solution is always existent as (Ā + B̄F ) is asymptotically stable.

The nonlinear feedback portion of the CNF control law, uN, is then given by

uN = ρ(r, h)B̄′P (x̄ − x̄e), (3.12)

where

x̄e := Ge r with Ge :=

⎡
⎣ 0

−(A + BFx)−1BG

⎤
⎦ . (3.13)

and ρ(r, h), with h − r being the tracking error, is a smooth, non-positive and non-

decreasing function of ‖h − r‖, to be used to gradually change the closed-loop poles’

damping ratios to yield a better tracking performance. The following nonlinear func-

tion ρ(r, h) has been suggested:

ρ(r, h) = −β
∣∣∣e−α‖h−r‖ − e−α‖h(0)−r‖

∣∣∣ , (3.14)

where α and β are positive scalars or diagonal matrices with dimensions consistent

with the input u. They can be tuned to yield appropriate performance. Also note that
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the matrix, W , is generally used to tune the desired closed-loop poles at the steady

state situation. The detailed interpretations of these design parameters can be found

in Chapter 2 (see also Chen et al. [13]).

Step 4: The linear feedback control law and nonlinear feedback portion derived in the

previous steps together with a nonlinearity pre-compensation are now combined to

form a CNF control law,

u = upre + uL + uN = −g(y) + Fx̄ + G r + ρ(r, h)B̄′P (x̄ − x̄e). (3.15)

3.2.2 CNF Control: Measurement Feedback Case

In most cases, not all state variables are measurable for feedback control, hence an observer

might be needed to estimate state vector x. This is the measurement feedback case, where

the state variable, x, contained in x̄ of the CNF state feedback law (3.15) will be replaced

by an estimation using either a full order or a reduced order observer. In what follows, we

outline the design procedure of observer. The detailed derivation is rather involved. We

refer interested readers to [12] and [13] for more details.

It should be noted that, in the following derivation, we assume that plant nonlinearity

has been pre-compensated beforehand, i.e., the control input u in the relevant equations

does not include the term upre.

Full Order Observer

A linear full order observer can be designed as follows,

˙̂x = (A + KC1)x̂ − Ky + B sat(u). (3.16)

where K is a gain matrix such that A + KC1 is asymptotically stable and the resulting

closed-loop system has desired properties. Such a K exists since (A, C1) is detectable.

Reduced Order Observer
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In general, it is not necessary to estimate all the n states of x in measurement feedback

laws, since there are already p states that are measurable, if C1 is of maximal rank. As

such, it is possible to design a reduced order observer, which has a dynamical order less

than that of the given plant.

For the moment, we assume that C1 is already in the form of

C1 = [ Ip 0 ] . (3.17)

Then, the measurement subsystem of (3.1) without disturbances can be rewritten as,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝ ẋ1

ẋ2

⎞
⎠ =

⎡
⎣A11 A12

A21 A22

⎤
⎦

⎛
⎝x1

x2

⎞
⎠+

⎡
⎣B1

B2

⎤
⎦ sat(u), x0 =

⎛
⎝x10

x20

⎞
⎠

y = [ Ip 0 ]

⎛
⎝x1

x2

⎞
⎠

(3.18)

where the original state x is partitioned into two parts, x1 and x2 with y ≡ x1. Thus, we

will only need to estimate x2 in the reduced order measurement feedback design. Next, we

choose a KR such that A22 + KRA12 is asymptotically stable. Such a stabilizing KR exists,

as it was shown in Chen [10] that (A22, A12) is detectable if and only if (A, C1) is detectable.

The reduced order observer is given by

ẋv = Aoxv + Boyy + Bou sat(u) (3.19)

where ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ao = A22+KRA12,

Bou = B2 + KRB1,

Boy = A21+KRA11−AoKR

(3.20)

The estimate of state x is given by

x̂ =

⎛
⎝ y

xv−KRy

⎞
⎠ . (3.21)

General Case of matrix C1
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When C1 is not in the standard form, we choose a matrix

T =

⎡
⎣ C1

C⊥

⎤
⎦ (3.22)

where the rows of C⊥ are the basis vectors of the null space of C1. It can be verified that

T is invertible if C1 is of maximal row rank. Now we apply transformation x̃ = Tx to the

original system and ignore disturbance, we arrive at the following subsystem of standard

form:

Σo :

⎧⎨
⎩

˙̃x = Ãx̃ + B̃sat(u),

y = [ Ip 0 ] x̃
(3.23)

with ⎧⎨
⎩

Ã = TAT−1,

B̃ = TB
(3.24)

Now a reduced order observer can be designed to estimate x̃:⎧⎪⎪⎨
⎪⎪⎩

ẋv = Ãoxv + B̃oyy + B̃ou sat(u),

ˆ̃x =

⎛
⎝ y

xv−K̃Ry

⎞
⎠ (3.25)

Then the estimate of x is given by

x̂ = T−1 ˆ̃x = T−1

⎛
⎝ y

xv−K̃Ry

⎞
⎠ . (3.26)

In all cases, the observer (whether full order or reduced order) for estimating x can be

cast into the following form:⎧⎨
⎩

ẋv = Aoxv + Boyy + Bou sat(u),

x̂ = Coxv + Doy
(3.27)

3.2.3 Auxiliary Analysis Tools

Root locus

The nonlinear part of CNF control will become influential only when the tracking error,

r − h, gets smaller. Thus in general the control input does not hit its limits. Under such a

circumstance, the closed-loop system will have an error dynamics as follows:

˙̃x = (Ā + B̄F )x̃ + ρB̄B̄′Px̃ + Ēw. (3.28)
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Now it is easy to see that eigenvalues of the closed-loop system can be changed by changing

the function ρ(r, h). The error dynamics of (3.28) can be cast into the classical feedback

context if we define an auxiliary system Gaux(s) as follows:

Gaux(s) := Caux(sI − Aaux)−1Baux := B̄′P (sI − Ā − B̄F )−1B̄. (3.29)

It then follows from the classical control theory that the closed-loop poles, which are the

function of the tuning parameter ρ, will start from the open-loop poles, i.e., the eigenvalues

of Ā + B̄F , when ρ = 0, and end up at the open-loop zeros (including the zero at the

infinity) as |ρ| → ∞. As such, the root locus of the auxiliary system Gaux(s) provides an

intuitive method for observing the evolution of the closed-loop poles, which is useful for

controller design and parameter tuning.

Since the invariant zeros of Gaux(s) play an important role in selecting the poles of the

closed-loop system, we should, in general, select a set of invariant zeros, which correspond

to the closed-loop poles for larger |ρ|, such that the dominant ones have a large damping

ratio, which in turn will yield a small overshoot. This can be achieved by selecting an

appropriate weighting matrix W > 0.

The above analysis is based on SISO plants. For MIMO plants, the concept of root locus

is not quite intuitive. However, by stepping over the values of ρ(r, h), we can still plot the

locus of the closed-loop poles as determined by (3.28).

Loop Transfer Function

In classical control context, bandwidth and gain/phase margins are important measures

for evaluation of a control design. These measures can be observed from the bode plots of

the sensitivity/complementary sensitivity functions and open-loop transfer function. For

simplicity, here we only consider the steady state situation, when ρ(r, h) approaches a

constant value ρ∗ and control saturation is inactive. Four cases are considered here.

Case 1: State feedback without integral
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The control input becomes (assuming that plant nonlinearity has been pre-compensated

beforehand)

u = Fx + Gr + ρ∗B′P (x − xe) = Fc · x + Gc · r, (3.30)

where

Fc = F + ρ∗B′P, Gc = G − ρ∗B′PGe. (3.31)

Now from the controlled system⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = Ax + Bu,

h = C2x + D2u,

u = Fc · x + Gc · r

(3.32)

we can get the closed-loop transfer function from reference r to output h as follows,

H(s) = (C2 + D2Fc)[sI − (A + BFc)]−1BGc + D2Gc, (3.33)

and the open loop transfer function is simply

L(s) = Fc(sI − A)−1B. (3.34)

Case 2: State feedback with integral

Consider the controlled and augmented system⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄x = Āx̄ + B̄u + Brr,

h = C̄2x̄ + D2u = [ 0 C2 ] x̄ + D2u,

u = Fc · x̄ + Gc · r

(3.35)

the closed-loop transfer function from reference r to output h is given by

H(s) = (C̄2 + D2Fc)[sI − (Ā + B̄Fc)]−1(Br + B̄Gc) + D2Gc, (3.36)

and the open loop transfer function is

L(s) = Fc(sI − Ā)−1B̄. (3.37)

Case 3: Measurement feedback without integral
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Consider the observer-based controller⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋv = Aoxv + Boyy + Bou u,

x̂ = Coxv + Doy,

u = Fc · x̂ + Gc · r

(3.38)

and the system to be controlled ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = Ax + Bu,

y = C1x,

h = C2x + D2u

(3.39)

we have the following ⎧⎪⎨
⎪⎩

(
ẋ
ẋv

)
= Acl

(
x
xv

)
+ Bcl · r,

h = Ccl

(
x
xv

)
+ Dcl · r

(3.40)

where

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Acl =

[
A + BFcDoC1 BFcCo

BouFcDoC1 + BoyC1 Ao + BouFcCo

]
,

Bcl =

[
BGc

BouGc

]
,

Ccl = [C2 + D2FcDoC1 D2FcCo ] ,

Dcl = D2Gc

(3.41)

Now the closed-loop transfer function from reference r to output h is simply

H(s) = Ccl(sI − Acl)−1Bcl + Dcl, (3.42)

and the open loop transfer function is

L(s) = Fc[Co(sI − Ao − BouFcCo)−1(Boy + BouFcDo) + Do]C1(sI − A)−1B. (3.43)

Case 4: Measurement feedback with integral

Consider the augmented system⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄x = Āx̄ + B̄u + Brr,

ȳ =
(

z
y

)
= C̄1x̄ =

[
Il 0
0 C1

]
x̄,

h = C̄2x̄ + D2u = [ 0 C2 ] x̄ + D2u

(3.44)
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and the observer-based controller⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ẋv = Aoxv + Boyy + Bou u,

x̂ = Coxv + Doy,

u = Fc ·
(

z
x̂

)
+ Gc · r = Fxx̂ + Fzz + Gc · r

(3.45)

where Fz and z correspond to integral augmentation.

The closed-loop system is⎧⎪⎨
⎪⎩

(
˙̄x

ẋv

)
= Acl

(
x̄
xv

)
+ Bcl · r,

h = Ccl

(
x̄
xv

)
+ Dcl · r

(3.46)

where

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Acl =

[
Ā + B̄FxDo [ 0 C1 ] + B̄Fz [ Il 0 ] B̄FxCo

(BouFxDo + Boy) [ 0 C1 ] + BouFz [ Il 0 ] Ao + BouFxCo

]
,

Bcl =

[
Br + B̄Gc

BouGc

]
,

Ccl =
[
C̄2 + D2FxDo [ 0 C1 ] + D2Fz [ Il 0 ] , D2FxCo

]
,

Dcl = D2Gc

(3.47)

Now the closed-loop transfer function from reference r to output h is of the same form

as (3.42), and the open loop transfer function is

L(s) =
{
FxCo(sI − Ao − BouFxCo)−1(Boy [ 0 Il ] + Bou [Fz FxDo ]) + [ Fz FxDo ]

}
×C̄1(sI − Ā)−1B̄.

(3.48)

3.3 Software Framework and User Guide

The CNF control toolkit is developed under the latest version of Matlab, i.e., Matlab 6.5,

together with Simulink 5.0. It fully utilizes the graphical user interface (GUI) resources of

Matlab and provides a user-friendly graphical interface. The main interface of the toolkit

consists of three panels, i.e., the panel for conducting simulation, the panel for setting up

system data and the panel for specifying an appropriate controller. We illustrate these

panels in details in the following:
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Simulation Panel: The simulation panel as shown in Figure 3.2 is the main portion

of the CNF control toolkit. Users can specify directly on the panel the simulation

parameters, such as the set point for the target reference, the duration of simulation

and the sampling period. Users can also define the tracking performance indicator

and obtain the result for settling time and steady state bias of the controlled output

response. For example, in Figure 3.2, the settling time is defined as the time when

the controlled output of the closed-loop system enters the neighborhood of ±0.025 of

the given set point. Alternatively, one can define such a neighborhood in terms of the

percentage of final target instead of the absolute error bound.

Figure 3.2: The simulation panel of the CNF control toolkit.

As mentioned in the previous section, the CNF controller consists of two parts: a

linear part and a nonlinear part. On the simulation panel, users are able to tune
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the properties of the linear part by selecting appropriate values of the damping ratio

and natural frequency of the dominant modes of the linear state feedback dynamical

matrix, i.e., A+BF . The rest eigenvalues of A+BF are placed 3 times faster than the

dominant modes with a Butterworth pattern. Such an arrangement is purely for the

simplification of the control system design. The pole corresponding to the integrator

part, if applicable, can be tuned on this main panel as well. Alternatively, users are

allowed to apply the H2 design with a tunable parameter ε, or directly specify a state

feedback gain matrix in the controller setup panel without any tunable parameters.

Design parameters for the nonlinear part of the CNF controller, i.e., W and ρ(r, h),

can also be tuned online on the main simulation panel. In particular, the parameters

α and β for the nonlinear function ρ(r, h) of (2.86) can be easily adjusted using the

computer mouse or by directly keying their values onto the spaces provided.

There are two windows in the simulation panel for displaying the system controlled

output response and the control input signal, together with a block diagram showing

the structure of the overall control system. Using the right button of the computer

mouse to click on the window displaying the output response and control signal, users

will be prompted by a small text window showing options to re-draw the plots on a

new pop-out window or export the simulation data to the Matlab workspace. By

clicking on the box labeled with PLANT, there will be a new panel opened for users to

enter data for the plant. Similarly, clicking on the box labeled with CONTROLLER will

lead to another new panel, which will allow users to specify an appropriate controller

structure and enter preliminary controller parameters. Detailed information for these

two panels will be given later.

Finally, we have also implemented the following commands and functions on the

simulation panel for saving and loading data as well as for evaluating the frequency
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domain properties of the overall control system:

1. Load Data: This function is used to load data previously saved in the CNF

control toolkit.

2. Save Data: This command is to save the system and controller data entered for

future use.

3. Export Controller: This function is to export the data of the CNF controller ob-

tained to the Matlab workspace. The controller data are given in the following

format:
ż = κi(h − r)

ẋv = Acmp xv + Bycmp y + Bucmp sat(ū)

x̂ = Ccmp xv + Dcmp y

ū = F

(
z

x̂

)
+ G r + ρ(r, h)Fn

[(
z

x̂

)
− Ge r

]

u = ū − g(y)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.49)

where Acmp, Bycmp, Bucmp, Ccmp, Dcmp, F , Fn, G, Ge are constant vectors or

matrices, and ρ(r, h) and g(y) are some nonlinear functions. All these parameters

will be saved under a structured workspace variable in the Matlab command

window.

4. Root Locus: It is to generate the locus of the closed-loop poles of the controlled

system with the CNF controller with respect to the change of the nonlinear

function ρ(r, h).

5. Bode Plot: It is to generate the Bode magnitude and phase responses of the

open-loop system comprising the plant and the controller in the steady state

situation when the nonlinear gain ρ is converging to a constant. This function

can be used to evaluate the frequency domain properties of the controlled system,

such as gain and phase margins.
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6. Nyquist Plot: Similar to the Bode plot given above. Note that for both the Bode

and Nyquist plots, users are allowed to specify a frequency range of interest in

radian.

7. Print: This function is to print the items shown on the simulation panel.

8. Close: This command is to close up the CNF control toolkit.

Plant Model Setup Panel: A setup panel as shown in Figure 3.3 for entering system

data will be opened when the box labeled PLANT in the main simulation panel has

been activated. In addition to the state space model of the given plant specified in

(3.1), the toolkit allows users to specify resonant modes of the plant as well on this

panel. We note that high frequency resonant modes are existing almost in all physical

systems. Because of the complexity of resonant modes, they are generally ignored

or simplified in the controller design stage. However, they should be and have to be

included in the simulation and evaluation of the overall control system design.

Each time a plant model is keyed in or modified on the panel, the toolkit will automat-

ically run a checkup on the validity of the given model, i.e., to check the stabilizability,

detectability, invertibility and other requirements. Users will be warned if the solv-

ability conditions for the CNF tracking control are not satisfied and of course users

can not proceed to the step of controller design.

Controller Setup Panel: As the core of this toolkit, the CNF controller design is

to be proceeded in a configurable and convenient fashion. A controller setup panel

as shown in Figure 3.4 will be opened when the user has activated the box marked

with CONTROLLER in the main simulation panel. This panel carries a block diagram

for an adjustable controller configuration, which will automatically refresh if the user

has made any change or re-selection on the controller structure. Users need to decide
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Figure 3.3: The panel for the plant model setup.

a controller structure first before proceeding to specify the corresponding controller

parameters.

The following are the options available for the controller in the CNF control toolkit:

1. If the given plant has some nonlinearities, users should choose the pre-compensation

option and enter an appropriate nonlinear function g(y) to cancel as many non-

linearities as possible.

2. If the plant has some unknown constant disturbances or other types of distur-

bances, users should select a controller structure with integrator to remove the

steady state bias.

3. Based on the properties of the given plant and personal interest, users can then

choose a controller with either one of the following options:

(a) State feedback;
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Figure 3.4: The panel for the CNF controller setup.

(b) Full order measurement feedback;

(c) Reduced order measurement feedback.

When it comes to the design of the state feedback gain F , users have three choices:

Users can either specify an explicit matrix (obtained through any other design method-

ologies) for F , or apply the H2 design with a parameter ε, or use the pole placement

method characterized by the damping ratio and natural frequency of the dominant

poles and integration pole (if applicable). For the pole placement method, the rest

of the closed-loop poles are placed three times faster than the dominant pair with a

Butterworth pattern.

For the H2 design approach, the state feedback gain, F , is computed by solving the
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following ε-perturbed H2 algebraic Riccati equation (H2-ARE):

A′P2 + P2A + C̃ ′
2C̃2 − (P2B + C̃ ′

2D̃2)(D̃′
2D̃2)−1(D̃′

2C̃2 + B′P2) = 0, (3.50)

for a stabilizing P2 ≥ 0, where

C̃2 =

⎡
⎢⎢⎢⎢⎣

C2

εI

0

⎤
⎥⎥⎥⎥⎦ and D̃2 =

⎡
⎢⎢⎢⎢⎣

D2

0

εI

⎤
⎥⎥⎥⎥⎦ (3.51)

The state feedback gain, F , is then given by

F = −(D̃′
2D̃2)−1(D̃′

2C̃2 + B′P2). (3.52)

In the case of measurement feedback control, users also have three choices for the

design of the observer gain K: an explicit matrix for K, or H2 design with a parameter

ε (a dual version of state feedback), or using the pole placement method to organize

the observer poles into the pattern of a Butterworth filter with bandwidth ωo. In any

cases, the corresponding parameters can be further tuned on the simulation panel to

yield a satisfactory performance for the overall system..

Although the CNF control toolkit is meant to design a composite nonlinear feedback

controller (for which the matrix W has yet to be specified), users have the option to

choose only the linear portion of the CNF control law for their design. This option is

particularly useful for the comparison of performances of the CNF controller and the

linear controller.

3.4 Illustrative Examples

In this section, we demonstrate the usage of the CNF control toolkit by two practical

examples, to be specific, a hard disk drive (HDD) servo system design and a magnetic tape

drive servo design.
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3.4.1 Hard Disk Drive Servo System Design

In this subsection we design a CNF controller for a conventional 3.5 inch hard disk drive.

The model of this disk drive has been identified as follows (see [13]):

Gv(s) =
6.4013×107

s2
· 2.467×108

s2 + 2.513×103s + 2.467×108
(3.53)

For CNF design, we will use the following simplified model or so-called nominal model:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋ =

⎡
⎣ 0 1

0 0

⎤
⎦x +

⎡
⎣ 0

6.4013×107

⎤
⎦ sat(u) +

⎡
⎣ 0

6.4013×107

⎤
⎦w,

y = h = [ 1 0 ] x,

(3.54)

where the state variable, x, consists of the displacement and velocity of the read/write

(R/W) head of the voice-coil-motor actuator in the disk drive; y and h are simply the

displacement (in micrometer) of the R/W head of the drive; w represents friction and some

unknown disturbances of the system, and is set to be −0.002V for this demonstration; u

is the control input, limited by ±3V. The high frequency resonance is excluded from the

nominal model but will be included in simulation and robustness analysis.

For hard disk drive servo systems, the task of the controller is to move the actuator

R/W head to a desired track as fast as possible and to maintain the R/W head as close as

possible to the target track center when data are being read or written. To ensure reliable

data reading and writing, it is required that the deviation of R/W head from the target

track center should not exceed 5% of track pitch. In this demonstration, we focus our

attention on designing a servo system, which will yield an optimal performance for short

distance tracking. In particular, we will set the target reference r = 1 micrometer, which

is equivalent to 1 track on the actual drive (A track density of 25 kTPI is assumed here).

Thus, the settling time is defined as the total duration for the R/W head to enter the ±0.05

micrometers region of the target track.
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Using the CNF control toolkit with few online adjustments on the design parameters,

we manage to obtain a reduced order CNF controller that yields a very satisfactory perfor-

mance. The simulation parameter setup, the plant model setup and the controller structure

setup for this example have actually been presented already earlier in Figures 3.2 to 3.4,

respectively. The dynamics equations of the controller is given by:⎛
⎝ ż

ẋv

⎞
⎠ =

⎡
⎣ 0 0

0 −4000

⎤
⎦
⎛
⎝ z

xv

⎞
⎠+

⎡
⎣ 0

6.4013 × 107

⎤
⎦ sat(u)+

⎡
⎣ 1

−1.6 × 107

⎤
⎦ y−

⎡
⎣ 1

0

⎤
⎦ r, (3.55)

and

u = uL + uN, (3.56)

where

uL = − [1.3028×10−3 0.0651 1.9141×10−5 ]

⎛
⎝ z

y − r
xv+4000y

⎞
⎠ , (3.57)

and

uN = ρ(r, h) [7.6756 0.0790 7.7548 ×10−5 ]

⎛
⎝ z

y − r
xv+4000y

⎞
⎠ (3.58)

with

ρ(r, h) = −1.4
∣∣∣e−0.8|h−r| − e−0.8

∣∣∣ . (3.59)

Figure 3.5 shows the controlled output response of the servo system with the obtained CNF

controller. For comparison, we have also plotted the response of the resulting closed-loop

system with only the linear portion, i.e., u = uL. Clearly, the servo system with the obtained

CNF controller yields a much better performance. The frequency domain properties of the

servo system with the CNF control law are respectively shown in Figures 3.6, 3.7 and 3.8.

The results are very satisfactory.

3.4.2 Magnetic Tape Drive Servo System Design

The previous example deals with CNF controller design for a SISO plant. In this subsection

we demonstrate the design for a MIMO plant, specifically, a magnetic tape drive. This
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Figure 3.5: Controlled output response and control signal of the HDD servo system.
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Figure 3.6: Bode plot of the open-loop transfer function of the HDD servo system.
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Figure 3.7: Nyquist plot of the open-loop transfer function of the HDD servo system.
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Figure 3.8: Root locus of the closed-loop HDD servo system versus function ρ(r, h).
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example is taken from the book of Franklin et al. [26], in which a time-scaled model of a

magnetic tape drive is given as follows,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ =

⎡
⎢⎣

0 0 −10 0
0 0 0 10

3.315 −3.315 −0.5882 −0.5882
3.315 −3.315 −0.5882 −0.5882

⎤
⎥⎦x +

⎡
⎢⎣

0 0
0 0

8.533 0
0 8.533

⎤
⎥⎦ sat(u),

y = h =

⎡
⎣x3

Te

⎤
⎦ =

⎡
⎣ 0.5 0.5 0 0

−2.113 2.113 0.375 0.375

⎤
⎦x.

(3.60)

where

x = [ x1 x2 ω1 ω2 ]′ , u = [ i1 i2 ]′ (3.61)

with

x1, x2 = positions of tape at capstans 1 and 2, respectively (mm);

ω1, ω2 = angular rates of motor/capstan assembly 1 and 2, respectively (rad/sec);

i1, i2 = electric current inputs to drive motors 1 and 2, respectively (A);

x3 = position of tape over read head (mm);

Te = tension in tape (N).

The specifications for servo design are to provide a step change in position of the tape

head, x3, from zero initial condition to 1mm with a 1% settling time no larger than 2.5

seconds (time-scaled equivalent of 250 milliseconds) with less than 20% overshoot. The

tape tension, Te, should be controlled to 2N with the constraint that 0 < Te < 4N . The

control signal, i.e., electric current (i1, i2) is limited to 1A at each drive motor.

It is reasonable to expect some disturbances in the real systems. Here for demonstration

we assume the disturbances entering the two control input channels (i1, i2) are as follows,

w =

⎡
⎣ 0.01 + 0.005sin(8πt)

−0.005 + 0.002sin(4πt)

⎤
⎦ (3.62)
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Due to the existence of disturbances, integral compensation will have to be used to

remove the steady-state bias. Using the CNF control toolkit with some online tuning of

the design parameters, we manage to obtain a reduced order enhanced CNF controller that

yields a very satisfactory performance. We choose the damping and natural frequency of

dominant poles to be 0.4 and 4 respectively, and the observer bandwidth to be 12. The

matrix W is chosen as diag(10−4, 10−6, 1, 1, 1, 1). The dynamic equations of the controller

are given by:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ż = h − r,

ẋv =

⎡
⎣−8.4853 8.4853

−8.4853 −8.4853

⎤
⎦xv +

⎡
⎣ 8.5997 0.0667

−1.2384 7.2946

⎤
⎦ sat(u) +

⎡
⎣ 14.4000 1.8673

14.4000 −4.5743

⎤
⎦ y,

x̂ =

⎡
⎢⎢⎢⎣

8.7371×10−2 8.7371×10−2

−8.7371×10−2 −8.7371×10−2

9.9231×10−1 −7.6929×10−3

−7.6929×10−3 9.9231×10−1

⎤
⎥⎥⎥⎦xv +

⎡
⎢⎢⎢⎣

8.5173×10−1 −2.0100×10−1

1.1483 2.0100×10−1

−1.6840 −3.1317×10−3

1.3055×10−2 4.0472×10−1

⎤
⎥⎥⎥⎦ y.

(3.63)

and

u = uL + uN, (3.64)

where

uL =

⎡
⎣ 5.7639 ×10−4 −1.0343 ×10−4 9.8473 ×10−2 4.7796 ×10−1

−2.6457 ×10−4 −2.3832 ×10−4 −6.3017 ×10−2 −2.0172 ×10−1

−1.0534 −6.1719 ×10−1

4.8843 ×10−1 −1.1728

⎤
⎦
⎛
⎝ z

x̂

⎞
⎠ +

⎡
⎣−5.7643 ×10−1 9.4061 ×10−2

2.6473 ×10−1 2.1668 ×10−1

⎤
⎦ r,

and

uN = ρ(r, h)

⎡
⎣−7.1689 ×10−2 1.3871 ×10−3 −1.7387 9.2455 ×10−1

3.2805 ×10−2 1.4960 ×10−3 1.0500 9.8769 ×10−1

2.1119 −3.9908 ×10−1

−3.9908 ×10−1 1.5554

⎤
⎦
⎧⎪⎨
⎪⎩

⎛
⎝ z

x̂

⎞
⎠−

⎡
⎢⎢⎢⎢⎢⎣

0 0
0 0
1 −2.3663 ×10−1

1 2.3663 ×10−1

0 0
0 0

⎤
⎥⎥⎥⎥⎥⎦ r

⎫⎪⎬
⎪⎭
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with

ρ(r, h) = −
⎡
⎣ 1.6 0

0 1.2

⎤
⎦ ∣∣∣e−‖h−r‖ − 0.3679

∣∣∣ . (3.65)

Figure 3.9 shows the controlled output response of the servo system with the obtained

CNF controller for the target reference r = [ 1 2 ]T . The settling time are 0.745 sec and

0.77 sec respectively for the two output channels with the error bound of 1%. Since the

disturbances are fictitiously added, it would be interesting to check the performance in the

absence of disturbances. Simulation shows that the settling time are 0.45 sec and 0.77

sec when the disturbances are non-existent, which is a little better than the case with

disturbances. These results are consistent with our intuition and indicate that the obtained

CNF controller has performance robustness with respect to disturbances. Clearly, the servo

system with the enhanced CNF controller meets the performance specifications stipulated

before. The evolution locus of the closed-loop poles of the servo system with the enhanced

CNF control law is shown in Figure 3.10, which provides some insight into the characteristics

of the closed-loop system. The above results are quite impressive.

3.5 Concluding Remarks

We have presented in this chapter a composite nonlinear feedback (CNF) control toolkit

for general linear systems with actuator and other nonlinearities, external disturbances,

and high frequency resonance. The toolkit has been built on the Matlab and Simulink

environment with a user-friendly interface. All design parameters can be easily tuned online

on the panels of the toolkit. The usage and design procedure of the toolkit have been

illustrated through two practical examples on the servo design for a hard disk drive and

a magnetic tape drive. The CNF control toolkit can be utilized to design servo systems

that require fast target tracking and good robustness. It can be downloaded for free from

http://hdd.ece.nus.edu.sg/~bmchen/ for use in research and academical purposes.
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Figure 3.9: Controlled output response and control signal of the tape drive system.
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Chapter 4

Comprehensive Modeling of A

Micro Hard Disk Drive Actuator

Beginning from this chapter, we deal with HDD servo systems. The first step to servo

system design is to establish an accurate model for the plant. The model of HDD servo

systems has long been identified as a linear system without incorporating the inherent

nonlinearities, such as pivot bearing friction and flex cable nonlinearity. These nonlinearities

are becoming more influential in smaller disk drives and may result in large modeling errors

and deteriorate the performance of head positioning servo systems. Thus, it is highly

desired to completely characterize the behaviors of nonlinearities and friction in HDD servo

systems. This is exactly what we are going to do in this chapter. This chapter presents a

comprehensive modeling of a typical voice-coil-motor (VCM) actuator used in commercial

hard disk drives. The basic idea here is to carefully examine the configuration and structure

of the system through a thorough analysis of its physical effects, and then identify the

structured model parameters using both time-domain and frequency-domain responses of

the system. Experimental verification will show that the identified model matches very well

the actual behavior of the physical system.

69
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4.1 Introduction

Presently, HDD servo systems popularly use a VCM motor to actuate the read/write (R/W)

recording arm assembly, which consists of a pivot with a ball bearing, a metal arm and a

rigid suspension that holds the read/write head and slider (see Figure 4.1). The VCM

motor is a DC motor that translates an input electric current into a force or acceleration as

its output. Its frequency domain response without considering friction and nonlinearities

matches very well to that of a double integrator (see e.g., [12]) at low frequency range,

typically from DC to somewhere around 1–2 kHz, and has many high frequency resonant

modes.

Current trend of the HDD industry is towards smaller disk drives with higher capacity,

for increasing applications in mobile environment. The new generation HDDs impose more

stringent specification on the corresponding servo systems. Due to the smaller inertia of

the VCM arm assembly, nonlinear effects, such as pivot bearing friction and flex cable

nonlinearity, now become influential. It has been observed that nonlinearities from friction

in the rotary pivot bearing and bias torque of the data flex cable in the VCM actuator may

generate large residual errors and high frequency oscillations which eventually deteriorate

the overall performance of head positioning servo systems. This phenomenon becomes

more noticeable for micro disk drives and is one of the challenges in servo design for the

new generation HDDs. The impetus to fully understand the behaviors of nonlinearities and

friction in the servo systems is obvious. Actually, this motivates us to carry out a complete

study and comprehensive modeling of the dynamic characteristics for the VCM actuated

HDD head positioning servo systems.

Friction exists in almost all servomechanisms, behaves in features of Stribeck effect,

hysteresis, stiction and varying break-away force, and appears at the physical interface

between two contact surfaces moving relative to each other. The features of friction have
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Figure 4.1: A typical HDD with a VCM actuator servo system.

been extensively explored (see e.g., [3–6, 27, 49, 51–53]), but diversity exists in different

systems. In recent years, there has been a significantly increased interest in friction from

the industries, which is driven by strong engineering needs in a wide range of industries and

availability of both precise measurement and advanced control techniques.

Although many research efforts have been directed to the modeling and control of HDD

servo systems, there are only limited reports concerned with the pivot bearing friction (see

e.g., [1, 8, 29, 36, 37, 46, 64–66, 73]). It may be worthwhile to mention that, Wang et al.

[64–66] studied the frictional nonlinearity in a small disk drive and proposed several models

for it, i.e., two-preload, preload+2-slope spring, hysteretic 2-slope, and preload+hysteretic

damping. These models are basically the revision and/or combination of existing classical

friction models, and capture the characteristics of friction, more or less. However, they

are mainly based on empirical modeling and experimental fitting and can barely provide

theoretical insights into the nonlinearity mechanism of the disk drive actuator.

As for modeling methodologies for dynamic systems, one can see that diverse modeling

methods have been proposed (see e.g., [24, 47]), based on linear systems, where nonlinear-

ities of plants are assumed to be tiny and negligible. As such, these methods cannot be

directly applied to model plants with significant nonlinearities. The method proposed in [4]

to estimate the parameters of friction in typical DC motors, is inappropriate for the VCM
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actuator because of insufficient information available in HDD servo systems, in which only

the relative displacement of the R/W head is measurable. One of the key steps to model

systems with nonlinearities is to determine the physical structures of the nonlinear compo-

nents. In this chapter, we will utilize the physical effect approach of [18] to determine the

structures of nonlinearities and friction associated with the VCM actuator in a typical HDD

servo system. This will be done by carefully examining and analyzing physical effects that

occur in or between electromechanical parts. This process will give us a physical model of

the VCM actuator, but its parameters still wait to be identified. And the headache with

parameter identification over here is that there is generally no analytical solution for non-

linear differential equations, and the conventional parameter optimization techniques (such

as Least Square, or Gradient-based ones) are not readily applicable in a non-LIP (linear in

parameter) model. To circumvent this difficulty, we will employ a Monte Carlo process (see

e.g., [20,22,50]) to identify parameters in the structured model. We note that Monte Carlo

method is very effective in approximating solutions to a variety of mathematical problems,

for which their analytical solutions are hard, if not impossible, to be determined. In sum-

mary, physical effect analysis will be used to configure the structures of the nonlinearities

in the VCM actuator and the Monte Carlo method will be used to identify the parameters

in the structured model. After that, simulation and implementation results will be given to

show that the identified model characterizes very well the behavior of the actual system.

The outline of this chapter is as follows. The structural models of nonlinearities in the

VCM actuator will be determined through the physical effect analysis in Section 4.2. The

parameters in the nonlinear models will then be identified using the Monte Carlo method

in Sections 4.3. The verification to evaluate the obtained model will be presented in Section

4.4. Finally, we draw some concluding remarks in Section 4.5.
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Figure 4.2: The electric circuit of a typical VCM driver.

4.2 Structural Modeling of the VCM Actuator

In this section, the physical effect analysis of [18] is used to determine the structures of

nonlinearities in the VCM actuator. It is to analyze the physical effects in and between

the components of the actuator, such as the stator, rotor and support plane as well as the

VCM driver. The VCM actuator is designed to position the R/W head fast and precisely

onto the target track, and is driven by a VCM driver, i.e., a full bridge power amplifier,

which converts an input voltage into an electric current. The electric circuit of a typical

VCM driver is shown in Figure 4.2, where Z represents the coil of the VCM actuator and

the external input voltage is exerted directly into the VCM driver to drive the coil.

Through a detailed analysis of the VCM driver circuit in Figure 4.2, we can verify that

the relationship between the driver input voltage and the current and voltage of the VCM

coil is given by

Rs + (1 + Ac)(1 + Ab)R
RsAc(1 + Ac)(1 + Ab)R

· R2

R1
u =

1 + s
(
R3 + R2

Ac+AcAb

)
C3

1 + sR3C3
I + E(s)uc, (4.1)

where

E(s) =
Ab

(1 + Ac)(1 + Ab)R

1 + s
[
R3 + R2

AcAb

(
1 + R+RAc

Rs

)]
C3

1 + sR3C3
, (4.2)

u is the input voltage to the VCM driver, I and uc are respectively the VCM coil current

and voltage. Rs
.= 1 ohm is a resistor sampling electric current in the coil. Ac and Ab are
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the amplification ratios of the amplifier C and B respectively. Ri(i = 1, 2, 3) and R are

resistors. C3 is a capacitor. With appropriate values of the resistors and the capacitor,

the effect of the load can be neglected in the VCM driver to make the electric current

proportional to the input voltage within the bandwidth of interest. For the IBM microdrive

(DMDM-10340) used in our experimental tests in the later sections, Rs = 1Ω, R1 = 8.2 KΩ,

R2 = 1 KΩ, R3 = 270 KΩ, R = 16 KΩ, C3 = 270 pF, and the amplifier gains Ac = 2 and

Ab = 4.7. Thus, we have

E(s) =
1.7178 × 10−5

(
1 + 1.45 × 10−3s

)
1 + 7.29 × 10−5s

,

which has a magnitude response ranging from −95 dB (for frequency less than 110 Hz)

to −69 dB (for frequency greater than 2.2 kHz). In fact, this property generally holds for

all commercial disk drives. As such, the effect of E(s) in (4.1) can be neglected and the

relationship in (4.1) can be safely approximated as the following:

I =
R2

AcR1Rs
u = kvdu, (4.3)

where kvd = 0.061� is the gain of the VCM driver used in IBM DMDM-10340 microdrives.

Now let us turn to the VCM actuator assembly. The mechanical structure of a typical

VCM actuator is shown in Figure 4.3. The motion of the VCM coil is driven by a permanent

magnet similar to typical DC motors. The stator of the VCM motor is built of a permanent

magnet. The rotor consists of a coil, a pivot and a metal arm on which the R/W head is

attached. A data flex cable is connected with the R/W head through the metal arm to

transfer data read from or written to the HDD discs. Typically, the rotor has a deflection

angle, α, in rad (see Figure 4.3). The range of the rotor is constrained, typically up to 0.5

rad in most commercial disk drives.

Before proceeding to further derivation, we make the following assumptions on the

physical system :
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Figure 4.3: The mechanical structure of a typical VCM actuator.

1. The permanent magnet is constant; and

2. The coil is assembled strictly along the radius and concentric circle of the pivot;

Furthermore, we assume that the friction in a mechanical motion consists of Coloumb

friction and viscous damping, and is characterized by a typical friction function as the

following (see e.g., [3, 27, 52]):

f(N, v, fe, fv, µd, µs) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−µdN sgn(v) − fvv, v 
= 0,

− fe, v = 0 and |fe| ≤ µsN,

− µsN sgn(fe), v = 0 and |fe| > µsN,

(4.4)

where N is the normal load and v is the relative moving speed between two contact surfaces,

fe is the external force applied to the object, and µsN is the break-away force. Furthermore,

µd, µs and fv are respectively the dynamic, static and viscous coefficients of friction.

These assumptions are important as they enable us to derive a mathematically tractable

model for the VCM actuator.

By physical law, the force d
−→
F is produced in the section with length dl in the coil with

the electric current −→
I by the permanent magnet −→

B as follows:

d
−→
F = −→

I ×−→
B · dl.
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As such for the whole coil, the cooperative force −→
F is

−→
F =

∫
Coil+α

−→
I ×−→

B · dl, (4.5)

where Coil + α means the rotor has deflected by α radians. The cooperative force can be

decomposed into two orthogonal components. One (−→F r) is outwards along direction of the

radius of the pivot and the other (−→F t) is anti-clockwise along the tangent of the pivot.

−→
F = −→

F r + −→
F t. (4.6)

The torque d
−→
T is produced by d

−→
F relative to the center of the pivot as follows:

d
−→
T = −→r × d

−→
F = −→r × (−→I ×−→

B · dl),

where −→r is the vectored distance from the center of the pivot to the section with length dl

in the coil. There only the component −→
F t produces the torque relative to the center of the

pivot. For the whole coil, the torque −→
T is

−→
T =

∫
Coil+α

−→r × (−→I ×−→
B · dl). (4.7)

Now, it is straightforward to derive that the torque Tm, relative to center of the pivot

(along anti-clockwise is positive) and produced by the permanent magnet Bcoil in the coil

with the electric current, is given by

Tm = (r2
1 − r2

2)Bcoilncoilkvdu, (4.8)

r1 and r2 are respectively the outside and inside radius of the coil to center of the pivot, and

ncoil is number of windings of the coil. The total external torque Te applied to the VCM

rotor is given as follows:

Te = Tm − Tc(α), (4.9)

where Tc(α) is the spring torque produced by the data flex cable and is a function of the

deflection angle α or the displacement of the R/W head. The friction torque produced in
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the VCM actuator comes from two major sources: One is the friction in the pivot bearing

and the other is between the pivot bearing and the support plane. The friction torque in

the pivot bearing can be characterized as

Tf1 = f(N1, r3α̇, fe1, fv1, µd1, µs1)r3, (4.10)

where fe1 is the external force, fv1, µd1 and µs1 are the related friction coefficients as defined

in (4.4), r3 is the radius of the pivot to its center, and

N1 =
∣∣Fr + mrα̇

2
∣∣ , (4.11)

is the normal load, which consists of the centrifugal force mrα̇
2 of the rotor and the cooper-

ative force Fr. Overhere, mr is a constant dependent on the mass distribution of the rotor,

and

Fr = 2(r1 − r2)Bcoilncoilkvduα, (4.12)

is the force produced in the coil by the permanent magnet and along the radius of the

pivot bearing. The friction torque between the pivot bearing and the support plane can be

characterized as:

Tf2 = f(N2, r3α̇, fe2, fv2, µd2, µs2)r3, (4.13)

where fe2 is the external force, fv2, µd2 and µs2 are the related friction coefficients as defined

in (4.4), and

N2 = |T0|r−1
3 , (4.14)

where N2 is the normal load resulted from a static balance torque of the rotor, T0. Thus,

the total friction torque Tf produced in the VCM actuator is given by

Tf = Tf1 + Tf2 =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−Tv, α̇ 
= 0,

− Te, α̇ = 0 and |Te| ≤ Ts,

− Ts sgn(Te), α̇ = 0 and |Te| > Ts,

(4.15)
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where

Tv =
(
µd1

∣∣2(r1 − r2)Bcoilncoilkvduα + mrα̇
2
∣∣ r3 + µd2|T0|

)
sgn(α̇) + (fv1 + fv2)r2

3α̇, (4.16)

and

Ts = 2µs1 |(r1 − r2)Bcoilncoilkvdu0α0| r3 + µs2|T0|, (4.17)

is the break-away torque, and where u0 and α0 are respectively the corresponding input

voltage and the deflection angle for the situation when α̇ = 0.

Lastly, it is simple to verify that the relative displacement of the R/W head, y, is given

by

y = 2r4sin
α

2
≈ r4α, (4.18)

where r4 is the length from the R/W head to the center of the pivot. Following the Newton’s

law of motion, Jα̈ = Te + Tf , where J is the moment of inertia of the VCM rotor, we have

ÿ = bu − T̃c + T̃f , (4.19)

where

T̃f =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− (∣∣d1buy + d2ẏ
2
∣∣ + d3

)
sgn(ẏ) − d0ẏ, ẏ 
= 0,

− T̃e, ẏ = 0 and |T̃e| ≤ T̃s,

− T̃s sgn(T̃e), ẏ = 0 and |T̃e| > T̃s,

(4.20)
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and where
T̃e = −T̃c(y) + bu,

T̃s = d4b|u0y0| + d5,

T̃c = J−1r4Tc(α),

b = J−1r4(r2
1 − r2

2)Bcoilncoilkvd,

d0 = J−1(fv1 + fv2)r2
3,

d1 = 2r3µd1[r4(r1 + r2)]−1,

d2 = r3mrµd1(Jr4)−1,

d3 = J−1r4µd2|T0|,

d4 = 2r3µ1s[r4(r1 + r2)]−1,

d5 = J−1r4µ2s|T0|,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.21)

with u0 and y0 being respectively the corresponding input voltage and the displacement for

the case when ẏ = 0. It is clear now that the expressions in (4.19)–(4.21) give a complete

structure of the VCM model including pivot bearing friction and nonlinearities from the

data flex cable. Our next task is to identify all these parameters. Once again, we use an

IBM microdrive (DMDM-10340) in our experimental test.

4.3 Identification of the Model Parameters

We proceed to identify the parameters of the VCM actuator model given in (4.19)-(4.21).

We note that there are results available in the literature (see e.g., [4]) to estimate friction pa-

rameters for typical DC motors for which both velocity and displacement are measurable and

without constraint. Unfortunately, for the VCM actuator studied here, it is impossible to

measure the time responses in constant velocity motions and only the relative displacement

of the R/W head is measurable. As such, the method of [4] cannot be adopted to solve our

problems. Instead, we will employ the popular Monte Carlo method (see e.g., [20, 22, 50]),

which has been widely used in solving engineering problems and is capable of providing
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good numerical solutions.

First, it is simple to obtain from (4.19) at a steady state when ẏ = 0 and ÿ = 0,

|u0 − b−1T̃c(y0)| = b−1|T̃f | ≤ b−1T̃s = d4|u0y0| + b−1d5. (4.22)

Our experimental results show that the right hand side of (4.22) is very insignificant for

small input signal u0 and small displacement y0. This will be confirmed later when the

model parameters are fully identified. Thus, we have

u0 ≈ b−1T̃c(y0) := T̃bc(y0), (4.23)

which will be used to identify T̃c(y) or equivalently Tc(α), the spring torque produced by the

data flex cable. Next, for the small neighborhood of (u0, y0), we can rewrite the dynamic

equation of (4.19) as follows:

ÿ = − ∂T̃c

∂y

∣∣∣∣∣
y=y0

(y − y0) + b(u − u0) + T̃f . (4.24)

For small signals and by omitting the nonlinear terms, the dynamic equation (4.24) can be

approximated by the following transfer function (from u − u0 to y − y0):

Gy0,u0(s) =
b

s2 + d0s + ω2
p

, (4.25)

where its natural or roughly its peak frequency, ωp, is given by

ωp =

⎛
⎝ ∂T̃c

∂y

∣∣∣∣∣
y=y0

⎞
⎠

1
2

, (4.26)

and its static gain is given by kdc = bω−2
p , which implies that

b = kdcω
2
p = 4π2kdcf

2
p , (4.27)

where fp = ωp/(2π). Expression (4.27) will be used to estimate the parameter b. More

specifically, the parameters of the dynamic models of the VCM actuator will be identified

using the following procedure:
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1. The nonlinear characteristics of the data flex cable or equivalently T̃bc(y) will be

initially determined using (4.23) with a set of input signal, u0, and its corresponding

output displacement, y0. It will be fine tuned later using the Monte Carlo method.

2. The parameter b will be initially computed using measured static gains and peak

frequencies as in (4.27), resulting from the dynamical responses of the actuator to a

set of small input signals. Again, the identified parameter will be fine tuned later

using the Monte Carlo method.

3. All system parameters will then be identified using the Monte Carlo method to match

the frequency response to small input signal;

4. The high frequency resonant modes of the actuator, which have not been included in

either (4.19) or (4.24), will be determined from frequency responses to input signals

at high frequencies.

The above procedure will yield a fairly complete and comprehensive model including

nominal dynamics, high frequency resonant modes, friction and nonlinearities of the VCM

actuator. As mentioned earlier, an IBM microdrive (DMDM-10340) is chosen in our exper-

imental test. In our experiments, the relative displacement of the R/W head is the only

measurable output and is measured using a Laser Doppler Vibrometer (LDV). A dynamic

signal analyzer (DSA) (Model SRS 785) is used to measure the frequency responses of the

VCM actuator. The DSA is also used to record both input and output signals of time-

domain responses. Square waves are generated with a dSpace DSP board installed in a

personal computer. The overall experimental setup is depicted in Figure 4.4.

The time-domain response of the VCM actuator to a typical square input signal about

1Hz is shown in Figure 4.5. With a group of time-domain responses to a set of square input

signals, we obtain the corresponding measurement data for the nonlinear function, T̃bc(y0),
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Figure 4.4: The experimental setup.
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Figure 4.5: Time-domain response of the VCM actuator to a square wave input.
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Figure 4.6: Nonlinear characteristics of the data flex cable.

which can be matched pretty nicely by an arctan function (see Figure 4.6) as the following:

T̃bc(y) = a arctan (cy), (4.28)

where a = 21.8748×10−3 and c = 0.5351. These parameters will be further fine tuned later

in the Monte Carlo process.

Next, by fixing a particular input offset point u0 and by injecting on top of u0 a sweep of

small sinusoidal signals with an amplitude of 1 mV, we are able to obtain a corresponding

frequency response within the range of interest. It then follows from (4.27) that the values

of the static gain, kdc, and peak frequency, fp, of the frequency response can be used to

estimate the parameter, b. Figure 4.7 shows the frequency response of the system for the

pair (u0, y0) = (0, 0), which gives a static gain of 63.71 and a peak frequency of 305.24 Hz.

In order to obtain a more accurate result, we repeat the above experimental tests for several

pairs (u0, y0) and the results are shown in Table 4.1. The parameter, b, can then be more

accurately determined from these data using a least square fitting,

min
b

7∑
i=1

[
b − kdc,iω

2
p,i

]2
, (4.29)
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Figure 4.7: Frequency response to small signals at the steady state with u0 = 0.

Table 4.1: Static gains and peak frequencies of the actuator for small inputs.

u0 (mV) −10 −5 0 5 10 15 20

kdc 60.73 59.06 63.71 62.43 63.72 65.12 65.50

fp (Hz) 310.30 310.63 305.24 303.88 299.56 296.99 295.43

which gives an optimal solution b = 2.28 × 108. Nonetheless, this parameter will again be

fine tuned later in the Monte Carlo process.

Lastly, we apply a Monte Carlo process to identify all other parameters of our VCM

actuator model and to fine tune those parameters, which have previously been identified.

Monte Carlo processes are known as numerical simulation methods, which make use of ran-

dom numbers and probability statistics to solve some complicated mathematical problems.

The detailed treatments of Monte Carlo methods vary widely from field to field. Originally,

a Monte Carlo experiment means to use random numbers to examine some stochastic prob-

lems. The idea can be extended to deterministic problems by pre-setting some parameters

and conditions of the problems. The use of Monte Carlo methods for modeling physical
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systems allows us to solve more complicated problems than we otherwise can, and provides

approximate solutions to a variety of mathematical problems, whose analytical solutions are

hard, if not impossible, to be derived. In what follows, a Monte Carlo process is utilized to

obtain time-domain responses of the VCM actuator model in (4.19) with a set of pre-setting

parameters (b, a, c, d0, d1, d2, d3, d4, d5) and input signals. The corresponding frequency re-

sponses can then be obtained through Fourier transformation of the obtained time-domain

responses. Our idea of using the Monte Carlo process is to minimize the differences between

simulated frequency responses and the experimental ones by iteratively adjusting the pa-

rameters of the physical model in (4.19). The input signals in our simulations are again a

combination of an offset u0 and sinusoidal signals with a small amplitude 1 mV and several

frequencies ranging from 1 Hz to 1 kHz.

Although Monte Carlo methods can only give locally minimal solutions, in our prob-

lem, however, the pre-determined nonlinear characteristics of the data flex cable and the

parameter, b, have given us a rough idea on what the true solution should be. The solution

within the neighborhood of the previously identified parameters is given by

b = 2.35 × 108 µm / (V·s2),

a = 0.02887 V,

c = 0.5886 (µm)−1,

d0 = 282.6 s−1,

d1 = 0.005 (µm)−1,

d2 = 0.01 (µm)−1,

d3 = 1.5 × 104 µm / s2,

d4 = 0.0055 (µm)−1,

d5 = 1.65 × 104 µm / s2.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.30)

These parameters will be used for further verifications using the experimental setup of

the actual system.
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So far, we have been focusing on the low frequency components of the VCM actuator

model. In fact, there are many high frequency resonant modes, which are crucial to the

overall performance of HDD servo systems. The high frequency resonant modes of the VCM

actuator can be obtained from frequency responses of the system in high frequency region

(see e.g., Figure 4.8). The transfer function that matches the responses given in Figure 4.8

is identified as follows:

G(s) =
2.35 × 108

s2
Gr.m.(s) (4.31)

with the resonant modes being given as

Gr.m.(s) = Gr.m.1(s)Gr.m.2(s)Gr.m.3(s)Gr.m.4(s)Gr.m.5(s), (4.32)

where

Gr.m.1(s) =
0.8709s2 + 1726s + 1.369 × 109

s2 + 1480s + 1.369 × 109
, (4.33)

Gr.m.2(s) =
0.9332s2 − 805.8s + 1.739 × 109

s2 + 125.1s + 1.739 × 109
, (4.34)

Gr.m.3(s) =
1.072s2 + 925.1s + 1.997 × 109

s2 + 536.2s + 1.997 × 109
, (4.35)

Gr.m.4(s) =
0.9594s2 + 98.22s + 2.514 × 109

s2 + 1805s + 2.514 × 109
, (4.36)

and

Gr.m.5(s) =
7.877 × 109

s2 + 6212s + 7.877 × 109
. (4.37)

Finally, for easy reference, we conclude this section by explicitly expressing the identified

rigid model of VCM actuator:

ÿ = 2.35 × 108u − 6.78445 × 106 arctan (0.5886y) + T̃f , (4.38)

where

T̃f =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− (∣∣1.175 × 106uy + 0.01ẏ2
∣∣ + 1.5 × 104

)
sgn(ẏ) − 282.6ẏ, ẏ 
= 0,

− T̃e, ẏ = 0 and |T̃e| ≤ T̃s,

− T̃s sgn(T̃e), ẏ = 0 and |T̃e| > T̃s,
(4.39)
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Figure 4.8: Frequency responses of the VCM actuator in the high frequency region.

and where

T̃e = 2.35 × 108
[
u − 0.02887 arctan (0.5886y)

]
, (4.40)

T̃s = 1.293 × 106|u0y0| + 1.65 × 104, (4.41)

with u0 and y0 being respectively the corresponding input voltage and the displacement

for the case when ẏ = 0. Note that in the above model, the input signal u is in voltage

and the output displacement y is in micrometer. Together with high frequency resonant

modes of (4.33)–(4.37), the above model presents a fairly comprehensive description of the

dynamic characteristics of the VCM actuator studied. This model will be further verified

using experimental tests on the actual system.

4.4 Model Verification

In order to verify the validity of the established model of the VCM actuator, we carry

out a series of comparisons between the experimental results and computed results of the

time-domain responses and frequency-domain responses of the actuator. The comparison

of the frequency responses between experimental result and identified result is shown in
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Figure 4.9. It clearly shows that the result of the identified model matches pretty well

with the experimental result. The comparison of the time-domain responses is given in

Figure 4.10, which shows that the simulation results typically match the trends and values

of those obtained from experiments. The small fluctuations associated with experimental

results are due to drift noises caused by the LDV and/or DSA.

The friction torques from simulation are shown in Figures 4.11 and 4.12, which are

generated with sinusoidal input signals with an amplitude of 1 mV and frequencies at 1, 10,

100 and 200 Hz, respectively. Figure 4.11 shows the friction torques corresponding to various

input signals, while Figure 4.12 shows the relationship between the equivalent friction torque

and velocity of the R/W head as well as the relationship between the equivalent friction

torque and equivalent external torque for the 10 Hz sinusoidal input signal. Note that the

right half of Figure 4.12 provides a close-up for important details. The results clearly show

the typical features of friction, such as stiction, Stribeck effect and hysteresis. With such

information, we can analyze the trend of the motion. In the right-bottom corner of Figure

4.14, line AB means the R/W head is not moving. The friction torque has a mutation in

point B to become smaller as the R/W head begins to move, and is increasing gradually

corresponding to the increase of the velocity of the head. Once the friction torque exceeds

the external torque, the head will decrease its velocity, which in turn causes the friction

torque to decrease. There are several reversions of acceleration before the head gets stuck

again (back to the neighborhood of point A). Such phenomenon is typical of stick-slip

motion.

The comparisons of both frequency-domain and time-domain responses and the analysis

on features of friction demonstrate that the identified model indeed describes the compre-

hensive features of the dynamics of the VCM actuator.
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a) u0 = 5 mV.
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Figure 4.9: Comparison of frequency responses to small signals of the VCM actuator.
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a) u0 = −5 mV with a sine wave of amplitude 5 mV.
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Figure 4.10: Comparison of time-domain responses of the VCM actuator.
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Figure 4.11: Friction torques generated by various input signals.
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Figure 4.12: Relationships of friction torque with velocity and external torque (10 Hz input).
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4.5 Concluding Remarks

In this chapter we have identified a comprehensive model with nonlinearities for a typical

VCM actuator used in HDD servo systems. It has been done through a detailed analysis

of physical effects of components in the actuator, e.g., the coil, R/W head, pivot bearing

and data flex cable. After the model structure has been established, a Monte Carlo process

was carried out to identify its parameters. The verification of the identified model shows

it indeed captures the comprehensive features of the VCM actuator. The resulting model

can be expected to play an important role in eliminating residual errors and improving the

performance of HDD head positioning servo systems, as will be seen in the next chapter.



Chapter 5

Design of Micro Hard Disk Drive

Servo Systems

In the previous chapter, we have established a comprehensive model of a microdrive voice-

coil-motor (VCM) actuator, which explicitly captures the characteristics of pivot bearing

friction and flex cable nonlinearity. With this model in hand, we are ready to proceed to

servo system design. This chapter focuses on the design of HDD servo systems which are

capable of fast and precise tracking, for hard disk drives using the conventional VCM as

the head positioning servo mechanism (single-stage servo systems).

5.1 Introduction

In hard disk drives, data is stored on concentric circles or so-called tracks on the surface

of disk platters which are stacked along a rotational spindle. A read/write (R/W) head is

used to read and write data on every disk surface. The R/W head is driven by a built-in

servo system, using a Voice Coil Motor (VCM) as the servo mechanism, to move across disk

surface to reach each track while disk platters are spinning at constant speed. To achieve

fast and reliable data reading and writing, HDD servo system is expected to move the R/W

head from one track to another track as soon as possible (track seeking) and then maintain

93
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the R/W head as close as possible to the target track center (track following) while data is

being read or written.

One of the objectives in HDD servo design is to maintain the Track Mis-Registration

(TMR) budget, i.e., to keep the position error signal (PES) within the tolerance limit

during data reads/writes. So far, many control techniques have been proposed and they

significantly improved the performance of HDD servo systems. However, more challenges

still lie ahead, as the HDD industry moves towards smaller disk drives with larger capacity

which impose a tighter TMR budget for track following. It is known that torque disturbances

play a negative role in HDD track following tasks. The so-called torque disturbances, which

include bias torque due to flex cable, pivot bearing friction and hysteresis, as well as other

unmodelled dynamics, have conventionally been treated as a lumped disturbance or even

ignored when a servo controller is being designed. This may be acceptable in those old

HDDs with lower track density. However, when we are working with high TPI HDDs,

where the TMR budget is at the scale of nanometer, the adverse effects induced by torque

disturbances become conspicuous, to be specific, steady-state error (or bias), limit cycles,

and performance degradation might occur.

To solve this problem, torque disturbances, especially those dominant contributing fac-

tors, such as flex cable nonlinearity and pivot bearing friction, should be sufficiently modeled

and identified at the modeling stage, and then integrated into the controller design. In the

previous chapter, we have established a comprehensive model, which explicitly incorporates

the nonlinear effects of the flex cable and the pivot bearing friction, for an IBM microdrive

(model DMDM-10340). The model (omitting high frequency resonant modes) is given as

follows:

ÿ = 2.35 × 108u − 6.78445 × 106 arctan (0.5886y) + T̃f , (5.1)
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where

T̃f =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− (∣∣1.175 × 106uy + 0.01ẏ2
∣∣ + 1.5 × 104

)
sgn(ẏ) − 282.6ẏ, ẏ 
= 0,

− T̃e, ẏ = 0 and |T̃e| ≤ T̃s,

− T̃s sgn(T̃e), ẏ = 0 and |T̃e| > T̃s,
(5.2)

and where

T̃e = 2.35 × 108
[
u − 0.02887 arctan (0.5886y)

]
, (5.3)

T̃s = 1.293 × 106|u0y0| + 1.65 × 104, (5.4)

with u0 and y0 being respectively the corresponding input voltage and the displacement for

the case when ẏ = 0.

Based on the above model, we are going to design HDD servo controllers which aim to

achieve fast and smooth tracking without static error. Our philosophy here is quite simple

and intuitive. Once the model of the friction and nonlinearities of the VCM actuator is

obtained, we will try to cancel as much as possible all these unwanted elements in the servo

system. As it is impossible to have perfect models for friction and nonlinearities, a perfect

cancellation of these elements is unlikely to happen in the real world. We will then formulate

our design by treating the uncompensated portion as external disturbances, and a robust

control design methodology will be used to minimize their adverse effects on closed-loop

performance.

In what follows, we will first design a track following controller for the microdrive using

Robust and Perfect Tracking (RPT) control technique combined with nonlinear compen-

sation and integral enhancement. Next, we will apply the enhanced composite nonlinear

feedback (CNF) control technique to design a servo system that can perform track seek-

ing and track following all-in-one without any explicit switching element. Simulation and

Experiment will be carried out to evaluate the performance of the servo systems.
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5.2 Design of a Microdrive Track Following Controller Using

RPT Control

In this section, we are going to design a microdrive track following controller, using the

Robust and Perfect Tracking (RPT) control technique as outlined in Chapter 2. The RPT

technique was proposed by Liu et al. [45] and has been successfully used in servo system

design for a larger hard disk drive [28]. The same idea applies to the servo problem here,

but enhancements will be introduced to improve transient performance and remove steady

state error.

5.2.1 Design of the Controller

To proceed, we first need to recast the HDD servo problem into the RPT framework. It is

noted that the identified HDD model of (5.1) actually represents a second order system with

nonlinear input disturbances. Experimental observation shows that flex cable nonlinearity

is more influential than pivot bearing friction. As a natural practice and the first step

of controller design, we compensate the term of flex cable nonlinearity which is already

identified in clear form. Next, since the model of friction is somewhat messy, we choose

to tick out the viscous friction component (the linear part) and incorporate it into the

second order model while treating residual components (including other un-modeled torque

disturbances) as an unknown lumped disturbance di. To be specific, we introduce

ū = u − a arctan (cy) (5.5)

where a and c are the identified parameters corresponding to the flex cable nonlinearity,

then the HDD model is recast as

ÿ = a1ẏ + a0y + b(ū + di) (5.6)
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where a0, a1 are parameters introduced to cover general second order systems. We define

the following state variables

x1 = y, x2 = ẏ, x3 =
∫

(y − r)dt (5.7)

where r is the reference input, or the desired position/track of the R/W head. Next, we

define the controlled output as

h = x1 + λx3 (5.8)

where λ > 0 is a weighting factor. Now the system can be formulated into the following

RPT form:

Σ :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = Ax + Bū + Ew,

ŷ = C1x + D1w,

h = C2x + D2ū

(5.9)

with

A =

⎡
⎢⎢⎢⎢⎣

0 1 0

a0 a1 0

1 0 0

⎤
⎥⎥⎥⎥⎦ , B =

⎡
⎢⎢⎢⎢⎣

0

b

0

⎤
⎥⎥⎥⎥⎦ , E =

⎡
⎢⎢⎢⎢⎣

0 0

b 0

0 −1

⎤
⎥⎥⎥⎥⎦ (5.10)

C1 =

⎡
⎣ 1 0 0

0 0 1

⎤
⎦ , D1 =

⎡
⎣ 0 0

0 0

⎤
⎦ , C2 = [ 1 0 λ ] , D2 = [ 0 ] (5.11)

x =

⎛
⎜⎜⎜⎜⎝

x1

x2

x3

⎞
⎟⎟⎟⎟⎠ , w =

⎛
⎝ di

r

⎞
⎠ , ŷ =

⎛
⎝x1

x3

⎞
⎠ (5.12)

It can be verified that the solvability conditions of the above RPT problem are satisfied,

hence the RPT methodology can be applied here. Following the RPT design procedure

outlined in chapter 2, we now give a step by step design for the microdrive servo controller.

Step 1 : System augmentation

Note that in HDD servo systems, the dominant task is set point tracking, i.e., to move

the R/W head to the desired track, which corresponds to a step reference input characterized

by

ṙ(t) = r · δ(t) (5.13)



Chapter 5. Design of Micro Hard Disk Drive Servo Systems 98

If we augment the original state vector x with reference r(t) and define the controlled output

as e = h − r, we will have

Σaug :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̄x = Āx̄ + B̄ū + Ēw̄,

ȳ = C̄1x̄ + D̄1w̄,

e = C̄2x̄ + D̄2ū

(5.14)

with

x̄ =

⎛
⎝ r

x

⎞
⎠ , w̄ =

⎛
⎝ di

r · δ(t)

⎞
⎠ , ȳ =

⎛
⎝ r

ŷ

⎞
⎠ (5.15)

Ā =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 0 1 0

0 a0 a1 0

−1 1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B̄ =

⎡
⎣ 0

B

⎤
⎦ , E =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1

0 0

b 0

0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.16)

C̄1 =

⎡
⎣ 1 0

0 C1

⎤
⎦ , D̄1 =

⎡
⎣ 0

D1

⎤
⎦ , C̄2 = [−1 C2 ] , D̄2 = D2 (5.17)

Step 2 : Special Coordinate Basis (SCB) decomposition

We utilize the results of the special coordinate basis [15] to find nonsingular state,

input, and output transformation Γs, Γi and Γo to the subsystem ΣP = (Ā, B̄, C̄2, D̄2) of

Σaug such that the subsystem under new coordinate basis will explicitly exhibit the invariant

and infinite zeros structure as well as the invertibility structure. We have

Γs =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0

−λ 1 1 0

λ2 0 −λ 1

1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Γi =
1
b
, Γo = 1 (5.18)

After the following SCB transformation

x̄ = Γsx̃, e = Γoẽ, ū = Γiũ (5.19)



Chapter 5. Design of Micro Hard Disk Drive Servo Systems 99

we have

Ã = Γ−1
s ĀΓs =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

−λ 0 1 0

0 0 0 0

0 0 0 1

(λ + a1)λ2 − a0λ a0 a0 − (λ + a1)λ λ + a1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.20)

and

B̃ = Γ−1
s B̄Γi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, C̃2 = ΓoC̄2Γs = [ 0 0 1 0 ] , D̃2 = ΓoD̄2Γi = 0 (5.21)

It is now quite clear that the above subsystem has an invariant zero at the origin and

another at −λ, and it has an infinity zero of order 2. Moreover, this subsystem is invertible.

Step 3: Design of the parameterized state feedback control law

For the moment, we assume that the state vector x̄ is available for feedback control.

Since the subsystem ΣP has only one infinity zero of order 2, we just need to consider one

conjugate pair −ζω ± jω
√

1 − ζ2, where ζ and ω are respectively the damping ratio and

natural frequency of the supposedly closed-loop poles. This conjugate pair corresponds to

the following characteristic polynomial:

p(s) = s2 + 2ζωs + ω2 (5.22)

Now the parameterized state feedback gain matrix can be given by

F̃ (ε) = −Γi [ (λ + a1)λ2 − a0λ a0 a0 − (λ + a1)λ + ω2

ε2
λ + a1 + 2ζω

ε ] Γ−1
s

= −1
b [−ω2

ε2
− 2ζωλ

ε a0 + ω2

ε2
+ 2ζωλ

ε a1 + λ + 2ζω
ε

ω2λ
ε2

]
(5.23)

where ε is the time scale factor which can serve as a tuning parameter.

We partition F̃ (ε) according to the sizes of reference r and state vector x:

F̃ (ε) = [H(ε) F (ε) ] (5.24)
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Now the state feedback control law can be rewritten as:

ū = F (ε)x + H(ε)r (5.25)

Step 4: Design of the reduced order measurement feedback controller

In the previous step, we assume the state vector x̄ is available. However, this is not the

case in real implementation. From (5.9) we know that the variable x1 and x3 are directly

available, while the variable x2 is not measurable here and will have to be estimated by an

observer. In what follows, we will design a reduced order measurement feedback controller

based on the above state feedback control law. First, we define

x̄1 =

⎛
⎝x1

x3

⎞
⎠ , x̄2 = x2 (5.26)

From (5.9), we have⎛
⎝ ˙̄x1

˙̄x2

⎞
⎠ =

⎡
⎣A11 A12

A21 A22

⎤
⎦
⎛
⎝ x̄1

x̄2

⎞
⎠ +

⎡
⎣E1

E2

⎤
⎦w +

⎡
⎣B1

B2

⎤
⎦ ū,

ŷ =

⎡
⎣ 1 0 0

0 1 0

⎤
⎦
⎛
⎝ x̄1

x̄2

⎞
⎠ +

⎡
⎣ 0 0

0 0

⎤
⎦w

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(5.27)

where

A11 =

⎡
⎣ 0 0

1 0

⎤
⎦ , A12 =

⎡
⎣ 1

0

⎤
⎦ , B1 =

⎡
⎣ 0

0

⎤
⎦ , E1 =

⎡
⎣ 0 0

0 −1

⎤
⎦

A21 = [ a0 0 ] , A22 = [ a1 ] , B2 = [ b ] , E2 = [ b 0 ]

To estimate x̄2 or equivalently x2, we define an auxiliary system ΣQR = (AR, ER, CR, DR)

with

AR = A22, ER = E2, CR = A12, DR = E1 (5.28)

It is easy to verify that (AR, CR) is detectable since (A, C1) is detectable. So we can

determine an appropriate dimensional constant matrix KR such that the eigenvalues of

AR + KRCR are all on LHP. For this simple case of first order observer, we choose

KR = [−a1 − L, 0 ] , L > 0 (5.29)
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which places the pole at −L. Next we rearrange F (ε) in accordance with x̄1 and x̄2, i.e.,

F (ε) = [F1(ε) F2(ε) ] = −1
b

[ a0 + ω2

ε2
+ 2ζωλ

ε
ω2λ
ε2

| a1 + λ + 2ζω
ε ] (5.30)

By now, the reduced order measurement feedback controller can be obtained as

Σv(ε) :

⎧⎨
⎩

ẋv = Av(ε) xv + By(ε) ŷ + Br(ε)r

ū = Cv(ε) xv + Dy(ε) ŷ + Dr(ε)r
(5.31)

with

Av(ε) = −
(

a1 + λ + L +
2ζω

ε

)
,

By(ε) = −
[
(a1 + λ + L)(a1 + L +

2ζω

ε
) +

ω2

ε2
,

ω2λ

ε2

]
,

Br(ε) =
ω2

ε2
+

2ζωλ

ε
,

Cv(ε) = −1
b

(
a1 + λ +

2ζω

ε

)
,

Dy(ε) = −1
b

[
a0 + (a1 + λ)(a1 + L) +

ω2

ε2
+ (a1 + λ + L)

2ζω

ε
,

ω2λ

ε2

]
,

Dr(ε) =
1
b

(
ω2

ε2
+

2ζωλ

ε

)
,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.32)

Step 5: Derivation of the final controller

In this step we will combine the first order linear controller of (5.31) with the augmented

integration term x3 and nonlinear compensation term to result in a second order composite

controller. Define xc =

⎛
⎝xv

x3

⎞
⎠, and combining (5.5) and (5.31), we arrive at the following

final controller to be implemented onto the real system:

Σc(ε) :

⎧⎪⎪⎨
⎪⎪⎩

ẋc = Ac(ε) xc + Bc(ε)

⎛
⎝ y

r

⎞
⎠

u = Cc(ε) xc + Dc(ε)

⎛
⎝ y

r

⎞
⎠ + a arctan (cy)

(5.33)
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with

Ac(ε) =

⎡
⎣−

(
a1 + λ + L +

2ζω

ε

)
−ω2λ

ε2

0 0

⎤
⎦ ,

Bc(ε) =

⎡
⎣−(a1 + λ + L)

(
a1 + L + 2ζω

ε

)
− ω2

ε2
2ζωλ

ε
+

ω2

ε2

1 −1

⎤
⎦ ,

Cc(ε) = −1
b

[
a1 + λ +

2ζω

ε
,

ω2λ

ε2

]
,

Dc(ε) = −1
b

[
a0 + (a1 + λ)(a1 + L) +

ω2

ε2
+ (a1 + λ + L)

2ζω

ε
, −ω2

ε2
− 2ζωλ

ε

]
,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.34)

The following remarks are in order.

Remark 5.1. Controller Σc(ε) of (5.33) is a RPT controller combined with integral and

nonlinear compensation, as shown in Figure 5.1. Note that Σc(ε) is a closed form controller

parameterized by (ε, ζ, ω, λ, L). These parameters can be tuned online to improve control

performance. As ε → 0, perfect tracking can be achieved. However, in the actual implemen-

tation, we have to take into consideration the physical limitation of the HDD servo system,

such as actuator saturation and resonant modes. The parameterized design enables us to

easily tune the controller parameters to achieve a good performance.

Remark 5.2. Note that we have redefined the controlled output to be h = x1 + λx3 = x1 +

λ
∫

e. This is important for the solvability of the RPT problem with integral augmentation.

It can be verified that the transfer function from reference r (the desired track) to output

displacement y is given by

Hyr(s) =
ω(ω + 2ζωλ)

ε2
×

(s + L)(s + ωλ
ω+2ζελ)

(s + L)(s2 + 2ζωs
ε + ω2

ε2
)(s + λ)

(5.35)

As expected, there is a zero/pole cancellation at −L. There are three poles at −λ,− ζω
ε ±

j ω
ε

√
1 − ζ2 respectively and one zero at − ωλ

ω+2ζελ . As ω
ε → ∞, ωλ

ω+2ζελ → λ, there will be

a zero/pole cancellation at −λ, and the closed loop system will behave like a second order

system. Finally, it is easy to verify, the static gain, Hyr(0) = 1, which guarantees a zero

steady-state error for set point tracking.

Remark 5.3. The term of nonlinear compensation in our controller directly cancels out a

major part of the torque disturbances in the microdrive. Usually, in the absence of a clear

model of disturbances, one will resort to a high bandwidth design to reject disturbances.
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Figure 5.1: Control scheme for the microdrive servo system (with RPT control).

However, as the bandwidth is pushed higher, more noises are allowed into the control loop,

which may result in performance degradation in the output response and even trigger the

resonant modes in the plant. By using a nonlinear compensation, we are able to properly

design a moderately high bandwidth controller, which maintains a good balance between

time domain and frequency domain specifications. Due to the lack of a perfect model for

friction and nonlinearities, a perfect cancellation of these elements is unlikely to happen in

the physical system. Anyway, the un-cancelled components can be handled by the robust-

ness of this controller.

Remark 5.4. In our design of the HDD track following controller, we only use the nominal

model of the micro hard disk drive. However, it is crucial to include the high frequency

resonant modes in simulation before one carries out the implementation of the controller

to the actual hardware. The simulation result obtained in the next section is done with all

the resonant modes of (4.33)–(4.37) being included.
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5.2.2 Simulation and Experimental Results

Simulations and experiments have been carried out to evaluate the performance of the above

designed controller in HDD track following task. The microdrive (IBM model DMDM-

10340, with its cover and platters removed) used in our experiments, is the same one as in

the modeling stage in Chapter 4. In the experiments, the only measurable output is the

relative displacement of the R/W head which is measured by a Laser Doppler Vibrometer

(LDV). Control algorithm is implemented on a dSpace DSP board installed in a personal

computer. The sampling rate is 20kHz. For this specific microdrive with an assumed track

density of 50KTPI, its track pitch is around 0.5µm. Hence the so-called TMR budget,

which is defined here as 5% of track pitch, is about 0.025µm. A desirable controller is

expected to bring the R/W head into the 0.025µm neighborhood of the target track as soon

as possible.

Since Σc(ε) is a parameterized controller, we can easily tune its parameters(ε, ζ, ω, λ, L)

online to achieve satisfactory results. For this microdrive, we have

b = 2.35 × 108, a0 = 0, a1 = −282.6, a = 0.02887, c = 0.5886.

By online tuning, we find that the following controller parameters give the best performance:

ε = 1, ζ = 1.2, ω = 2400π, λ = 80, L = 6000.

The final controller is then given by

⎧⎪⎪⎨
⎪⎪⎩

ẋc =

⎡
⎣−2.3893 × 104 −4.5479 × 109

0 0

⎤
⎦xc +

⎡
⎣−1.949 × 108 5.8297 × 107

1 −1

⎤
⎦
⎛
⎝ y

r

⎞
⎠ ,

ū = [−7.614 × 10−5 −19.353 ] xc + [−0.6834 0.2481 ]

⎛
⎝ y

r

⎞
⎠

(5.36)

and

u = ū + 0.02887 arctan (0.5886y). (5.37)
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The above controller can achieve a settling time of 0.75ms and 0.83ms respectively for

0.5µm and 1µm tracking following in simulation (see Figure 5.2 and 5.3); While in exper-

iments, the corresponding settling time are 0.9ms and 1.1ms respectively (see Figure 5.4

and 5.5). Here settling time is defined as the time it takes for the R/W head to enter and

remain in the 0.025µm neighborhood of the target track center.

For comparison, we also design a conventional PID controller with the same nonlinear-

ity pre-compensation, and a conventional RPT controller which does not include integral

enhancement and nonlinear compensation.

The PID controller is given by:⎛
⎝ ż

ẋd

⎞
⎠ =

⎡
⎣ 0 0

0 −105

⎤
⎦
⎛
⎝ z

xd

⎞
⎠ +

⎡
⎣ 1

1

⎤
⎦ (r − y) (5.38)

and

ū = 2.181(r − y) + 30z − 2.139 × 105xd. (5.39)

The conventional RPT controller is designed based on the double integrator model (i.e.,

ÿ = bu) of VCM actuator, and is given by⎧⎨
⎩

ẋv = −(L + 2ζω
ε )xv − (L2 + 2ζωL

ε + ω2

ε2
)y + ω2

ε2
r,

u = −1
b [

2ζω
ε xv + (2ζωL

ε + ω2

ε2
)y − ω2

ε2
r]

(5.40)

with the following best tuned parameters:

ε = 1, ζ = 0.8, ω = 2600π, L = 6000.

The performances of the three controllers for 0.5µm and 1µm tracking following are

shown in Figure 5.2 and 5.3 for simulation, Figure 5.4 and 5.5 for implementation respec-

tively. Table 5.1 summarizes the performances in terms of settling time achieved by the

three controllers. It is easy to see that in both simulation and experiments, the conventional

RPT controller is not able to bring the R/W head into the 0.025µm neighborhood of the

target track center, i.e., there is a significant bias at the steady-state output. Although we
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may try to reduce such bias by using a larger ω or smaller ε, which means higher closed-loop

bandwidth, it is likely to activate the high frequency resonant modes. The conventional PID

controller results in a large overshoot in the output response and hence a sluggish settling.

The RPT controller with integral and nonlinearity compensation achieves a fast and smooth

settling. This can be attributed to two factors: First, as mentioned before, there is a non-

linear compensation term in the controller, which directly cancels the flex cable nonlinearity

and hence speeds up the motion of the R/W head; Second, the integral enhancement serves

as inner mode control for constant disturbance, which helps remove steady-state error at

the output displacement y.

However, we do notice that there is a minor offset on the output response in the sim-

ulation result of the RPT controller with integral compensation. This offset is due to the

accumulated error of the integral term which is supposed to overcome the unmodeled dis-

turbances, and it may take quite some time to wipe out this offset eventually. This problem

becomes more serious for track seeking (say, reference r = 10µm), where there will be large

overshoot and hence sluggish settling. To alleviate this negative effect, some researchers

suggest using integral reset when the system output enters the neighborhood of target refer-

ence. This trick normally works in simulation, but in implementation we have found that it

can easily lead to oscillation, probably due to some unidentified yet persistent bias torque in

the physical system. As an alternative, we here propose to adapt the integration parameter

λ to different tracking tasks. By intuition, we should use a weaker integration (accordingly

a smaller weighting parameter λ) for larger range tracking. With this idea in mind, we

suggest the following scheduling law for parameter λ based on target reference r:

λ =
160

1 + |r| . (5.41)

With the above law, the value of λ will be adjusted automatically for different tracking tasks

(i.e., different r), but the controller structure remains the same. As a result, closed-loop
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Table 5.1: Comparison of settling time (ms) and stability margins.

Controller PID RPT with integral RPT

Simulation(0.5µm) 1.54 0.75 ∞
Implementation(0.5µm) 2.1 0.9 ∞

Simulation(1µm) 1.85 0.83 ∞
Implementation(1µm) 2.3 1.1 ∞

Gain margin (dB) 4.24 8.46 9.71

Phase margin (deg) 68.3 57.8 49.7

stability is maintained while performance can be improved. It can be verified that the above

law works well for a wider range of target reference r in both track following and seeking

tasks.

Figure 5.6 shows the open loop properties associated with the three controllers. Fig-

ure 5.7 is the plot of the sensitivity and complementary sensitivity functions of the RPT

controller with integral and pre-compensation. From the bode plots we observe that the

RPT controller with integral and pre-compensation achieves a phase margin of 57.8 degree

and a gain margin of 8.46 dB (see also Table 5.1), which are quite desirable in engineering

context. Judging from the stability margins, it seems that there is still scope for perfor-

mance improvement by using more aggressive control or higher gain feedback. However,

the feasibility will be limited by the resonant modes, since in physical systems, the resonant

frequencies may somewhat drift or deviate, which eventually ends up violating the stability

margins.
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Figure 5.2: Simulation result: 0.5µm track following.
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Figure 5.3: Simulation result: 1µm track following.
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Figure 5.4: Experimental result: 0.5µm track following.
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Figure 5.5: Experimental result: 1µm track following.
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Figure 5.6: Bode plot of the open loop transfer functions.
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5.3 A Microdrive Servo System Design Using Enhanced CNF

Control

In the previous section, we have designed a servo controller for the microdrive with excellent

performance in track following tasks. However, track following is just one aspect of HDD

servo problem. For a complete solution, we still have to consider track seeking tasks in

HDDs. Ideally, we expect a servo system that can perform track seeking and track follow-

ing all-in-one without any explicit switching element. In this section we will try to fulfill

such an expectation. The control strategy we are going to use is the so-called enhanced

Composite Nonlinear Feedback (CNF) control technique combined with a simple friction

and nonlinearity pre-compensation scheme. The enhanced CNF technique has a feature of

removing the uncompensated portion of friction and nonlinearities while maintaining those

nice properties of the original CNF technique, such as fast response and little or no over-

shoot in set point tracking tasks. Simulations and experiments will be carried out to verify

the effectiveness of our approach.

5.3.1 Servo System Design

We proceed to design a servo system for both track seeking and track following in the mi-

crodrive. The design philosophy here is roughly the same as in the previous section. We

will make full use of the obtained model of the friction and nonlinearities of the VCM actu-

ator to design a pre-compensator, which would cancel as much as possible all the unwanted

elements in the servo system. As it is impossible to have a perfect cancellation of the fric-

tion and nonlinearities, we will then formulate our design by treating the uncompensated

portion as external disturbances. The enhanced CNF control technique of Chapter 2 will

then be employed to design an effective servo controller. The overall control scheme for the

servo system is depicted in Figure 5.8.
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Figure 5.8: Control scheme for the microdrive servo system (with CNF control).

Same as before, we first introduce a nonlinearity pre-compensation,

upre = u − ū = 0.02887 arctan(0.5886 y), (5.42)

which would eliminate the majority of nonlinearities in the data flex cable. The HDD model

can then be simplified as the following:

⎧⎨
⎩

ẋ =

⎡
⎣ 0 1

0 0

⎤
⎦x +

⎡
⎣ 0

2.35 × 108

⎤
⎦ sat(ū) +

⎡
⎣ 0

2.35 × 108

⎤
⎦w,

y = h = [ 1 0 ] x,

(5.43)

where the disturbance, w, represents uncompensated nonlinearities, and y = h is the relative

displacement of the R/W head (in micrometer). The control input, ū, is to be limited within

±ūmax with ūmax = 3V. The corresponding augmented plant to be used in the enhanced

CNF design is then given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̄x =

⎡
⎢⎢⎢⎢⎣

0 1 0

0 0 1

0 0 0

⎤
⎥⎥⎥⎥⎦ x̄ +

⎡
⎢⎢⎢⎢⎣

0

0

2.35 × 108

⎤
⎥⎥⎥⎥⎦ sat(ū) +

⎡
⎢⎢⎢⎢⎣
−1

0

0

⎤
⎥⎥⎥⎥⎦ r +

⎡
⎢⎢⎢⎢⎣

0

0

2.35 × 108

⎤
⎥⎥⎥⎥⎦w,

ȳ =

⎡
⎣ 1 0 0

0 1 0

⎤
⎦ x̄,

h = [ 0 1 0 ] x̄.

(5.44)
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We will focus on our design for short span track seeking and track following stages of

the microdrive servo system. The initial state, x(0), is assumed to be 0. Note that the

nonlinearities in the flex cable and pivot friction are relatively less influential in the track

seeking stage.

Following the procedures given in Section 2.3 and with the help of the CNF control

toolkit, we obtain a state feedback gain matrix,

F = − [ 8.2317 × 10−4 0.0823 2.2459 × 10−5 ] , (5.45)

such that the closed-loop system (matrix Ā + B̄F ) has an integration pole at −0.01 and

another two conjugate poles with damping ratio 0.6 and natural frequency 1400π. This

arrangement work very well for the microdrive servo system. Next, we choose W to be a

diagonal matrix with diagonal elements being 7.4536 × 10−4, 0.0135 and 7.0057 × 10−11,

respectively. Solving the Lyapunov equation of (6.14), we obtain

P =

⎡
⎢⎢⎢⎢⎣

0.0373 1.0182 × 10−5 1.9266 × 10−9

1.0182 × 10−5 3.2591 × 10−6 3.5028 × 10−10

1.9266 × 10−9 3.5028 × 10−10 7.3005 × 10−14

⎤
⎥⎥⎥⎥⎦ > 0. (5.46)

The reduced order observer gain matrix is selected as

KR = −6000, (5.47)

which places the observer pole at −6000, and the nonlinear gain function is selected as

follows:

ρ(r, h) = −4.7459
∣∣∣e−|h−r| − e−|h(0)−r|

∣∣∣ . (5.48)

Finally, the reduced order enhanced CNF control law for the microdrive servo system is

given by⎛
⎝ ż

ẋv

⎞
⎠ =

⎡
⎣ 0 0

0 −6000

⎤
⎦
⎛
⎝ z

xv

⎞
⎠+

⎡
⎣ 1

−3.6 × 107

⎤
⎦ y +

⎡
⎣ 0

2.35 × 108

⎤
⎦ sat(ū)−

⎡
⎣ 1

0

⎤
⎦ r, (5.49)
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and

ū=
(
ρ(r, h) [0.4527 0.0823 1.7156×10−5]−[8.2317×10−4 0.0823 2.2459×10−5]

)⎛⎝ z
y − r

xv+6000y

⎞
⎠.

(5.50)

To see the effectiveness of the nonlinearity pre-compensation, we design a normal reduced

order CNF control law for the original plant without the pre-compensation using the tech-

nique reported in [13], which is given by

ẋv = −6000xv − 3.6 × 107y + 2.35 × 108 sat(u), (5.51)

and

u = (− [ 0.0823 2.2459 × 10−5 ] + ρ(r, h) [ 0.0823 1.7156 × 10−5 ])

⎛
⎝ y − r

xv + 6000y

⎞
⎠ ,

(5.52)

where ρ(r, h) is the same as in (5.48).

To compare the result of the enhanced CNF technique with conventional control tech-

niques, we also design a PID controller,⎛
⎝ ż

ẋd

⎞
⎠ =

⎡
⎣ 0 0

0 −N/T

⎤
⎦
⎛
⎝ z

xd

⎞
⎠ +

⎡
⎣ 1

1

⎤
⎦ (r − y), (5.53)

and

ū =
(

kp +
N

T
kd

)
(r − y) + kiz − N2

T 2
kdxd, (5.54)

for the pre-compensated system. The parameters in (5.54) are tuned to yield the best

possible implementation result under this control structure, which are given as:

N = 10, T = 10−4, kp = 0.0605, kd = 2.8876 × 10−5, ki = 50. (5.55)

5.3.2 Simulation and Experimental Results

For simulation, we use the nonlinear model of the microdrive in (5.1) together with all its

identified resonant modes given in (4.33)–(4.37). The simulations are done in a continuous
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Table 5.2: Settling time (ms): enhanced CNF control versus PID control.

Controller PID eCNF Improvement

Simulation(r = 1µm) 1.7 0.8 53%

Implementation(r = 1µm) 4.5 1.1 76%

Simulation(r = 10µm) 5.75 1.48 74%

Implementation(r = 10µm) 6.8 2.7 60%

setting, and |ẏ| ≤ 0.01µm/s is considered to be 0. The simulation results are shown in

Figure 5.9 for 1µm track following and in Figure 5.11 for 10µm short span track seeking.

Experiments are done on the actual HDD with its cover removed. The HDD is placed on a

vibration-free platform and an LDV is used to measure the displacement of the R/W head

of the HDD. The controllers are implemented using a dSpace DSP installed in a desktop

computer. The sampling frequency is set to be 10 kHz, a typical sampling frequency used

in HDD servo systems. The experimental results are shown in Figure 5.10 for 1µm track

following and in Figure 5.12 for 10µm short span track seeking. From the figures, we can

see that in both track following and short span track seeking, the enhanced CNF controller

achieves fast and smooth settling, whereas the normal CNF controller (without integral

and pre-compensation) can not settle into the desired neighborhood of the target reference,

i.e., there is a noticeable static bias on the output response. The PID controller leads to a

large overshoot and consequently slow settling, especially in 10µm track seeking. Moreover,

oscillation can be observed in the output responses associated with the PID controller,

which suggests that the high frequency resonance may have been activated. We summarize

the tracking performances (in terms of settling time characterized by 5% track width for

50K TPI) in Table 5.2. Clearly, the performance of the enhanced CNF control is much

better than that of the PID control.
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Figure 5.9: Simulation results (r = 1µm).



Chapter 5. Design of Micro Hard Disk Drive Servo Systems 117

0 1 2 3 4 5 6 7 8 9 10

0

0.2

0.4

0.6

0.8

1

1.2

Time (ms)

O
ut

pu
t r

es
po

ns
e 

(m
icr

om
et

er
s)

Solid: Enhanced CNF with nonlinearity compensation

Dashed: PID with nonlinearity compensation

Dash−dotted: CNF without nonlinearity compensation

a. Output response.

0 1 2 3 4 5 6 7 8 9 10
−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

Time (ms)

In
pu

t s
ig

na
l t

o 
VC

M
 (v

ol
ts

)

Solid: Enhanced CNF with nonlinearity compensation

Dashed: PID with nonlinearity compensation

Dash−dotted: CNF without nonlinearity compensation

b. Input signal to VCM.

Figure 5.10: Experimental results (r = 1µm).
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Figure 5.11: Simulation results (r = 10µm).
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Figure 5.12: Experimental results (r = 10µm).
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Figure 5.13: Frequency responses of the open-loop system.

We next examine the frequency domain properties of the servo system by breaking

the loop at the input point to the pre-compensated plant (marked ‘×’ in Figure 5.8) and

computing its open-loop frequency response with the reference input, r, being set to 0. For

the CNF control, which is nonlinear, we replace ρ(r, h) by ρ∗ = −3, representing the steady

state situation of such a control scheme. The resulting frequency responses of the servo

system shown in Figure 5.13 clearly indicate that the servo system with the enhanced CNF

controller has a gain margin of 7.4 dB and a phase margin of 53◦, while the one with the

PID controller has a gain margin of 1.6 dB and a phase margin of 68◦. The gain margin

in the PID control is not acceptable in practical situations. This could be due to the fact

that we have tuned the response of the PID control a bit too fast, although it is very slow

compared to that of the enhanced CNF control.
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5.4 Concluding Remarks

In this chapter, two servo system designs have been presented for a microdrive, based on its

comprehensive model which explicitly identifies the characteristics of pivot bearing friction

and flex cable nonlinearity. We first designed a track following controller for the microdrive,

using the Robust and Perfect Tracking (RPT) methodology enhanced with integral and non-

linear compensation. Simulation and experiments show that this enhanced RPT controller

can achieve faster settling and eliminate static bias, which is a significant improvement over

a conventional RPT controller and a PID controller. Next, we applied the enhanced CNF

technique developed in Chapter 2 to design a microdrive servo system, which is capable

of fast and smooth track seeking and following without steady state bias. Simulation and

implementation results show that the enhanced CNF control has outperformed the conven-

tional PID control in settling time by a high percentage. The techniques and relevant ideas

can be adopted to solve other servomechanism problems as well.



Chapter 6

Design of a Piezoelectric

Dual-stage HDD Servo System

The previous chapter is focused on the design of single-stage servo system, where the VCM

actuator is the sole positioning mechanism for R/W heads in HDDs. In this chapter,

we consider the design and implementation of a dual-stage actuated HDD servo system,

in which an additional piezoelectric microactuator is mounted on top of the conventional

VCM actuator to provide a faster and finer positioning, while the existing VCM actuator is

used to move the R/W head assembly for large but coarse positioning onto a target track.

6.1 Introduction

The HDD industry has been undergoing rapid progress for the past two decades and it is now

moving towards smaller disk drives with higher capacity. As the areal density continues to

increase and track spacing (or track pitch) becomes tighter, a more stringent TMR (track

mis-registration) budget is imposed for servo design. To meet the tougher requirement,

the servo bandwidth must be expanded. However, the conventional VCM actuator has

significant mechanical modes (or resonant modes) that limit the achievable bandwidth. To

circumvent this headache, many approaches have been tested. The first is loop-shaping

122
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based design for suppressing the resonant modes (e.g., using notch filter). The second is the

so-called multi-sensing servo control design, which damps the resonant modes by attaching

an acceleration sensor or a strain sensor to the actuator and feeding back the vibration signal

of the inner analog loop. The third approach, now seemingly the most promising one, is the

so-called dual-stage servo design, in which the existing VCM actuator is used as a primary

stage to perform large but coarse movement, while a secondary micro-actuator is employed

to provide finer and faster positioning. The secondary micro-actuator could be, in some

designs, a push pull piezoelectric (such as PZT) actuator that typically would be mounted

between the R/W head suspension and the actuator arm, or in other designs, an electrostatic

or electromagnetic MEMS-based actuator sandwiched between the suspension gimbal and

slider. The dual-stage actuated system has been extensively studied by the HDD servo

community during the past ten years, and has demonstrated superb performance in some

experiments. It is predicted that dual-stage actuator will be integrated into commercial

hard disk drives in the near future.

In most PZT-based dual-stage systems, the displacement of the R/W head relative to

the VCM arm, or the so-called Relative Position Signal (RPS), is generally not available,

while for MEMS-based micro-actuators, capacitive or piezoresistive sensing can be used

to measure the RPS [70]. Dual-stage servo design should aim to use the two different

actuators to their advantages, so as to enhance the combined performance. For this, special

attention must be paid to ensure the cooperation between the two actuator control loops.

Several configurations have been proposed to deal with this problem [30]. The baseline is

the so-called parallel configuration, where two separate controllers are designed for VCM

and micro-actuator to work in low and high frequency regions respectively, using the PES

(Position Error Signal) as the feedback information, and usually no special actions are taken

to coordinate the two actuators in the mid-frequency handoff region. In this configuration,
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the two actuators might end up interfering destructively. The next one is the master-slave

configuration, which is basically a variant of the parallel configuration except that the RPS

signal, instead of the PES, is used as the input for the VCM control loop (the slave loop).

This configuration eases the design for actuator coordination, but the two actuator loops

is still coupled. Moreover, feeding back the RPS signal is dependent on its availability.

However, when the RPS signal is available, it is more desirable to feedback the summation

of the RPS and the PES, which is actually the relative position error signal of the VCM, into

the VCM control loop, and the result is the so-called decoupled configuration, where the two

actuator loops are now totally decoupled. In this circumstance controllers can be designed

independently for the two actuator loops to optimize their sensitivity functions. In the case

when the RPS is not measurable or too costly to measure, an observer based on the micro-

actuator model can be used to estimate the RPS, and the decoupled configuration may still

be used, but the robustness must be checked carefully [42]. In all the above configurations,

whenever the RPS signal is available, a minor feedback loop using the RPS can be applied

to damp the resonance of the micro-actuator (the so-called active damping, [70]), resulting

in a well-behaved dual-stage system which makes it easier for servo design.

Many design schemes for dual-stage HDD servo systems have been reported in recent

years. They are mostly based on the aforementioned configurations, probably with some

modifications (see e.g., [31, 35, 38, 41, 54, 57, 60, 61]). Especially, Peng et al. [57] combined

the Composite Nonlinear Feedback (CNF) control with filtering technique within a model-

based decoupled configuration to design a dual-stage servo system with a piezoelectric

actuator, which achieved significant improvement over single-stage counterpart in HDD

track following.

In this chapter, we consider the design and implementation of a piezoelectric dual-

stage actuated HDD servo system. In our design, the low frequency characteristics of the
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Figure 6.1: A dual-stage HDD actuator.

piezoelectric microactuator are utilized to estimate its displacement and accordingly the

displacement of the VCM actuator. Based on the concept of open loop inverse control,

the microactuator will be controlled by a simple static gain together with an appropri-

ately designed filter, and the VCM actuator will be controlled using some well-established

single-stage servo design methodology, specifically, the RPT (robust and perfect tracking),

CNF(composite nonlinear feedback) and PID respectively. Simulation and implementation

will then be carried out to evaluate the performance of the dual-stage servo system.

The remaining part of this chapter is organized as follows. Section 6.2 deals with the

identification of the mathematical models of the VCM actuator and the piezoelectric mi-

croactuator, which are used to form the dual-stage actuated HDD servo system. We will

proceed to design controllers for the dual-stage servo system in Section 6.3. Especially,

one controller for the microactuator and three alternative controllers for the VCM will

be designed. Simulation and implementation results of the dual-stage servo system will

be presented and analyzed in Section 6.4. Finally, we draw some concluding remarks in

Section 6.5.

6.2 Modeling of the Dual-stage Actuated HDD system

Figure 6.1 is a simple illustration of the dual-stage actuator considered in this chapter. The

microactuator here is a piezoelectric actuator. When driven by voltage, the microactuator

produces relative motion of the R/W head along the active suspension or the radial direction
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Figure 6.2: Frequency response characteristics of the VCM actuator.
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Figure 6.3: Frequency response characteristics of the microactuator.
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in the center of the pivot (see e.g., [23] and [30]), while the VCM actuator rotates the base

plate and active suspension to move the microactuator and the R/W head across disk

surface.

In what follows, the mathematical models of the VCM actuator and the microactuator

are derived to compose the model of the dual-stage actuated HDD servo system. These

models are identified through frequency response characteristics obtained from experiments

using a laser Doppler vibrometer (LDV) and a dynamic signal analyzer. We would like to

note that in our experimental setup, the cover of the hard disk drive and the disk plates are

removed. The displacement of the HDD R/W head is measured by the LDV. The frequency

responses are measured for the two actuators one by one with the input signal to the other

actuator being set to zero. The frequency response characteristics of the VCM actuator

and the microactuator used in our experiment are respectively shown in Figures 6.2 and

6.3. Using these measured data from the actual system, and the algorithms of [24] and [67],

omitting the flexible modes in higher frequency, we obtain a tenth order model for the VCM

actuator together with its driver (a converter from voltage to electric current),

Gv(s) = 6.4013×107

s2 · 0.912s2+457.4s+1.433×108

s2+359.2s+1.433×108 · 0.7586s2+962.2s+2.491×108

s2+789.1s+2.491×108

· 9.917×108

s2+1575s+9.917×108 · 2.731×109

s2+2613s+2.731×109 (6.1)

whose input uv is in volts with |uv| ≤ 3 volts. The output yv is in µm. We obtain also

a tenth order model for the microactuator together with its driver (a linear amplifier from

voltage to voltage),

Gm(s) = 0.5 × 0.7938s2+767.9s+1.189×109

s2+344.8s+1.189×109 · 0.955s2+978.6s+1.605×109

s2+400.6s+1.605×109

· 0.8912s2+1013s+1.843×109

s2+1073s+1.843×109 · 0.9772s2+460.1s+2.167×109

s2+465.5s+2.167×109 · 2.376×109

s2+487.4s+2.376×109 (6.2)

in which the input um is again in volts with |um| ≤ 2 volts. The output ym is in µm. The
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only measurement output for the whole system, y, is the combination of yv and ym, i.e.,

y = yv + ym. (6.3)

We note that in practical situations, it is required to design a single servo controller that

works for a whole batch of drives with resonant modes varying from drive to drive. As such,

we have to design a controller that is robust enough to cope with different resonant modes.

Also, in order to simplify our design procedure, we first set aside the resonant modes and

approximate the model of the VCM actuator as follows:

Σv :

⎧⎪⎨
⎪⎩

ẋv =

⎡
⎣ 0 1

0 0

⎤
⎦ xv +

⎡
⎣ 0

b

⎤
⎦ sat(uv)

yv = [ 1 0 ] xv

(6.4)

with b = 6.4013 × 107.

Next, by adding an appropriately designed filter, the microactuator model can be ap-

proximated as:

Σm : ym = 0.5 sat(um). (6.5)

It can be seen soon that such approximations on the actuator models are working properly

in our design. We would like to note that the simulation results obtained in Section 6.4 are

actually done using the models with resonant modes, i.e., the models in (6.1) and (6.2).

6.3 Design of the Dual-stage Actuated HDD Servo System

We now carry out the design of servo system for HDDs with a dual-stage actuator. We

would like to design our servo system according to the following requirements.

1. The control input to the VCM actuator should not exceed ±3 V, whereas the control

input to the microactuator should be within ±2 V.

2. The displacement of the microactuator should not exceed 1 µm. Moreover, it should
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settle down to zero in the steady state so that the microactuator can be further used

for the next move.

3. The combined displacement of the dual-stage system should settle into the 0.05µm

(i.e., 5% of one track pitch) neighborhood of the target track, as fast as possible, and

without large overshoot or undershoot. The R/W head of HDDs can start reading or

writing data on the disk when it is within 5% of one track pitch from the target track.

4. The gain margin is not less than 6dB and the phase margin is not less than 40deg.

Note that in this dual-stage actuated HDD servo system, the only available measurement

is the displacement of the R/W head, which is a combination of the displacement of the

VCM actuator and that of the microactuator. Practically, we have to control both actuators

using one measurement only, which poses a difficulty for the servo system design. Figure 6.4

is the control configuration we are going to use for the dual-stage servo design. Here MA

stands for microactuator, and M0 is its nominal model, which will be used to estimate the

relative position signal (RPS) of the microactuator when this RPS is not measurable. Once

this relative displacement is estimated (or measured, if possible) as ŷm, the displacement of

the VCM can be derived as ŷv = y − ŷm. The controller Cv is designed so that the output

displacement of the VCM actuator will follow the target reference r, and controller Cm is

then designed to make the microactuator follow the position error of the VCM, i.e., r − ŷv.

As a result, the combined output of the dual-stage system will follow the target reference r,

hopefully faster than the VCM alone. Since the microactuator can only work within limited

stroke, the position error signal of the VCM has to go through a saturation block before it

is applied to the controller Cm. Here, the saturation block (with a saturation limit of 1µm)

acts as a command generator for the microactuator control loop.
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Figure 6.4: The schematic representation of a dual-stage actuator control.

6.3.1 Design of the Microactuator Controller

From the frequency response of the microactuator as shown in Figure 6.3, we find that at

low frequency region it is nothing more than a constant gain with a value of k0 = 0.5. This

property will be valid so long as we do not push the speed of the microactuator too fast.

Based on this observation, the microactuator can be approximated by a nominal model

M0 : k0 = 0.5 and the displacement ym of the microactuator can be estimated directly from

its input um as ŷm = k0um. The design of controller Cm can also be simplified using the

characteristics of the microactuator. The concept of open loop inverse control is adopted

here. We design the controller Cm as follows,

Cm(s) = kmHm(s) (6.6)

where km is a DC gain with a maximal value of 1
k0

= 2. The maximal value corresponds

to the ideal case such that the controlled output of the microactuator fully matches the

position error of the VCM. Over here, we will treat this km as a tuning parameter so as

to improve overall performance. Note that when km = 0, the microactuator control loop is

inactive, and the resulting dual-stage system is equivalent to single stage case. Hm(s) is a

series of filters for suppressing resonance and noises along the microactuator control loop.
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Its transfer function is given by

Hm(s) =
(4000π)2

s2 +
√

2 · 4000πs + (4000π)2
· s2 + 1100πs + (11000π)2

s2 + 22000πs + (11000π)2
, (6.7)

where the first item is a second-order Butterworth filter with a cut-off frequency at 2000 Hz

and the latter is a notch filter with a central frequency at 5500 Hz. This combined filter is

used to attenuate the microactuator resonant modes and high frequency noises. Figures 6.5

clearly shows that the microactuator together with this filter can be nicely approximated

by a static gain at low frequency region up to 1kHz.

6.3.2 Design of the VCM Controller

This subsection deals with the design of controller Cv for the VCM actuator loop. The

design here is basically the same as in single stage servo design, except that we now have

to use the estimated displacement ŷv instead of a measured one.

First, we introduce a notch filter to reduce the effects of the resonant modes in the VCM

actuator,

Hv(s) =
s2 + 238.8s + 1.425 × 108

s2 + 2388s + 1.425 × 108
· s2 + 314.2s + 2.467 × 108

s2 + 6283s + 2.467 × 108
. (6.8)

With the notch filter in place and within the working bandwidth of interest, the VCM

model can be safely approximated by a double integrator as in (6.4).

Next, we proceed to design controller for the compensated VCM loop, using three dif-

ferent control techniques, ı.e.,, the RPT, CNF, and PID control.

VCM Controller Design 1: Using RPT Control

The first controller for the compensated VCM loop is based on the Robust and Perfect

Tracking (RPT) control technique. The RPT technique enables control engineers to design

a low-order parameterized controller which still results in a closed-loop system with fast

tracking speed and low overshoot as well as strong robustness. This technique has been
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Figure 6.5: Frequency responses of the microactuator with the compensation filter.

successfully utilized to design a microdrive track following controller in the previous chapter.

The same idea applies to the control problem here, and a reduced order measurement

feedback RPT controller with integral enhancement can be obtained as

⎧⎪⎪⎨
⎪⎪⎩

ẋc = Ar(ε)xc + Br(ε)

⎛
⎝ ŷv

r

⎞
⎠ ,

ūv = Cr(ε)xc + Dr(ε)

⎛
⎝ ŷv

r

⎞
⎠

(6.9)

with

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ar(ε) =

⎡
⎣−(λ + L + 2ζω

ε ) −ω2λ
ε2

0 0

⎤
⎦

Br(ε) =

⎡
⎣−[(λ + L)(L + 2ζω

ε ) + ω2

ε2
] 2ζωλ

ε + ω2

ε2

1 −1

⎤
⎦

Cr(ε) = −1
b

[
λ + 2ζω

ε , ω2λ
ε2

]
Dr(ε) = −1

b

[
λL + (λ + L)2ζω

ε + ω2

ε2
, −ω2

ε2
− 2ζωλ

ε

]

(6.10)
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where ε is the time scale factor which can serve as a tuning parameter; ζ and ω are re-

spectively the damping ratio and natural frequency of the supposedly dominant closed-loop

conjugate poles; λ is the integral weighting factor; L > 0 is a parameter for the reduced

order observer, corresponding to the pole at −L.

The control input to the VCM actuator is given by

uv = Hv(s) · ūv, (6.11)

where Hv(s) is the notch filter as defined in (6.8).

It is noted that an integration action (moderately weak) is needed for the VCM actuator

to overcome the bias torque induced by the pivot bearing friction and flex cable nonlinearity,

so that the output displacement of the VCM will settle into the target track center without

static error, and accordingly the relative displacement of the microactuator will return to

zero and be ready for next movement.

For the above RPT controller, we choose the following parameters:

ε = 1, ζ = 0.8, ω = 800π, λ = 15, L = 5000

Meanwhile, the DC gain for the microactuator controller Cm is chosen as km = 1.3. The

combined controller (Cm + Cv) achieves a gain margin of 11.3dB and a phase margin of

42.6deg. Note that these parameters can be tuned for better performance, especially for

larger range seeking, the value of λ may have to be scaled down to reduce the overshoot

caused by integration.

VCM Controller Design 2: Using Enhanced CNF Control

The second controller we design for the VCM is based on the enhanced composite nonlinear

feedback (CNF) control technique developed in Chapter 2. This enhanced CNF technique

preserves the nice properties of the original CNF control technique developed by Chen

et al. [13], i.e., fast and smooth settling without any explicit switching element in set
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point tracking tasks. Moreover, this new technique has an additional feature of removing

constant bias and rejecting disturbances. In the case of HDD servo system, we know there

are friction and nonlinearities in the VCM actuator, which may cause static bias in tracking

tasks. Hence the enhanced CNF technique comes into the picture. In the previous chapter,

the enhanced CNF technique has been successfully applied to design a micro HDD servo

system that is able to perform track seeking and track following all-in-one with superior

performance. The same technique will be used to design the VCM controller over here.

Following the design procedure given in Chapter 2, we first augment the nominal model

of VCM with an integration term of the tracking error yv −r, the corresponding augmented

plant to be used in the enhanced CNF design is then given by⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

˙̄x = Āx̄ + B̄sat(uv) + B̄rr,

ȳ =

⎡
⎣ 1 0 0

0 1 0

⎤
⎦ x̄,

h = [ 0 1 0 ] x̄.

(6.12)

where

Ā =

⎡
⎢⎢⎢⎢⎣

0 1 0

0 0 1

0 0 0

⎤
⎥⎥⎥⎥⎦ , B̄ =

⎡
⎢⎢⎢⎢⎣

0

0

b

⎤
⎥⎥⎥⎥⎦ , B̄r =

⎡
⎢⎢⎢⎢⎣
−1

0

0

⎤
⎥⎥⎥⎥⎦ ,

with b = 6.4013 × 107. For the above system we choose an appropriate state feedback gain

F = [ f0 f1 f2 ], such that the resulting closed-loop system has an integration pole at −λ

and a pair of conjugate poles with a low damping ratio ζ and a natural frequency ω. Next,

to design the nonlinear feedback law of CNF, we choose a diagonal matrix W as follows:

W =

⎡
⎢⎢⎢⎢⎣

2γf2
0

2f2
1

−2ηf1

b

⎤
⎥⎥⎥⎥⎦ (6.13)

with γ and η being positive tuning parameters. It can be checked that W > 0. We solve

the following Lyapunov equation:

(Ā + B̄F )′P + P (Ā + B̄F ) = −W, (6.14)
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for a positive definite matrix P ,

P =

⎡
⎢⎢⎢⎢⎣

(1 + γ)f0f1 0 −γf0

b

0 γf0

b + f1f2 − (1+η)f2
1

bf2
−f1

b

−γf0

b −f1

b
(1+η)f1

b2f2

⎤
⎥⎥⎥⎥⎦ . (6.15)

The feedback gain matrix of the nonlinear part of CNF control law is then given by

Fn = B̄′P = [−γf0 −f1
(1+η)f1

bf2
] . (6.16)

Finally, choosing a reduced order observer with a pole at −L, we obtain a reduced order

enhanced CNF control law as follows:⎧⎨
⎩

ẋe = ŷv − r,

ẋc = −Lxc − L2ŷv + b · sat (uv),
(6.17)

and

ūv = {[ f0 f1 f2 ] + ρ(r, ŷv) [−γf0 −f1
(1+η)f1

bf2
]} ×

⎛
⎜⎜⎜⎜⎝

xe

ŷv − r

xc + Lŷv

⎞
⎟⎟⎟⎟⎠ , (6.18)

uv = Hv(s) · ūv, (6.19)

where ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f0 = −λω2

b ,

f1 = −2ζωλ+ω2

b ,

f2 = −λ+2ζω
b .

(6.20)

and

ρ(r, ŷv) = −β|e−α|r−ŷv| − e−1|, (6.21)

with α = 1, β = 2.0, γ = 200, η = 0.1, ζ = 0.3, ω = 600π, λ = 0.1 and L = 5000 being

the nominal values for r = 1µm. Note that these parameters can be fine tuned for better

performance. For the above controller, the DC gain for the microactuator controller Cm is

chosen accordingly as km = 1.3.

Although the above CNF control law is basically a nonlinear one, stability margins can

be verified for the steady state case when the tracking error r− ŷv approaches zero and the
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nonlinear function ρ converges to a constant value of −β(1− e−1). At the steady state, the

CNF controller reduces to a linear feedback controller, hence the loop transfer function can

be derived and stability margins obtained. The combined controller (Cm + Cv) achieves a

gain margin of 8.8dB and a phase margin of 45.3deg.

VCM Controller Design 3: Using PID Control

The third controller we design for the VCM is based on the conventional PID control. The

design process is trivial. A PID controller with low-pass filtering and the notch filter of

(6.8) is given as follows,

uv = Hv(s) ·
(

kp +
kds

1 + sT
N

+
ki

s

)
· (r − ŷv) (6.22)

with

kp = 6.6705 × 10−3, kd = 1.2250 × 10−5, ki = 0.4, T = 5 × 10−5, N = 10

For this PID controller, we choose the DC gain for the microactuator controller Cm to be

km = 1.8. The combined controller (Cm +Cv) achieves a gain margin of 6.1dB and a phase

margin of 55.3deg.

We have so far designed three alternative controllers for the VCM control loop. The

Open loop frequency characteristics of the HDD servo systems with the three designs are

shown in Figures 6.6, 6.7 and 6.8 respectively. The gain margins and phase margins of

these designs are summarized in Table 6.1, which verifies that the designed control laws

meet the stability margin requirements. Over here, the single-stage refers to the case when

km = 0, i.e., the microactuator control loop is inactive.

6.4 Simulation and Experimental Results

Simulations and experiments are carried out to evaluate the performance of the above

designed dual-stage servo controllers in HDD track following and seeking tasks. The simu-
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Table 6.1: Gain margin (GM) and phase margin (PM).

Design Single-stage Dual-stage

method GM (dB) PM (deg) GM (dB) PM (deg)

RPT 10.8 42.3 11.3 42.6

CNF 9.1 45.0 8.8 45.3

PID 6.9 55.3 6.1 55.3
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Figure 6.6: Open loop frequency characteristics of the servo systems with RPT control.
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Figure 6.7: Open loop frequency characteristics of the servo systems with CNF control.
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Figure 6.8: Open loop frequency characteristics of the servo systems with PID control.
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lations are done in a continuous-time setting. The experiments are carried out at a sampling

frequency of 20 kHz. Note that the hard disk drive used in our experiment has all its cover

and disk plates removed, and is placed on a vibration-free table. The displacement of the

R/W head is measured by a laser Doppler vibrometer, and the real-time control is imple-

mented using a dSpace package. The results of the dual-stage actuated HDD servo system

will then be compared with those of the servo system with a single-stage actuator VCM.

The latter is done on the same drive by keeping the microactuator control loop inactive

throughout the implementation process.

6.4.1 Track Seeking and Following Test

We first test the performance of the dual-stage actuated servo system in track seeking and

track following ( r ≤ 1µm) tasks. The simulation results of r = 1µm (track following) are

shown in Figures 6.9, 6.10 and 6.11 for the three different designs based on RPT, CNF and

PID respectively. Figures 6.12 to 6.14 compare the experimental results for r = 1µm track

following between the three dual-stage designs and their single-stage counterparts. One can

easily see that the microactuator plays an active role here. Figures 6.15 to 6.17 compare

the experimental results for r = 10µm (track seeking). From the results, we notice that

in track following, all the designs achieve satisfactory results, thanks to the contribution of

the microactuator. However, in track seeking, the VCM plays a major role instead. Hence,

the different designs for VCM control loop exhibit significant performance variation. But

still, the microactuator can improve the precision of R/W head positioning at the steady

state, and facilitate the settling process of track seeking tasks. It is observed that for 10µm

seeking, the PID design results in a sluggish settling process. We know that the performance

of the PID design is limited by its structure (one degree of freedom) and the stability margin

requirement. Both RPT and CNF designs have a fast and smooth settling while fulfilling

the stability margin requirement. Table 6.2 summarizes the tracking performances in terms
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Figure 6.9: Simulation results for r = 1µm: RPT control.

of settling time.

6.4.2 Position Error Signal Test

The disturbances in a real HDD are usually considered as a lumped disturbance at the plant

output, also known as runouts. Repeatable runouts (RROs) and nonrepeatable runouts

(NRROs) are the major sources of track following errors. RROs are caused by the rota-

tion of the spindle motor and consists of frequency components that are multiples of the

spindle frequency. NRROs can be perceived as coming from three main sources: vibration

shocks, mechanical disturbances and electrical noises. NRROs are usually random and un-

predictable by nature, unlike repeatable runouts. They are also of a lower magnitude. A

perfect servo system for HDDs should reject both the RROs and NRROs.

As mentioned earlier, the cover and disk plates of the hard disk drive are removed

in our experiment. As such, some disturbances of the actual system, e.g., the runout

disturbances, are no longer existent. In order to test the robustness of our design against
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Figure 6.10: Simulation results for r = 1µm: CNF control.
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Figure 6.11: Simulation results for r = 1µm: PID control.
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Figure 6.12: Experimental results for r = 1µm: RPT design(dual- versus single-stage).
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Figure 6.13: Experimental results for r = 1µm: CNF design (dual- versus single-stage).
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Figure 6.14: Experimental results for r = 1µm: PID design (dual- versus single-stage).
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Figure 6.15: Experimental results for r = 10µm: RPT design (dual- versus single-stage).
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Figure 6.16: Experimental results for r = 10µm: CNF design (dual- versus single-stage).
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Figure 6.17: Experimental results for r = 10µm: PID design (dual- versus single-stage).
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Table 6.2: Performances of dual-stage HDD servo systems.

(a) Settling time (ms) for 1µm track following

Design Simulation Experiment

RPT 0.54 0.60

CNF 0.61 0.5

PID 2.95 1.15

(b) Settling time (ms) for 10µm track seeking

Design Simulation Experiment

RPT 2.3 2.8

CNF 2.2 2.5

PID 8.1 8.4

these disturbances, we need to artificially add the runouts and other disturbances into the

system. Based on previous experiments, we know that the runouts in real disk drives are

composed mainly of RROs, which are basically sinusoidal with a fundamental frequency

corresponding to the spin rate of the spindle motor. By manually adding this “noise” to

the output while keeping the reference signal at zero, we can then read off the subsequent

position signal as the expected position error signal (PES) in the presence of runouts. In

disk drive applications, the deviation of the R/W head from the center of the track during

track following, which can be directly read off as the PES, is very important. Track following

servo systems have to ensure that the PES is kept to a minimum. Having deviations that

are above the tolerance of the disk drive would result in too many read or write errors,

making the disk drive unusable. The measure of track mis-registration (TMR) in HDDs,

which is closely related to the maximum achievable track density, is defined as three times

of the standard deviation of the PES readings, i.e., 3σpes.
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Table 6.3: Position error signal (PES) tests: 3σpes values (µm).

Single Dual improvement (%)

RPT 0.033 0.017 47

CNF 0.032 0.016 48

PID 0.075 0.020 73

We conduct the PES tests for the complete single- and dual-stage actuated servo systems

(using nominal parameter values) by injecting a fictitious runout signal with a fundamental

frequency of 55Hz(corresponding to a spindle speed of 3300RPM),

w(t) = 0.5 + 0.1 cos(110πt) + 0.05 sin(220πt) + 0.02 sin(440πt) + 0.01 sin(880πt) (6.23)

into the actual system. The unit for w(t) is in micrometer. The results, i.e., the actual

output responses and the histograms of the PES tests, are given in Figures 6.18 and 6.19

respectively. The 3σpes values of the PES tests for the single- and dual-stage actuated servo

systems are summarized in Table 6.3. It is obvious that the dual-stage system can effectively

reject the RROs disturbance, even with a conventional PID design.

6.5 Concluding Remarks

We have presented in this chapter the design of a piezoelectric dual-stage actuated HDD

servo system using three different control approaches, namely, RPT, CNF and PID. The de-

signs are facilitated by the low frequency property of the piezoelectric microactuator. Simu-

lation and experimental results confirm that our designs achieve desirable performance while

at the same time maintaining the stability margin requirements. Especially, the dual-stage

systems show excellent performance in track following tasks and rejecting repeatable runout

disturbance. This was actually the original motivation for introducing a microactuator into

HDD servo systems.
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Figure 6.18: Experimental results: Responses to a runout disturbance.
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Figure 6.19: Experimental results: PES test histograms.
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Conclusion and Further Research

7.1 Conclusion

This research attempted to develop a servo design methodology for the new generation

hard disk drives which are characterized by smaller form factor and larger capacity. To be

specific, the task of this research boiled down to three aspects. First, it aimed to establish

a comprehensive HDD model which accurately identifies the dynamics of the HDD servo

mechanism, with special attention to the coupled nonlinearity which has long been ignored

but has now become prominent in the new generation HDDs. Next, it sought to explore new

control techniques that can be used to design a servo controller with superior performance

for HDD tracking tasks. Third, it sought to develop software toolkit to support controller

design for HDD servo systems and relevant servo systems as well.

Our research has resulted in a full-fledged HDD model which captures not only the

dominant linear dynamics of HDD servo mechanism, but also its coupled nonlinearities,

i.e., pivot bearing friction and flex cable nonlinearity. This model was derived by first

studying the physical effects in and between the electromechanical parts of HDD VCM

actuator and then applying Monte Carlo and system identification methods to determine the

model parameters. Based on the established model, we have developed an effective control

strategy for HDD servo system. Our idea is that, a nonlinearity that has been identified in

clear form can be simply pre-compensated and the residual nonlinearity can be treated as

149
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disturbances, and subsequent controller design should aim to minimize the adverse effects of

the disturbances on the closed-loop performance of servo systems. With this idea in mind,

we proceeded to design a microdrive track following controller using Robust and Perfect

Tracking (RPT) control with integral enhancement. Furthermore, we have developed the

enhanced Composite Nonlinear Feedback (CNF) control technique, which is basically an

extension of its existing counterpart. And we have successfully applied this control technique

to design a microdrive servo system which can perform track following and short span track

seeking as well. The RPT and CNF techniques have also found applications in the design of

a dual-stage actuated HDD servo system with a piezoelectric microactuator as the secondary

actuator.

Matlab simulations and real-time experiments have been carried out to verify our HDD

model and test the performance of our servo controllers. Both time domain responses and

frequency responses of our HDD model display a close match with those from experimental

measurement, which verifies that our model correctly captures the linear and nonlinear

dynamics of the physical disk drives. Simulation and experimental results of HDD set-point

tracking consistently demonstrate that our servo controllers designed using nonlinear pre-

compensation (if possible) plus integral enhancement together with either RPT or CNF can

achieve fast settling and remove steady state bias in HDD tracking tasks, which is a major

improvement over existing servo controllers.

Our research work also led to the so-called CNF control toolkit, which can be utilized

to design a fast and smooth tracking controller for general linear systems with actuator

and other nonlinearities, external disturbances, and high frequency resonance. The toolkit

has been built on the popular Matlab and Simulink environment with a user-friendly

interface. All design parameters can be easily tuned online on the panels of the toolkit.

The two illustrated examples on the servo design for a hard disk drive and a magnetic tape
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drive fully show the great potential of the CNF control toolkit in design of servo systems

that require fast target tracking and good robustness.

To sum up, the comprehensive VCM model, the servo design methodology using RPT/CNF

control techniques combined with nonlinearity pre-compensation and integral enhancement,

the servo design scheme for piezoelectric dual-stage system, together with the CNF toolkit

provide a complete solution for servo design for the new generation disk drives. These

results should be helpful for practicing servo engineers in the HDD industry. Although

our research here is focused on HDD servo systems, the modeling methodology and control

techniques we developed are actually not restricted to HDD systems. This can be seen from

the corresponding theoretical formulations, which apply to a wide class of servo systems.

Hence, it is reasonable to expect that our methodology and techniques may come in handy

for solving general servo problems.

7.2 Further Research

The major part of this research are the modeling and subsequent servo system designs for

a microdrive produced by IBM (now with the brand of Hitachi). However, there are other

manufacturers in this industry, e.g., Maxtor, Seagate, to name a few. It is possible that

hard disk drives from these manufacturers might display subtle variation in the coupled

nonlinearity in the servo mechanism. For future research, it is meaningful to explore the

variation of the coupled nonlinearity in hard disk drives across various brands, and check

whether our HDD model can serve as a unified model that characterizes the major brands.

Through out the research, the disk drives used in our experiments had their covers

opened and disk platters removed. Hence, some disturbance sources, such as disk flutter,

windage, repeatable run-outs, shock and vibrations caused by the spindle motor, are no

longer existent, and we were not able to study their effects on the performance of the servo
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systems we designed. For our servo systems to come to practical application in working

environment, future research should include those factors in the designs and experiments.

For the dual-stage servo design, we are heavily dependent on the property of the piezo-

electric microactuator, which simplifies the estimation of its relative displacement and sub-

sequent design of servo system. However, this may not be the case for other types of

microactuator, e.g., an MEMS-based microactuator is generally identified as a second order

system. More efforts need to be devoted to the servo design with such kind of microac-

tuators. Moreover, it should be worthwhile to explore the coupling effects, which we have

actually ignored, between the VCM and microactuator, and identify a multivariable model

for the dual-stage system and then apply multi-variable control technology to design a servo

controller in one shot.

For dual-stage servo experiments, we actually used a conventional 3.5 inch disk drive,

due to the difficulty in mounting a microactuator on the tiny VCM arm of a microdrive.

For future work, a dual-stage system comprising microdrive and microactuator should be

available to study their synergy effects, in an effort to provide better servo solutions for

future generation HDDs.

For the enhanced CNF control technique, it is now able to achieve fast and accurate set-

point tracking for linear systems subject to actuator saturation and constant disturbances.

Recently, extension has been made to track a non-step reference signal. However, further

extensions are needed to cover systems with uncertainty, such as unknown parameters or

parameter perturbation, and/or non-constant (e.g., sinusoidal) disturbances.

As for the CNF control toolkit, it has significantly reduced the efforts involved in CNF

design. However, parameter tuning is still a headache, especially with the choice of the

matrix W . It is desirable to provide some guidelines for choosing W , e.g., the zeros-

assignment approach as suggested in [13]. Moreover, for MIMO systems, the design gets
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tougher. Generally, it is quite difficult to obtain satisfactory performance for all output

channels. In this regard, a decoupling control may be helpful. Hence, it is worthwhile to

add a decoupling option to the CNF toolkit, which can be utilized if needed, to decouple

an MIMO system into several SISO systems for which CNF design are actually carried out.

Last but not least, it should be interesting to apply the modeling methodology and

control techniques here to other servo systems, such as robot manipulator, X-Y table, etc.

These systems have been extensively studied and are still being used as benchmark platforms

for evaluation of control techniques by the control community.
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