CASE BASED REASONING FOR ELICITING KNOWLEDGE
FOR THE IMPLEMENTATION OF PROJECT MANAGEMENT
PLAN OF SUCCESSFUL BUILDING PROJECTSIN BEIJING,
CHINA

ZHANG PEI
(B.MNGT., TIAN JIN UNIV. OF TECH.)

A THESISSUBMITTED
IN PARTIAL FULFILLMENT OF THE REQUIREMENT FOR
THE DEGREE BY RESEARCH OF MASTER OF SCIENCE
(BUILDING)

DEPARTMENT OF BUILDING

NATIONAL UNIVERSITY OF SINGAPORE
2009



ACKNOWLEDGEMENTS

First and most, my sincere gratitude to my supervisor, Dr. Goh Bee Hua and Prof. George
Ofori for giving me the opportunity to perform my Master programme, for their
enlightening supervision, valuable advice, constructive suggestions, and fruitful

discussions, and great help and encouragement.

I am grateful to extend my thanks to all the staff in the Department of Building, both
academic and administrative, who spend a lot of time and energy to make this education
process a success. Especially Prof. Tham Kwok Wai and Prof. Willie Tan for their
diamond advise of my thesis. Ms.Christabel Toh and Ms. Patt Choi Wah for their help on

administrative issues.

Warmest thanks to my colleagues with whom I have had the privilege to work: Jovan
Pantelic; Lim Siew Mei; Lim Teck Heng, Benson; Mano; Peh Lu Chang; Shamas-Ur-

Rehman Toor; Steve Kardinal Jusuf; Sutapa Das; and many others.

The last and very important but not the least, I would like to extend my thanks to my
father, mother, my brother and sister in law for their love, blessing and unconditional
support throughout my life.

Singapore, March. 2009

Zhang Pei



TABLE OF CONTENTS

ACKNOWLEDGEMENTS......iitntiinnnnnnicsesnssssiesssnsssstsssassssssossssssssssssssessasssssssssssssssssssassessssene i
TABLE OF CONTENTS....cconviesnatcssnncsssnissaisssarsssassssssssssssssnsssssssssssssssassssassssasssssssssassssasssssassssas ii
SUMMARY cucciiueriscnniscsicsssiessssssssssossstssssessnssssssssssssssasssssssssassssssssssssssssssssassssassssssssssssssns sossssses soe A\
LIST OF TABLES.....ctiiiiinntinsnrissnsssstessnnsssstsssssisssssssssessassssassssssssssssssssssssnssssassssssesssssssasssse vi
LIST OF FIGURES .....cuuiioviiinnniinneicsseisssarcssnsossasessssssssssssassssasssssssssssssssassssassssasssssssssassssassssssssss vii
1 INTRODUCTION...cciciiuiiissrnricsssmcsssnsicssssecsssssessssssasssssssssssassssssssssssans 1
1.1 Background.........ccccieoiieiiieieeie et 1
1.2 Purpose of the r€Search.........ccoccueiiiiiiiiciiieiie et 2
1.3 Statement of the problem...........ccccceveiiiiiiiiiiieee e 3
1.4  Research hypothesis........cccvevieeiieiiiieeiieeeee e 4
1.5  RESCAICH SCOPC...cceiuriiiiiiieiiiie ettt ettt e e e e e e e aaeeenens 4
1.6 Research method..........coooiiiiiiiiiiii e 5
1.7 Outline of structure of the thesis.........cccoecveriieriiiirieee e 6
2 MEASUREMENT AND DETERMINANTS OF PROJECT
SUCKCESS cauuuuveriiinnrnnnricsssssnsnscsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 7
2.1 INErOAUCHION. .. .eiiiiiiie ettt e 7
2.2 PIOJECE SUCCESS ..uviieeiieeiiiieeiiieeiiteeeieeeeiteeeiteeesireeesteeeesreessnseeesseeessseeans 7
2.2.1 Measurement of Project Success-Literature........c.cceeveeereeeecieenieieneeeennne 7
2.2.2 Construction Prize Criteria of Project Success-Practice..................... 15
2.2.3 Project Success Measurement of This Study...............coooiiiiiiiiinn, 16
2.3 The determinants of Project SUCCESS.......cccvrriirriiieriieieeie e 19
2.3.1 Project Success and Project Management Success ...........cccoecvvervennen. 19
2.3.2 Determinants of Project Success in This Study -Non-Project Management
FACTOTS et 22
2.3.3 Determinants of Project Success in This Study - Project Management
FACLOTSS ittt e 26
2.4 Chapter SUMIMATY ......veeeriieeeiireeenieeeeieeeeteeeeereeesseeessreesnsseessssesessssesessses 31
3 A REVIEW OF CASE BASED REASONING .....ccccovvvunreecsscnnneecsoes 32
3.1 INtrOAUCHION. .. .ciiiiiiiiieiteteee ettt 32
3.2 Case based reasoning CONCEPLS .....cccuvreerurreerrreeerieeeirreeesreeesreeesareeeeseeeans 32
3.2.1 Artificial Intelligence and Case Based Reasoning.........c....cccceeeeenien. 32
3.2.2 Case Based Reasoning Concept .........cceevuveeriiieeiiieeenieeeniieeeiieeeeveeens 34
3.3 Case Based Reasoning Applications ...........ccceeeeveeeeciieeeiieeeniieeeieeeeeieenns 37
3.3.1 CBR General Applications.........cccueeeviieiriieeriiiieeiieeeriee e eeieeeeereeens 37
3.3.2 CBR Applications in Construction Management and Economics Area39
3.4 Proposed CASE PMP SYSteM ......cccceeeevuiiiiiiiieeiiieeiiee et 41
341 WRY CBR .ottt 41
342 Framework of CASE PMP ... 43
343 Case INAEXING .....uviiiiuiiiiiie ettt ettt eens 44
3.4.3.1 Case attributes- index vocabulary ...........cccceeeviieeciieeniie e 45



3.4.3.2 MemOTry OrZANIZAtION ...ccvveeeririeeeiieeeiiieeeiiieeeieeeeiteeesieeeesnteeesnneessneeens 45

344  Case Retrieval........ooooiiiiiiiiciiicceece e 46
345 AdAPtation ..cc.eeeeceiieciie e e e e eeaeeen 46
3.5  Chapter SUMMATY ......ccceeviiiriieeiieeiieeieeeteeseeeteeeiee e e sreeseaeeseessaesnseens 47
4 RESEARCH METHODOLOGY ....iiinvniinnsnicsssnsicssnsesssnssessnsscses 48
4.1 INErOAUCHION. ..c.uiiitiiitieitieiee ettt 48
4.2 Sampling Method .........cooeviiiiiiiiiii e 48
4.2.1  Sampling DESIZN ....ccvieriieiieiie ettt 48
4.2.2  Data collection method...........cceeviieiiiiiiiiniieieee e 57
4.3 Research Strategy .......ccccviieiiieiiiiieeiie ettt 60
4.4 Chapter SUMIMATY ...c.vveeeiieeeiiieeeiiieenieeeeereeeeseseeesseeessseeessseesssseeesssseesssses 62
5 DATA SOURCES AND DATA COLLECTION ....uuiicencsnnecccssnnns 63
5.1 INtrOAUCHION. ....eiiiiiiiiieieeieeeet ettt st et 63
5.2 Projects of Luban and Great Wall prizes as the data source ................... 63
5.2.1 Origin of the two prizes and awarding organizations...........cc.ccceeveeueenne. 63
5.3 Selection of projects in Beijing.........ccceeveeeiieeiiieniieieeie e 65
5.4 Data COUECTION ....eeuvieiiieiiieiieeieeieeiteeeese ettt 69
5.5 Dealing with Missing Data...........cccceviriiiiiiiiiieiiieeciieecee e 71
5.6 Chapter SUMMATY ......ccccuvieiiiieeiiieeiiee ettt e eiieeesreeeereeeeeaeeesbeessseeeesseeens 72
6 DATA ANALYSIS AND MODELLING. .....cccvvvteeccsrsrnneeccsssnsescsssenns 74
6.1  INtrOAUCHION. ....coiiiiiiiiieiieeece et 74
6.2  Flowchart of proposed CBR .........ccccoieiiiiiiiiieiieceeee e 74
6.3  Format the data StruCtuIe .........cceeriuiiiiiiiiiieee e 76
6.4 Calculating Attribute SIMIlarities .........ccocvverieerieeiieeieeeeree e 77
6.5 Establishing attribute Weights..........ccocveriiiiiiienieiieeeeee e 78
6.6 Calculating weighted case sImilarities ..........cccoeveeerieeeniieeeniiieeeiiee e 79
6.7 Using test case to calculate the error rate ..........ccoeeeeeeieriieiiienie e 80
6.8 Chapter SUMMATY ......cccceevieeiieeiieeiieeeeeeteesteeeeeeseeesteeseeeneeeesaeesseesneeens 83
7 VERIFICATION AND VALIDATION OF MODEL AND
DISCUSSION OF RESULTS ..ccuueiiiiciscnnnniccsssnssnccsssnssscsssssssssssssssssssessses 84
7.1 INErOAUCHION. c..eiiiieiiieiie ettt et s 84
7.2 Verification and Validity of CASE PMP .......cccooiiiiiiiiee e 84
7.2.1 Verification of CASE PMP .....cooiiiiiiiieeee e 84
7.2.2 Validity of CASE PMP...c..ooiiiiieeeeeeeeeeeee e 86
7.3 Analysis Result DiscuSSIon.........oovviiiiiiiiiiiiiiiii e 87
7.3.1  Discussion results by project type.....cccceeevvieeeeeieeeiieeeiieeeeieeeeieeeeiveens 92
7.3.2  Comparison with previous Study........cccceecuvieriiieniiieeiiie e 96
7.4 Chapter SUIMMATY .......ccccueeeiiieeiiieeeitieeesteeenieeesreeeessreesssseesssseeesssessssseeans 98
8 IN-DEPTH INTERVIEW FOR RESULTS DISCUSSION ............ 99
8.1 INtrOAUCHION. .. .eiutiiiiieiieiieeie ettt 99
8.2  Purpose and Method of Qualitative Interview.........ccccoeeveeveenciienieennnnnne. 99
8.3  Respondents Profile........ccccueveiiiiiiiiiiiiiieiieeeee e 100

i1



8.4  DiScUSSIONS ADOUL CEFSS ..ot 101

8.4.1. Quality ASSUrance SYStem .........cuviviriiiiriiiiiieeiieeiiiieeeens o 101
8.4.2  Scheduling Technology: CPM and PERT..........cccccovviiiiiiiinnieennen. 102
8.4.3  ContraCt ISSUC ......uvvieiieiiiie ettt e e e e e 103
8.4.4  Construction TeChNOlOZY ......c.cevereiiieriiiiiiierieeie e 104
8.4.5 Project Management Organization.............cceeevveeeeveeeesveeenveeencneeeennen 105
8.4.6  Other CSFs suggested by respondents ...........cceeeeveeeevveeenieeencneeeennnen. 105
8.5 Discussions of CASE PMP .......ccooviiiiieieeeeee e 106
8.5.1  Model Practicality ........ccccuieeiiiiiiiiiieiiiecee e 106
8.5.2 CASE PMP merits and demerits ..........ccccueeerveeenirieeeiieeeniie e 110
8.5.2.1 Case library representativeness .........cccveeeveerveerieereeesieeseeeseeeneeenenes 110
8.5.2.2 CBR appropriateness as the quantitative model for CASE PMP....... 111
8.5.2.3 Potential benefits of CASE PMP .....cooooiiiiiiiiiieee e, 111
8.5.2.4 Weakness Of CASE PMP ........coooiiiiiiiiieeeeeeee e 112
8.6 Chapter SUMIMATY .......c.eeeeuiereieeriieeiieeteeeieeereeseeeseeeeneeeeseesseesnseessseenenes 113
9 CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE
RESEARCH......eeeeeeeeeeeeceesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 115
0.1 INtrOAUCTION ..ottt e e e e e e e e e e e nens 115
9.2 Review of Research PUIPOSe ........cceevviiieiiiieiiiieciecceee e 115
9.3 Summary of the Research Findings ..................coooiiiiiiiiiiiinn, 116
9.4 Verification and Validation of CASE PMP ..., 118
9.5 Conclusion and diSCUSSION .........eiiiinitiiie it e e, 118
9.6 Limitations of the research..................ccooiiiiiiiiii i, 119
0.7 CONtIIDULIONS. ...ttt ettt et e e e e e e e 120
9.8 Recommendation for future research ..., 121
BIBLIOGRAPHY cccciiiiiiininniicninniicnsssiossssssisssssssssssssssssssssssssssssssssssesssssssssssssssssssssssssssssssnsss oo 123
APPENDIX 1: Questionnaire for Survey for Luban and Greatwall Projects in Beijing,
China 134
APPENDIX 2: Luban and Great Wall prize project classification ..139
APPENDIX 3: the selected sampling projects and projects which data have been
collected 140
APPENDIX 4: an example of a complete survey questionnaires . 152
APPENDIX 5: a sample of the Luban and Greatwall application form.......... ccceeee cevrecenes 159
APPENDIX 6: the detail table of predictive value and actual value for various output and
project type 169
APPENDIX 7: Validation QUeStiONNAIre.....cccceeieirrriescsniisscsssscsssassesssssssssssssessssssssssssssssssssess 189
APPENDIX 8: a sample of the Luban and Greatwall application form.......... cceces cevreenees 191
APPENDIX 9: Semi-Structured Interview Record of Winners of Outstanding Project
Manager Award 2008 . . v tessnes suresen oo se ssens 193

v



SUMMARY

China’s construction industry size is huge and rapidly increasing. Numerous successful projects
are emerging. Construction Ministry of China promulgated annual prestigious construction
project awards, Luban and Great Wall Prizes. The aim of this study is to examine the project
success from the Luban and Great Wall prizes’ projects. In order to achieve the research aim, two
research objectives are established. The first research objective is to adopt the completed project
data to build the model, which has been given the name as CASE_PMP. In the existing literature,
project success has a set of quantitative indicators, namely, project success Key Performance
Indicators (KPI), and correspondingly the determinants, namely, Critical Success Factors (CSF).
And the second objective is to use CASE PMP to estimate the project time and cost to prepare
the tender document. In order to accomplish the research objectives, a three-step research method
is formulated. The first step is to establish the sampling method for data collection. The second
step is to build the CBR model. One hundred and four Luban and Great Wall prize projects’ data
have been collected in Beijing China to build the CBR model. The model is tested by the average
error rate and the average deviation, 4.35% and 3.00% respectively. After verification and
validation, the weights of CSFs generated from the model are analysed as the preliminary results.
The third step is to conduct a semi-structured interview to expand the discussion of the results.
The interview is conducted to ask practitioners on their opinions of the most important CSFs as
selected by the weights which have been ranked top five and to discuss the usage, advantage,
disadvantage of CASE PMP. Some significant CSFs identified, such as the system to ensure
achievement of quality objective, planning (schedule effectiveness), and project contract, are in
compliance with the interviews results. Four out of five respondents asserted that CASE_PMP is
useful to estimate the project time and cost for tendering purpose by automating the traditional

estimation method, i.e. project manager and marketing department do the manual estimation.
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Chapter 1 Introduction

Chapter 1 Introduction

1.1 Background

China’s construction industry has been rapidly growing in recent decades. China is the third
largest construction market in the world after the USA and Japan. At a value of US$ 165 billion
in 2007 the sector contributes 5.6% to GDP (Solidiance, 2009). Its spending increased 165% in
the last four years, from 2004 to 2008, according to the National Bureau of Statistics of China; it
is still expanding at 25% annually (U.S. Commercial Service, 2009). The average annual output
growth of building construction was 11.64% in 1998-2001, and more than the average annual
GDP growth of 6.98 % (National Statistics of P. R. China, 2003). Numerous successful projects
have emerged in recent decades. It provides a research opportunity to examine the successful

project experience and apply it to new projects.

This study intends to examine successful projects. The Construction Ministry of China has
promulgated annual prestigious construction project awards, namely Luban Prize, which is the
national level prize. Thirty one regions (province, municipal city and autonomous region) in
China have their own construction prizes. For example, the municipal level prize in Beijing is
named the Great Wall prize. The author decided to focus on cities that have high GDP and a
rapidly growing construction industry. Amongst these thirty one regions, Beijing was chosen
because it is one of China’s most economically developed areas and has a rapidly growing con-
struction industry. The detailed explanation for selecting Beijing will be given in Chapter Five.
The projects which won the Luban and Great Wall prizes in Beijing were chosen as the data
source as those projects provided an arena to explore project success. This study proposes to
utilise Case Based Reasoning (CBR) to model the relationship of project success and its deter-
minants. It is advanced because recent research demonstrated the potential benefits of CBR in

construction management and economics and, in one study, its superior performance over other
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Artificial Intelligence (Yau and Yang 1998) and traditional prediction techniques, such as re-
gression (Leake, 1996) was highlighted. Yau and Yang did an evaluation of CBR and other Al
technologies, particularly rule based expert systems (ESs) and neural networks (NNs) and con-
cluded that CBR is more tolerant of incomplete information (Yau and Yang 1998). CBR has the
ability to harness limited data set to do self training and establish the weights of independent
variables with higher accuracy compared with the other traditional model techniques such as
regression (Leake, 1996). The details of how CBR is superior will be discussed in section 3.4.1.
In addition, Chapter 3 will address CBR concept and applications. The most important Critical
Success Factors (CSFs) which are independent variable, as selected by the top five ranked
weights are discussed in Chapter 7 and the in-depth interview for the importance order of CSFs

is addressed in Chapter 8.

1.2 Purpose of the research

In the existing literature, project success has a set of quantitative indicators, namely project
success Key Performance Indicators (KPIs) (KPI Working Group, 2000). Correspondingly, the

determinants, CSFs, are well established in the construction industry (Chan and Chan, 2004).

The aim of this study is to elicit the project success experience from the projects that have been
awarded the Luban and Great Wall prizes. In order to achieve the research aim, two research
objectives are established. The first objective of this study is to collect completed project CSFs
and KPIs from Luban and Great Wall projects in Beijing to model their relationship. This study
adopts a different approach to identify CSFs. Previous studies identified the significant factors
that contributed to the successful performance of projects using respondents’ subjective opin-
ions. However, it has been well established that human judgments (i.e. predictions or evalua-
tions based on incomplete or uncertain information) generally is subject to systematic error, or
bias, as well as unsystematic error, or variance (Bowman, 1963). Instead of using respondent’s

subjective judgments for the significance of factors to project success, this research attempts to



Chapter 1 Introduction

use objective data of the completed projects, which have won the construction awards, to build
the quantitative model, which is given the name CASE_PMP, and derive the importance of the

significant factors for project success.

The second objective of this study is to estimate the project KPIs based on the model
CASE_PMP for project tender document preparation. The most commonly used method in Bei-
jing, China is based on company’s previous project record and project manager’s experience to
estimate the project time and cost. The estimated project time and cost will be included in the
tender document. This is the traditional method. Using CASE_PMP can be a complementary
approach to the traditional methods. CASE_PMP may be helpful for supporting project manag-
ers’ estimating and in checking manual estimation because human judgment generally is subject
to systematic error, or bias, as well as unsystematic error, or variance. It may help the inexperi-
enced project manager to improve the effectiveness of estimation and increase the reliability and

fairness of the traditional approach.

1.3 Statement of the problem

Having more than twenty years’ history, Luban prize and Great Wall prize are the most prestig-
ious construction awards in China. It is a government award and represents the highest level of
successful projects in China. In order to examine what are the most important CSFs from these
projects, this study proposes to utilise CASE_PMP to modelling the dependent variables, KPIs,
and the independent variables, CSFs. This study identifies the most important CSFs based on a

selection by the top five ranked weights which are generated from CASE_PMP.

This study uses the project CSFs during construction stage’s to estimate project time and cost
for tender document preparation. This is because the project time and cost in the tender docu-
ment are estimated based on previous completed project experience, i.e. CSFs incurred during

the construction stage.
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In order to achieve the above stated two research objectives, a concise and manageable research
problem was formulated: what is the relationship between the KPIs and CSFs during construc-
tion stage for the Luban and Great Wall prizes projects in Beijing, China? It attempts to organise
and provide the linkage of the research elements, the dependent variables, KPIs, and the inde-

pendent variables, CSFs. It also delimits the research scope.

1.4 Research hypothesis

Through literature review which leads to the development of the hypothesis, the research
adopted a quantitative approach with the objective of examining the relationship between a se-
ries of predictors(X), namely, Critical Successful Factors (CSFs) and criterion variables (Y) rep-
resenting success of a project, namely, Key Performance Indicators (KPIs). This study is to
study how these factors affect project success separately and collectively, so it is hypothesised

that Project success (KPIs) is a function of CSFs.

The mathematical statement of the hypothesis is:

Here n is the number of the KPIs and m is the number of the CSFs. The details of all indicators

for KPIs and CSFs will be elaborated in Chapter Two.

1.5 Research scope

Section 1.3 explained this study attempts to model the Luban and Great Wall projects’ KPIs and
CSFs during construction stage. As depicted in Figure 1.1., the research scope was delimited to
the project construction stage. The purpose of research is based on CSFs during the construction

stage to estimate the project KPIs for tender document preparation. Case-based reasoning (CBR)
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has the ability to utilize existing cases as data (Hammond, 1986). It is a method of solving a
current problem by analogising the solutions to previous similar problems and has emerged as a
popular method in the construction management and economics area. The CSFs and KPIs of the
projects that have been awarded the Luban and Great Wall prizes during the construction stage

are used to build the model and estimate time and cost of new projects.

Fig 1.1 Research Scope

: Defect .
Plan and Tender Construction Liability Life time
2 2 » —_’

Design | Period of Project

Close of
project
management

General
outline of
project
management

Tmplementation
of project
management
plan

Zcope of this BEesearch

Source: author

1.6 Research Method

The research method includes three steps. The first step is to formulate the sampling method for
data collection. After the data are collected, the project data will be processed to satisfy the
dataset requirement to build the CBR model. That includes establishing the CSFs and KPIs as
the input and output and treatment for missing data. The second step is to build the CBR model
and there are several steps to build the model. The detailed steps will be explained in Chapter 6.
Test cases are used to assess the model performance and examined that the weights are optimum
in terms of the average error rate for all KPIs and project types and the average deviation. Veri-
fication and validation are conducted thereafter. The CSFs are discussed based on the top five

derived weights of Project Management and Non-Project Management group CSFs as the pre-

5
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liminary results. In order to expand discussion of analysis results and explore model
CASE_PMP’s practicality, its advantages and disadvantages, a semi-structured interview is

conducted as the third step. The interview is addressed in Chapter 8.

1.7 Outline of the structure of the thesis

This chapter briefly discusses a general introduction to the background, motivation, research

questions, objectives, hypothesis, research scope and research method.

Chapter 2, consisting of two parts, presents a holistic and critical review of the project success
and the project success determinants. The first part describes the literature evolution of project

success. The second part reviews previous research work in project success determinants.

The research methodology of the present study is given in the Chapter 3 and Chapter 4. Chapter
3 reviews the concepts and the applications of case based reasoning in the literature. CBR used
in this study is introduced. Chapter 4 explains the research method and strategy used in this
study. The justification for the chosen research methods is discussed and a research strategy is

formulated.

The detailed data collection and analysis are addressed in Chapters 5 and 6. Chapter 5 focuses
on the detailed data collection method, introduction of Luban and Great Wall prizes and the

techniques to deal with the missing data. Chapter 6 introduces the data analysis and modelling.

The concluding portion of the thesis, Chapter 7, Chapter 8 and Chapter 9, summarizes the major
findings of the study and provides recommendations that future study should take into consid-
eration. Chapter 7 presents the preliminary results discussion. Chapter 8 expands the results
analysis by qualitative interview, and Chapter 9 summarizes the research findings and possibil-

ity to extend the findings and recommendations for future study.
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Chapter 2 Measurement and Determinants of

Project Success

2.1 Introduction

This chapter discusses the measurement of project success in terms of Key Performance Indi-
cator (KPI) for project success and the determinants of project success which are the Critical
Success Factors (CSF). This chapter reviews CSFs definition and classifies CSFs into two

groups, non-project management and project management groups.

2.2 Project Success

2.2.1 Measurement of Project Success-Literature

Numerous researchers have investigated the measurement of project success since 1960’s, and
especially so during last two decades. In the literature, project success was considered to be
tied to performance measurement. Kumaraswamy and Thorpe (1996) included a variety of
criteria in their study of project evaluation. These included meeting budget, schedule, and
quality of workmanship, client and project manager’s satisfaction, transfer of technology,
friendliness of environment, health and safety. The word “performance” involved all aspects
of the construction process. Performance as applied to on site activities was a broad, inclusive
term, encompassing four main elements, namely, productivity, safety, timeliness, and quality
(Oglesby, et al., 1989). Alarcon & Ashley (1992) have characterized performance, in a broad
definition, as seven criteria or elements on which management should focus its effort: effec-
tiveness, efficiency, quality, productivity, quality of work life, profitability, innovation. The
performance criteria of Construction Best Practice Panel (CBPP) for benchmarking are

(Thirty, 1997):
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*  Construction cost

*  Construction time

*  Predicted design cost

*  Predicted design time

*  Defects

*  Client satisfaction product
*  Client satisfaction service
*  Profitability

*  Productivity

*  Safety

Cooke-Davies (2002) noted that the distinction between project success — which cannot be
measured until after the project is completed, and project performance— which can be meas-
ured during the life of the project is also important. This study attempted to examine the pro-

ject success after project completion.

The measurement of the project success had no universal agreement. The indicators/criteria of
project success varied from project to project, from industry to industry and from people to
people. The indicators/criteria of project success for ‘mega project’ and ‘micro project’ were
different in the literature (Sohail and Baldwin, 2004; Long et al., 2004). Oya and Walter (2001)
discussed that the choice of performance measures, however, was influenced by project type
and industry classification. Cox et al., (2003) presented that the construction executive and
project manager displayed a substantial difference between their respective Key Performance
Indicators (KPI). In addition, the authors asserted that perceived KPIs vary depending on the
number of years of experience of the respondents and suggested that there existed a set of

common KPIs for all construction regardless of divisions. This study examines project suc-
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cess in the construction industry.

In Kerzner’s work, the author presented that in the 1960s, project success was measured en-
tirely in technical terms: either the product worked or it did not. In the 1980s, the following
definition for project success was offered. Project success was stated in terms of meeting
three objectives:

(1) Completed on time.

(2) Completed within budget.

(3) Completed at the desired level of quality. The quality of a project was commonly defined

as meeting technical specifications (Kerzner, 1998).

Chan and Chan conducted a comprehensive literature review of the measurement of construc-
tion project success from 1980s to 1990s, “Key Performance Indicators for Measuring Con-
struction Success” (Chan and Chan, 2004). In the early 1990s, at the project level, success
was measured by the project duration, monetary cost and project success (Navarre and Schaan,
1990). Time, cost and quality were the basic criteria to project success, namely the “iron tri-
angle” and they were identified and discussed in almost every article on project success, such
as that of Belassi and Tukel (1996), Hatush and Skitmore (1997), Walker (1995, 1996) and

Atkinson (1999).

In addition to these basic criteria, Pinto and Pinto (1991) advocated that measures for project
success should also include project psychosocial outcomes that refer to the satisfaction of in-
terpersonal relations with project team members. In the late 1980s, after the introduction of
TQM (Total Quality Management), a project was considered to be a success by not only
meeting the internal performance measures of time, cost and technical specifications but also
making sure that the project is accepted by the customer and resulted in customers allowing
the contractor to use them as a reference (Kerzner, 1998). Subjective measures such as par-

ticipants’ satisfaction level are known as “soft” measures. Wuellner (1990) suggested the in-
9



Chapter 2 Measurement and Determinants of Project Success

clusion of satisfaction as a success measure. Pocock et al. (1996) further suggested including
the absence of legal claims as an indicator of project success. This then calls for including
“safety” as a success indicator as well, since it is reasonable to expect that if accidents occur,
both contractors and clients may be subject to legal claims, as well as financial loss and con-

tract delay in the construction project.

Kometa et al. (1995) used a comprehensive approach to assess project success. Their criteria
include: safety, economy (construction cost), running/maintenance cost, time and flexibility to
users. When applied in more general definition to on site and off site activities project success
involved additional aspects. Songer and Molenaar (1997) considered a project as successful if
it is completed on budget, on schedule, conforms to user’s expectations, meets specifications,

attains quality workmanship and minimizes construction aggravation.

Shenhar et al. (1997) proposed that project success was divided into four dimensions based on
different project stages. The first dimension was the period during project execution and right
after project completion. The second dimension can be assessed shortly afterwards, when the
project has been delivered to the customer. The third dimension can be assessed after a sig-
nificant level of sales has been achieved (1-2 years). Finally, the fourth dimension can only be
assessed 3-5 years after project completion. Atkinson (1999) similarly divided project success
into three stages: the first stage was “the delivery stage: the process: doing it right”; the sec-
ond is “post delivery stage: the system: getting it right” and the last stage is “the post delivery
stage: the benefits: getting them right”. Lim and Mohamed (1999) believed that project suc-
cess should be viewed from different perspectives of the individual owner, developer, con-
tractor, user, and the public and so on. The authors proposed to evaluate project success from
both the macro and micro viewpoints. Sadeh et al. (2000) divided project success into four
dimensions. The first dimension was meeting design goals, which applies to contract that is
signed by the customer. The second dimension was the benefit to the end user, which refers to

the benefit to the customers from the end products. The third dimension was benefit to the
10
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developing organization, which refers to the benefit gained by the developing organization as
a result of executing the project. The last dimension was the benefit to the technological in-
frastructure of the country and of firms involved in the development process. The combina-

tion of all these dimensions gave the overall assessment of project success.

In 2000, Key Performance Indicators (KPIs) working group of the Department of the Envi-
ronment, Transport and the Regions presented a KPI report to UK’s Minister for Construction.
The purpose of the KPIs was to enable measurement of project and organizational perform-
ance throughout the construction industry (KPI Working Group, 2000). They proposed that
while individual organizations have been measuring their performance for many years, there
has been little consistency in the data, and the way it has been published. The report was an-
other step in rectifying this deficiency, which built on the foundation of Construction Industry
KPIs by detailing a comprehensive framework for measurement. The calculation methods of
the proposed KPIs were divided into two groups. The first group used mathematical formulae
to calculate the respective values, such as time, cost, value, safety and environmental per-
formance. The other group used subjective opinions and personal judgments of the stake-
holders. This group included the quality, functionality of building and the satisfaction level of
various stakeholders. A seven-point scale scoring system was adopted to measure these KPIs.

Figure 2.1 showed a graphical representation of the KPIs.

11
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Figure 2.1 KPIs for project success

Key Performance
Indicators (KPIs)

Objective Measures

= Construction time

= Speed of construction

=  Time variation

= Unit cost

=  Percentage net
variation over final
cost

=  Net present value

Subjective Measures

= Quality

=  Functionality

= End-user’s satisfaction

= Client’s satisfaction

= Design team’s
satisfaction

=  Construction team’s
satisfaction

= Accident rate

=  Environment Impact
Assessment (EIA)
Scores

Source: KPI Working Group, 2000

The above literature was reviewed concept by concept; the following Table 2.1 was the

chronological evolution of the measure of the project success. It presented the evolution of

project success measurement in the literature. After reviewed all these measurements, this

study adopted the most comprehensive and latest measurement, KPIs framework as the base

to come out the measurement of project success in this study.

Table 2.1 Chronological evolution of the measure of the project success

Year Name of the researcher Conclusions drawn from the study
1960s Kerzner (1998) re- <«+ Project success was measured entirely in tech-
viewed the 1960’s nical terms: either the product worked or it did

12
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1980s,

Early
1990s,

Late
1990s

study not.

Kerzner (1998) re- <«¢ After the introduction of TQM, a project was
viewed the 1960’s considered to be a success meeting the internal
study performance measures and external performance

« Distinguished project success (measured against
A. De Wit (1988) the overall objectives of the project) with project

management success

« The word “performance” involves all aspects of

Oglesby, Parker, and the construction process.
Howell (1989)

< Project success is stated in terms of meeting
Kerzner (1998) re- three objectives: Completed on time, within
viewed 1980’s study budget and at the desired level of quality.

Navarre and Schaan <%+ Success was measured by the project duration,
(1990) monetary cost and project success

Maloney (1990) +«+ The need for including each of the performance
aspects discussed above in the evaluation of
construction performance has discussed by Ma-
loney

Wauellner (1990) ¢ Inclusion of satisfaction as a success measure.

Alarcon and Ashley <+ Seven criteria or elements: effectiveness, effi-
(1992) ciency quality productivity, quality of work life,
profitability, innovation.

Pinto and Pinto <% Measures for project success should also include

(1991) project psychosocial outcomes which refer to
the satisfaction of interpersonal relations with
project team members.

Munns and Bjeirmi % The distinctions between project success and

(1996), project management success

Belassi et.al (1996), <+ Time, cost and quality are the basic criteria of

Hatush et.al (1997) project success, and they are identified and dis-

and Walker (1995, cussed in almost every article on project suc-

1996). cess, such as that of Belassi and Tukel (1996),
Hatush and Skitmore (1997) and Walker (1995,
1996).

13
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In
2000s

the

Atkinson (1999)

Baccarini (1999)

Pocock et al. (1996)

Kometa et al. (1995)

Songer and Molenaar
(1997)

Kumaraswamy and
Thorpe (1996)

Thirty (1997)

Shenhar et al. (1997)

Atkinson (1999)

Lim and Mohamed
(1999)

Sadeh et al. (2000)

The KPI Working
Group (2000)

AS

A

*,

-,

0

B3

)

Atkinson (1999) called time, cost and quality as
the “iron triangle”.

Project success is measured both in terms of
product (including facilities) success and project
management success.

Including the absence of legal claims as an in-
dicator of project success.

A comprehensive approach to assess project
success. Their criteria include: safety, economy
(construction cost), running/maintenance cost,
time and flexibility to users.

A project is successful if it is completed on
budget, on schedule, conforms to user’s expec-
tations, meets specifications, attains quality
workmanship and minimises construction ag-
gravation.

Included a variety of criteria in their study of
project evaluation. These include meeting
budget, schedule, and quality of workmanship,
client and project manager’s satisfaction, trans-
fer of technology, friendliness of environment,

health and safety.

The Construction Best Practice Panel (CBPP)
performance criteria for benchmarking.

Project success is divided into four dimensions.

Divided project success into three stages

Project success should be viewed from different

perspectives

Divided project success into four dimensions.

KPIs are divided into two groups.

14
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)

Oya and Walter <« The choice of performance measures, however,

(2001) is influenced by project type and industry classi-
fication.
Cooke (2002) « The distinction between Project success meas-

ured until after the project is completed, be
measured during the life of the project is also
important.

Cox et al (2003) « The indicators/criteria of project success for

D)

mega project and ‘micro project’ are different in
the literature

0‘0

Sohail et al. (2004) » The construction executive and project manager

displayed a substantial difference between their
respective Key Performance Indicators (KPI).
And perceived KPIs vary depending on the
number of years of experience of the respon-
dents and suggested that there existed a set of
common KPIs for all construction regardless of
divisions.
Source: author

2.2.2 Construction Prize Criteria of Project Success-Practice

International benchmark measurement for project success (KPIs) cannot be rigidly applied to
China’s construction industry because of the absence of unanimous KPIs in existing literature.
In order to identify the KPIs measurement in China’s context, the Luban and Great Wall
prizes’ criteria are reviewed as the practical measurement to project success because Luban
and Great Wall prizes are the most prestigious awards in China. Promulgated by Ministry of
Construction of China, the sole government authority that oversees the construction industry
in China, the Luban and Great Wall prizes are government award presented to successful pro-

ject winners.

15
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Luban Prize and Great Wall prize provided a set of criteria for measurement of successful pro-

ject (China Luban Prize Committee, 2000):

*  Project design is advanced and feasible, and conforms to the relevant national and indus-
try design standard. If project is at urban area, it conforms to the urban planning.

*  Project Construction conforms to national and industry construction standards, quality
level is good, achieving the domestic advanced level for similar projects.

*  The client has checked and accepted the completed project.

*  The project has no defects and potential quality problem within one year after the project
completion.

*  Construction site death accident rate is zero.

*  Apart from the above five criteria, industrial and transportation project’s technical and
economic indicators should accomplish the domestic advanced level in this specialty. Resi-
dential building and all facilities as a whole conform to the urban planning and environmental
protection etc., standards and regulation. All facilities are complete. All sub-projects’ quality

is good. The occupant rate is up to 40%.

2.2.3 Project Success Measurement of This Study

Table 2.2 presents the comparison of the project success definition of international literature
and China’s practical measurement, Luban and Great Wall prizes. It depicts summary of pro-
ject success measurement in literature review and China project success measurement in the

context of practice. The purpose is to select KPIs of this study.

In practice, a product success project can have poor project management performance. For
16
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instance, the North Sea Oil development projects in the 1970s suffered substantial cost and

time overrun (Baccarini, 1999) but were considered the product success. This study incorpo-

rated the time and cost as the indispensable indicators of the Key Performance Indicators. In

addition, the common criteria, international literature criteria and China’s criteria will be se-

lected as the measurement of the project success of this study. These common indicators are

quality, client satisfaction, health and safety.

Table 2.2 The comparison of the project success definition of international benchmark and
China’s Luban and Great Wall prizes

Project success Literature ILuban and Great [This study
criteria 'Wall prizes
Of China
Time N V
Cost N V
Quality N V V
Client Satisfaction N v v
According to national design and V

construction standard

Special requirement for industrial and V
residential project

Client Changes N
Business Performance N
Health and Safety N N v

Source: author

According to Chan and Kumaraswamy (1997) and Naoum (1994), speed of construction is

defined as the measurement of construction time. Speed of construction (K1) is a relative time,

17
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which is defined as gross floor area divided by the construction time.

Cost is not only confined to the tender sum, it is the overall cost that a project incurs from

inception to completion, which included any cost arising from variations, modification during

construction period and the cost arising from the legal claims, such as litigation and arbitra-

tion and administrative fee (Sohail and Baldwin 2004, KPI Working Group 2000, Thirty

1997). Unit cost (K2) is a measure of relative cost and is defined as the final construction

cost divided by the gross floor area. Cost Variation (K3) is a ratio of final construction cost

minus contract sum divided by final construction cost.

Quality score (K4) is another criterion that was repeatedly cited by previous researchers (So-

hail and Baldwin 2004, KPI Working Group 2000, Songer and Molenaar 1997). Luban and

Great Wall prizes’ evaluation committee has published a guideline on how to evaluate the

quality score, which is the average score of the structure, the architecture work, the decoration

work and other components, such as M&E works (Beijing Construction Quality Management

Society, 2004).

In addition, health and safety in terms of construction site death accident rate (K5) and client
satisfaction (K6) are another two KPIs of this study. Client satisfaction is measured on the
Likert scale from 1 to 5, meaning client is either very unsatisfied to very satisfied. However,
as all the Luban and Great Wall project have zero death accident rate so K5 will not be stud-

ied in this study. Only five KPIs are investigated.

18
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2.3 The determinants of project success

2.3.1 Project Success and Project Management Success

Section 2.2 discussed the project success measurements, which are dependent variables and
Section 2.3 examined the determinants of project success, which are independent variables.
In the literature, the project success measurement evolved from traditional iron triangle to
multiple dimension, three stages, micro, macro point of view, and subjective and objective
measurement. Munns and Bjeirmi (1996) used the concept project management success and
identified the distinctions between project success and project management success. Their
study examined how the objectives of project and project management were different, and
how the emphasis of project management was towards achieving specific, and short-term tar-
gets compared to the wider aims of a project, and also highlighted the overlap that exists be-
tween project and project management, and the confusion that can arise from the common use
of these terms. Baccarini (1999) insisted that project success is measured both in terms of
product (including facilities) success and project management success. Product success deals

with the project’s product and project management success deals with the project process.

Another criterion is based on time dimension. Project management success would include the
obvious indicators of completion to budget, satisfying the project schedule, adequate quality
standards, and meeting the project goal (Munns and Bjeirmi (1996), Baccarini (1999)). Pro-
ject management success is short term while project success is long term and often com-
mented on at the end of the project management phase. Project management ends when pro-

ject delivery is finished and handed over to client.

19
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The objectives of project success and project management success were often intertwined. For

example 'completion to budget' might be placed alongside 'profitability' as objectives. Project

management success measurements were common across all projects and are easy to measure

quantitatively. Many of the project objectives will tend to be either qualitative or not easily

measured (Munns and Bjeirmi 1996). Wit (1988) distinguished project success (measured

against the overall objectives of the project) with project management success (measured

against the widespread and traditional measures of performance against cost, time and qual-

ity). The former is success criterion and the later is one of the success factors. Project man-

agement is purely a subset of the project as a whole.

The techniques of project management may help to ensure a successful implementation of the

project. The project management could not have prevented the failure of the project. Many

factors out of control of the project management scope might contribute to the failure of the

project. Project management is the application of knowledge, skills, tools and techniques to

project activities to meet project requirement (Project Management Institute Inc (PMI), 2004).

Project management is “soft” and intangible assets. Therefore, within project stakeholders

including client and project team (PMI, 2004) projects are also being considered as an arena

for learning; the uniqueness of projects makes each rich in opportunities for personal and or-

ganizational learning (Ays,1996; Keegan and Turner, 2001; Lundin and Midler, 1998).

In the literature, the critical success factors for achieving a fully developed project manage-
ment system were grouped by the stages of the project life cycle (Kerzner, 1998). Chan (Chan

and Chan, 2004) conducted a thorough literature review for seven major journals in construc-
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tion field for determinants of construction project success, Critical Success Factors (CSFs).
Five major groups of independent variables, namely project-related factors, project proce-
dures, project management actions, human related factors, and external environment were
identified as crucial to project success. Belassi classified the factors into four areas, they are
factors related to the project, factors related to the project manager and the team members,
factors related to the organization, and factors related to the external environment. The
framework suggested not only brings advantages by grouping critical factors, but also helps
project managers understand the intra-relationships between the factors in different groups
(Belassi & Tukel, 1996). A hierarchical model for construction project success was presented,
where success was determined by a variety of factors pertaining to four main project aspects,
namely, project characteristics, contractual arrangements, project participants, and interactive
processes in study (Chua et. al, 1999). The CSFs of similar nature in terms of the contribu-
tions to different project objectives (cost, schedule, quality performance) were logically

grouped into one cluster to facilitate pairwise comparisons during the survey.

There are various grouping methods for CSFs depending on the research objectives. This
study classified the determinants of Project Success into two groups, project management
(PM) characteristics and non-project management (non PM) characteristics. This is because
project management arena is rich for learning and research. Non project management charac-
teristics are those factors which do not subject to project delivery team’s control and are de-
termined before the construction process, for example the project type and size, the selected
project team’s characteristics like their experience. Project management characteristics are
those factors which could be under the control of the project management team during the
construction process. Classifying CSFs into PM and non PM group will be helpful for future

studies in developing project management strategy decision system.

In order to identify the CSFs in China’s project context, the purpose here is not to come up

with all possible critical factors that might affect project success, which would be very diffi-
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cult, if not impossible, but to focus on the research scope: i.e. during construction stage. Fo-
cused on the project construction stage, the purpose of research is based on the CSFs to esti-
mate the project KPIs. Only relevant CSFs were investigated in this study. It is also the inten-
tion of this study to clarify what should be considered as critical factors, and their effects
which lead to project success or failure. For the non-project management group, it is divided
into six sub-groups (F1-F6) and the project management CSFs (F7). The following part ex-

amines the relevant literature of CSF and the measurement.

2.3.2 Determinants of Project Success in This Study -Non-Project Man-

agement Factors

The client related factors are: 1) type and experience, 2) knowledge of construction project
organization, 3) project finance, 4) client confidence in the construction team, 5) owner’s con-
struction sophistication, 6) well-defined scope, 7) owner’s risk aversion, 8) client project
management (Chan and Chan 2004; Chan and Kumaraswamy 1997; Songer and Molenaar
1997; Dissanayaka and Kumaraswamy 1999; Belassi and Tukel 1996; Naoum, 1994;
Rowlinson 1988). This study measures the client relevant factors in nominal or ordinal scale.

Table 2.3 presents the client related CSFs.
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Table 2.3 Coding system for client related CSFs

Client characteristics (F1)

CSFs

Measurement of this study

Client types (C1)

The funding source of project is public (1) or private (2) or mix source

3.

Client experience
(€2

The number of similar buildings they had commissioned in the past.
Those with no previous experience are given a low score of L (or rank
3). Those with some previous experience involved with one or two
buildings are given M (or rank 2), and those have considerable experi-
ence (involved more than 2) are given H score (or rank 1).

Client’s contribu-
tion to construc-
tion process (C3)

Client unsupportive is cored L (or rank 3), medium is given M (or rank
2), and highly supportive is given H score (or rank 1). During the course
of data collection, the respondents who are project managers of Luban
and Great Wall prizes gave their subjective judgment for client contribu-
tion.

Client criteria
(C4)

Client prioritises the three criteria: time, cost and quality. Low construc-
tion cost (1); quick construction (2); high construction quality (3); two
of these criteria (4), all criteria (5).

Source: author

The designer related factors include the designer’s experience and variation frequency (Kelly,

et al. 2003; Chan and Kumaraswamy 1997; Naoum, 1994). Table 2.4 presents the designer

related CSFs of this study.

Table 2.4 Coding system for designer related CSFs

Designer characteristics (F2)

CSFs

Measurement of this study

In house/outside
designers (C5)

In-house is (1), outside is (2).

Designers experi-
ence (C6)

In the same way as the experience of clients.

Designer’s times
of and significant
change orders
variations (C7)

The designer’s times of significant change orders variations, more than
two times scored H (Rank 1), two times scored M (Rank 2), less than
two time scored L (Rank 3).

Source: author

Contractors related variables contain contractors’ experience and their performances (Kelly, et
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al. 2003; Dissanayaka and Kumaraswamy 1999; Chan and Kumaraswamy 1997; Naoum,

1994). Table 2.5 presents the contractor related CSFs of this study.

Table 2.5 Coding system for contractor related CSFs

Contractor characteristics (F3)

CSFs Measurement of this study
Contractors ex- In the same way as the experience of clients.
perience (C8)

Source: author

Project related factors were identified by a number of researchers (Walker, 1995; Songer and
Molenaar 1997; Belout 1998; Chua et.al. 1999; Dissanayaka and Kumaraswamy 1999;
Naoum, 1994; James and Wong 2005). Table 2.6 presents the project related CSFs of this

study.

Table 2.6 Coding system for project related CSFs

Project characteristics (F4)

CSFs Measurement of this study
Building work New (1) or refurbishment (2).
types (C9)

Project size: was Those less than RMB 3.6 million and 3000 sqm are regarded as small
defined by build- | project (rank 3) RMB $8.4 million and 7000 sqm are regarded as normal
ing cost (C10) and | size projects (rank 2) and those larger than the boundary as the large pro-
gross floor area in | ject (rank 1).

square meter.

The attributes Project manager subjective judgment using the Likert scare from 1 to 5,
used to measure very complex (5), very incomplex (1).

this factor were
listed as follow-
ing: Project com-
plexity (C11)

Source: author

Naoum, (1994) presented that contract relevant factors are important to project success. A
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number of studies identified the importance of procurement factors (Pocock et al., 1996, 1997;
Walker, 1996; Dissanayaka and Kumaraswamy, 1999 Walker and Vines, 2000). Table 2.7

presents the procurement and contract related CSFs of this study.

Table 2.7 Coding system for procurement and contract related CSFs

Procurement and Contract Characteristics (F5)

CSFs Measurement of this study

Contract proce- Open tendering (1), competitive selected tendering (2), and negotiated
dure (C12) contracts (3).

Procurement Traditional approach (1), Design and Build approach (2), management
method (C13) approach (3).

Source: author

Various study supported economical, political social environment as factors affecting project
success (Walker and Vines 2000; Chua et.al. 1999; Songer and Molenaar 1997; Naoum, 1994)
further described “‘environment” as all external influences on the construction process, in-
cluding social, political, and technical systems. The attributes used to measure this factor are
economic environment, social environment, political environment, physical environment, in-
dustrial relation environment, and level of technology advanced. However, this study exam-
ines the projects in Beijing, China. Therefore, except the climate and the underground utilities,
other factors like the social, political, economical factors are same for all projects and hence

not being discussed in this study. Table 2.8 presents other CSFs of this study.
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Table 2.8 Coding system for other CSFs

Other factors (F6)

CSFs Measurement of this study

Obstruction due L (rank 3) M (rank 2) and H (rank 1). The measurement is to ask the re-
to underground spondent’s subjective opinion on climate and underground situation.
utilities and or
inclement weather
(act of god) (C14)

Source: author

2.3.3 Determinants of Project Success in This Study -Project Management

Factors

Project management action is a key for project success. Many factors related to the skills and
characteristics of project managers and team members were proposed for the successful com-
pletion of projects (Hubbard, 1990; Belassi and Tukel, 1996). Then, the variables in project
management included adequate communication, control mechanisms, feedback capabilities,
troubleshooting, coordination effectiveness, decision making effectiveness, monitoring, pro-
ject organization structure, plan and schedule followed, and related previous management ex-
perience (Belout ,1998; Chua et. al, 1999; Walker and Vines, 2000). In their recent study,
Pinto and Slevin demonstrated the importance of selecting project managers who possess the
necessary technical and administrative skills for successful project (Pinto and Slevin, 1989).
Chan presented that project management (Chan and Chan, 2004) includes communication
system, control mechanism, feedback capabilities, planning effort, organization structure,
safety and quality assurance program, control of subcontractors’ works, and finally the overall

managerial actions.

Project management CSFs are those CSFs occurs during construction stage because the re-
search scope of this study was delimited to construction stage. Project management is the ap-
plication of knowledge, skills, tools and techniques to project activities to meet project re-

quirements. The project management process is the plan-do-act-check cycle. This cycle is
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linked by the results from one stage of the cycle as the input of another stage. E.g. ‘plan stage’
is linked to the input of ‘do’ stage. And it becomes a closed loop cycle (Project Management

Institute (PMI), 2004).

In construction industry, it is encouraged to conduct project scope management at the very
early stage of the project. Previous research has shown that increased levels of scope defini-
tion during the early planning, or pre-project planning phase of a project can greatly improve
the accuracy of cost and schedule estimates as well as the probability of meeting or exceeding
project objectives (Griffith and Gibson 1995, Hackney 1992; Hamilton and Gibson 1996;
Merrow 1988; Merrow et. al.1981). In China, the Code of Construction Project Management
(GB/T 50326-2005) issued by Ministry of Construction included complete project manage-
ment standards which cover all aspects of construction project management (Ministry of Con-

struction, 2005).

The Code of Construction Project Management provided a reference for this study to examine
the project management CSFs in China’s context. This code included sixteen aspects of pro-
ject management: project scope management; project management planning; project man-
agement organization; project manager responsible system; project contract management;
project purchasing management; project schedule management; project quality management;
Occupational Health and Safety Assessment Series management; project environment man-
agement; project cost management; project resource management; project information man-
agement; project risk management; project communication management; project completion

management.

According to the literature (Belout 1998; Chua et al. 1999; Walker and Vines 2000; Sidney,
2002; Chan and Chan, 2004) and the Code of Construction Project Management, project
management planning comprises two major components: one is general outline of the project

management plan; another is the implementation of the project management plan. The general
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outline of the project management plan is worked out at very early stage of the project. After
preparing bidding and the construction contracting, the employer proceeds to select the con-
struction project manager. The nominated project manager accepts the employer’s appoint-
ment and organizes the project management team. The project management team is responsi-
ble to work out the implementation of the project management plan. The construction project
management will be executed based on the implementation of the project management plan

during the construction process.

This in-depth description of construction project management practice provided specific set of
project management knowledge in China’s construction industry. Construction project man-
agement involved many aspects. Investigating every aspect of project management, if it is not
impossible, will be very difficult. Therefore, this study will focus on the investigation of the

implementation of project management planning during the construction stage.

This study will examine the implementation of project management plan as the scope. Six
aspects of the implementation of the project management plan were explored: construction
deployment, construction plan, construction schedule plan, resource supply plan, construction
preparation plan, technology management plan. Table 2.9 depicts the project management

CSFs of this study.

Construction deployment contains five parts: project quality, schedule, cost and safety objec-
tive; the input human resource, the maximum and average people number; sub-contracting
plan, labour using plan, material supply plan, equipment and plan supply plan; construction

procedure; project management general arrangement.

Construction plan includes five components: construction consequence and flow; construction
phase setting off; construction methods and plant selection; safety construction design; envi-

ronment protection content and methods.
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Construction scheduling plan comprises the general construction schedule plan and unit pro-
ject scheduling plan. Resource demand plan was constitutive of five different resource de-
mand plans: labour, primary material and turn over material, plant, prefabricated articles,

large-size equipments and facilities.

Construction preparation plan consists of six aspects preparation: the construction preparation
organization and schedule; technology preparation and quality plan; construction site plan;

construction team and management team; material; finance.

Technology management plan is the technology, organization, finance and contract ways to
ensure the achievement of project management objective from the technology aspects. It en-
sures the achievement of the schedule, quality, safety, cost, quarter construction, and envi-
ronment and civilization construction objectives. The following parts elaborate how the pro-

ject management CSFs are measured in this study.
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Table 2.9 Coding system for Project Management CSFs

Project management planning (F7)

CSFs

Measurement of this study

Project manage-
ment team organi-
zation (C15)

Organized in the streamline structure; the major project construction
function team is under the direct level of the project manager, yes (2)
no (1). The major project construction function is the quality team,
material team and finance team etc.

Project manage-
ment team works
out the schedule
plan (C16)

On the daily based (3), weekly based (2), and monthly based (1).

The main contrac-
tor and subcontrac-
tor’s communica-
tion (C17)

The subcontractor’s meeting is daily based (2) or fix period meeting
not daily based (1).

The effectiveness of
the construction

structure and installation part work is consequential but if the schedul-
ing of these two parts has the overlap, it is effective. Alternative meas-

scheduling (C18) urement is the application of the CPM to shorten the construction dura-
tion: yes (2) no (1).
The labour (skilful | day per square meter (divided by the Gross Floor Area (GFA))

worker) input man
a9

The major material
(Steel) consumer

kg /per square meter (divided by the GFA).

(C20)

The construction the administration work preparation (the construction work permis-

preparation (C21) sion); the technology work preparation (construction drawing familiar,
preparation of the standard, preparation for the measurement and ex-
periment etc.);  the site preparation (Construction Equipment, Tem-
porary Works, water/electricity preparation); the supply of the plant,
materials and goods preparation. The number of all the above prepara-
tions: all (3), any three (2), any two or one (1).

The technology The measurement; experiment; documentation; development technol-

management (C22)

ogy management objective; the technical methods to save cost; promo-
tion of the new technology; quantify management and other technology
management. The measurement scale of this indicator is ordinal. There
are 8 aspects of this variable. Hence achieving all aspects will be given
the highest ranking (1), and correspondingly achieving any six or five
aspects will be given the second rank (2), and achieving four or less
aspects will be given the third rank (3).

The system to en-
sure achievement of
quality objective
(C23)

Have the organization guaranty system for example, the ISO 9002 or
any other third party certificate system for quality guaranty Yes (2),
No(1).

The quality man- The quality objective is high standard or not. The planning the quality

agement (C24) score is 95% or above (3), medium level is 80% or above (2), low level
is less than 80% (1).

Building types Public —used buildings complex (1), industrial (2), commercial (3),

(C25) residential (4).

Source: author

30




Chapter 2 Measurement and Determinants of Project Success

2.4 Chapter summary

This chapter addressed the research framework, i.e. dependent and independent variables of
this study: KPIs and CSFs. It reviewed the literature and measurement in the practice and
hence selected the KPIs and CSFs of this study. In the literature, the project success meas-
urement evolved from traditional iron triangle to subjective and objective measurement. This
study used KPIs to measure the project success with the consideration of international litera-
ture and China’s practical measurement to project success, i.e. Luban Prize and Great wall
prize criteria. Chan conducted a thorough literature review for seven major journals in con-
struction field for determinants of construction project success and presented the term Critical
Project Success Factor (CSFs) with respect to project success in the context of construction
project (Chan and Chan, 2004). The determinants of project success were classified into two
groups and seven sub groups. They were the non project management characteristics group

and project management characteristics group.
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Chapter 3 A Review of Case-Based Reasoning

3.1 Introduction

This chapter addresses the concept and application of Case-Based Reasoning (CBR). Re-
viewing the origin and the development of CBR as a branch of the Artificial Intelligence (Al)
is for the purpose of introducing the concept of CBR with other Al techniques. The applica-
tion of CBR is presented in two parts. First part is its general application and second part is its
application in construction management and economics. The proposed CASE_PMP and all its
components are discussed in the last section. The concept and application of CBR utilized by

CASE_PMP is addressed and justification is provided.

3.2 Case-Based Reasoning concept

3.2.1 Artificial Intelligence and Case Based Reasoning

Artificial Intelligence (Al) is the science and engineering of making intelligent machines, es-
pecially intelligent computer programs. It is related to the similar task of using computers to
understand human intelligence, but Al does not have to confine itself to methods that are bio-
logically observable (McCarthy, 2004). The development that took place in the field of Al and
related topics can be classified into eight specialized branches: the Problem Solving and
Planning, Expert Systems, Natural Language Processing, Robotics, Computer Vision, Learn-
ing, Genetic Algorithms, Neural Network (Krishnamoorthy, 1996). Another description of the
main topic of Al was that it includes knowledge representation, formalization of general rea-
soning machineries, diagnosis, planning, learning, search, vision and natural language system
(Henri, 1998). In the early 1950s, Herbert Simon, Allen Newell and Cliff Shaw conducted
experiments resulted in a program called Logic Theorist, which consisted of rules of already
proved axioms in writing programs to imitate human thought processes. This was a major step

in the development of Al. Newell, Shaw and Herbert developed a program called General
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Problem Solver (GPS) in 1959 that could solve many types of problems. It was able to prove
theorems, play chess and solve complex puzzles (Newell, et al., 1960, Newell et al.1963).
Indeed, much research has been done in cognitive psychology to try to report the rules that
human beings, especially experts, follow as a model of their thinking in various domains

(Newell et al., 1958, Newell et al., 1972).

Some different views exist in the knowledge acquisition of Al field. Instead of developing the
program using the rules, the earlier Al techniques, namely Rule-Based models, solve the
problems not by generalizing rules but by a memory of stored cases recoding specific prior
episode (Leake, 1996). New solutions are generated not by chaining of the rational rules, but
by retrieving the most relevant cases from the memory and adapting them to fit the new situa-
tion. This idea is motivated by the cognitive science. There are five ways of knowledge ac-
quisition, namely rational, emotional, subconscious, physical, and non conscious. No system
consisting of simple rules will work in modelling the mind. A system of rules could be devel-
oped to model the conscious mind; modelling non conscious mind presents other problems
(Schank, 1999). The basic unit of knowledge here was not rule but case (Slade, 1991).
Case-based reasoning (CBR) viewed intelligence as depending upon knowledge that is not
rationally known to the problem solver. CBR is not necessarily a conscious process. Since
CBR depended on reminding, it has the same properties as the reminding process. Sometimes
we are vividly reminded and other times we don’t sense that we are reminded at all. (Schank,

1999).

CBR is now a mature sub field of artificial intelligence (Leake, 1996). The fundamental prin-
ciples of CBR have been established and numerous applications have demonstrated its role as
a useful technology. Recent progress has also revealed new opportunities and challenges for
the field. Figure 3.1 shows the branches of the Al and the relationship of CBR with these

branches.
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Figure 3.1 Relationship of Branches of AI and CBR
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3.2.2 Case Based Reasoning Concept

The CBR works by recalling what has happened in the past in the similar situations rather
than by projecting what would work in the future (Hammond, 1986). CBR provided many
advantages to problem solving in a knowledge-based environment (Kolodner, 1993). It was a
major paradigm in automated reasoning and machine learning. In CBR, a reasoner solves a
new problem by noticing its similarity with one or several previously solved problems and by
adapting their known solutions instead of working out a solution from scratch. In many as-
pects, CBR is a problem solving method different from other Al approaches. In particular, in
addition to using general domain dependent heuristic knowledge like in the case of expert
systems, it is able to use the specific knowledge, previously experienced, problem situations.

Another important characteristic is that CBR implies incremental learning since a new ex-

perience is memorized and available for future problem solving each time a problem is solved.
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CBR is a powerful and frequently used way of human problem solving. Results from cogni-

tive psychology have shown its psychological plausibility (Ramon, 2001).

Aamodt and Plaz described a Case-Based Reasoning as a cyclic process comprising "the
4R’s": Retrieve, Reuse, Revise and Retain (Aamodt and Plaza, 1994), that is:

1. RETRIEVE the most similar previously experienced case or cases

2. REUSE the information and knowledge in the retrieved case(s) to solve the new problem

3. REVISE the solution

4. RETAIN the parts of this experience that are likely to be useful in the future by incorporat-

ing it into the case base.

More specifically, Ramon presented that the case based reasoning include four components
(Ramon, 2001). They were index and retrieval system, memory organization, adaptation and
evaluation, forget, integration with other techniques, and uncertainty, imprecision and incom-
pleteness. The most basic problems in CBR are the retrieval and selection of cases since the
remaining operations of adaptation and evaluation will succeed only if the past cases are the
relevant ones. Another basic problem is that of memory organization. Good indexing is not
enough when the case memory is large. Good organization of the memory is necessary be-
cause a simple linear organization, like a list, is very inefficient for retrieval purposes (Watson
and Perera, 1997). The basic idea is to organize specific cases which share similar properties
under a more general structure called ‘generalized episode’ (GE). A GE contained norms,
cases and indices. Norms are features common to all cases, indexed under a GE, and indices

are features which discriminate between cases of a GE.

A good adaptation of old cases to fit the new case can reduce significantly the amount of work
needed to solve it (Hammond, 1986, Sycara, 1987). Even assuming that the basic problems of
retrieval and indexing have been solved there is still an additional, somehow unexpected,

problem resulting from an uncontrolled growth of the case memory which may result in the
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degradation of the performance of the system, as a direct consequence of the increased cost in
accessing memory. Existing approaches to this problem included: storing new cases selec-
tively (for example only when the existing cases in memory lead to a classification error) and
deleting cases occasionally (Kibler and Aha, 1988), and incorporating a restricted expres-
siveness policy into the indexing scheme, by placing an upper bound on the size of a case that
can be matched (Francis and Ram, 1993). In some application domains there is a need to
combine CBR with other reasoning techniques such as model-based or rule-based reasoning.
Some examples are: JULIA (Hinrichs, 1988), integrating CBR and constraints for design
tasks; Karacapilidis et al integrated CBR and argumentation-based reasoning to address group
decision making processes (Karacapilidis et al., 1997). Uncertainty, imprecision and incom-
pleteness are problems that pervade the CBR reasoning process. Uncertainty and imprecision
are presented in the semantics of abstract features used to index the cases, in the evaluation of
the similarity measures computed across these features, in the determination of relevancy and
saliency of similar cases, and in the modification rules used in the solution adaptation phase.
Incompleteness is also presented in the partial domain theory used in indexing and retrieval,
in the (usually) sparse coverage of the problem space by the existing cases, and in the de-

scription of the problem.

In Faltings’s work (Faltings, 1997), the author used probability theory to model the uncer-
tainty associated with the main assumption of CBR to similar problems corresponding similar
solutions. He showed that even if that assumption was not met for particular instances, it was
correct on the average. In Rodriguez’s work (Rodriguez et al., 1997), the authors proposed a
Bayesian network modelling for CBR. Their model uses two networks, one for ranking cate-
gories, and another for identifying exemplars within categories. This view leads to the notion
of modelling similarities by conditional probabilities. Therefore it computed the probability of
an exemplar given the features to classify a new case. Probability theory cannot however
model imprecision easily. Fuzzy logic provides better techniques to deal with imprecision.

Figure 3.2 depicts the process cycle of CBR from a well known authority and one of the foun-
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ders of CBR technique (Aamodt and Plaza, 1994).

Figure 3.2 Process cycle of CBR
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3.3 Case based reasoning applications

3.3.1 CBR General Applications

CBR has been applied to three aspects, problem-solving tasks; interpretive tasks; and as a re-

trieval tool to augment people’s memories, aid in decision making, and teaching (Leake,

1996).

CBR has been applied to a wide variety of problem solving tasks, including planning, diagno-

sis, and design. In each of these tasks, cases are useful in both suggesting solutions and in

warning of possible problems that might arise. In design, problems are defined as a set of con-
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straints, and the problem solver is required to provide a concrete artifact that solved the con-
straint problem. Several problem solvers have been built to do case based design. CYCLOPS
(Navinchandra, 1988) use case based reasoning for landscape design. KRITIK and KRITIK2
(Goel 1989, Goel and Chandrasekaran 1989; Stroulia et al. 1992) combined case based with
model based reasoning for design of small mechanical and electrical devices. CBR can ad-
dress many of these planning issues. PLEXUS (Alterman 1986, 1988) program that adapted
knowledge about riding a subway to other tasks was able to do execution-time repairs by
adapting and substituting semantically-similar steps for those that have failed. CHEF ad-
dressed the problem of anticipating difficulties before execution time by learning from the
problematic experiences. TUCKER (Marks, Hammond, and Converse 1989) was an errand
running program that keeps track of its pending goals and was able to take advantage of op-
portunities that arise that allow it to achieve goals earlier than expected. In diagnosis, a prob-
lem solver was given a set of symptoms and asked to explain them. PROTOS (Bareiss 1989a),
which diagnosed hearing disorders, was designed to ensure that this happens in an efficient
way. In PROTOS’ domain, many of diagnoses manifested themselves in similar ways, and
only subtle differences differentiate them. A novice was not aware of the subtle differences;
experts were. PROTOS began as a novice, and when it made mistakes, a ‘teacher’ explained
its mistake to it. As a result, PROTOS learned these subtle differences. As it does, it left dif-
ference pointers in its memory that allowed it to move easily from the obvious candidate di-

agnosis to the correct one.

Interpretive case based reasoning was used for tasks such as classifying a new situation in
context, showing cause or demonstration of rightness of an argument, position, or solution, or
predicting the effects of a solution. PROTOS provided an example. Rather than classifying
new hearing disorders using necessary and sufficient conditions, PROTOS did classification
by trying to find the closest matching case in its case base. Adversarial reasoning means mak-
ing persuasive arguments to convince others that our positions are right. A program called

HYPO (Ashley and Rissland 1987b, Ashley 1990) modelled the argumentation lawyers do.
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HYPO not only determined which cases are most similar to its new situation, but it also used
its cases to create cogent and coherent arguments in support of some position or other. HY-
PO’s method for creating an argument in support of some position had several steps. The new
situation was first analysed for relevant factors. Based on these factors, similar cases were
retrieved. They were positioned with respect to the new situation. Some supported the situa-
tion and some went against it. Projection, the process of predicting the effects of a decision or
plan, was an important part of the evaluative component of any planning or decision making
scheme. For example, SCIED (Chandler 1994, Chandler and Kolodner 1993) used similar
methods to help teachers make science activities work for their classrooms. SCIED is an ap-

plication of projection.

Psychologists have found that people are comfortable using cases to make decisions (Ross
1989a, 1989b, Klein and Calderwood 1988, Read and Cesa 1991) but do not always remem-
ber the right ones. The computer was used as a retrieval tool to augment people’ memories
and to alleviate this problem. Teaching strategies and build teaching tools that teach based on
good examples were also the applications of the CBR (Kolodner et al. 1996). If people were
comfortable using examples to solve problems and knew how to do it well, then one of re-
sponsibilities as teachers might be to teach them the right example and effective ways to in-
dex them. The teaching methodology called problem based learning held much in common
with CBR and is based on this notion. These above applications of the CBR embodied the
extensive usage of this technique in various fields and industries and the latter part of this
chapter will investigate the application of CBR in construction management and economics

area.

3.3.2 CBR Applications in Construction Management and Economics Area

Recent research demonstrated the potential benefits of CBR in construction management and

economics and its superior performance over other Al and traditional prediction techniques.
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Further exploring CBR’s capability in the construction management and economics domain
was a worthwhile task because CBR applications are becoming popular in the fields of con-
struction management and economics and civil engineering (Tah et, al., 1999). In Yau’s study,
the application of CBR in construction management area has been extensively reviewed and
summarized. The author presented the various applications of the CBR in the life cycle of the
construction project. For example, the risk analysis in the feasibility study, project design,
cost and duration estimation in the conceptual planning stage, and selection the contractor’s
and bid price prediction and prepare the bidding document at the procurement and contracting
stage, site layout, schedule generation and control, time and cost control, quality control,
safety inspection, resource management, operation management, dismantle and rebuild man-
agement (Yau and Yang, 1998). This study presented the CBR application in construction

management and economics in terms of the function of the CBR.

In the area of design there have been a number of CBR models developed, including: CA-
SETOOL, a system for bridge design (Kumar and Krishnamoorthy, 1995) and BRIDGER, a
system to aid the conceptual design of cable-stayed bridges (Reich and Fenves, 1995). Falt-
ings et al. (Fatlings, 1997) and Shih (Shih, 1991) applied CBR to architectural design, and
Flemming (Flemming, 1997) and Rivard et al.(Rivard et al., 1988) addressed building design

issues.

In the area of planning, Tah et al. created CBRidge Planner to aid the planning of highway
bridge projects (Tah et al., 1999). Another planning model, CasePlan was developed for
scheduling and planning boiler erection by Dzeng and Tommelein (Dzeng and Tommelein,
1997). All of these CBR models and systems design or plan but do not predict. In the more
recent past, CBR has been used successfully in prediction and estimation problems (Morcous,

1999).

Some examples of the few applications of CBR to prediction and estimation are Arditi and
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Tokdemir to predict the outcome of construction litigation; Yau and Yang developed a model
to estimate construction duration and costs of building construction projects (Arditi and Tok-
demir 1999a,b; Yau and Yang 1998). Yau and Yang also proposed a CBR’s application in the

time and cost estimation of the construction project (Yau and Yang, 1998).

In the decision making area, Chua presented a case based reasoning approach in bid decision
making (Chua et al., 2001). The objective of this system was to propose a bid markup level to
the decision maker on the basis of past experience. Past bid cases were stored in the case base
or case library. Factors that the decision maker considered to be significant determinants of
the bid markup are built into the system as the domain knowledge. Another piece of work of
Chua was a decision support system prototype for contract strategy formulation using the
case-based reasoning approach. The prototype was called CB-Contract (Chua and Loh 2006).
Beliz (Beliz, et al., 2006) proposed a case-based reasoning decision support tool which is
constructed to demonstrate how experiences of competitors in international markets may be
used by contractors, to support international market selection decisions. Two hundred and
fifteen cases from the Turkish construction industry have been used to build the model,
namely CBR-INT. The above four function areas in the construction management and eco-
nomics signified the emerging use of CBR and the next section will introduce the CBR ap-

proach used in this study.

3.4 Proposed CASE_PMP system

3.4.1 Why CBR

Having reviewed the CBR concept and its applications in various areas especially in con-
struction management and economics field, this study adopts CBR to establish the link be-
tween KPIs and CSFs. There are three reasons. Firstly, CBR is an advanced Al branch for
quantitative model. Recent research demonstrated the potential benefits of CBR in construc-

tion management and economics and, in one study, its superior performance over other Al and
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traditional prediction techniques. Yau and Yang did an evaluation of CBR and other Al tech-
nologies, particularly rule based expert systems (ESs) and neural networks (NNs). ESs can be
applied in experience-orientated and knowledge-intensive domains. ESs cannot learn and
have extremely limited tolerance of incomplete input information when default values in the
system are inadequate for the new problem. NNs are particularly appropriate for pat-
tern-recognition problems but they are based on numerical computations designed to adjust
neuron weights in the net, thereby limiting the input and output to purely numerical figures. In
NNs, the knowledge base in a trained net is deemed a “black box,” since it is represented in a
series of numerical vectors that can not be understood by human. Furthermore, NNs must
have a large body of data sets for training, and their problem-solving structure is normally
defined by varying the number of layers and number of layers and the number of neurons in
each layer. In CBR, the knowledge base is represented by previous cases. Notably, if new
cases are incorporated, the case base can be easily updated. CBR retrieve cases and ranks
them on the basis of the user-defined similarity function. As long as the input information
generally fits into the similarity function, CBR does it retrieval. Therefore CBR is more tol-
erant of incomplete information (Yau and Yang 1998). Arditi and Tokdemir developed a CBR
model and neural networks for same problem solving and found that CBR model predicted
the outcome of construction litigation more accurate than neural networks (Arditi and Tok-
demir 1999b). In addition, CBR has the ability to harness limited data set to do self training
and establish the weights of independent variables with higher accuracy compared with the

other traditional model techniques such as regression (Leake, 1996).

Secondly, CBR has the ability to utilize existing data as cases (Hammond, 1986). It is a
method of solving a current problem by analogising the solutions to previous similar prob-
lems. CBR can deal new projects to achieve success by analysing the Luban and Greatwall

prize successful projects.

Thirdly, CBR has emerged as a popular method in the construction management and eco-
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nomics area. Applications of CBR to prediction and estimation are a model to estimate con-
struction duration and costs of building construction projects (Arditi and Tokdemir 1999a,b;
Yau and Yang 1998). It was proven in the literature for the feasibility to estimate and predict

the project time and cost.

3.4.2 Framework of CASE_PMP

These past successful projects can bring successful project management experience into new
projects. A case provides a way of projecting effects based on what has been true in the past.
Cases with similar plans that were failures can point to potential plan problems. Cases with
similar plans that were successful give credence to the current plan (Kolodner and Leake,
1993). The framework of the proposed system CASE_PMP is depicted in Figure 3.3.
CASE_PMP principally derives the weights of the attributes (CSFs) and can serve the pur-
pose of predicting the project success value based on the generated weights of CSFs. Adopt-
ing the method of CBR projecting effects, which is the process of predicting the effects of a
decision or plan, is an important part of any planning or decision making scheme. When eve-
rything about a situation is known, projection is merely a process of running known infer-

ences forward from a solution to see where they lead (Kolodner and Leake, 1993).

CASE_PMP builds the case base with those prestigious projects which have won Luban and
Great Wall awards. As the interpretive CBR, CASE_PMP delivers its role to form the judg-
ment about a new situation by comparing and contrasting it with cases that have already been
classified (Ashley and Rissland, 1987a). The workflow of the CASE_PMP is to determine the
attributes weights based on the case base, and retrieve the closest projects in the case base.
With the adaptation module to the new case, CASE_PMP can estimate the project success

values with the derived attribute weights of CSFs.
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Figure 3.3 Framework of CASE_PMP
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3.4.3 Case Indexing

A case can be defined as a conceptualised piece of knowledge representing an experience that
teaches a lesson fundamental to achieving the goals of the reasoner (Kolodner 1993). Case
library is comprised by previous cases. One of the main concerns of CBR is index problem
which ensure that the right cases can be recalled at the right time. Indexing problem has two
aspects: one is the vocabulary problem that requires appropriate labels be assigned to the case
so that it can be easily referenced in the case library during retrieval. The other problem is that
of organizing the cases so that searching through the case library can be efficient and accurate
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(Chua et al 2001).

3.4.3.1 Case attributes- index vocabulary

In order to recall the right case effectively, the index will comprise only the key determining
factors. Too many indices, however, can impair the efficiency of the case-based reasoner.
Any case vocabulary must be able to represent the specific and relevant features of a case.
Twenty five key determinants of the project success factors (CSFs) and six significant indica-
tors for the project success (KPIs) are the vocabularies of the case attributes. The accurate and
valid definition of each attribute value will firstly recall the case precisely and secondly en-
hance effectiveness of the retrieval process. Complex value definition will aggravate the
searching workload unnecessarily. Two scales of attribute are non-metric and metric meas-
urement. For example, Client experience (C2), was measured as the number of similar build-
ing they had commissioned in the past. Those with no previous experience were given a low
score. Those with some previous experience involved with one or two buildings were given a
medium score, and those have considerable experience were given a high score. The literature

definition of this attribute is valid but not complex.

3.4.3.2 Memory organization

In order to recall the right case efficiently, the organization of the cases is very important.
There are actually two sets of attributes of the cases. In this study, cases are organized by the
fundamental classification of the output of CBR:, i.e. KPIs. An indexing tree has been incor-

porated in the case structure to enhance the search in the case base.

The indexing tree corresponded to the most discriminating attribute with regard to the sub
goal: project type. Cases deposited under each of the lower level represented very dissimilar
situations from the other nodes at the same level. When a new situation was presented, the

similarity search was confined only to each project type of the new case, instead of the entire
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case base. Effectively, the project type other than the new case was pruned away. Indexing
tree can block the effect of project type which might reduce the similarity of cases signifi-

cantly. In the present study, all cases were deposited under different project types.

Figure 3.4 Index tree on project types

Public used Building
(Type I)

Industrial Building
(Type 2)

Case library

Commercial Building
(Type 3)

Residential Building
(Type 4)

Source: author

3.4.4 Case Retrieval

Case retrieval uses the process of calculating attribute and case similarity and to determine the
weights of the attributes. Similar cases are retrieved from the case base on the basis of simi-
larity value. The similarity value ranges from O to 1; a similarity value of 1 means exact
matching and O means totally different. Case similarity value is the sum of the product of the
attribute similarity value and weight of the entire attribute. There are three main approaches in
indexing cases, namely nearest neighbour, inductive reasoning, and knowledge-guided in-
dexing (Barletta 1991). Optimisation technique such as Generalized Reduced Gradient
(GRG?2) non-linear optimisation is used to find the weights of each input feature. The detailed
calculation methods are given in Chapter Six.
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3.4.5 Adaptation

When the case retrieval cannot find the closest case under certain accuracy requirement, the
adaptation part of CBR will be the next step. The similarities and differences between new
and prior cases are used to determine how the solution of the previous case can be adapted to
fit the new situation. After determine the attribute weights, with the right way of describing a
problem, similar problems have solutions that are usefully similar, easy to adapt to the new
situation. In this study, when a new case comes in, it will go through a retrieval process to
find the closest possible case. The retrieved case will be tested and validated by the author.
And then it will be revised. The revised case will then be a new case to be adapted and incor-

porated into project library (case base).

3.5 Chapter Summary

This chapter addressed case based reasoning, its concepts and applications. The brief descrip-
tion of the Artificial Intelligence (Al) area was discussed. And as one of main topics of Al,
principle definition of CBR, classification, reasoning and process were presented. The appli-
cations of CBR were generally presented as problem-solving tasks, interpretive tasks, and as a
retrieval tool to augment people’s memories, aid in decision making, and teaching. The appli-
cation in the construction management and economics area were highlighted, the four appli-
cations, namely design, planning, prediction and estimation and decision making support. The
latter part of this chapter presented the approach of CBR intended to be utilized in this study.
The proposed system CASE_PMP was using one of branch of CBR, i.e. the interpretive CBR,
and the projection effects of CBR. The framework of the CASE_PMP and the primary com-

ponents of the CBR were discussed, such as case indexing, case retrieval and adaptation.
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Chapter 4 Research Methodology

4.1 Introduction

This chapter describes the research method adopted in this study. The sampling relevant method
is chosen and applied in this study. The sampling design and data collection are addressed. A re-
search strategy is finally formulated, highlighting the different stages of research and the tech-

niques to be applied in each stage.

4.2 Sampling method

4.2.1 Sampling Design

The Luban prize has been in existence for 20 years with hundred over projects in Beijing have
won the award, and Great Wall prize has ten years history and over 3000 projects. It would be
appropriate to merge the two prizes’ projects as the population because they are similar accolades
in regional level and national level. The total project number is 3998. According to statistical
data sampling principles, the required minimized sample size is 94 projects with 95% confidence
level and 10% limit of error and 50% response distribution rate. The formula is presented below

(Hamburg, 1985).

Z(“100)°r(100-r)

s
Il

N 2
n = x/((N-l)E +X)

N is the population size, r is the fraction of responses that the author is interested in, and Z(c/100)
is the critical value for the confidence level c. For this study, Z(c/100) is 1.96. r is 50% so:

x =3.84%0.5x0.5=0.96
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£ 1s margin of error and is 10% here. So:

n=3998x0.96/(3997x0.01+0.96)=94

Four project types and 24 projects for each type are involved in this study. In consideration of
some project data unavailability and non-response from some respondents, it is recommended to
draw the sampling with more projects. Approximately two times of the minimized sample pro-

jects have been drawn.

With the well-defined target population, the list of projects can be downloaded from the website
of Ministry of Construction (http://www.mohurd.gov.cn/zh/bzjl/Ibj/) and Beijing Construction

Quality Management Society (http://www.bjgczl.com.cn/linian.asp). The projects are listed by

project name, project type, project participants (i.e. client, designer and contractors), and project

year. The project list was presented in Microsoft Excel.
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Figure 4.1 Sampling design diagram
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Two stages of sampling were adopted as shown in Figure 4.1. First stage was stratified by project
type to ensure that each project type has sufficient number of projects and clustered by client and
second stage was stratified by contractor and clustered by project name randomly. Clustering the
project by client and project was because a finite population is cheap and convenient to draw a

cluster sample. This study needs to approach the client and contractor for data collection because
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it is necessary to involve the relevant parties as not a single project participant would have all of
the types of data the author intended to collect (i.e. 25 CSFs and 5 KPIs). A cluster sample of
projects with client within the four project types involved considerably less effort to contact dif-
ferent clients, as opposed to a simple random sample of the same number of projects spread over

many more clients.

Statistical software SPSS (Statistical Package for the Social Sciences) was used to assist in exe-
cuting the two stage sampling design. Figure 4.2 demonstrates how the “Complex Samples”
module of SPSS selected sample according to the designed two stage sampling plan. The relevant
sampling elements were coded for the ease of using SPSS software to select samples. The project
name was coded by Project ID (Proj_ID), project type (Proj_Type), main contractor (Con_ID)
and client (Client_ID) Project is Luban or Great-Wall Prize (Proj_Prize). Project year

(Proj_Year).

At the first stage, the sample was stratified by project type (Proj_Type) to ensure each project
type has sufficient number of projects, 24 projects for each stratum (Proj_Type) and clustered by
client (Client_ID) because this study needs to approach client as the start of data collection. After
the author obtains the approval from the client, the author will proceed to collect data from the
corresponding contractor of this project. The second stage was stratified by contractor (Con_ID)
to ensure each contractor is approached with sufficient number of projects which get approval
from the client. And the sample is clustered by Project ID (Proj_ID) because project is coded by
completion year. In other words, for a contractor, a cluster sample of projects with project com-
pletion year involved considerably less effort, as opposed to a simple random sample of the same
contractor’s projects, which spread over twenty years of projects. As well known, project data
may be out of date if it was completed 20 years ago. The drawn sampling projects must encom-

pass more than 94 projects in consideration of the rejection of the respondents and/or unavailabil-
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ity of project data. So in the second stage, the unit applied to each stratum was two because the
author assumes two times of 94 projects were selected. Totally 188 projects were listed to ensure
94 projects to be collected in the event of only half response rate. Figure 4.3 is the example of

how the SPSS executed the designed sampling plan.

Figure 4.2 Complex Samples Module of SPSS
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Source: author
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Figure 4.3 Using SPSS to execute sampling plan
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Stane 1: Sample Size

In thig panel you specify the number or proportion of units to be sampled in the cumrent stage. The sample size can be fixed across strata or

it can vary for different strata.

I you specify sample sizes as proportions you can also set the minimum or maxdimum number of units to draw.
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Stage 2: Design Varables

In this panel you can stratify your sample or define clusters. “You can also provide a label for the stage that will be used in the output.

I sampling weights exist from & prior stage of the sample design you can use them as input to the cument stage.
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Figure 4.4 the selected sampling project lists

Proj_ID Con_ID Client_ID Year Proj_Type | Award |InclusionPr|SampleWei| InclusionPr| Sample'Wei] SampleWWei
obability_1_|ghtCumulat{ obability_2 [ghtCumulat|{ ght_Final_
ve 1 ve 2
1 2697 24 512 2006 1 2
2 181 25 1162 1994 1 2
3 290 25 930 2001 1 2
4 2022 25 1166 2004 1 2
5 3080 25 1166 2006 1 2
6 3579 25 930 2007 1 2
7 3720 26 0 1987 1 1
8 2126 27 109 2004 1 2
9 2791 27 109 2006 1 2
0 3658 27 108 2007 1 2
1 798 32 175 2002 1 2
2 1144 34 1468 2003 1 2
3 2222 35 1666 2005 1 2
4 2291 35 1146 2005 1 2
5 2486 34 1866 2005 1 2
6 2754 35 926 2006 1 2
T 2756 34 308 2006 1 2
8 2759 35 171 2006 1 2 - - E — |
9 3026 35| 172 2006 1] 2l 03 30.54 1.00 3054 3084

Source: author
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Table 4.1 The summary of the SPSS sampling output

Source: author

Stage 1 Stage 2
Design Variables Stratification .
Proj_Type Con_ID
Cluster Client_ID Proj_ID
Sample Information Selection Method Simple Simple
random random
sampling sampling
without without
replace- replace-
ment ment
Number of Units Sampled 24 2
Variables Created or Stagewise Inclusion Inclusion- | Inclusion-
Modified (Selection) Probability Probabil- Probabil-
ity_1_ ity 2
Stagewise Cumulative Sample- Sample-
Sample Weight Weight- Weight-
Cumula- Cumula-
tive_1_ tive_ 2
Analysis Information Estimator Assumption Equal Equal
probability | probability
sampling sampling
without without
replace- replace-
ment ment
Inclusion Probability
Obtained Obtained
from vari- from vari-
able Inclu- | able Inclu-
sionProb- | sionProb-
ability_1_ | ability_2_

The selected projects were marked in the project population list by adding “InclusionProbabil-
ity_17, “SampleWeightCumulative_1_", “InclusionProbability_2”, “SampleWeightCumula-
tive_2_" and “SampleWeight_Final_" in the row (like Proj_ID 3026) demonstrated in the Figure
4.4. Output was the summary of the sampling selection (i.e. how many projects were selected for
each project type and proportion of the unit sampled etc). Figure 4.4 is the SPSS output for the

selected projects. Table 4.1 is the summary of the SPSS sampling output.

4.2.2 Data Collection Method

After the sampling project is selected, this study introduces the data collection method and de-
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velops the spreadsheet based CBR with the datasets. The model name is given as CASE_PMP.

The research utilizes the completed objective project data to identify the most important CSFs , as
opposed to unstructured, semi-structured and structured interview and survey to identify the CSFs
from the project participants or expert’s subjective opinion. This study uses the derived weights
of CSFs to identify the importance of CSFs by weights’ ranking, as opposed to the subjective
opinion to identify the importance of CSFs by mathematical or statistical model to conduct analy-

sis and conclusion.

The uniqueness of construction projects makes each rich in opportunities for personnel and or-
ganizational learning (Ays, 1996; Keegan and Turner, 2001; Lundin and Midler, 1998). Generat-
ing the knowledge from previous projects will help personnel or organization to prevent similar
mistakes and achieve project success (Tidd, et.al,1997). A valuable way to capture knowledge
generated during the course of a project is to hold a post project review (PPR). This is a formal
review of the project which examines the lessons learnt, and the review will be used to benefit
future projects’ (Lane, 2000). PPRs are also called post-mortems (Collier, et al.1996, Elhami, et al.
2000). Previous researchers adopted various methodologies to conduct PPR, ranging from re-
trieve the previous project record (i.e. the Microsoft project record and documentation) to un-
structured, semi-structured and structured interview and survey (Elhami, et al. 2000, Andrew,

2005).

The sample of projects provided a robust and valid basis for testing the research hypothesis. Pre-
vious researchers’ experience has indicated that it is extremely difficult to do questionnaire survey
by mail in China (Liu et al. 2004). Therefore, the author conducted a field study and physically
went to the project contractors and clients, and liaised with Beijing Construction Quality Man-

agement Society to obtain the project data. The details of data collection will be elaborated in the
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next chapter.

The data collection vehicle is the questionnaire. An example of the questionnaire which was
completed by a respondent is appended in the Appendices (Appendix 3). The questionnaire con-
tained the measurement and determinants of project success, namely KPIs and CSFs which has
been discussed in Chapter 2. The questionnaire includes: 1. Introduction: encompassing the aims
of the study, Luban/Great Wall Project name and year; 2. Client characteristics; 3. Designer char-
acteristics; 4. Contractor characteristics; 5. Project characteristics; 6. Contract characteristics; 7.
Others; 8. Project management CSFs; and 9. KPIs. The Chinese questionnaire (Appendix 4 is an
example of a completed Chinese Questionnaire) is the translated version of English one and it
was used to collect date in Beijing. The English version of the questionnaire is appended in Ap-

pendix 1.
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4.3 Research Strategy

To accomplish the efficiency, i.e. completing research without wasting efforts, and to achieve ef-
fectiveness, i.e. achieving research purposes throughout the research process, a quantitative ap-
proach to answering the research questions is adopted. To achieve the overall objective, three
separate, but sequentially related, stages of analysis are carried out as depicted in the following
diagram (Figure 4.5). The first step is to establish the sampling method for data collection. The
sampling projects data are collected. After the data collection, the project data is processed to sat-
isfy the dataset requirement to build the CBR model. The second step is to build the CBR model
and there are several steps to build the model. After the model is built, the model is tested by the
test cases quantitatively. After verification and validation are conducted, the generated weights of
the attributes are analysed as the preliminary discussion of results. In order to expand discussion
of analysis results and explore CASE_PMP practicality, advantages and disadvantages, a

semi-structured interview is done.
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Fig 4.5 Flowchart showing the various stages in the proposed research design
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4.4 Chapter summary

In this chapter, the research methodology was discussed. Two stage statistical sampling was
adopted. At the first stage, the sample was stratified by project type to ensure each project type
has sufficient number of projects and clustered by client. The second stage was stratified by con-
tractor and clustered by Project. In order to achieve research purpose, three stage research strat-
egy was used. The first stage was to build the case library. The second stage was to build
CASE_PMP model. This study adopted Case Based Reasoning (CBR) research as the quantitative
analysis tool. Five steps were used to build CASE_PMP. And the third stage was to conduct the

semi-structured interview for expanding the results analysis.
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Chapter 5 Data Sources and Data Collection

5.1 Introduction

This chapter gives a brief introduction for the project data source, projects of China’s con-
struction industry’s prize, Luban and Great Wall prizes. The projects from two prizes are se-
lected as the data source and justifications are described by introducing the origin of the
prizes, the organisation which establishes and awards these prizes, the winning criteria of
these two prizes. A research decision is made to select Beijing. The detailed data collection

process is described and the methods to deal with the missing data are presented.

5.2 Projects of Luban and Great Wall prizes as the data source

Two prizes’ projects are chosen for this study, namely Luban prize and Great Wall prize. The
prize origin, the organisation that set up the prize and the winning criteria are discussed to

explain why this study selects projects of the two prizes as the data source.

5.2.1  Origin of prizes and awarding organisations

Luban Prize for Construction Project was established by the Construction Industry United
Association of China in 1987. The main purpose of setting this prize is to encourage contrac-
tors in the industry to enhance the management of delivering the construction projects. And
also encourage contractors to enhance the construction projects’ quality and strive for the ex-
cellence for the completed construction projects. The ultimate objective is to promote project
quality’s improvement in China. It is a prestigious award in the industry. Initially
non-government award, approximately twenty projects won this prize annually in China. The
application for this prize should follow the well established and transparent procedure. The

evaluation method is very rigorous and of high standards. The evaluation committee is organ-
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ized to execute the evaluation with rigorous discipline. The committee is composed of distin-
guished officials and experts who are nominated by State Council of People’s Republic of
China and municipal authorities, such as the former Minister of Ministry of Construction, Tan
Qinlian, the former Minister of Ministry of Transportation, Hu Xijie etc. The list of the ex-
pert’'s name can be found in website of Luban Prize introduction

(http://www.gzpmc.org/modules/news/article.php?storyid=433). The vote of the experts for

evaluation is anonymous. The committee is independent to the organisation which is respon-
sible for the applications, the preliminary evaluations and post awarding checks. The in-
volvement of two independent organisations ensures the reliability, credibility and fairness of

this prize.

Because of the prestige of this prize and its substantial influence in the industry, Ministry of
Construction of China, the sole government authority to oversee the construction industry in
China, decided to present this prize as the government award. Ministry of Construction names
the “Luban Prize for Construction Project” or “Luban prize” in short. The name contains two
levels of honours, nationally high standard quality projects and high standard quality man-

agement projects. Luban prize is an annual award.

Great Wall prize is the municipal level award, equivalent to Luban Prize, in Beijing. Using the
name Great Wall is of Beijing’s city level. The same purpose as the Luban prize, Great Wall
prize was awarded for the high quality and high standard management projects. Beijing Con-
struction Quality Management Society and Beijing Construction Authority are responsible for
the evaluation and awarding of this prize. These two organisations are the subsidiary and the
corresponding organisation for Luban prize awarding organisations, Ministry of Construction
of China and China Construction Industry Association. The successful projects which won

Luban and Great Wall prizes are suitable project data for the study.
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5.3 Selection of projects in Beijing

As explained in the earlier section of this chapter, Luban prize promulgated by Ministry of
Construction of China represented the highest level construction projects awards in China.
Thirty one regions have their own construction prize. Province, municipal city and autonomy
region are China’s political administration area. For example, Beijing, Shanghai, Tianjin and
Chongqing are municipal city. Qinhai and Tibet are autonomy regions in China. And each
region has municipal level prize. For example, the municipal level prize in Beijing is named
Great Wall prize. A research decision was made to focus on cities that have high GDP and a
rapidly growing construction industry. Among these cities which have the prestigious con-
struction award, Beijing was chosen because: Firstly, it is China’s economically developed
area. Geographically, there are six regions in China, named North China (Hua Bei), Eastern
North China (Dong Bei), East China (Hua Dong), South China (Hua Nan), Southern East (Xi
Nan), Western North (Xi Bei). Among these regions, there are three economically developed
regions, North China (Hua Bei), East China (Hua Dong), and South China (Hua Nan). The
GDP of these three regions contributed to 76.0% GDP of whole country in 1997 and keeps
increasing over the years. In 2005, reaches 78.4 %( Source: National Statistical Bureau, 2008).
This study focuses on the urban cities of these regions because China is a developing country
where most areas of this country are rural places. The illiteracy rate of these rural areas is
relatively high where most construction works lack governmental supervision. Choosing these
rural places to conduct research is very difficult due to the scarcity of official and credible
data source. Therefore, the research delimits the scope to the cities in these three economi-
cally developed regions. There are five major cities in these areas, namely, Beijing, Tianjin,
Shanghai, Guangzhou, Shenzhen. And amongst them, Beijing was chosen because she is the
capital of China which has a population of more than 8 million. It is the political centre of

China where the government control is highly effective.

Secondly, Beijing has a rapidly growing construction industry, from 1996 to 2005, Beijing’s
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construction industry’s output increased almost 4 times over 10 years (National statistical

Bureau, 2008). Figure 5.1 depicts the Beijing’s construction output over the years.

Figure 5.1 Beijing’s construction output over the years
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Thirdly, the construction projects in Beijing are the better representation of the high quality
level of construction works in China than other regions. In 1996, Beijing had won Luban
award with 11 projects out of 101 projects of China. The percentage of Beijing won projects
in whole China varied from 1996 to 2006, the highest percentage was 13% in 2001, and the
lowest percentage was 6% in 2004. However geographical area of Beijing only contributed to
0.10% of whole China but it has contributed 6% to 13% of prize award in China. There were

sufficient projects in Beijing to be used for this study.

Therefore, this study selects projects that have been awarded the Luban prize and Great Wall
prize. The project type for these awards is industrial, commercial, transportation, hydropower,
public urban facility and landscape, residential project (Appendix 2 is project type classifica-

tion of Luban and Great Wall prizes).
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Building projects normally contribute to half of the total projects. This study focused on the
building projects. According to a grouping of building projects by need or use, this study
re-classified the building type as shown in the Figure 5.2. Four types of projects include pub-

lic used building (Type 1), industrial (Type 2), commercial (Type 3), and residential (Type 4).
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Figure 5.2 Building classification (project type)

Public Used
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Entertainment/
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for Residential (Type 4)

[ Public Owned ] [ Private Owned ]

Source: author
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5.4 Data Collection

When forming a case base for the CBR approach, accumulating actual project is the most dif-
ficult task. In order to find a robust and valid basis for testing the research hypothesis, this
study selected the sample of projects which won Luban and Great Wall prizes. The author
physically went to the project contractors and clients, also liaised with Beijing Construction

Quality Management Society to obtain the project data.

Based on the selected sampling projects discussed in Chapter 4, the relevant parties, i.e. client
and contractor have been approached for the project data (i.e. 25 CSFs and 6 KPIs). The pro-
ject lists of the selected projects whereby their data have been collected are highlighted in the
cell) (Appendix 3). This study has received 64% response rate out of 188 projects. Hundred
and four projects data have been collected. (27 projects of Type 1, 24 projects for Type 2, 24

projects for Type 3, 29 projects for Type 4).

In order to achieve a positive response, two parallel data collection approaches are employed.
The first one is to do survey using the questionnaire (Appendix 1) through the personal net-
working. The author has obtained the contact information of the project managers which have
been awarded the MPM (Master of Project Manager) in the tertiary institution where the au-
thor studied undergraduate degree. The questionnaires were distributed to those project man-
agers of the sampling selected projects to fill in the questionnaires. (Appendix 4 is an example
of a completed survey questionnaire). Thirteen projects response were collected through

email.

Another approach is to get the contact information of the contractors in Beijing Yellow Page
(Directory of Beijing Companies). Phone call and face to face meeting have been arranged to
collect the project data. The author has approached Quality Departments in these contractors

who are responsible for applying for the Luban and Great Wall prizes. The Quality Depart-
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ments have provided the application form (Appendix 5 is an example of the Luban and Great
Wall application form) to the author. The application form contains information such as pro-
ject participant introduction, project introduction, construction time, cost information and
quality score. The questionnaire items: non project management CSFs (C1-C6) and some

KPIs (K1-K5) were extracted from the application form.

The remaining information collected by the author during follow-up interviews with the pro-
ject manager of these projects was for the project management CSFs (C7). And the client sat-
isfaction information can be found in the project survey form to client, which is standard
documentation for Luban and Great Wall projects. Few projects lacking of client satisfaction

information, Client satisfaction (K6) are collected from the clients directly.

In addition, the author had been to Beijing Construction Quality Management Society to ex-
plain the research aims and obtained their support to recommend to clients and contractors
who have initially refused to response. And finally the author has obtained a satisfactory re-
sponse rate for this study. Majority project data (91 projects) were collected by the second

method. Figure 5.3 shows the percentage of project data collected by two methods.

Figure 5.3 The number of the project data collected by the two approaches

Number of project data collected

13% O By questionnaire to project
manager through the per-
sonal network of the au-
thor

B By face to face meeting

and interview

87%

Source: author
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5.5 Dealing with Missing Data

Missing data arise because of the unavailable data. There are various ways to deal with miss-
ing data. The missing value can be input with the sample mean, however, if the data range is
vast and data is scattered; it may decrease the data quality very much (Tan, 2004). There are

some other ways, for example based on the previous knowledge (Tan, 2004).

Two projects’ unit cost KPI (K2) was missing. The solution is to find the data from the previ-
ous knowledge. Many published cost information can be used to input the missing value. Util-
izing the historical cost data published by cost information provide, this study attempted to
maximize the accuracy of the data. Rider Levett Bucknall (RLB), which is a global profes-
sional cost information provider operating from countries across Americas, Asia, Oceania,
Europe, Middle East and Africa in the property and construction industry, is selected to input

the miss cost value.

Two projects’ labour and the material input values (C19-20) have missing value. The data

range is not so vast therefore the missing value can be input with the sample mean.

Table 5.1 shows the missing data treatment strategy. Table 5.2 is an example of the cost in-
formation provided by RLB in the fourth quarter (Q1) of the year 2001 in Beijing, China
(http://www.asia.rlb.com/hongkong/cost_data.html). For example, for one project (Project ID
is 3516), the miss cost value uses office Q4 2001 RBL data (mid value of office with high

quality) because it is a high end office project.
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Table 5.1 Missing data treatment strategy

Missing data type IProject No. Strategy to deal with missing data

Missing data range is vast: i.e. [Proj.3516; eplace with the previous knowledge,

project cost (K2) 3256 which is published historical project cost
enchmark of similar projects

Missing data range is not vast:  [Proj.2013, eplace with the same project type sam-

i.e. labour input(C19),material 2747 le mean

input(C20)

Source: author

Table 5.2: An example of the cost information in 4" Quarter in 2001 in Beijing, China

Type of Building

High Chalry IL300 - 16700 | 12.000- 16500 & 000 - 8,800 5,160 - 7504
Medien Cralny 110200 - 160D 10,100 - 12300 4500 - 6,200 185 - 5300
Crdinary Chalky 9,300 - 11300 B10D - 10,500 1,304 - 4,400 2,800 - 3750
High Chalky 17,100 - 32,300 16,500 - 20,200] 700 - 10,10 5,700 - B A0
Medien Cralny 13300 - |5800 A 52 - 6,600 4450 . 5400
High Reszc High Crolity | 100 - 13,700 B400 - 13,300 31,300 - 4,500] 2,800 . 3850
High Risec Better Chaloy 9400 - | 1200 & 800 - 9, 100 1800 - 3,300 1400 - 7 80
High Risec Oirdinary Cheality B.000 - 9.500 5800 - 7,100 B00 - 1400 1,250 - 3050
House: High Qualiny 18,200 - 21,400 BA 1,80 - 5, 100 1,150 - 4350
House Medium Cualcy 1500 - 17,000 B 1400 - 3,100 10050 - 2450
S-5@r 19,0100 - 33,200 19,100 - 23 400 10,000 - | 1200 2,500 - 10,900
13a@r 15,500 - 17,200 13,300 - 18,200 7300 - 3,200 &, 200 - T 8]
Landlord; High Fisa 5700 - 6600 & 00 - 2,700 1,600 - 3300

Source: RLB website

5.6 Chapter summary

This chapter discussed the origin of the Luban and Great Wall prizes, the organisation which

established and awarded these prizes, the winning criteria of these two prizes. As the capital
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of China, Beijing was chosen as the research domain and the projects which won Luban prize
and Great Wall prize were utilized in this research to investigate the relationship of the critical
project success factors (CSFs) and project success indicator (KPIs). Then this chapter ad-
dressed the detailed data collection and processing for missing data. Next chapter will focus

on the modelling and data analysis.
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Chapter 6 Data Analysis and Modelling

6.1 Introduction

This chapter describes the procedures on how to build the spreadsheet-based CBR model in
Microsoft Excel by using the collected project data pertaining to the four types of buildings.
Four types of projects are modelled separately. Generalized Reduced Gradient (GRG2)
non-linear optimisation is used in generating the attribute weights. The model performance is
assessed in terms of predictive accuracy. That is, the predicted values are compared with the

actual observed values to verify the predictive efficacy of the model.

6.2 Modelling flowchart of model CASE_PMP

Four types of projects are modelled separately. For example, 27 projects of Type 1 are ran-
domly and equally divided into three subsets, two of which are used for training and the other
one is used for testing. The algorithm repeats three times until every project has gone through
the training and testing. The use of the three-way cross-validation with three randomly se-
lected groups containing equal number of projects is suggested to test weights for internal

validity.

The following diagram portrays the modelling flowchart of the proposed CASE_PMP.
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Figure 6.1 flowchart of the proposed CBSEPMP
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6.3 Format the data structure

The data were organized in the form of two matrices such as those presented in Figure 6.2,
one for the test cases and one for the input cases (training cases). Organizing the 27 projects
for Type one in the case libraries, they were divided equally into three subsets. 18 projects
were arranged as the input cases and 9 projects can be designated as test cases. The input and
test cases were represented in rows and the input attributes (CSFs) were represented in col-
umns. The attributes were the 25 CSFs as input and 6 KPIs as the output in the spreadsheet

format. The output value (KPIs) was placed in a column next to the input attributes. The val-

ues of the attributes for each test and input case were represented, respectively, by [ and

ik
I i (wherel, represented the value of the attribute (CSFs) k (k=1,2, . . ., p, P=25 here)
for test case i (i=1,2, . .. ,m, m=9 here), and [ ' jk represented the same type of information for
input cases j (j=1,2, . . . ,n, n=18 here). The weights of the attributes W, (k=1,2,...,p
p=25 here) were located at the top of the matrix in a row that corresponded to individual at-
tributes. The value of output was represented by O, and O (s=1,2,..., q q=6 here).
After formatting, semantic information was added to the data in the form of numerical and

textual attribute values.
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Figure 6.2 Formatting data to a case spreadsheet

1 A B C D X Y | AF
Weights | wy | Wy | W .. W, 0 ) 0
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Source: author

6.4 Calculating Attribute Similarities

Attribute similarity functions were used to define how similar the attribute values were to
each other. Attribute similarities were computed with respect to each test case versus every
case retrieved from the input case base. Examples of textual and numerical similarity calcula-

tions were presented as follows.

Attribute similarity was denoted by Sl.jk where i=test case (i=1,2, . . . ,m), j=input case
(G=1,2, . . . ,n), and k=attribute (k=1,2, . . ., p). Assuming that the value of the first attribute
for the first test case /,, was textual, its similarity with the attribute value 11 was es-

tablished as follows:
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If text in 1,, appears to be exactly the same as text in [ 11 , then similarity S, =1,

or else similarity = 0.

Assuming that the value of the third attribute for the first test case was numerical, its similar-

ity for attribute value was established as follows:

1))
Il

’

min(‘l13
13 —

- max(‘[13

9)

6.5 Establishing attribute weights

After all the attribute similarity values were calculated in (7 X p ) matrices, once for each test

case, the next step was to construct the weight vector that will be used in computing case
similarities. Weights assign a value of importance to each attribute. In general, retrieval of the
most relevant case was determined by the presence of a greater number of higher priority

(more important) attributes matching between the test case and the retrieved case.

This study employed the “Generalized Reduced Gradient (GRG2) non-linear optimisation” to
calculate the weights of the attribute. GRG 2 was developed by Leon Lasdon, University of
Texas at Austin, and Allan Waren, Cleveland State University. In order to use GRG2 to gener-
ate weights, one of the cases in the input case base was removed and called an “evaluation
case.” The similarities between the attributes of the evaluation case and the corresponding
attributes of the remaining cases were calculated. Given the start-up assumption that attributes
have equal importance, case similarities (CS) were derived between the evaluation cases ver-
sus the remaining input cases by taking the average of all attribute similarities. The relation-
ship that governed the similarity of the input case that has an output that is closest to the out-
put of the evaluation case was plugged into the GRG2 algorithm “Solver” for maximization
(for taking it closer to 1). The Solver optimisation screen was shown in Figure 6.3 with the

adjustable cells containing the optimisation variables. In this study, the range of the attribute
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weights was set between 0 and 1, the iteration was set to 100. The precision was set to107°.

The tolerance was 5%, the convergence was 10™* and Solver was run 100 times to find the
optimum attribute weights that generated the maximum case similarity CS (closest to 1). This
process was repeated as many times as the number of cases in the input case base by taking a
different case out as the evaluation case at each cycle. The averages of the weights produced

by GRG?2 at each cycle were used to run CBR in next part.

Figure 6.3 Solver optimisation screen

Solver Parameters

Source: author
6.6 Calculating weighted case similarities

Case similarities were computed for each test case with respect to each input case by using
the attribute similarities calculated in part 3 and the attribute weights generated in part 4. For
positive weights and normalized similarities, the weighted case similarities were always be-
tween O and 1, with a score of 1 indicating the case most similar to the test case and O the

least. Weighted case similarities were computed according to the following formula:

P
E SiaWy
k=]

=" p

E |1

k=1
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for test case i=(1,2, . . . ,m) and input case j=(1,2, . . . ,n) for all attributes k=(1,2, . . ., p),

where CS ; =weighted case similarity between test case i and input case j over all the at-
tributes k; S j =similarity between test case i and input case j for attribute k; and

W, =weight of attribute k.

6.7 Using test case to calculate the error rate

The highest weighted case similarity for a test case i indicated the closest matching input case

j in the case base. This operation was conducted for each test case.

MaxCS; =max(CS; CS,,........ CS; )foreach i(i=12,..n)

Once the highest weighted case similarities were identified for respective test cases, the cor-
responding case numbers and outputs were also listed. The random selection of the test set
may affect the accuracy of testing. In other words, the test results were likely to change when
different testing sets are selected. It is common practice to repeat the random project selection,
training, and testing process several times and to pick the best results. The resulting outputs
generated in the preceding step were compared with the respective actual outputs. The differ-
ences constitute the errors. The average of the error values of all test cases was the overall

error of the CBR process.

Each type of project data were equally divided into three subsets, two of which are used for
training and the other one is used for testing. One issue in achieving high-quality CBR design
was construct validity and internal validity (Easton, 1995). Internal validity refers to the reli-
ability of a study (Dane, 1990). The use of three-way cross-validation with three randomly

selected groups containing equal number of projects was suggested for this study. The CBR
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process of random selection of project test set, training and testing was repeated 3 times for
different test sets until all the cases are being selected as test case and training case. The in-
ternal validity has also been tested for case redundancy, that is no all cases should have the
same project KPI values when all the project CSFs were different, and for case consistence,
no all cases should have the same project CFS values when all the project KPIs were different.
However, the safety KPI (K5) is not applicable because all Luban and Great Wall prizes’ pro-
jects were zero death accident and thus only five KPIs model performance were discussed in
this study. Table 6.1 summarized the overall error rates (average and average deviation of

overall error rates). The detail results table was appended in appendix 6.

The weights were optimum as the average error rate for all KPIs and project types was 4.35%
and the average deviation was 3.00%. For KPIs, construction speed (KPI 1) has the highest
average error rate across project type of 10.19%. That is probably because the overall error
rate depends on the KPIs value variations. That is, for construction speed (KPI 1), the value
varied a wide range from 11.82 m2/day to 909.13 m2/day. The project with the lowest con-
struction speed among the 104 project library is one residential project, the data were col-
lected through the questionnaire and the project manager has indicated that the project is very
complex among the residential projects and probably it is the reason of the lowest construc-
tion speed. The project with the highest construction speed is an industrial project with a sim-
ple design and low complexity. It can be observed that industrial project (Type 2) have the
highest error rate for KPI 1. Some industrial projects have high construction speed owing to
simple design and low complexity. However several projects of this type have low construc-
tion speed because of reasons like inclement weather etc. Construction speed (KPI 1) value of
industrial projects varied vastly from high to low. Generally the project KPI whose value

varies greatly has relatively higher error rate and lower predictive accuracy.

Unit cost (KPI2) value varied and the average error rate was the second high. From cost

variation (K3) and quality score (K4), it was observed that the value variation was positively
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associated with average error rates across project types. For client satisfaction (KPI 6) using
the Likert scale from 1 to 5, the KPI value is either 4 or 5. This meant that client is either sat-
isfied or very satisfied and the model can predict with an average error rate of 0.21%. KPI
value did not vary significantly hence can obtain more accurate predictive value through CBR

model.

Across all project types, average error rates did not vary as significantly as the average error
rates across KPIs. The average error rates across KPIs varied from 0.21% to 10.19% while the
average error rates across various project types changed from 3.37% to 5.15%. This is to say
that the model performance does not depend on the project type but depend on project KPIs
because KPIs value variation was high. All building projects used to predict the KPI value
have similar model performance in terms of error rate. In other words, CASE_PMP is not bi-

ased against any project type.

Table 6.1 Summary of overall error rates for the various outputs and project types

Overall error | Type 1 | Type 2 Type 3 | Type 4 Average error Average

rates rate for different | Deviation
outputs

KPI'1 890% | 14.54% 8.81% | 8.49% 10.19% 2.91%

KPI 2 833% |2.93% 8.25% | 5.29% 6.20% 2.60%

KPI 3 4.75% | 6.25% 4.03% | 2.09% 4.28% 1.73%

KPI 4 098% |1.21% 0.11% | 0.98% 0.82% 0.49%

KPI 6 0.00% | 0.83% 0.00% | 0.00% 0.21% 0.42%

Average error | 4.59% | 5.15% 4.24% | 3.37% Average error Average er-

rate for dif- rate for all out- | ror rate de-

ferent project puts and project | viation for

types types=4.35% all outputs

Standard De- | 4.08% | 5.67% 4.24% | 3.49% and project

viation types=3.00%

Note: KPI 5 (safety) has not be studied because all Luban and Great Wall prizes’ projects are

zero death accident so all the value are the same.

Source: author
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6.8 Chapter summary

This chapter presented the Spreadsheet CBR model development steps. Firstly, the data was
organized and format in spreadsheet into two matrices, tests case and input cases. The input
attributes and output value of each case was in column and cases were in raw. The rules to
calculate the attribute similarities were defined. The attribute weights were established by
GRG?2 and the case similarities was calculated. The generated weights and using test case to
calculate the error rate were discussed. The model performance by various project types and
KPIs was addressed. It was found that the weights were optimum as the average error rate for
all KPIs and project types was 4.35% and the average deviation was 3.00%. In addition,
across all project types, average error rates did not vary as significantly as the average error

rates across KPIs. It was found that CASE_PMP is not biased against any project type.
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Chapter 7 Verification and Validation of

Model and Discussion of Results

7.1 Introduction

This chapter establishes the verification and validation of CASE_PMP. The verification
consists of correctness checking, internal consistency checking and completeness checking.
CASE_PMP is validated qualitatively. The validation results are satisfactory. And then the
preliminary discussion of the results is presented. The analysis results are discussed using the

most critical CSFs and findings are compared with the previous research.

7.2 Verification and Validation of CASE_PMP

The attribute weights were determined by using GRG2. The CBR Excel model was run and
the performance of the model was evaluated in Chapter 6. Verification and validation are

adopted to evaluate the performance of the proposed CASE_PMP.

7.2.1 Verification of CASE_PMP

Several guidelines on verification of CBR systems have been proposed by several CBR
research (Francisco, 2001, Ng and Smith, 1998, Kolodner, 1993). The verification and
validation (V&V) of the system consisted of two main objective: one is to assess the utility
and the viability of the system’s framework and the other is to assess the overall effectiveness
the system, as a whole and by its sub-components, in addressing the predictive ability of the

project success.

There were three aspects for verification of the model (Ng and Smith, 1998): correctness
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checking, internal consistency checking and completeness checking. The case correctness was
checked during the data collection stage when the official documents were provided by the
contractors to ensure accuracy of the data. And data collected through the questionnaire has

been random checked by the author for accuracy.

The internal consistency checking of the case library is to detect redundancy or contradiction
of cases. A case is redundant if it is succeeded in the same situation and has the same
conclusions as another case. Although redundancy does not necessarily cause logical
problems, it might affect the efficiency of the system. Two cases are contradictory if they
succeed in the same situation but with conflicting conclusions reported (Suwa et al. 1984). A
case consistency test is conducted to verify the existence of redundant or contradictory cases.
The concepts of the test are that, for case redundancy, no two cases should have the same
project KPI values when all the project CSFs are same, and for case consistency, no two cases
should have the same project KPI values when all the project CSFs are different. However,
the safety KPI (K5) was not applicable because all Luban and Great Wall prizes’ projects had
zero death accident and thus only five of the six KPIs were discussed in this study. The cases

were checked and there were no redundancy and no contradiction of cases.

Regarding completeness checking of the case library, the likelihood of seeing stronger
similarities would be higher when the number of cases could be increased to 23 cases as
recommended by Ng and Smith (Ng and Smith, 1998). As the four types of project cases in
the case library exceeded 23 the completeness criterion has been satisfied. However, the fully
ideal coverage of the cases library is not viable in practice; therefore this study clarified the

coverage scope of the cases of CASE_PMP in the following table.
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Table 7.1 Case library coverage range

CSF CSF attribute Range
attribute Number
1 Project Size GFA 7,000 m2- 154,160.24 m2
2 Project Type Building project
KPI attribute KPI attribute
Number
1 Construction Speed 11.82 m2/day-909.13 m2/day
2 Construction Unit Cost RMB ¥830-10757.51
3 Cost Saving 0.80%-10%
4 Construction Quality Score | 80-100
5 Client satisfaction (Likert 4-5
scale, 1-5,5 is very
satisfactory 1 is very
dissatisfactory)

Source: author

7.2.2 Validation of CASE_PMP

In essence, verification determines if the system is built right and validation determines if the
right system is built (Ng and Smith, 1998). There are three limitations for validation (Ng and
Smith, 1998). The first limitation is that CBR system may not always achieve exact match, it
is often of the type that do not have simple right or wrong answers. The aim of validation is
not to determine whether the CBR system gives correct answers but rather whether its
answers are valid. Second limitation is associated with the potential for human bias. A final
limitation is concerned with the level of performance expected to the model. Adequate
performance level is a difficult value to quantify (Ng and Smith, 1998; Spring, 1993). A set of
four hypothetical case studies, one of each project type are used to validate the model. The
author made phone call interview to raters, and asked for their qualitative assessments for the
output of CASE_PMP according to a specified rating scheme. The raters were asked to
assign grade from 5 (very satisfactory) to 1(very unsatisfactory) to represent the degree of

reasonability of the output.

Bareiss (1989b) has asserts that the accuracy of a CBR system can be assessed subjectively by

experts and semi experts of the domain. In the literature, few experts are invited to do the
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validation for CBR model (Bareiss 1989b; Ng and Smith, 1998; Spring, 1993). The random
sampling is applied to draw minimum size of sample. The same formula used in Chapter 4
(Section 4.2.1) is employed to draw 16 respondents from the population, i.e. 96 winners of
Beijing Outstanding Project Management Award from 2001-2008. Phone calls were made to
do the validation as project managers usually are occupied by project-related work. Unlike the
routine office work, they need to spend time on site, and other project participants’ office.
Therefore, telephone interview is effective to solicit their comments because it will not
prolong the interview time too long and can reach different project manager in relatively short
time period. Face to face interviews are luxury as the author will need to arrange another field
trip and input vast resource which may not be necessary. Chapter 8 discusses the in-depth
telephone interview and the details regarding the advantages and disadvantages of telephone

interview versus telephone interview. Questionnaire was attached in the appendix 7.

Based on the statistical inference theory, Friedman test is performed to examine the null

hypothesis: the response is not reliable (i.e. the column data is same) if the critical value is

statistically significant (Tan, 2004). Table 7.2 shows the example of the sample of response.

Table 7.2 The example of the sample of response

KPls
Respondent
Comments | K1 K2 K3 K4 K6
1 3 3 3 4 3
16 3 5 4 5 5
Total R1=72 | R2=62 | R3=65 | R4=70 | R6=68

Note: KPI 5 (safety) has not been studied because all Luban and Great Wall prizes’

projects are zero death accident so all the value are the same
Source: author

The test statistic is given by:
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k
F, :LZR? —3n(k+1)
nk (k +1) = !
n =16respondent s
k =5KPIs

So applied the formula to calculate the statistic value:

12

F,o=————(727+62% +...+ 68%) —3x16x 6 = 281
16 xX5%x6
The critical value for & = 0.05 is 5.99 and the null hypothesis of not reliable response can

be rejected.

An additional benefit offered by this approach is that multiple experts are involved in all
assessments, thus avoiding insular judgments regarding what constitutes adequate
performance. As shown in the Table 7.3, sixteen respondents have showed their comments to
5 KPIs. Totally eighty feedbacks for various KPIs are received. In general, none of assessors
expressed unreasonable to all the output of CASE_PMP. Feedback from thirty-eight
responses expressed “very reasonable” to the output of CASE_PMP. Feedback from twenty-
one responses commented “reasonable” and feedback from twenty one responses showed

“moderately reasonable”.
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Table 7.3 Validation Results

Project Manager Comments("5" denotes "very
Project resonable","1" denotes "very unreasonable”

types KPls 5 4 3 2 1
K1
K2
Type 1 K3
K4
K6
K1
K2
Type 2 K3
K4
K5
K1
K2
Type3 | K3
K4
K5
K1
K2
Type 4 | K3
K4
K5 3

D= ==

== N [[= (D[N = [N (W= D[N |= N
—

W= |2 |[=

_ == (N = NN |—= |—

Sum of Frequency
Account 38 21

Source: author

N
—
o
o

7.3 Analysis Results Discussion

The identification of key factors for construction project success enables appropriate
allocation of limited resources. In reality, the various factors contribute differently to different
project KPIs (Jaselskis and Ashley 1991). The present study attempted to distinguish these
factors according to different project KPIs. Focusing at the project execution stage; the
success-related factors were organized in various project types for various project success
KPIs in the present study. In this way, meaningful comparisons can be made among the
factors at various project type levels with the tangible value with respect to the various project
success KPIs. The four groups of weights for various project types were presented in the

Table 7.4.
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Table 7.4 The CSFs attributes weights of CASE_PMP

CSFs Weights
for Cons. Time

K1) cl c2 c3 c4 C5 c6 c7 c8 €9
Type 1 0.65495 032017 0.68574 0.60466 053095 0.68574 0.68574 0.68574 0.50584
Type 2 02971 012491 043091 042 030789 043132 043132 039397 0.41966
Type 3 020929 023229 041068 047899 047576 059369 0.62986 0.62986 0.61473
Type 4 03876 023754 049739 040222 03629 047657 050509 0.50509 0.45318

co | e | ez | cs | ca | a5 | cs | cr | cs
Type 1 046812 04927 0.68574 0.68574  0.6119 039 0.68574 028016 0.68574
Type 2 030147 038951 043132 043132 043132 026019 043132 021782 043132
Type 3 044652 033685 0.62986 0.62986 048241 041367 046657 030713  0.5755
Type 4 0.33479 039315 044782  0.50509 0.44965 030556 040794 02577 050509
| ci9 | co | 2 | 22 | 3 | 20 | e
Type 1 049585 050303 0.53505 046969 0.68316 04696 0.68574
Type 2 072625 048848 033571 03381 042386 041091 0.43132
Type 3 040901 039336 054708 042285 0.62986 043117  0.62986
Type 4 044793 038072 0.44367 03292 050509 0.29003  0.51452

CSFs Weights
for Cons. Cost

(K2) cl c2 C3 ¢4 C5 c6 c7 c8 9
Type 1 0.60893 02783 0.70778 0.53378 0.56409 0.70767 0.70767 0.70791 0.54658
Type 2 027418 020643 0.66842 046436 055034 0.66883 0.66883 0.34781 0.66277
Type 3 02059 026802 036842 031377 041735 052954 0.61901 0.61901 0.60387
Type 4 031675 039137 057374 044375 044979 055335 0.59038 0.59038 0.54828

co | crr | ez | ez | ca | s | ce | cr | cis
Type 1 034114 04504 070767 0.70767 0.62682 041841 070767 0.26643 0.70767
Type 2 051495 043902 0.66883 0.66883 0.66883 027312 0.66883 0.38743 0.66883
Type 3 043961 032714 061901 0.61901 049173 044802 047465 022863 0.52406
Type 4 039064 034997 0.59403 0.59038 0.57624 035279 046778 0.38632  0.59038
| cio | co0 | c2at | c22 | e | c | cos
Type 1 030083 034605 055266  0.5063 07045 044197 0.70693
Type 2 0.10417 026351 058738 03145 0.66883 047701  0.66457
Type 3 024646 025468 057499 046782 0.61901 0.40719  0.61901
Type 4 0.11023 035767 0.53088 045375 0.59038 0.40378  0.59981

CSFs Weights
for Cons. cost
variance (Cost

Saving) (K3) cl c2 c3 c4 c5 c6 c7 c8 €9
Type 1 0.63426 033246 073678 039154 0.60171 073668 0.73668 0.73692  0.42392
Type 2 0.1917 0.14067 072483 030816 0.62069 072524 0.72524 049629 0.71919
Type 3 0.12029 0.13366 0.54198 03106 056563  0.6795 071241 0.71241  0.69727
Type 4 0.16602 038505 0.57792 027633 053675 0.63514 0.64833 0.64833  0.6065

co | e | ez | cs | ca | a5 | cs | cr | cs
Type 1 012226 04323 073668 073668 071441 049525 073668 02767 0.73668
Type 2 026726 029868 072524 072524 072524 029547 072524 034735 0.72524
Type 3 058076 025854 071241 071241 059951 037535 0.58823 03044 0.64678
Type 4 040104 036498 0.54828 0.64833 057451 048216 041529 044095 0.64833
| cio | co | et | c22 | s | e | e
Type 1 011111  0.14148 0.61907 039419 073351 047537 0.73593
Type 2 0.04287  0.1736 0.66658 046299 072524 045299  0.72099
Type 3 0.06312 006591 0.66227 055412 071241 051691 0.70815
Type 4 0.08903 026763 0.59331 045278 0.64833 024493  0.65776

90



Chapter 7 Verification and Validation of Model and Discussion of Result

CSFs Weights

for

Cons. Quality

score (K4) Gl €2 €3 C4 Ch C6 C7 C8 C9
Type 1 0.68202 0.28144 0.78365 0.35928 0.6446  0.78355 0.78355 0.78379  0.37425
Type 2 0.1831 0.19179 0.78028 0.33815 0.67613 0.78069 0.78069 0.49266 0.77464
Type 3 0.16431 0.19044 0.41304 0.23788 0.48932  0.5972 0.70823 0.70823  0.69309
Type 4 0.17294 0386 0.61749 0.29381 0.55852 0.65671 0.68562 0.68562 0.64378

C10 | Cll1 | C12 | C13 | Cl4 | Cl5 | Cl6 | C17 | C18
Type 1 0.13377  0.40946 0.78355 0.78355 0.70809 0.49652 0.78355 0.28112 0.78355
Type 2 0.24785 0.3393  0.78069 0.78069 0.78069 0.21201 0.78069 0.27736  0.78069
Type 3 0.43285 0.22502 0.70823  0.70823  0.55885 0.4881 0.48096 0.16984 0.59487
Type 4 0.42424 0.31941 055471 0.68562 0.59517 0.38397 0.41015 0.31254 0.68562
| C19 | €20 | C21 | (22 | €23 | 24 | €25

Type 1 0 0.08474 0.56815 0.37478 0.78038  0.44127 0.7828
Type 2 0 0.22185 0.72433  0.43877 0.78069 0.38049 0.77643
Type 3 0.01632  0.02854 0.66488 0.45084 0.70823 0.42744 0.70823
Type 4 0.01101  0.22036  0.63077 0.46474 0.68562 0.20781  0.69504

CSFs Weights
for client

satisfaction

(K6) cl 2 C3 ¢4 C5 c6 c7 c8 €9
Type | 071375 022643 081617 036346 0.68281 0.81607 0.81607 081631 02131
Type 2 021693 0.18949 0.78518 036309 0.68103 0.78559 0.78559 0.52649 0.77954
Type 3 0.12247 0.17837 041065 022797 04702 0.57688 0.70899 0.70899  0.69385
Type 4 029383 034496 0.71988 0.10521 0.56779 0.68354 075316 0.75316 0.49848

co | en | a2z | ez | ca | as | cs | cr | cs
Type | 0.10411 042765 0.81607 081607 0.68446 045032  0.8148 0.17372  0.81607
Type 2 027942 03442 078559 0.78559 0.78559 0.15703 0.78559 0.25015 0.78559
Type 3 041202 022027 070899 070899 0.56451 0.49495 0.48637 0.16567  0.59096
Type 4 02911 032356 0.67312 075316 0.67294 03401 0.60648 0.18869 0.75316
co | e | cat | c2 | e | e | cos
Type 1 0 009597 053617 021674 081289 041061 0.81532
Type 2 0.04167 02301 072923 049318 0.78559 0.32349  0.78133
Type 3 0 00242 06705 044714 070899 0.42061 0.70899
Type 4 0 002172 057046 033732 0.75257 0.23366  0.75869

Source: author
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7.3.1 Discussion of results by project type

Top five ranking of CSFs is adopted to identify the significance of the CSFs. (Chan and
Kumaraswamy (1997)). The ranking of the top five project management and non project
management CSFs for each project KPIs of various project types is presented in Table 7.5. If
the value of the attribute weights is same for different CSFs, for instance, they are same as the
rank one, these factors juxtapose as the rank one. Evidently, each set of CSFs differs
depending on the type of the project and the project KPIs. Nonetheless, top four most
frequently ranked top five CSFs are identified in non-PM group across the project type and
various KPIs from the non project management group: (1) Designer’s times of and significant
change orders variations (C7), average ranking is 1.7; (2) Procurement method (C13), average
ranking is 1.7; (3) Project type (C25), average ranking is 2.05; (4) Designers experience (C6),
average ranking is 2.53. For the project management group, top four CSFs are identified
regardless of project KPIs and project type: (1) the system to ensure achievement of quality
objective (C23), the average ranking is 1.5; (2) the effectiveness of the construction
scheduling (C18), the average ranking is 1.6; (3) the construction preparation (C21), the
average ranking is 2.58; (4) project management team work out the schedule plan (C16), the

average ranking is 2.63.

The comparison of the weights of top five non-project management and project management

group can indicate their degree of the contribution to project success as presented in Table 7.6.
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Table 7.5: The ranking of the top five non-project management and project management for each project KPIs of various project types “1” denotes Ranking
No.1; “2” denotes Ranking No.2; “3” denotes Ranking No.3; “4” denotes Ranking No.4; “5” denotes Ranking No.5. (Part 1)

K1 K2 K3 K4 K5 No. of
Times
33 (228|218 |22 |2 |28|2|2|2|28|2|2|2|2|2 |2
< < < < < < < < < < < < < < < < < < < < the
= = 3 = = 3 = 3 3 = 3 = 3 = 3 = 3 = 3 =
(¢) (¢) (¢} (¢) (¢) (¢} (¢) (¢} (¢} (¢) (¢} (¢) (¢} (¢) (¢} (¢) (¢} (¢) (¢} (¢) Criterion
— \S] (98} BN — [\8) w S —_ \S] W BN —_ \S] [V} ~ — \S] W ~
has
been
Non- ranked | Average
PM top five | Ranking
Cl 2 5 2 3.5
C2 0 0
C3 1 2 3 2 2 5 2 2 5 2 2 5 2 2 3 15 2.67
C4 4 5 3 4
C5 5 5 5 5 5 5 5 7 5
Co6 1 1 3 4 3 4 3 3 3 1 3 4 19 2.53
C7 1 1 1 2 1 1 1 1 2 1 1 2 1 1 2 20 1.7
C8 1 5 1 2 1 1 2 1 2 1 2 0 0
Cc9 4 2 5 4 2 4 3 4 4 2 4 4 2 13 3.38
C10 5 5
Cl1 0 0
C12 1 1 1 3 1 1 2 3 1 1 3 1 1 1 1 5 17 1.76
Cl13 1 1 1 2 3 1 1 3 3 1 1 2 3 1 1 2 1 1 20 1.7
Cl4 3 1 4 5 1 4 4 5 1 5 5 4 1 4 14 3.36
C25 1 1 1 1 4 3 1 1 4 3 2 1 4 3 1 1 4 3 1 1 20 2.05

93



Chapter 7 Verification and Validation of Model and Discussion of Result

Table 7.5: The ranking of the top five non-project management and project management for each project KPIs of various project types “1” denotes Ranking
No.1; “2” denotes Ranking No.2; “3” denotes Ranking No.3; “4” denotes Ranking No.4; “5” denotes Ranking No.5. (Part 2)

Kl K2 K3 K4 KS No. of
Times
— — — — — — — — — — — — — — — — — — — —
< < < < < < < < < < < < < < < < < < < < the
3 = s = s s s, s s s, s, s, s s s s s s s s o
a a a a a a a a a (¢} a a a a a a a a a a criterion
_ o w IN —_ o w IN —_ S w IN —_ S w EN —_ ) w ~
has
been
ranked | Average
PM top five | Ranking
C15 4 3 4 4 5 5 4 5 8 4.25
Cl16 1 3 4 4 1 2 4 3 1 1 4 1 1 5 4 2 1 5 3 19 2.63
C17 5 5 5 5 5 5 5
C18 1 3 2 1 1 2 3 1 1 1 3 1 1 1 3 1 1 1 3 1 20 1.6
C19 5 1 2 2.67
C20 4 2 5 3.67
C21 3 3 3 3 3 2 2 3 2 2 2 3 2 2 2 4 2 2 4 19 2.58
C22 4 5 4 3 5 4 3 3 3 9 3.78
C23 2 4 1 1 2 1 1 1 2 1 1 1 2 1 1 1 3 1 1 2 20 1.5
C24 5 5 5 4 5 5 4 5 4 4 10 4.6

Source: author
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Table 7.6: The weights value of the top five non-project management and project management CSF’s for each project KPIs of various project types

Schedule performance Unit Cost Cost variance

PM Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4

1 0.685741 0.4313248 0.6298646 0.5145164  0.7079136 0.6688278 0.6190121 0.5998093  0.7369196 0.7252437 0.7124081 0.6577555
2 0.6549497 0.4309137 0.6147251 0.505092 0.707776 0.6684166 0.6038727 0.5940314 0.736782 0.7248326 0.7081503 0.6483311
3 0.6118962 0.4200012 0.5936854 0.4973882  0.7076721 0.6645699 0.5295367 0.5903849  0.7366781 0.7209859 0.6972687 0.6351387
4 0.6046598 0.4196567 0.482405 0.4765691 0.7069252 0.6627744 0.4917344 0.5762441 0.7359311 0.7191904 0.6795018 0.6064959

5 0.5309528 0.3939693 0.4789859 0.4531801 0.6268188 0.5503397 0.4396051 0.573736  0.7144051 0.6206868 0.5995119 0.5779165
PM Type 1 Type 2 | Type 3 Type 4 Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4
1 0.685741 0.7262462 0.6298646 0.505092  0.7076721 0.6688278 0.6190121 0.5903849  0.7366781 0.7252437 0.7124081 0.6483311
2 0.6831565 0.4884777 0.5754989 0.4479293 0.7044994 0.6688277 0.5749857 0.530879  0.7335054 0.6665775 0.6622686 0.5933117
3 0.5350473 0.4313248 0.5470765 0.4436656  0.5526594 0.5873832 0.5240589 0.467783  0.6190659 0.4629852 0.6467802 0.4821575
4 0.50303 0.4238618 0.4665671 0.4079429 0.506296 0.477005 0.4746541 0.4537462  0.4952543 0.4529906 0.5882267 0.452783
5 0.4958451 0.4109121 0.4311722 0.3807193 0.4419703 0.3874305 0.4678166 0.4037834  0.4753705 0.3473525 0.5541201 0.4409504
Quality Client Satisfaction
Non
PM Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4
1 0.7837917 0.7806892 0.7082307 0.6950394 0.816308 0.7855916 0.7089943 0.7586908
2 0.7836541 0.780278 0.6930912 0.685615 0.8161703 0.7851805 0.6938549 0.7531612
3 0.7835502 0.7764313 0.5972034 0.6567059  0.8160664 0.7813337 0.5768761 0.7198795
4 0.7828032 0.7746358 0.5588459 0.6437798  0.8153195 0.7795382 0.5645083 0.6835404
5 0.7080927 0.6761322 0.4893169 0.6174855 0.7137487 0.6810347 0.470196 0.6731219
PM Type 1 Type 2 Type 3 Type 4 Type 1 Type 2 Type 3 Type 4
1 0.7835502 0.7806892 0.7082307 0.685615 0.8160664 0.7855916 0.7089943 0.7531612
2 0.7803775 0.7243306 0.6648826 0.63077  0.8148014 0.7292331 0.670495 0.752573
3 0.5681484 0.4387696 0.5948712 0.4647358  0.8128937 0.4931811 0.5909643 0.606479
4 0.4965228 0.3804928 0.4880976 0.4101523 0.5361652 0.3234889 0.4949518 0.5704611
B 0.4412664 0.2773615 0.4809611 0.3839691 0.4503222 0.2501534 0.486366 0.3401014

Source: author
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7.3.2 Comparison with the previous study

The importance of the CSFs is derived from the objective project data. The identified top five
CSFs are compared with the previous studies with respect to the significance of the CSFs in

the literature.

For the CSFs of construction project success in China, some studies confined to international
architectural engineering and constructing (AEC) companies for critical success factors of
project success to venture to China market (Ling et. al., 2006). Different with this study’s
objective, the group of studies focuses on the CSFs for the interests of the international AEC
firms. All the projects in this study are mainly undertaken by the domestic AEC firms. In fact,

the construction market in China is dominated by the domestic AEC firms.

Lacking of research for the CSFs for projects undertaken by domestic AEC firms in China in
the international literature arena leads to the comparison of the finding of this study with the
CSFs of international domain. Chan et al. (2002) has done a thorough literature review for the
CSFs. Table 7.7 presents the comparison of findings of this study with the international
literature. A review of the literature suggests the absence of the consensus in the literature for
the importance of CSFs. Various countries have different CSFs. In this study, the applicable
CSFs for China’s project are identified based on the top five derived weights of PM and non-
PM group. There are some CSFs which have not been identified in the previous research.
They are Procurement method (C13) and Project type (C25) in non PM group. In PM group it

is the system to ensure achievement of quality objective (C23).

The absence of the consensus in the literature for the importance of CSFs and the difference
of identified CSFs in this study signifies that it is necessary to extend the discussion of
analysis results by in-depth interview. In the next chapter the author will explore the interview
for the purpose of the in-depth discussion of analysis results.
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Table 7.7 the comparison of findings of present study with the literature

The comparison of finding of the
present study with the previous
research

Baldwin,
et. al.,
(1972)

NEDO,
(1983)

Chalabi,
et. al.,
(1984)

Arditi,
et. al.,
(1985)

NEDO

(19,86)

Okpala
et. al.,
(1988)

Naoum
et. al.,
(1991)

Mansfield
et. al.,
(1994)

Assaf,
et. al.,
(1995)

Chan,
et. al.,
(1997)

Kaming,
et. al.,
(1997)

This
study

Non PM

CSFs in the literature

Inclement Weather and
underground(C14)

Contractor (C8)

< |2

Design Variation(C7)

2 |2 | <

2 |2

Contract Type(C12)

< |2 |2 | <2

Designer experience(C6)

2 |2

CSFs for this study
Project Type (C25)

Procurement procedure (C13)

< |2 | |=<=

PM

CSFs in the literature

Labour supply (C19)

Material supply (C20)

2 |2

Construction Planning(C16)

< | < |2

< | < |2

Construction preparation(C21)

< | <

Communication(C17)

< | < < | <

Planning (Schedule
effectiveness)(C18)

CSFs for this study

The system to ensure achievement
of quality objective (C23)

Source: author
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7.4 Chapter Summary

Firstly the verification and validation of CASE_PMP was discussed. The results of the
preliminary data analysis for the derived weights of the CBR model were discussed. Four sets
of weights for CSFs were derived for five KPIs of various types of projects. The results were
discussed on project type, ranking of the top five non-project management and top five
project management CSFs for each project KPIs. Comparing the findings with the literature
revealed that there was no general agreement for the CSFs of different countries. In the next
chapter the author will conduct the in-depth interview to expand the discussion of the analysis

results.
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Chapter 8 In-depth Interview for Results Discus-

sion

8.1 Introduction

This chapter addresses the in-depth interview to project managers who were the winners of Out-
standing Project Manager Award, China 2008. In Chapter 7, the author discussed the prelimi-
nary analysis results and further discussion of analysis results is expanded in this chapter. Ob-
jective of the interview is to solicit project manager’s point of view on the analysis results and
practicality, advantages and disadvantages of model CASE_PMP. The interview nature is

semi-structured. The information collected from these interviews is then analysed qualitatively.

8.2 Purpose and method of in-depth interview

CASE_PMP was verified and validated and importance of CSFs was discussed in Chapter 7.
However, the lack of consensus for the importance of CSFs of this study and literature triggers
the in-depth analysis. And the verification and validation of model did not discuss the practical-
ity, viability of CASE_PMP. The objectives of in depth interview are:

i.  To examine with practitioners what are the most important CSFs.

ii.  To discuss with practitioners for the usage, advantage, disadvantage of CASE_PMP.

In-depth interviews were conducted with experienced project managers. The advantages and
disadvantages of telephone interview and face to face interview are presented in Table 8.1. Tele-
phone interview was employed as project managers usually are occupied by project-related
work. Unlike the routine office work, they need to spend time on site, and other project partici-
pants’ office. Therefore, telephone interview is effective to solicit their comments because it will
not prolong the interview time too long and can reach different project manager in relatively
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short time period. Face to face interviews are luxury as the author will need to arrange another

trip and input vast resource which may not be necessary. In addition, project managers usually

are too busy to arrange the face to face interview.

Table 8.1 The advantages and disadvantages of telephone versus face to face interview

Telephone Interview

Face to Face Interview

Advantages 1) the number of different people | 1) the researcher can adapt the questions
can be reached in a relatively | as necessary, clarify doubt and ensure
short period of time. 2) From the | that the responses are properly under-
respondents standpoint it would | stood, by repeating or rephrasing the
eliminate any discomfort that | questions. The researcher can also pick
some of them would feel less un- | up nonverbal cues from the respondent.
comfortable disclosing personal
information over the phone than
face to face. 3) not to prolong the
interview time too long.

Disadvantages | 1) the respondent could unilater- | 1) the geographically limitations they

ally terminate the interview with-
out warning or explanation 2) the
researcher will not be able to see

may impose on the surveys and the vast
resources needed. 2) respondents might
feel uneasy about the anonymity of their

the respondent to read the | responses when they interact face to face
non-verbal communication interviews. 3) prolonged process

Source: http://www.blurtit.com/q734868.html and http.//www.blurtit.com/q949775.html

The interviews are semi-structured in nature because a set of questions was developed as a
guide of framework to be explored for the interviewer and yet open end for each question for
respondents to reply. The questions list was appended in the Appendix 8. During the course of
the interviews, the interviewees were introduced to research scope, results and CASE_PMP
model. The most critical CSFs identified in this study were explained in details and ask their
comments. The usage, advantage and disadvantage were asked. The interview record is attached

in the Appendix 9.

8.3 Respondents Profile

A group of five project managers who were the winners of 2008 China Outstanding Project
Manager Award in Beijing have participated the semi-structured interview. The Outstanding

Project Manager Award is the highest honour promulgated by China Construction Association to
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project managers.

The respondents typically hold a project managerial post in their organization and are very ex-
perienced. Two respondents have promoted to higher management position due to their out-
standing project management performance. In general, the experience of the respondents ranges
from 10 to 20 years. They all have track records for Luban and Great Wall prizes’ projects. One
of the compulsory requirements of this award is extensive project management experience in-
cluding being project manager at least three years consecutively for projects which won national
level awards. In addition, it is compulsory that project manager join the training organized by
China Construction Association continuously for two years. As such, the respondents are ex-
perienced and knowledgeable so that a reasonable level of confidence and coherence in their

responses is assured.

8.4 Discussions about CSFs

The respondents were asked to rank the Critical Success Factors in order of importance. Except
for the lists of CSFs identified in this study, respondents have pointed out other CSFs. Human
judgments generally are subject to systematic error, or bias, as well as unsystematic error, or
variance, especially expose to massive information, like the entire lists of 25 numbers of CSFs.
In view of the above mentioned respondents were introduced the CSFs by the grouping in
Chapter Two to minimise the human bias and make them answer interview questions effectively

with the grouping CSFs.

8.4.1 Quality Assurance System

Almost all respondents have indicated clearly that the quality assurance system presides over
other factors as the top critical CSFs. It was consistent with the findings: the system to ensure
achievement of quality objective (C23) is one of the most important CSFs. Some opinions

expressed by respondents are listed as follows:
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The technology is very important to quality management through the quality assurance system.
In other words, technology can facilitate the optimisation of construction implementation plan.
During the process of working out the construction implementation plan, project manager needs
to discuss with technical staff to ensure the construction implementation plan, cost and detailed
construction methods. For instance, the excavation work for one sports stadium project, the
project team adopted the technology innovation by using the excavated soil to back-fill the
foundation of piling system. It saved the process of transporting soil out of the site. This tech-

nology saved construction time during the raining season.

During the construction process, the quality assurance system is critically important. Usually,
self-checking is the most effective way. For example, the structural work is essential to project.
The concrete work usually is done by the specialist. Project manager must record properly, be
clear about the details like which part was done by which person. For example, in one project,
project manager found the overall total deviation of the verticality of the main structure ex-
ceeded the allowable plane bending norms by more than two millimetres. Despite the minor
error, they still requested the specialist to rework the concrete work. It ensured the project qual-
ity and made the structural work specialists realized that quality is their survival skill. Some
project team formulated hundred over rules and regulations which were exhaustive and detailed

to guarantee the project quality.

8.4.2 Scheduling Technology: CPM and PERT

Among the CSFs posed to the respondents, it was generally found that utilization of scheduling
technology, i.e. Critical Path Management (CPM) and Program (or Project) Evaluation Review
Technique (PERT) is ranked as important CSFs. These observations follow closely the findings
of this study: Planning (Schedule effectiveness) (C18) is one of the most important CSFs.

Whilst four respondents rated scheduling technology as the important CSFS, it was noted that
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one respondent claimed that scheduling technology was only fairly important. According to
their experience, project manager usually worked from PERT network to identify critical path
based on key points and technical difficulty of projects. The non-critical path was inserted into
critical path. The labour, materials and equipment were allocated to the nodes of network. Pro-
ject resource was planned and schedule was controlled by working out detailed network. For
instance, in every work flow section, project manager estimates quantities of steel, formwork
and concrete, and then calculate the resource demand in terms of labour, material and equipment
based on their experience and quantities quota which was published by official government
sources. All these were marked in the network and briefed to relevant project participants,
such as subcontractors, plumbing and sanitary services, air-conditioning and mechanical venti-
lation services, fire protection systems, and electrical systems etc. The detailed PERT network
could present the project time and resource allocation unambiguously to all the project partici-
pants, especially to the site personnel. The project schedule and resource allocation were clearly
understood by the respective parties. It is beneficial to utilise project resource effectively, and

ensure project is delivered on time and within budget.

8.4.3 Contract Issue

All the respondents, with the exception of one, had confirmed construction contract was critical
CSF. This is in alignment with the findings of this research. Project contract (C13) is one of the
important CSFs. Most respondents recognised that contract, especially contract clause, was an
important contribution to project success. Contractors have to be very serious about the contract
clause after they are awarded the tender. Sometimes the dispute arises from the unfavourable
contract to them. They have to pursue legal claim for the settlement. However, it is noted that if
contractors and clients are subject to legal claims, it will cause the financial loss and contract

delay in the construction project and constitutes obstacle project success.

Further investigation by asking the respondents revealed that most respondents emphasized that
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the contract with client serves more as a tool for contractual agreement and reference to work
out the construction implementation plan but the contracts with subcontractors and other spe-
cialists are important tool for contractor to achieve the project objective determined in the con-
tract with client. For example, the contract between client and contractor will stipulate the pro-
ject time, cost details etc. The contractor will sub-contract the scope of work to sub-contractor
to delivery the project. It is critical to ensure the entire project can be completed by organising

and coordinate various subcontractors’ work.

8.4.4 Construction Technology

The interview revealed a mixed response from the interviewees. Three respondents emphasized
that technology management is to guarantee that the project can complete on time, with the cus-
tomer satisfied quality standard, and saving cost. For example, one project was constructed
during the raining season; the earthwork was difficult as the soil contained sand and was soft.
According to the normal construction procedure, the retaining wall needs to be built before the
foundation sheets. However, it will destroy the soil because of the soil was too soft. The project
manager readjusted the construction procedure by casting the concrete work of the foundation
sheets firstly and secondly is the retaining wall. As such, this project was completed during the
raining season. The excavated sands were used to refill the foundation and saved cost including

buying sand cost and sand transportation cost, as well as the labour and equipment costs.

On the other hand, two respondents claimed that technology is not the most important CSFs.
Project team can delivery the project successfully, technology can not play its part without a
functional team. In this research, technology is not one of most critical CSFs. It is in compli-

ance with the statement of these two respondents.
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8.4.5 Project management organization

Two respondents asserted project management organization is one of the most important CSFs
although this research did not find project management organization (C15) was important CSE.
They claimed that project manger is the top authority for the project. Project manager has the
decision rights to construction implement plans, project team personnel appointment, key tech-
nology decision, purchasing for construction equipment, resource allocation, project scheduling,

construct issue, design changes, and contractual claim etc.

Other than construction technology and project management organization, four other critical
CSFs, Construction Preparation (C21), Design Variation(C7), Designer Experience(C6), Project
Type (C25), are most critical CSFs identified by this study but respondents did not express their
agreements. They claimed that by their experience, these CSFs were not so important to project

SucCcCess.

8.4.6 Other CSFs suggested by respondents

One respondent suggested some other CSFs. They are:-
Project manager is encouraged to discuss with subcontractors, outsourcing specialists on the
construction implementation plan in order for them to optimise the construction implementation

plan.

It has been proven that a long term cooperation relationship with subcontractors and outsourcing
specialists is helpful to delivery project successfully because they will understand your re-
quirement. Calling open tender for subcontractor and outsourcing specialists may not be the
most effective way to select appropriate partners. The good relationship is beneficial for project

delivery.
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Safety management is very important CSFs and prevention is primary. In the daily safety man-
agement, strict self-checking system is important to project quality system. In addition, the sub-
contractor and outsourcing specialist are briefed on the safety management system, the rules and
regulations. The safety responsibility agreement is signed with them. The safety details are exe-
cuted in the project team. Every safety management step must have person-in-charge. Project

manager and subcontractor need interactions.

Team work is one of the most critical CSFs. Project team must have team spirit. A strong team
is the most important CSF for project success. To create a happy and positive atmosphere in the
project team is to cultivate the team culture and team spirit. The team culture emphasizes on

cooperation, and project management needs the cooperation of various parties.

8.5 Discussions of CASE_PMP

CASE_PMP was briefed to the respondents in detail, including background, the system archi-
tecture, input and output, modelling methods. The background introduction describes the re-
search objective, i.e. to build CASE_PMP model with the input which are independent variables,
CSFs, and output which are dependent variables, KPIs. Luban and Great Wall prizes’ projects
were collected as data to build the CASE_PMP model. The indexing case module, retrieval
cases module, calculated cases module, test and validation module were explained to respon-
dents. CBR in terms of concept and method were briefed to respondents as well. The second
objective of research is briefed to respondents as well, i.e. using CASE_PMP to estimate the

KPIs, e.g. project time and cost information.

8.5.1 Model Practicality

The respondents were requested to comment on the practical usage of CASE_PMP. Four re-
spondents asserted that CASE_PMP was useful to estimate the project cost and time for the pur-

pose of preparing tender document. Currently, the most commonly used method is based on
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company’s previous project record and project manager’s experience to estimate the project
time, cost and incorporate them into the tender document. Contractor receives the tender invita-
tion from client, which includes Conditions of tender; an explanation of the evaluation criteria
to be used to evaluate the bids; a specification describing the product, service or works required;
Conditions of Contract and Forms to be completed etc. For instance, if it is a high end residen-
tial project with GFA 100,000 m2, the project site is located at the centre of Beijing city. The
in-house marketing department will estimate the project time and cost based on company’s pre-
vious projects record. Let’s say this company has undertaken one similar high end residential
projects previously, but the project site is not located at the centre of city but close to the suburb.
To estimate the project time and cost for tender document preparation, the market department
will estimate for example the project cost with the consideration of cost fluctuation, project lo-
cation etc. Project manager will comment the estimation results and finalize it for tender docu-

ment submission. This is called manual estimation process.

Using CASE_PMP could be a complementary approach to the traditional methods to estimate
project time and cost for tender document preparation. It has been well established that human
judgments (i.e. predictions or evaluations based on incomplete or uncertain information) gener-
ally is subject to systematic error, or bias, as well as unsystematic error, or variance (Bowman,
1963). Project time and cost estimated by the in house market department or project manager
would be subject to errors and bias. CASE_PMP may be helpful for supporting project manag-
ers’ estimating and check manual estimation. It may help the inexperienced project manager to
improve the effectiveness of estimation and increase the reliability and fairness of the manual
estimation. However, one limitation of CASE_PMP is lacking of consideration with the factors

for cost fluctuation and project site location variation.

As claimed by one respondent, CASE_PMP can be only used to support to do estimating. Case
library have hundred over projects for four types of building projects. It is necessary to investi-
gate if the case library exposes a gap in the case coverage. As we all known, an incomplete case
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library will not be capable to respond to all possible project scenario that may arise in the reality.
Increasing more projects in the case library can improve CASE_PMP competency. Usually mar-
keting department has more than 50 projects in the database to help them do the estimation. So

it is not advisable to use CASE_PMP to the actual estimation.

The detailed process on how model can be used to prepare tender document is depicted in Fig-

ure 8.1.
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Figure 8.1 Use CASE_PMP for Tender preparation
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As shown, CASE_PMP can be used in the tender process for tender document preparation.

Non-PM CSFs can be input based on specification, company organisation structure. As for PM
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CSFs, project manager could input various scenarios according to: 1) practice for project man-
agement organisation, 2) company internal resource, 3) company practice for project manage-
ment, 4) company quality management system, 5) company information and the resource allo-
cated to project. Project time and cost are estimated as output. In addition, the model could be
used after the tender stage to estimate KPIs with the updated status of projects CSFs, such as

PM CSFs.

8.5.2 CASE_PMP merits and demerits

The respondents commented on the merits and demerits of CASE_PMP. The respondents af-
firmed that the model design and logic is viable. All respondents expressed that the model con-
cept is easy to understand and viable and they showed their strong interests for the model. Fu-

ture research will look at developing the user interface and the complete software.

8.5.2.1 Case library representativeness

The respondents were asked if case library is representative for reasoning. CASE_PMP builds
the case library with those prestigious projects which have won Luban and Great wall awards.
The case library represented the high level project success. The project cost and time estimated
by CASE_PMP may be a very competitive bid. In this sense, CASE_PMP is useful for tender
document preparation. Nevertheless, contractors should be cautious to the outcome of
CASE_PMP because there is the possibility for CASE_PMP to produce an unachievable project
cost and time for contractor. Contractor may keep the awareness for their capability to deliver
the project. One respondent asserted that it is necessary to increase the project number in the
case library to improve the representativeness. Another respondent also claimed that
CASE_PMP is not developed for one contractor only. The incompatibility of information from
one contractor to another will cause the difficulty to input CSFs and become an obstacle for the

representativeness of case library.
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8.5.2.2 CBR appropriateness as the quantitative model for CASE_PMP

CBR is to solve new problem by adapting solutions that were used to solve old problems. This
approach offers a paradigm that is close to the way project manager estimate project time and
cost. Project manager estimate time and cost based on the most similar old projects. The model
design and logic is viable and concept is easy to understand. Three respondents agreed with the
indices used in CASE_PMP. The retrieval case module, calculated module, test and validation
module are appropriate to for the task to find out the most similar old project and the corre-
sponding similarity score. The test and validation module is viable. It is exactly same as the
process project manager adopts in the estimation results to suit the particular circumstances of
the current project. CBR is a suitable tool to establish CASE_PMP. The whole design and
modules of CASE_PMP are viable and suitable. CASE_PMP is a feasible model. The modules
are logically viable. The selection of indices, i.e. CSFs, is accurate as project manager would
use the same CSFs to estimate project time and cost. The accurate indices could affect the accu-
racy of retrieval. The calculated module for similarity score is feasible and the test and valida-

tion module is also viable.

8.5.2.3 Potential benefits of CASE_PMP

CASE_PMP would have advantageous effects for more objective estimation. It is well known
that the current approach to estimate project time and cost to prepare tender is based on subjec-
tive estimation and the current approach is still at primitive stage. There is a need for more ad-
vanced and more objective estimation. CASE_PMP can be used as an innovative technology for
future tender document preparation provided it has improved its cases coverage. CASE_PMP
can increase consistency for tender document preparation if the author can develop it to be
compatible to all contractors. In other words, CASE_PMP can be developed with consideration

of different contractors’ individual conditions. E.g. some small contractor may not have a com-
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pany internal resource management system like those reputable contractors and hence they will
face difficulties to input project resource allocation. So a compatible CASE_PMP would be able
to advise project resource allocation input regardless of if contractor have existing internal re-
source management system or not. Using CASE_PMP can generate greater efficiency to do es-
timation as the current approach requires inter-departmental cooperation and spend more time.

Using IT tool is helpful to reduce human power investment and thus reduce cost.

8.5.2.4 Weakness of CASE_PMP

One respondent stated that CASE_PMP was an academic model as there are some CSFs were
excluded from the model. CSFs that are excluded are: project manager is encouraged to discuss
with subcontractors, outsourcing specialists on the construction implementation plan, a long
term cooperation relationship with subcontractors and outsourcing specialists, safety manage-
ment and team coherence. As explained in Chapter 2 and Chapter 7, there is the absence of the
consensus of CSFs in the literature because various countries have different CSFs. The respon-
dent affirmed that the four CSFs identified by this respondent were his individual opinion and
were mainly from the project management experience in Beijing. The collective and unanimous
characteristics of this respondent’s opinion are lacking. It is recommended that for future study,
the author will be conducting in-depth case study for specific CSFs applicable to projects in

Beijing.

The respondent insisted on that the traditional method is still their priority as the respondent
claimed that his personal reluctance to try out CASE_PMP. It is understood that the reluctance
was associated with the human’s bias again computer. Experts may be biased against introduc-
ing computer systems into their domain to replace their knowledgeable judgment. The respon-
dent is a senior staff with more than twenty years experience. He is not familiar with those IT

technologies and hence not keen to introduce new IT stuff in his practice career.
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One respondent claimed that CASE_PMP did not incorporate cost fluctuation and project site
variation into model. The case library represented the high level project success. The project
cost and time estimated by CASE_PMP may be estimated as a very competitive bid. Neverthe-
less, contractors should be cautious about the outcome of CASE_PMP because there is the pos-

sibility for CASE_PMP to produce an unachievable project cost and time for the contractor.

One respondent explained that it is necessary to investigate if the case library exposes a gap in
the case coverage. It is well known that an incomplete case library will not be capable to re-

spond to all possible project scenarios that may arise in the reality.

One respondent stated that it is not developed for one contractor only. The incompatibility of
information from one contractor to another will cause the difficulty to input CSFs and become

an obstacle for the representativeness of the case library.

8.6 Chapter Summary

This chapter presented the in-depth interview conducted for purpose of expanding analysis re-
sults discussion. The objective and method of interview were introduced. The objective was to
examine with practitioners what are the most important CSFs and to discuss with practitioners
for the usage, advantage, disadvantage of CASE_PMP. The interview nature was
semi-structured and conducted by telephone because using the telephone is the most effective
way. The telephone call will not prolong the interview as the project managers are very busy.
Face to face interview will require travelling which is not necessary and involved vast resource.
Project managers have busy schedule and their work nature is not routine office work. Therefore
questionnaire or face to face interview is difficult to arrange. The respondents were winners of
Outstanding Project Manager Award, and their profiles were briefly introduced. Lastly, the in-

formation collected from these interviews was analysed qualitatively. The most important CSFs
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expressed by the respondents were discussed and their compliance and non-compliance with
this research were presented by different CSFs. Furthermore, the respondents’ point of view on
the CASE_PMP model for its usage, appropriateness, case library representativeness, potential

benefits and weakness were addressed.
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Chapter 9 Conclusions and Recommendation

for Future Study

9.1 Introduction

This chapter firstly addresses the review of the research purpose, research questions. Sum-
mary of the research findings is discussed in terms of predictive accuracy rate, the importance
of the CSFs and interview conducted to examine importance of CSFs and some characteristics
CASE_PMP, such as practicality, merits and demerits etc. The verification and validity of the
hypothesis is addressed by quantitative and qualitative validation. The conclusion and discus-
sion are examined. The contributions to knowledge and practice are presented. Limitation of

the current study and recommendation for future studies are finally discussed.

9.2 Review of Research Purpose

The first research objective is to build the CBR model. The second is to use the model to es-
timate the KPIs to provide information for tender document preparation. Both research objec-

tives were achieved. The detailed steps were addressed as follows.

This research adopted the data of the completed projects which won the construction awards
in China to build a quantitative model and derive the importance of the significant factors for
project success from the derived model. The importance was optimum as the average error
rate for all KPIs and project types was 4.35% and the average deviation was 3.00%. Verifica-
tion and validation of CASE_PMP were conducted. The completeness, consistency and cor-
rectness were verified. Qualitative validation was conducted by telephone interview and vali-

dation results were satisfactory. More than half of preliminary analysis results are in compli-
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ance with interviews results.

The usage, merits and demerits of CASE_PMP were explored by semi-structure interview. A
set of questions was developed as a guide of themes framework to be explored for the inter-
viewer. The information collected from these interviews was then analysed qualitatively. The
most important CSFs expressed by the respondents were discussed and their compliance and
non-compliance with this research was addressed. Furthermore, the respondents’ point of
view on the CASE_PMP model was discussed regarding model practicality, merits and de-
merits, case library representativeness, CBR appropriateness as the quantitative model for

Case_PMP, potential benefits and weakness of Case_PMP.

9.3 Summary of the Research Findings

Summary of the research finding are discussed in the following three aspects. The model per-
formance was tested by the predictive accuracy rate and strengthened by qualitative validation.
The importance of the CSFs was identified and discussed. Qualitative interviews to project
managers who were the winner of Outstanding Project Manager Awards Beijing, China 2008
were used to expand the discussion on the most critical CSFs and model CASE_PMP usage,

merits and demerits.

The model performance is assessed and the weights are optimum as the average error rate for
all KPIs and project types is 4.35% and the average deviation is 3.00%. For KPIs, construc-
tion speed (KPI 1) has the highest average error rate of 10.19%. For client satisfaction (KPI 6)
using the Likert scale from 1 to 5, the KPI value is either 4 or 5. This meant that client is ei-
ther satisfied or very satisfied and the model can predict with only an average error rate of
0.21%. Across all project types, all error rates for various project types do not vary as signifi-
cantly as the KPIs. It shows that the model performance does not depend on the project type.

All building projects can be used to predict the KPI value by using this model and it is not
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biased against any project type.

The absence of the consensus in the literature for the importance of CSFs signifies that vari-
ous countries have different CSFs. In this study, the applicable CSFs for China’s project are
identified based on the top five derived weights of PM and non-PM group. There are some
CSFs which have not been identified in the previous research. They are Procurement method
(C13) and Project type (C25) in non PM group. In PM group it is the system to ensure

achievement of quality objective (C23).

Some results of the current study are in compliance with interviews results. They are: the sys-
tem to ensure achievement of quality objective (C23), Planning (Schedule effectiveness)
(C18), Project contract (C13). Technology management (C22) and project management or-
ganization (C15) received mix comments by respondents, some expressed that they are criti-
cal, some indicated that they are not critical. In addition, four other critical CSFs, construction
preparation (C21), Design Variation (C7), Designer Experience (C6), Project Type (C25), are
the most critical CSFs identified by this study but respondents did not express their agreement.
One respondent suggested some other CSFs which did not include in this study. Such as pro-
ject manager is encouraged to discuss with subcontractors, outsourcing specialists on the con-
struction implementation plan, a long term cooperation relationship with subcontractors and

outsourcing specialists, safety management and team coherence.

Four respondents asserted that CASE_PMP was useful to estimate the project cost and time
for the purpose of preparing tender document. Using CASE_PMP could be a complementary
approach to the traditional methods to estimate project time and cost for tender document
preparation. The respondents affirmed that the model design and logic was viable and ex-
pressed their understanding for the models’ details such as the system architecture, input and
output, modelling methods-CBR etc. However, one respondent stated that CASE_PMP was

an academic model and claimed that the traditional method is still their priority.
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9.4 Verification and Validation of CASE_PMP

There are three aspects of verification if the performance of the model: correctness checking,
internal consistency checking and completeness checking. The case correctness was checked
during the data collection stage when the official documents were provided by the contractors
to ensure accuracy of the data. And data collected through the questionnaire has been ran-
domly checked by the researcher for the accuracy. The internal consistency checking of the
case library was to detect redundancy or contradiction of cases. The safety KPI (K5) was not
applicable because all Luban and Great Wall Prize projects had zero death accident and thus
only five of the six KPIs were discussed in this study. Regarding completeness checking of
the case library, the likelihood of seeing stronger similarities would be higher when the num-
ber of cases could be increased to 23 cases as recommended by Ng and Smith (Ng and Smith,
1998). As the four types of project cases in the case library exceeded 23 the completeness cri-

terion has been satisfied.

In addition, the model was quantitatively and qualitatively validated. Quantitatively, the pre-
dictive accuracy showed an acceptable average error rate for all KPIs and project types as
4.35% and the average deviation is 3.00%. Qualitatively, the results of the current study were
validated. A set of four hypothetical case studies, one of each project type were used to vali-
date the model. The author made phone call interview to raters, and asked for their subjective
assessments for the output of CASE_PMP according to a specified rating scheme. Eighty re-
sponses were received for five KPIs. In general, none of raters expressed unreasonable to all
the output of CASE_PMP. Feedback from thirty-eight responses expressed “very reason-
able” to the output of CASE_PMP. Feedback from twenty-one responses commented “rea-

sonable” and feedback from twenty one responses showed “moderately reasonable”.

9.5 Conclusion and discussion

The results have shown that the prediction error rate of model CASE_PMP is acceptable. The
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average error rate for all KPIs and project types is 4.35% and the average deviation is 3.00%
so CBR is a feasible model to establish the links of CSFs and KPIs. In addition, verification
and validation of model were investigated and model has satisfactory performance. Hence
CBR can be a useful technique in modelling the CSFs and KPIs relationships. The research
objective one, i.e. to build the CBR model CASE_PMP has been accomplished. Further
in-depth interview was conducted to discuss the importance of CSFs and usage, advantage
and disadvantages of CASE_PMP. The results can be used to estimate the KPIs for the prepa-
ration of tender document. Therefore the research objective two, to estimate the project KPIs

based on the model for project tender document preparation, has been achieved.

9.6 Contributions

The contribution of this study to knowledge is that CASE_PMP can provide the preliminary
mechanism for modelling the relationships of CSFs and KPIs by applying completed project
data to fill the knowledge gap. The importance of CSFs is determined by the derived attribute
weights of CSFs. Previous studies identified the significant factors that contributed to the
successful performance of projects using respondents’ subjective opinions (Pinto and Slevin,
1987, Belassi and Tukel, 1996).In addition, the study has provided a demonstration of a new

application of an Artificial Intelligence tool to the construction management area.

Potential contribution to practice is that CASE_PMP can be used to estimate the project time
and cost for the preparation of tender document. Case-based reasoning (CBR) has the ability
to utilize existing data as cases (Hammond, 1986). It is a method of solving a current problem
by analogising the solutions to previous similar problems. Using the successful projects,
CASE_PMP estimate the project time and cost based on the most similar projects in the case
library. This approach offers a paradigm that is close to the way project manager estimate

project time and cost.
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9.7 Limitations of the research

It was observed that industrial project (Type 2) had the highest error rate for KPI 1 (construc-
tion speed) which was 14.54%. To improve, CASE_PMP can be used to predict the KPIs

more accurately with a larger library of real cases.

The input of CBR is numbers which sometimes is hard to memorize by users. For example,
user needs to input exact project information like labour input and material input. It is ex-
pected to develop more user friendly interface by using other advanced technology like fuzzy
logic and hence improve the model usage. Project manager can input the input by “small”,
“medium” or “high” accordingly, which is easily input by human and hence make the input
less difficult. In addition, this study only used one optimisation technique, namely the Gener-
alized Reduced Gradient (GRG2) non-linear optimisation to calculate the weights of the at-
tribute. It would be recommended to employ more optimisation techniques to calculate the
attribute weights, for example, feature counting, gradient descent, and genetic algorithms.
Different approaches will experiment regarding which optimisation technology can have less
error rate and hence select it to improve prediction accuracy. E.g., in Sevgi’s study, it was
found that genetic algorithms (GA)-augmented optimisation technology yielded an average
error of 16.23% whereas feature counting and gradient descent had average errors of 17.63
and 21.20%, respectively. And the optimisation technology which has the lower error rate is

used to improve the model accuracy.

Some limitations of CASE_PMP are commented by the respondents during the in-depth in-
terview. One respondent claimed that CASE_PMP was too academic orientated as there are
some CSFs were not included in the model, e.g., cost fluctuation and project site variation.
The respondent still preferred the traditional method, i.e. based on previous project experience
and project manger to estimate the project time and cost, for preparing the tender document
but has no intention to try CASE_PMP because this respondent is a senior staff who is not
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familiar with those IT technologies and hence not keen to learn the new technologies. In addi-
tion, the case library was comprised of the Lu ban and Great Wall Prize, which is high level
construction award in the industry, so contractors should be cautious about the outcome of
CASE_PMP because there is the possibility for CASE_PMP to estimate an unachievable pro-
ject cost and time based on the prize awarded project library. Lastly, one respondent explained

that studies is needed to investigate if the case library exposes a gap in the case coverage.

9.8 Recommendations for future research

The results obtained can help the practitioner to identify the significance of the CSFs for new
projects, and accordingly advises the construction professionals on the suitable project man-
agement strategy (project management CSFs) with respect to different project scenarios.
The different project scenarios are reflected by different non-project management CSFs to
achieve project success. The project data are from Beijing, China, the project management
knowledge generated can be tested to generalize to other relevant parts of China because it is
in compliance with four relevant aspects of PMBOK, i.e. the project management organiza-
tion (C16), the main contractor and subcontractor’s communication (C18), the construction

technology (C21), and the system to ensure achievement of quality objective (23).

It is recommended for further study to examine how to improve the accuracy rate of the CBR
model. It is worth experimenting with different weight optimisation techniques. The investi-
gation on the impact of external factors of the project domain, for example, different coun-
tries’ culture and political influence on the project management strategies because they have
different CSFs. A decision support model can be developed. If the CASE_PMP can be put
into practical use and with the accumulated real case and the improved accuracy rate, it can
more rigorously generate knowledge. The hybrid model combining the CASE_PMP and a
decision support technique such as decision tree can be proposed to predict the project suc-

cess KPIs value based on different scenarios of the selected project management method. It
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can be the scope for future work.

All respondents during the in-depth interview expressed that the model concept is easy to un-
derstand and viable and they showed their strong interests for the model. The potential re-
search will develop the user interface and the complete software. Some other CSFs which are
not included in this study were identified in the in-depth interview. It is recommended that
for future study, the author will be conducting in-depth case study for specific CSFs applica-

ble to projects in Beijing.
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Appendix 1: Questionnaire for Survey for Luban and Greatwall

Projects in Beijing, China

Dear Respondent,

This study attempts investigate the Luban and Greatwall prize projects in China. This
research establishes the Case Based Reasoning Model CASEPMP by collection of
Beijing Luban and Great Wall Prize project. CASEPMP is used to model the project
success indicator (Key Performance Indicators (KPIs)) and the dependents of project
success indicator (Critical Success Factors (CSFs). The purpose of this questionnaire is
to gather your company’s Luban and Greatwall project information.

We hope that you can contribute to this study. Your responses will be treated as
confidential.

Thank you for your kind assistance.

Zhang Pei

Research Student

Department of Building

4 Architecture Drive 117566

National University of Singapore

Tel: 65 6516-3513 Fax: 65 6775-5502
e-mail: g0403444 @nus.edu.sg

1. Project Name

2. Which year’s Luban/Greatwall Projects

Client Related CSFs (F1)

3. The funding source of project is
[ ] Private (1)
[ ] Public (2)
[ ] Others (3)

4. Client experience (C2) The number of similar buildings they had commissioned in the past.
[ ] Those with no previous experience are given a low score of L (or rank 3).

[ ] Those with some previous experience involved with one or two buildings are given M (or
rank 2),
[ ] Those have considerable experience (involved more than 2) are given H score (or rank 1).
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5. Client’s contribution to construction process (C3)

—

] Client unsupportive is cored L (or rank 3),

—

] medium is given M (or rank 2),

—

] highly supportive is given H score (or rank 1).

@)

. Client criteria (C4) Client prioritizes the three criteria: time, cost and quality

] Low construction cost (1);
] quick construction (2);

] two of these criteria (4),

[
[
[ ] high construction quality (3);
[
[ ] all criteria (5).

Designer characteristics (F2)

7. In house/outside designers (C5):

[ JIn-houseis (1),
[ Joutside is (2).

8. Designers experience (C6)
[ ] Those with no previous experience are given a low score of L (or rank 3).

[ ] Those with some previous experience involved with one or two buildings are given M (or
rank 2),
[ ] Those have considerable experience (involved more than 2) are given H score (or rank 1).

9. Designer’s times of and significant change orders variations (C7)

[ ] The designer’s times of significant change orders variations, more than two times scored H
(Rank 1),

[ ] two times scored M (Rank 2),

[ ]less than two time scored L (Rank 3

Contractor characteristics (F3)
10. Contractors experience (C8)

[ ] Those with no previous experience are given a low score of L (or rank 3).

[ ] Those with some previous experience involved with one or two buildings are given M (or
rank 2),
[ ] Those have considerable experience (involved more than 2) are given H score (or rank 1).
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Project characteristics (F4)
11. Building work types (C9)
[ 1New (1)

[ ] refurbishment (2).

12. Project size: was defined by building cost (C10) and gross floor area in square meter.

[ ] Those less than RMB 3.6 million and 3000 sqm are regarded as small project (rank 3)
[ ] RMB $8.4 million and 7000 sqm are regarded as normal size projects (rank 2)
[ ] and those larger than the boundary as the large project (rank 1).

13. The attributes used to measure this factor were listed as following: Project complexity (C11)
[ ] very complex (5),

[ ]complex (4),

[ ] medium (3),

[ ]in complex(2),

[ ] veryincomplex (1).

Procurement and Contract Characteristics (F5)

14. Contract procedure (C12)

[ ] Open tendering (1),

[ ] competitive selected tendering (2),
[ ] and negotiated contracts (3).

15. Procurement method (C13)

[ ] Traditional approach (1),
[ ] esign and Build approach (2),
[ ] management approach (3).

Other factors (F6)
16. Obstruction due to underground utilities and or inclement weather (act of god) (C14)

[ ]L (rank 3)
[ ]M (rank 2)
[ ]and H (rank 1).

Project management planning (F7)

17. Project management team organization (C15) Organized in the streamline structure; the
major project construction function team is under the direct level of the project manager,

[ 1yes(2)

[ ] no(D).
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18. Project management team works out the schedule plan (C16)
[ 1 On the daily based (3),

[ ] weekly based (2),

[ ] and monthly based (1).

19. The main contractor and subcontractor’s communication (C17)
[ ] The subcontractor’s meeting is daily based (2)
[ ] or fix period meeting not daily based (1).

20. The effectiveness of the construction scheduling (C18) structure and installation part work
is consequential but if the scheduling of these two parts has the overlap, it is effective.
Alternative measurement is the application of the CPM to shorten the construction duration:

[ 1yes(2)

[ Ino (D).

21. The labor (skilful worker) input man (19)
day per square meter (divided by the GFA).

22. The major material (Steel) consumer (C20)
kg /per square meter (divided by the GFA).

23. The construction preparation (C21) the administration work preparation (the construction
work permission); the technology work preparation (construction drawing familiar, preparation
of the standard, preparation for the measurement and experiment etc.); the site preparation
(Construction Equipment, Temporary Works, water/electricity preparation); the supply of the
plant, materials and goods preparation. The number of all the above preparations:

[ ]all(3),
[ ] any three (2),
[ ]any two or one (1).

24. The technology management (C22) The measurement; experiment; documentation;
development technology management objective; the technical methods to save cost; promotion
of the new technology; quantify management and other technology management. The
measurement scale of this indicator is ordinal. There are 8 aspects of this variable. Hence

[ ] achieving all aspects will be given the highest ranking (1),
[ ] and correspondingly achieving any six or five aspects will be given the second rank (2),
[ ] and achieving four or less aspects will be given the third rank (3).

25. The system to ensure achievement of quality objective (C23)Have the organization
guaranty system for example, the ISO 9002 or any other third party certificate system for
quality guaranty [ ] Yes (2),
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[ 1 No(D).

26. The quality management (C24) The quality objective is high standard or not.
[ ] The planning the quality score is 95% or above (3),

[ ] medium level is 80% or above (2),

[ ]low level is less than 80% (1).

27. Building types (C25)

[ ] Public —used buildings complex (1),
[ ]industrial (2),

[ ] commercial (3),

[ ] residential (4).

Key performance Indicator:

Speed of construction (K1): is a relative time, which is defined as gross floor area divided by
the construction time.

Unit cost (K2): is a measure of relative cost and is defined as the final construction cost
divided by the gross floor area.

Cost Variation (K3): is a ratio of final construction cost minus contract sum divided by final
construction cost.

Quality score (K4):

Health and safety in terms of construction site death accident rate (KS5):

Client satisfaction (K6):

N — 1531)) » J—
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Appendix 2: Luban and Great wall prize project classification
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Appendix 3: The selected sampling project list and projects data

which have been collected
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Appendix 4: an example of a completed survey questionnaire

(mandarin)

5T B KRR R T E s 20 5T (O 1 —)

1. $iH
BRI R TR A AT E 2B A

BE SRR TR AR IS YR AR . R R E BT B 5 AT
R, AR P T A O B R LA R B0 R R F bR, 2D
THREREMBERARNE RS, EVBRREREE. BEERS, KT
REH, EHROEE R ELEMRE.

Zhang Pei

Research Student

Department of Building

4 Architecture Drive 117566

National University of Singapore

Tel: 65 6516-3513 Fax: 65 6775-5502

e-mail: g0403444@nus.edu.sg

1. IUE 4%
Bl s fo & Gook (FHERRD

2. SRR AT R BB ST %
oeeT AR 3444 L oR 5], .
3.HH#SRE (Cl)

5

1]
[1BAQ
[% HAth (3)
— M EHEBIFL)

B0

4.3k A28 (C2), Lholk F LA g 2EB H 2% B8
[1 BHELUELE S L (rank 3)

[1 A—L2K(250 8B ATE) 5 M (or rank 2)
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V{ HAEELR(S S5HENHLLEINH 2) 5 H (or rank 1)

5.0k FETTBR(C3), M 3 %I B Y Tk
[ 1 MeFEXuE f R AR B R (or rank 3),
B e X E BRI SR (or rank 2),

[1 M= g% % 32 B % &(or rank 1).

6. M EFRHE(CA), XA ], ARAFREMER.

(1 MFBAEAEARQ),

[ SRR E bE e 1A 8 ),

[1 WFEBAFREQG),

M 3= SRR E A8 A A B R AR AN),
01 MeESRIRIE 6 A 81 B A T B (5).

TR R (F2)
7. BBl R P R SMER(CS),
k/f MES (1),
[1 5 Q).
8. Hil it NV A5 (C6), LA MR vt 4k IR i 2T B 23 A 5 1R,
[1 BEUEZLEN L (rank 3)
5/] A2 5E—8@mAME) 8 M (or rank 2)

[1 HFEELBESHEA KU LTE 2) 5 H (or rank 1).
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9. BB Mk BRI RL(CT), Wl ol B 3 5 Wy,
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[] PR M [Rank?2),

M/ D>FHIR L (Rank 3).

BRI RES)
10. VL 258(C8), LUESAR B AL LU H S 2501 H 23 H 5 8.

[1 BRELUFEZEN L (rank 3)
[\/{ H—LE2R( S 5d—®BNHHE) B M (or rank 2)

(] HFELKESHARETHE 2) % H (or rank 1),
Y. 55 15 0F4)

11 30 H A5 50(C9):
VR 10
[] BFQ©

12. i A2 U E R R (C10):

M KT 20000 FH 4 (1)

[1 10000-20000 7% (2)

[1 /N5 10000FHk (3)

13 S E 2 BE (CT): T 3 F RPN H 2, M 1 30 S,

[ sdewmis

[o%)

154



[1 482
M/3$g
[ 2 ARHEHE 2

[1 13EEARZ

. AFEMERES)
t, THFRM T A (C12):
[/{ AFFRER),
[ 1 BFEREIFQ),
[1 WE)

15, TREgw 7 (C13) :
M%)

[l D&B®),

75. HABLFE ZF6)

16. BT LA T APF LB By SARXI T E S50(C14)

[1] fi& L (rank 3)
[] 1 M (rank 2)

[\/{ 7 H (rank 1)
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. SR E A ERIET)
17. BUH EHMMERE R GEH(CLS)R T 44, 3 T AR EBAT I E 2B OIS T
M 2O
[1 A&
18. T H 16 T & B AME R T RIE (Cl6):
[] PAEER A BARL R (3),
M LR ),
[1] A 3 S AL RI(D.
19. B EMSEKESWARE (C17):
[] BRHI£Q2)
E/{ TE SRS AR R ER).

20. TR RIRT A (C18) Gt TRE 4 0 B Bt I 5l ) S5
e (CPM ) SRR H TH:

[] 2@
L/f Q)

2L BRI AT, #FH IS Wevsniitil, A%, NE%kL2smR
CAFR/IEFERD (C19):

2. REE GIMAT) 1A kg K GRSTEED (C20)

i 7o

23, BFE T RIS TIEC21): LA B AT HES TR, HAWETE GAEHT
E# a7l R AN, EIRG0ES (JUBE—¥) , BT
#, MBS U ERTUES, FYRM IR S 0EE .
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[\/ AT (3),

[1] FEZA (),
[] FEE—AEFHA (D.
24, JELH AR H(C22): &, %, SCRSH, BB REH R, RS

TEAGLRA, B FHAR, BASHEELMTE. UELEHE, ST
SR B LA

[\/( A8 (3),
1 BN,
1] A ECE F (D).
25. Iiﬁ)i%gfiﬂzt,%(cmmﬁ IS0 9000 &% HAth Fi £ A IE R 45(GB):
= B
[1] ).
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[] NT 80% (1).
. B SR %

27. SRR A (K1) BT AR Mk LA 2 4R T A (0 1 e 1) gl 3 R )

168 %E

28. BAL AR (K2) BRI RLAS i LR S TR AR

3 (22
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29. AR BLAS R g (K 3)

W

30. r BB AR REAR K R (K4)

o

31T TR R B R(K4)

raf

32, BAFERE (KS), THHEGRY O /

33 TR S AL EXITE B R (1 RBAHE, S EBHR (K5)
[] 5
Y
[1] 3
[] 2
[l :
END
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Appendix 5: a sample of the Luban and Greatwall application form

P.S. The official form for applying Luban and Great Wall Prize (in

Chinese)
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Appendix 6: The detail table of predictive value and actual value for

various output and project type

Type 1 —KPI 1
Actual output
Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
12 2754 0.99481127 45 3794 113.64 106.76  0.06444
21 1690 0.967984309 19 2747 86.92 96.41 0.09843
24 3672 0.991037929 14 2759 79.82 79.59  0.00289
25 780 0.986717153 16 3269 84.17 69 0.21986
29 2540 0.98395755 14 2759 79.82 81.13 0.01615
36 2758 0.963452565 40 2595 61.26 61.31 0.00082
41 1925 0.974217491 44 3159 56.96 56.95 |0.00018
44 3159 0.900042484 18 3516 55.54 56.96  0.02493
45 3794 0.96343142 19 2747 86.92 113.64 [0.23513
1 2060 0.898020509 41 1925 56.95 51 0.11667|
9 2707 0.963779153 5 407 59.46 59.95 |0.00817
11 3488 0.959566983 5 407 59.46 58.83 |0.01071
15 3026 0.996235313 1 2060 51 49.3 0.03448
16 3269 0.993364053 14 2759 79.82 84.17 |0.05168
17 3274 0.993497563 20 3711 302.3 212.74 |0.42098
18 3516 0.971160371 41 1925 56.95 55.54  |0.02539
33 3654 0.981293482 21 1690 96.41 96.85  |0.00454
35 2757 0.982940183 25 780 69 72.73  0.05129
3 2242 0.936236597 16 3269 84.17 85.44 0.01486
5 407 0.968883517 9 2707 59.95 59.46  0.00824
13 2756 0.991166405 15 3026 49.3 42.78  |0.15241
14 2759 0.994553395 16 3269 84.17 79.82 0.0545
19 2747 0.981957887 3 2242 85.44 86.92 |0.01703
20 3711 0.9641227 17 3274 212.74 302.3  |0.29626
27 2749 0.983583836 13 2756 42.78 33.74 |0.26793
40 2595 0.965531661 36 2758 61.31 61.26  |0.00082
43 2115 0.985630438 45 3794 113.64 142.89 10.2047
Average
Error Rate |0.08902
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Type 1 —KPI 2

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

12 2754 0.997585726 21 1690 3603.24 3500 0.0295
21 1690 0.978848101 12 2754 3500 3603.24 |0.02865
24 3672 0.995830021 36 2758 2500 2564.1 0.025
25 780 0.989081348 11 3488 2000 2015.11  0.0075
29 2540 0.992535577 20 3711 8654.51 10757.51 |0.19549
36 2758 0.963668016 9 2707 2500 2500 0
41 1925 0.988003606 33 3654 2500 2500 0
44 3159 0.925578648 18 3516 3850 4500 0.14444
45 3794 0.979194334 17 3274 5000 6500 0.23077
1 2060 0.898354298 21 1690 3603.24 4000 0.09919
9 2707 0.973144594 15 3026 2500 2500 0

11 3488 0.95799774 25 780 2015.11 2000 0.00755
15 3026 0.997418692 9 2707 2500 2500 0

16 3269 0.994516034 1 2060 4000 |3724.163333/0.07407
17 3274 0.995541517 3 2242 4681 5000 0.0638
18 3516 0.974146566 1 2060 4000 3850 0.03896
33 3654 0.987173624 41 1925 2500 2500 0
35 2757 0.988302707 43 2115 3040.6 2500 0.21624]
3 2242 0.928345929 44 3159 4500 4681 0.03867
5 407 0.975401874 11 3488 2000 1700 0.17647|
13 2756 0.992390972 15 3026 2500 2500 0

14 2759 0.995121811 16 3269 3040.6 2500 0.21624
19 2747 0.980826597 16 3269 3793.06958(3793.069583) 0
20 3711 0.968444713 45 3794 6500 8654.51 |0.24895
27 2749 0.983583836 12 2754 3500 4436 0.211
40 2595 0.971646862 1 2060 4000 4081.6 |0.01999
43 2115 0.988662311 35 2757 2500 3040.6  |0.17779

Average
Error Rate |0.08334
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Type 1 —KPI 3

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
12 2754 1 43 2115 0.04 0.04 0
21 1690 0.987066048 44 3159 0.01 0.008 0.25
24 3672 1 5 407 0.04 0.04 0
25 780 1 5 407 0.04 0.04 0
29 2540 1 33 3654 0.04 0.04 0
36 2758 0.965663153 33 3654 0.04 0.04 0
41 1925 1 33 3654 0.04 0.04 0
44 3159 0.943201854 21 1690 0.008 0.01 0.2
45 3794 0.995219045 5 407 0.04 0.03 0.33333
1 2060 0.900509229 9 2707 0.05 0.1 0.5
9 2707 0.989679563 16 3269 0.05 0.05 0
11 3488 0.95481922 5 407 0.04 0.04 0
15 3026 0.998569159 17 3274 0.05 0.05 0
16 3269 0.997483745 14 2759 0.05 0.05 0
17 3274 0.997528625 15 3026 0.05 0.05 0
18 3516 0.974275831 15 3026 0.05 0.05 0
33 3654 0.99289023 41 1925 0.04 0.04 0
35 2757 0.99351609 43 2115 0.04 0.04 0
3 2242 0.92557882 5 407 0.04 0.04 0
5 407 0.98750018 29 2540 0.04 0.04 0
13 2756 0.996202085 15 3026 0.05 0.05 0
14 2759 0.99774737 16 3269 0.05 0.05 0
19 2747 0.983657805 9 2707 0.05 0.05 0
20 3711 0.98488591 9 2707 0.05 0.05 0
27 2749 0.986157995 25 780 0.04 0.04 0
40 2595 0.97939297 33 3654 0.04 0.04 0
43 2115 0.99344401 35 2757 0.04 0.04 0
Average
Error Rate [0.04753
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Type 1 —KPI 4

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
12 2754 1 15 3026 0.8 0.85 0.05882
21 1690 0.988109282 12 2754 0.85 0.85 0
24 3672 1 44 3159 1 1 0
25 780 1 43 2115 1 1 0
29 2540 1 1 2060 0.95 0.95 0
36 2758 0.963724806 33 3654 0.85 0.85 0
41 1925 1 15 3026 0.8 0.8 0
44 3159 0.94751121 20 3711 0.95 1 0.05
45 3794 0.997571697 20 3711 0.95 1 0.05
1 2060 0.907407296 19 2747 0.95 0.95 0
9 2707 0.99776774 5 407 0.85 0.85 0
11 3488 0.960886831 21 1690 0.85 0.85 0
15 3026 1 18 3516 0.8 0.8 0
16 3269 0.999065101 14 2759 0.85 0.85 0
17 3274 1 35 2757 0.85 0.85 0
18 3516 0.979687486 40 2595 0.8 0.8 0
33 3654 1 13 2756 0.85 0.85 0
35 2757 1 5 407 0.85 0.85 0
3 2242 0.929071335 45 3794 1 0.95 0.05263
5 407 0.994004027 9 2707 0.85 0.85 0
13 2756 0.999320708 14 2759 0.85 0.85 0
14 2759 1 27 2749 0.85 0.85 0
19 2747 0.991936491 45 3794 1 0.95 0.05263
20 3711 0.996331822 29 2540 0.95 0.95 0
27 2749 0.993324735 17 3274 0.85 0.85 0
40 2595 0.983219221 41 1925 0.8 0.8 0
43 2115 1 24 3672 1 1 0
Average
Error Rate 0.00978
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Type 1 — KPI 6

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
12 2754 1 15 3026 4 4 0
21 1690 0.988076305 14 2759 4 4 0
24 3672 1 17 3274 4 4 0
25 780 1 17 3274 4 4 0
29 2540 1 14 2759 4 4 0
36 2758 0.964158848 33 3654 4 4 0
41 1925 1 33 3654 4 4 0
44 3159 0.952282256 20 3711 5 5 0
45 3794 0.997117934 20 3711 5 5 0
1 2060 0.907295143 19 2747 5 5 0
9 2707 0.997450489 44 3159 5 5 0
11 3488 0.964997319 43 2115 4 4 0
15 3026 1 12 2754 4 4 0
16 3269 0.999050093 29 2540 4 4 0
17 3274 1 24 3672 4 4 0
18 3516 0.984568794 29 2540 4 4 0
33 3654 1 41 1925 4 4 0
35 2757 1 43 2115 4 4 0
3 2242 0.936327628 45 3794 5 5 0
5 407 0.994651399 35 2757 4 4 0
13 2756 0.999103769 15 3026 4 4 0
14 2759 1 29 2540 4 4 0
19 2747 0.991400352 45 3794 5 5 0
20 3711 0.995160352 45 3794 5 5 0
27 2749 0.993755168 17 3274 4 4 0
40 2595 0.982971137 33 3654 4 4 0
43 2115 1 35 2757 4 4 0
Average
Error Rate 0
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Type 2- KPI 1

Actual output
Highest case Output |value for test

Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
4 2013 0.905627872 100 3544 155.26  |166.1513043/0.06555
26 2224 0.94164959 87 3546 43.44 47.28 |0.08122
39 2541 0.958542383 52 3020 79.22 74 0.07054
52 3020 0.908832029 39 2541 74 79.22  |0.06589
53 3512 0.929623586 54 3653 61.56 68.9 0.10653
54 3653 0.910751387 53 3512 68.9 61.56 |0.11923
55 3510 0.931153279 91 2724 145.8 109.31  0.33382
56 2479 0.954631667 86 3251 251.01 436.59 |0.42507
85 3228 0.977906926 4 2013 166.151304| 172.81 |0.03853
86 3251 0.961671226 90 2722 195.11 251.01 0.2227
87 3546 0.986496624 26 2224 47.28 43.44 0.0884
88 2689 0.953449167 56 2479 436.59 909.13 |0.51977
89 2717 0.997803003 26 2224 47.28 53.91 0.12298|
90 2722 0.989356937 94 3068 145.35 195.11  |0.25504
91 2724 0.97428403 97 3013 157.75 145.8 |0.08196
92 2789 1 100 3544 155.26 183.57 [0.15422
93 2812 0.96527197 55 3510 109.31 104.07  0.05035

94 3068 0.989666831 91 2724 145.8 145.35 |0.0031
95 3054 0.995189278 93 2812 104.07 91.55 |0.13676
96 3036 0.96527197 99 3076 111.23 110.7  ]0.00479
97 3013 0.96849482 91 2724 145.8 157.75 [0.07575
98 2989 0.964874762 91 2724 145.8 113.93 [0.27973
99 3076 0.96527197 96 3036 110.7 111.23  0.00476)
100 3544 1 92 2789 183.57 155.26  0.18234

Average

Error Rate |0.14538
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Type 2 - KPI 2

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

4 2013 0.898469588 90 2722 1500 1500 0

26 2224 0.963929813 94 3068 1800 1667.28 |0.0796

39 2541 0.966002046 94 3068 1800 3989 0.54876
52 3020 0.923272327 85 3228 1500 1500 0
53 3512 0.943813466 85 3228 1500 1500 0
54 3653 0.923272327 86 3251 1500 1500 0
55 3510 0.943813466 85 3228 1500 1500 0
56 2479 0.970380899 86 3251 1500 1500 0
85 3228 0.992891173 54 3653 1500 1500 0
86 3251 0.983482812 54 3653 1500 1500 0
87 3546 0.986496624 93 2812 1200 1200 0
88 2689 0.980045398 53 3512 1500 1500 0
89 2717 0.997803003 93 2812 1200 1200 0
90 2722 0.995210895 86 3251 1500 1500 0
91 2724 0.985009478 86 3251 1500 1500 0
92 2789 1 87 3546 1200 1200 0
93 2812 0.997920555 89 2717 1200 1200 0

94 3068 0.989666831 26 2224 1667.28 1800 0.07373
95 3054 0.995189278 87 3546 1200 1200 0
96 3036 0.96527197 89 2717 1200 1200 0
97 3013 0.96849482 91 2724 1500 1500 0
98 2989 0.964874762 87 3546 1200 1200 0
99 3076 0.96527197 89 2717 1200 1200 0
100 3544 1 86 3251 1500 1500 0

Average
Error Rate |0.02925
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Type 2 - KPI 3

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

4 2013 0.902761556 92 2789 0.05 0.1 0.5
26 2224 0.966071065 85 3228 0.04 0.04 0
39 2541 0.968206517 85 3228 0.04 0.04 0
52 3020 0.923748093 85 3228 0.04 0.05 0.2
53 3512 0.946386183 85 3228 0.04 0.05 0.2
54 3653 0.923748093 86 3251 0.04 0.05 0.2
55 3510 0.946386183 85 3228 0.04 0.05 0.2
56 2479 0.973420672 86 3251 0.04 0.04 0
85 3228 0.99833497 87 3546 0.04 0.04 0
86 3251 0.989765321 87 3546 0.04 0.04 0
87 3546 0.995637815 100 3544 0.04 0.04 0
88 2689 0.995326231 98 2989 0.04 0.05 0.2
89 2717 0.997803003 95 3054 0.05 0.05 0
90 2722 0.995712842 87 3546 0.04 0.04 0
91 2724 0.990616615 95 3054 0.05 0.05 0
92 2789 1 94 3068 0.05 0.05 0
93 2812 0.997815273 87 3546 0.04 0.04 0
94 3068 0.996439364 53 3512 0.05 0.05 0
95 3054 0.995189278 94 3068 0.05 0.05 0
96 3036 0.997815273 87 3546 0.04 0.04 0
97 3013 0.992434031 87 3546 0.04 0.04 0
98 2989 0.995448485 87 3546 0.04 0.04 0
99 3076 0.997815273 87 3546 0.04 0.04 0
100 3544 1 87 3546 0.04 0.04 0

Average
Error Rate |0.0625

176




Type 2 - KPI1 4

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

4 2013 0.902594062 85 3228 0.85 0.9 0.05556
26 2224 0.965986778 86 3251 0.85 0.85 0
39 2541 0.96812766 85 3228 0.85 0.85 0
52 3020 0.924669852 94 3068 0.8 0.8 0
53 3512 0.947394029 94 3068 0.8 0.8 0
54 3653 0.924669852 98 2989 0.8 0.8 0
55 3510 0.947394029 85 3228 0.85 0.85 0
56 2479 0.973372969 98 2989 0.8 0.8 0

85 3228 1 95 3054 0.8 0.85 0.05882

86 3251 0.991600397 94 3068 0.8 0.85 0.05882
87 3546 1 100 3544 0.8 0.8 0

88 2689 1 98 2989 0.8 0.85 0.05882

89 2717 1 96 3036 0.8 0.85 0.05882
90 2722 0.994973132 86 3251 0.85 0.85 0
91 2724 1 86 3251 0.85 0.85 0
92 2789 1 86 3251 0.85 0.85 0
93 2812 1 89 2717 0.85 0.85 0
94 3068 0.995365063 100 3544 0.8 0.8 0
95 3054 0.995189278 100 3544 0.8 0.8 0
96 3036 1 100 3544 0.8 0.8 0
97 3013 0.995365063 100 3544 0.8 0.8 0
98 2989 1 96 3036 0.8 0.8 0
99 3076 1 100 3544 0.8 0.8 0
100 3544 1 87 3546 0.8 0.8 0

Average
Error Rate 0.01212

177



Type 2 - KPI 6

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
4 2013 0.902594062 87 3546 4 4 0
26 2224 0.965986778 85 3228 4 4 0
39 2541 0.96812766 85 3228 4 4 0
52 3020 0.924669852 85 3228 4 4 0
53 3512 0.947394029 85 3228 4 4 0
54 3653 0.924669852 85 3228 4 4 0
55 3510 0.947394029 85 3228 4 4 0
56 2479 0.973372969 85 3228 4 4 0
85 3228 0.998463973 95 3054 4 5 0.2
86 3251 0.988061848 95 3054 4 4 0
87 3546 0.995975789 100 3544 4 4 0
88 2689 0.995688346 98 2989 4 4 0
89 2717 0.997930406 99 3076 4 4 0
90 2722 0.994897875 94 3068 4 4 0
91 2724 0.988847186 98 2989 4 4 0
92 2789 1 100 3544 4 4 0
93 2812 0.998131425 89 2717 4 4 0
94 3068 0.995189278 85 3228 4 4 0
95 3054 0.995189278 85 3228 4 4 0
96 3036 0.998131425 89 2717 4 4 0
97 3013 0.991807884 88 2689 4 4 0
98 2989 0.996107134 88 2689 4 4 0
99 3076 0.998131425 89 2717 4 4 0
100 3544 1 92 2789 4 4 0
Average
Error Rate |0.00833
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Type 3 - KPI 1

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
2 3543 0.950273126 77 2674 115 114.51  0.00428
8 1678 0.931316627 58 2711 195.95 197.64 |0.00855
10 3610 0.934583776 37 2225 246.7 215.89 [0.14271
22 2761 0.93471501 79 3604 40 38 0.05263
28 840 0.94314391 31 30.55 30.55 30.48 0.0023
30 3025 0.97367434 83 3275 150.21 137.52  0.09228
31 2118 0.966741085 28 840 30.48 30.55 0.00229
32 3517 0.987073363 42 2050 58.24 63.4 0.08139
34 2748 0.983710556 83 3275 150.21 150.75 |0.00358
37 2225 0.959421021 102 2684 241.32 246.7  |0.02181
38 2226 0.990876697 102 2684 241.32 193.92  0.24443
42 2050 0.991595696 32 3517 63.4 58.24 0.0886
50 2545 0.928648397 103 2532 112.9 103.78 0.08788
51 3619 0.938174834 102 2684 241.32 207.59 |0.16248
58 2711 0.967482668 8 1678 197.64 195.95 |0.00862
59 3239 0.976295261 37 2225 246.7 280.67 |0.12103
77 2674 0.93043768 34 2748 150.75 115 0.31087|
78 2289 0.86612313 32 3517 63.4 74.6 0.15013
79 3604 0.938554409 22 38 38 40 0.05
83 3275 0.952797316 34 2748 150.75 150.21  0.00359
84 3024 0.956995919 34 2748 150.75 173.43 0.13077
102 2684 0.991595696 37 2225 246.7 241.32  |0.02229
103 2532 0.979949089 2 3543 114.51 112.9  0.01426
104 3712 0.988243 32 3517 63.4 91.53 |0.30733
Average
Error Rate |0.08809
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Type 3 - KPI 2

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
2 3543 0.961950874 58 2711 2000 2000 0
8 1678 0.936350192 32 3517 3500 3500 0
10 3610 0.95076022 37 2225 5000 4744.86 |0.05377
22 2761 0.937130853 103 2532 6000 7325 0.18089
28 840 0.944661676 77 2674 2437 2380.95 [0.02354
30 3025 0.976277804 77 2674 2437 2920.19 |0.16547
31 2118 0.968113688 2 3543 2000 936.06 [1.13662
32 3517 0.991174612 8 1678 3500 3500 0
34 2748 0.988583916 102 2684 5000 5000 0
37 2225 0.971217797 59 3239 5000 5000 0
38 2226 0.992219996 102 2684 5000 5000 0
42 2050 0.995308062 102 2684 5000 5661.12 |0.11678|
50 2545 0.936953691 102 2684 5000 5070.43 |0.01389
51 3619 0.941037913 83 3275 3500 3837.88 |0.08804
58 2711 0.974590412 2 3543 2000 2000 0
59 3239 0.982859821 34 2748 5000 5000 0
77 2674 0.93144052 28 840 2380.95 2437 0.023
78 2289 0.86612313 34 2748 5000 5000 0
79 3604 0.93239439 22 2761 7325 7000 0.04643
83 3275 0.952515576 32 3517 3500 3500 0
84 3024 0.956995919 8 1678 3500 3500 0
102 2684 0.993111674 42 2050 5661.12 5000 0.13222
103 2532 0.981779763 104 3712 6000 6000 0
104 3712 0.988921621 103 2532 6000 6000 0
Average
Error Rate [0.08253
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Type 3 - KPI 3

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
2 3543 0.965896932 102 2684 0.04 0.038217391|0.04664
8 1678 0.936350192 102 2684 0.04 0.04 0
10 3610 0.95076022 37 2225 0.04 0.04 0
22 2761 0.937130853 2 3543 0.03821739 0.03 0.27391
28 840 0.944661676 37 2225 0.04 0.04 0
30 3025 0.976277804 32 3517 0.04 0.04 0
31 2118 0.968113688 38 2226 0.04 0.04 0
32 3517 0.991174612 42 2050 0.04 0.04 0
34 2748 0.992766268 102 2684 0.04 0.04 0
37 2225 0.97486791 31 2118 0.04 0.04 0
38 2226 0.995220435 102 2684 0.04 0.04 0
42 2050 0.996897178 102 2684 0.04 0.04 0
50 2545 0.935894559 102 2684 0.04 0.04 0
51 3619 0.94107123 59 3239 0.05 0.05 0
58 2711 0.975853589 59 3239 0.05 0.05 0
59 3239 0.982924727 58 2711 0.05 0.05 0
77 2674 0.931380313 42 2050 0.04 0.04 0
78 2289 0.890145168 79 3604 0.008 0.011 0.27273
79 3604 0.959872163 78 2289 0.011 0.008 0.375
83 3275 0.966304057 32 3517 0.04 0.04 0
84 3024 0.966119848 38 2226 0.04 0.04 0
102 2684 0.999603722 38 2226 0.04 0.04 0
103 2532 0.992596691 30 3025 0.04 0.04 0
104 3712 0.992705261 30 3025 0.04 0.04 0
Average
Error Rate |0.04035
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Type 3 - KPI 4

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

2 3543 0.972431344 104 3712 0.95 0.95 0

8 1678 0.964599301 37 2225 0.85 0.85 0
10 3610 0.974816606 37 2225 0.85 0.85 0
22 2761 0.95435625 102 2684 0.85 0.85 0
28 840 0.952916094 31 2118 1 1 0
30 3025 0.985183179 84 3024 0.8 0.8 0
31 2118 0.980366656 28 840 1 1 0
32 3517 0.997899187 59 3239 0.85 0.85 0
34 2748 1 32 3517 0.85 0.85 0
37 2225 0.988773277 59 3239 0.85 0.85 0
38 2226 1 102 2684 0.85 0.85 0
42 2050 1 77 2674 1 1 0
50 2545 0.936418109 102 2684 0.85 0.85 0
51 3619 0.948513379 103 2532 0.85 0.85 0
58 2711 0.98701354 59 3239 0.85 0.85 0
59 3239 0.98701354 58 2711 0.85 0.85 0
77 2674 0.938553646 42 2050 1 1 0
78 2289 0.893712515 79 3604 0.925 0.925 0
79 3604 0.966988217 2 3543 0.95 0.925 |0.02703
83 3275 0.970263967 8 1678 0.85 0.85 0
84 3024 0.970263967 30 3025 0.8 0.8 0
102 2684 1 38 2226 0.85 0.85 0
103 2532 0.994383411 58 2711 0.85 0.85 0
104 3712 0.994383411 2 3543 0.95 0.95 0

Average
Error Rate [0.00113
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Type 3 - KPI 6

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
2 3543 0.975360124 78 2289 5 5 0
8 1678 0.964599301 37 2225 4 4 0
10 3610 0.974816606 37 2225 4 4 0
22 2761 0.95435625 102 2684 4 4 0
28 840 0.952916094 37 2225 4 4 0
30 3025 0.985183179 59 3239 4 4 0
31 2118 0.980366656 38 2226 4 4 0
32 3517 0.997899187 42 2050 4 4 0
34 2748 1 32 3517 4 4 0
37 2225 0.992122719 31 2118 4 4 0
38 2226 1 32 3517 4 4 0
42 2050 1 32 3517 4 4 0
50 2545 0.934071863 32 3517 4 4 0
51 3619 0.948261426 103 2532 4 4 0
58 2711 0.986562494 103 2532 4 4 0
59 3239 0.986562494 103 2532 4 4 0
77 2674 0.939245459 32 3517 4 4 0
78 2289 0.893415803 2 3543 5 5 0
79 3604 0.96730716 2 3543 5 5 0
83 3275 0.970422285 8 1678 4 4 0
84 3024 0.970422285 8 1678 4 4 0
102 2684 1 32 3517 4 4 0
103 2532 0.994666515 32 3517 4 4 0
104 3712 0.994666515 32 3517 4 4 0
Average
Error Rate 0
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Type 4 — KPI 1

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
6 3710 0.94196402 70 2150 117.76 86.49  0.36154
7 1791 0.939855458 60 718 88.29 114.29 0.22749
23 1142 0.979923889 61 1183 343.48 320 0.07338
46 3197 0.969033955 71 2352 57.88 60.61 0.04504
47 3178 0.921600446 6 3710 86.49 83.3 0.0383
101 3366 0.886417157 67 2422 190.31 209.78 |0.09281
57 1009 0.978753956 23 1142 320 261.62 |0.22315
60 718 0.985022492 6 3710 86.49 88.29  |0.02039
61 1183 0.983314927 23 1142 320 343.48 |0.06836
62 1203 0.982454207 82 3170 149.09 141.06  0.05693
63 1787 0.970607053 74 3172 60.9 56.07  |0.08614
64 1334 0.978588053 65 1054 68.66 66.76  0.02846)
65 1054 0.984071898 64 1334 66.76 68.66 0.02767
66 1785 0.996460422 75 3359 114.9 123.46 [0.06933
67 2422 0.99681438 69 1799 182.73 190.31  0.03983
68 1634 0.992935419 61 1183 343.48 467.78 |0.26572
69 1799 0.987914365 67 2422 190.31 182.73 0.04148
70 2150 0.983314927 75 3359 114.9 117.76  0.02429
71 2352 0.968653051 63 1787 56.07 57.88  0.03127|
72 3000 0.981189444 66 1785 123.46 128.3  |0.03772
73 2840 0.970426618 80 808 160.71 165.52  0.02906
74 3172 0.983146905 63 1787 56.07 60.9 0.07931
75 3359 0.993481138 66 1785 123.46 114.9 0.0745
76 3371 0.981189444 66 1785 123.46 114.76  0.07581
80 808 0.894978151 73 2840 165.52 160.71  |0.02993
81 1060 0.95901994 7 1791 114.29 104.9  |0.08951
82 3170 0.951032961 62 1203 141.06 149.09 |0.05386
Average
Error Rate |0.08486)
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Type 4 - KPI 2

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
6 3710 0.949105903 70 2150 2000 1700 0.17647|
7 1791 0.939855458 46 3197 1500 1500 0
23 1142 0.984673821 67 2422 2500 2750 0.09091
46 3197 0.974853153 47 3178 1500 1500 0
47 3178 0.921600446 46 3197 1500 1500 0
101 3366 0.955707399 71 2352 2000 1819.48 |0.09922
57 1009 0.984374875 76 3371 2000 2000 0
60 718 0.995062482 76 3371 2000 2000 0
61 1183 0.99373315 65 1054 2000 2000 0
62 1203 0.992291604 61 1183 2000 2000 0
63 1787 0.977844128 61 1183 2000 2000 0
64 1334 0.991518375 61 1183 2000 2000 0
65 1054 0.996133853 61 1183 2000 2000 0
66 1785 0.999140856 67 2422 2500 2500 0
67 2422 0.999226771 66 1785 2500 2500 0
68 1634 0.995430918 69 1799 5000 5000 0
69 1799 0.995489496 68 1634 5000 5000 0
70 2150 0.993838063 61 1183 2000 2000 0
71 2352 0.994120253 72 3000 2000 2000 0
72 3000 0.99574849 73 2840 2000 2000 0
73 2840 0.993758422 72 3000 2000 2000 0
74 3172 0.99728627 72 3000 2000 2000 0
75 3359 0.999276339 72 3000 2000 2000 0
76 3371 0.997149213 60 718 2000 2000 0
80 808 0.997149213 7 1791 1500 830 0.80723
81 1060 0.897505777 101 3366 1819.48 1760 0.0338
82 3170 0.964886331 68 1634 5000 4100 0.21951
Average
Error Rate |0.05286)
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Type 4-KPI 3

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error

6 3710 0.951675394 62 1203 0.04 0.04 0
7 1791 0.939855458 61 1183 0.05 0.05 0
23 1142 0.987964747 76 3371 0.04 0.04 0
46 3197 0.978445614 80 808 0.02 0.02 0

47 3178 0.921600446 82 3170 0.075 0.067 0.1194

101 3366 0.955707399 81 1060 0.0203 0.03 0.32333
57 1009 0.988840877 76 3371 0.04 0.04 0
60 718 1 76 3371 0.04 0.04 0
61 1183 1 65 1054 0.05 0.05 0
62 1203 0.995112329 75 3359 0.04 0.04 0
63 1787 0.981379695 61 1183 0.05 0.05 0
64 1334 0.994400464 72 3000 0.04 0.04 0
65 1054 0.996572176 61 1183 0.05 0.05 0
66 1785 0.999238261 61 1183 0.05 0.05 0
67 2422 0.999314435 75 3359 0.04 0.04 0
68 1634 0.995948935 61 1183 0.05 0.05 0
69 1799 0.996000872 74 3172 0.05 0.05 0
70 2150 0.996457158 61 1183 0.05 0.05 0
71 2352 0.987682433 60 718 0.04 0.04 0
72 3000 0.99574849 75 3359 0.04 0.04 0
73 2840 0.993758422 75 3359 0.04 0.04 0
74 3172 0.99728627 66 1785 0.05 0.05 0
75 3359 0.999276339 73 2840 0.04 0.04 0
76 3371 0.997149213 60 718 0.04 0.04 0
80 808 0.897505777 46 3197 0.02 0.02 0

81 1060 0.95901994 46 3197 0.02 0.0203 |0.01478

82 3170 0.964886331 82 3170 0.067 0.075 |0.10667|

Average
Error Rate |0.0209
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Type 4- KPI 4

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
6 3710 0.954795209 62 1203 0.8 0.85 0.05882
7 1791 0.939855458 71 2352 0.8 0.85 0.05882
23 1142 0.988138513 76 3371 0.8 0.85 0.05882
46 3197 0.98054908 69 1799 0.85 0.85 0
47 3178 0.921600446 82 3170 0.9825 1 0.0175
101 3366 0.955707399 71 2352 0.8 0.8 0
57 1009 0.989881456 76 3371 0.8 0.8 0
60 718 1 76 3371 0.8 0.8 0
61 1183 1 65 1054 0.85 0.85 0
62 1203 0.998535112 71 2352 0.8 0.8 0
63 1787 0.98460927 61 1183 0.85 0.85 0
64 1334 0.998535112 71 2352 0.8 0.8 0
65 1054 1 61 1183 0.85 0.85 0
66 1785 1 69 1799 0.85 0.85 0
67 2422 1 72 3000 0.8 0.8 0
68 1634 1 69 1799 0.85 0.85 0
69 1799 1 68 1634 0.85 0.85 0
70 2150 0.998535112 61 1183 0.85 0.85 0
71 2352 0.998360452 72 3000 0.8 0.8 0
72 3000 0.998814481 71 2352 0.8 0.8 0
73 2840 0.998259557 75 3359 0.8 0.8 0
74 3172 0.999243286 66 1785 0.85 0.85 0
75 3359 1 73 2840 0.8 0.8 0
76 3371 0.999205068 60 718 0.8 0.8 0
80 808 0.892017067 82 3170 0.9825 0.975 |0.00769
81 1060 0.963057647 80 808 0.975 0.925  0.05405
82 3170 0.972903354 80 808 0.975 0.9825 |0.00763
Average
Error Rate |0.00975
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Type 4- KPI 6

Actual output

Highest case Output |value for test
Test Case Proj_ID | similarity score | case No. Proj. No value cases Error
6 3710 0.958113285 62 1203 4 4 0
7 1791 0.939855458 71 2352 4 4 0
23 1142 0.988138513 76 3371 4 4 0
46 3197 0.98054908 81 1060 5 5 0
47 3178 0.921600446 81 1060 5 5 0
101 3366 0.955707399 71 2352 4 4 0
57 1009 0.989881456 76 3371 4 4 0
60 718 1 76 3371 4 4 0
61 1183 1 65 1054 4 4 0
62 1203 1 60 718 4 4 0
63 1787 0.985548108 61 1183 4 4 0
64 1334 1 60 718 4 4 0
65 1054 1 60 718 4 4 0
66 1785 1 60 718 4 4 0
67 2422 1 60 718 4 4 0
68 1634 1 60 718 4 4 0
69 1799 1 60 718 4 4 0
70 2150 1 60 718 4 4 0
71 2352 1 60 718 4 4 0
72 3000 1 60 718 4 4 0
73 2840 1 60 718 4 4 0
74 3172 1 60 718 4 4 0
75 3359 1 60 718 4 4 0
76 3371 1 60 718 4 4 0
80 808 0.901352805 81 1060 5 5 0
81 1060 0.968678537 82 3170 5 5 0
82 3170 0.976071347 81 1060 5 5 0
Average
Error Rate 0
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Appendix 7 Validation Questionnaire

Dear construction manager:

This research establishes the Case Based Reasoning Model CASEPMP after collected
hundred over of Beijing Luban and Great Wall Prize project. CASEPMP is used to
estimate the project success indicator (Key Performance Indicators (KPI)) by retrieving
the most similar projects from the CASEPMP database. The purpose of this
questionnaire is to gather the feedback and comments for CASEPMP.

A Contractor recently participates to bid for a public used project. A new government
office, CFA is 25,000 m2. As a project manger of contractor, you are required to
estimate the Key Performance Indicators (KPIs), i.e. project cost, construction speed,
project quality and client potential satisfaction to prepare the tender document. The
project details are listed below:

The client is public client, with considerable experience involved in more than two
similar projects previously. Project objectives are the cheapest cost, shortest time and
best quality. Highly support to the project. This project employed the external
consultant with considerable experience, involved in more than two similar projects.
And designer has less than two times of significant change orders.

Your company has considerable experience involved in more than two similar projects.
Project complexity is not complex and this project is traditional procurement project
with open tender. Obstruction due to underground utilities and or inclement weather is
low

Project management team organization is streamline and schedule plan is daily based.
The main con and sub con meeting is fixed period meeting but not daily base.
Construction schedule is effective because the structure and installation part work
scheduling has the overlap and applied CPM to optimize project schedule. Average
skillful worker input is 500 per day and major material steel consumption, is
80KG/m2. Your company has in-house construction equipment for project use. Your
company has ISO 9002 system to ensure achievement of quality objective. And the
planning the good quality rate is 80%.

Construction preparation is well organized, including the administration work
preparation (the construction work permission); the technology work preparation
(construction drawing familiar, prep-aration of the standard, preparation for the
measurement and experiment etc.); the site preparation (Construction Equipment,
Temporary Works, water/electricity preparation); the supply of the plant, materials and
goods preparation.
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The technology management includes the measurement; experiment; documentation;
development technology management objective; the technical methods to save cost;
promotion of the new technology; quantify management; other technology method.

As project manager, you are requested to estimate the project success indicator (Key
Performance Indicators (KPI)), i.e. constriction time, cost quality and client satisfaction
etc. as the reference of tender document preparation.

CASEPMP has estimated these indicators as below; please use your professional
knowledge and experience to assess their reasonability.

Level of satisfaction

Most Least
5 4 3 2 1

(1 1 1 [1 [1

¢ Construction Period is 290-330days, (1 (1 [1 [1 []
e Unit costis ¥ 3500-4000/m2 (1 1 1 [1 [1]
e Cost Variation 5% (1 01 [1 [1 [1
*  Quality score 85% (1 (1 01 [1 [1
* Client satisfaction is 4 (1 01 01 [1 [1

Client satisfaction was measured by
the Likert scale from 5 to 1,
meaning client is either

very satisfied to very unsatisfied)
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Appendix 8 Qualitative interview questions list

Questions for winners of 2008 Outstanding Project Manager Group:

1. In your opinion, what is the most critical CSFs for project success

1.1.
1.2.
1.3.
1.4.

L.5.
1.6.

1.7.

1.8.

If the most critical CSFs are associated with the client related factors?

If the most critical CSFs are associated with the designer related factors?

If the most critical CSFs are associated with the contractor related factors?

If the most critical CSFs are associated with the project characteristics related
factors?

If the most critical CSFs are associated with the contract related factors?

If the most critical CSFs are associated with climate or underground related
factors?

If the most critical CSFs are associated with the project management related
factors?

If the most critical CSFs are associated with other factors not mentioned above.
You may illustrate you opinion by project experience.

Background

2.1.

2.2.

2.3.

This study defined and used project cost, construction period, project quality
and client satisfaction to measure project success, namely Key Performance
Indicators.

The determinants of project success are called Critical Success Factors (CSFs),
this study has defined the CSFs.

This research establishes the Case Based Reasoning Model CASEPMP after
collected hundred over of Beijing Luban and Great Wall Prize project.
CASEPMP is used to estimate KPI by retrieving the most similar projects
CSFs from the CASEPMP database. The research scope is to investigate the
KPIs and CSFs during construction stage.

CASEPMP usage, advantages and disadvantages.

3.1.

3.2.

3.3.
34.

In your opinion, do you think CASEPMP is useful in construction practice?
Why? eg. Tender document preparation.

In what way(s) might CASEPMP be used for? E.g. actual estimating,
supporting project managers’ estimation, check manual estimation, staff
training etc.

Are case library representative for reasoning?

What do you think to use CBR as the quantitative model for CASEPMP? Do
you think indexing case module, retrieval cases module, calculated cases
module, test and validation module are suitable? In your opinion, what are
advantages of CASEPMP?What are disadvantages of CASEPMP?

4. Future and Miscellaneous
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4.1. What is the potential benefit of CASEPMP? E.g. increase consistency for
tender document preparation, more objective estimation, improved accuracy,
greater efficiency, cost reduction, better training or rationalize the tender
preparation process?

4.2. Any other points you would like to discuss.
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Appendix 9 Semi-Structured Interview Record of Winners of

Outstanding Project Manager Award 2008

Respondent A:
QI1: In your opinion, what are the most important Critical Success Factors?

R1: Based on my experience, quality assurance system is foremost if the project team
has the desire to win the Luban and Greatwall prize. During construction process, the
system to ensure achievement of quality objective is the key. Essentially, it is necessary
to control quality in the process.

Contract is another critical factor to project success. As contractor, we have to be very
serious about the contract clause after we are awarded the tender. Sometimes the
dispute arises from the unfavorable contract to us. We have to pursue legal claim for
the settlement. However, it is noted that if contractors and clients are subject to legal
claims, it will cause the financial loss and contract delay in the construction project and
constitutes obstacle project success.

As we all known, to ensure the project complete on time, project team would adopt
advanced scheduling technology such as Critical Path Management (CPM) or Program
(or Project) Evaluation Review Technique (PERT).

I have graduated 15 years, my major is civil engineering. As my career started as
technician, technology management is quite important for me. Technology is to
guarantee that the project can complete on time and with the customer satisfied quality
standard, at same time saving cost. For example, one project was constructed during
the raining season; the earthwork is difficult as the soil contain sand level and is soft.
According to the normal construction procedure, the retaining wall needs to be built
before the foundation sheet. However, it will destroy the soil. The project manager
readjusted the construction procedure by casting the concrete work of the foundation
sheet firstly and followed by the retaining wall. As such, this project was completed
during the raining season. The excavated sand was used to refill the foundation and that
saved construction cost, including cost of purchasing sand and sand transportation, as
well as the labor and equipment costs.

Q2:[Introduction of CASEPMP] *CASEPMP was briefed to the respondents in details,
including background, the system architecture, input and output, modeling methods.
The background introduction descried the research objective, i.e. to build CASEPMP
model with the input which are independent variables, CSFs, and output which are
dependent variables, KPIs. Luban and Greatwall prize projects are collected as data to
build the CASEPMP model. The indexing case module, retrieval cases module,
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calculated cases module, test and validation module are explained to respondents. CBR
in terms of concept and method are briefed to respondents as well. CASEPMP is
capable to estimate the KPIs, e.g. project time and cost information.*

* Note: this part will be omitted in the subsequent record for respondent B to E

Do you think CASEPMP is useful in construction practice? Do you find CASEPMP
useful for estimating the project time and cost for the purpose of preparing tender
document?

R2: CASEPMP was useful to estimate the project cost and time for the purpose of
preparing tender document.

Q3: In what way(s) might CASEPMP be used for? E.g. actual estimating, supporting
project managers’ estimation, check manual estimation, staff training etc.

R3: Currently, the most commonly used method is based on company’s previous
project record and project manager’s experience to estimate the project time cost and
incorporate them into the tender document. Contractor received the tender invitation
from client, which includes Conditions of tender; an explanation of the evaluation
criteria to be used to evaluate the bids; a specification describing the product, service or
works required; Conditions of Contract and Forms to be completed etc. For instance, if
it is a high end residential project with GFA 100,000 sqm, the project site is located at
the center of Beijing city. The in-house marketing department estimates the project
time and cost based on company’s previous projects record. Let’s say this company has
undertaken one similar high end projects previously, but the project site is not located
at the center of city but close to the suburb. To estimate the project time and cost for
tender document preparation, the market department will estimate for example the
project cost with the consideration of cost fluctuation, project location etc. Project
manager will comment the estimation results and finalize it for tender document
submission.

I think CASEPMP may be helpful for supporting project managers’ estimating and
check manual estimation of market department and project manager. It may help the
inexperienced project manager to improve the effectiveness of estimation and increase
the reliability and fairness of the manual estimation.

Q4: Are case library representative for reasoning?

R4: CASEPMP builds the case library with those prestigious projects which have won
Luban and Greatwall awards. The case library represented the high level project
success. The project cost and time estimated by CASEPMP may be a very competitive
bid. In this sense, CASEPMP is useful for tender document preparation. Nevertheless,
contractors should be cautious to the outcome of CASEPMP because there is the
possibility for CASEPMP to produce an unachievable project cost and time for
contractor. Contractor may keep the awareness for their capability to delivery the
project.
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Q5: What do you think to use CBR as the quantitative model for CASEPMP? Do you
think indexing case module, retrieval cases module, calculated cases module, test and
validation module are suitable?

RS5: I am not familiar with the computer technology so I would rather not contribute to
any comments.

Q6: What is the potential benefit of CASEPMP? E.g. increase consistency for tender
document preparation, more objective estimation, improved accuracy, greater
efficiency, cost reduction, better training or rationalize the tender preparation process?

R6: I think CASEPMP would have advantageous effects for more objective estimation.
As we all known, the current approach to estimate project time and cost to prepare
tender is based on subjective estimation and still at primitive stage. There is a need for
more advanced and more objective estimation.

Respondent B:
Q1: In your opinion, what are the most important Critical Success Factors?

R1: Project management organization is the most important CSFs (i.e. project
management organization (C15) in this study). As a project manger, you are the top
authority for the project. Project manager has the decision right to construction
implement plan, project team personnel appointment, key technology decision,
purchasing for construction equipment, resource allocation, project scheduling,
construct issue, design changes, and contractual claim etc.

As far as a project manager concern, quality assurance system is critical important for
me to achieve Luban or Greatwall Prize. And quality assurance system is the system to
ensure achievement of quality objective.

Technology management can facilitate the optimization of construction implementation
plan. During the process of working out construction implementation plan, project
manager needs to discuss with technical staff to ensure the construction implementation
plan, cost and detail construction methods. For instance, the excavation work for one
sports stadium project, the project team adopted the technology innovation by using the
excavated soil to backfill the foundation of piling system to avoid the soil to be
transmitted out of the site. This technology saved construction time.

For me, scheduling technology such as Critical Path Management (CPM) and Program
(or Project) Evaluation Review Technique (PERT) is another important CSFs. There is
a Chinese old saying, if you do not plan, then you plan to fail. My over twenties years
experience has proven, especially for mega size project, scheduling management is
indispensable for the project to catch schedule. After the structure work, during the
stage of interior decoration, the installation of the M&E work and decoration, there will
be many teams in the site and an effective schedule is strongly needed.

195



For me, technology is not the most important CSFs. Project team can delivery the
project successfully, technology can not play its part without a functional team. Team
coherence is one of the most critical CSFs. Project team must have team spirits. A
strong team is the most important CSFs for project success. To create a happy and
positive atmosphere to project team, it is necessary to cultivate the team culture and
team spirit. The team culture emphasizes on cooperation, project management needs
the cooperation of various parties.

Q2: [Introduction of CASEPMP] Do you find CASEPMP useful for estimating the
project time and cost for the purpose of preparing tender document?

R2: CASEPMP is useful to estimate the project cost and time for the purpose of
preparing tender document.

Q3: In what way(s) might CASEPMP be used for? E.g. actual estimating, supporting
project managers’ estimation, check manual estimation, staff training etc.

R3: I think CASEPMP can be used to play a supporting role to project manager’s
estimation. I understood from you that case library have hundred over projects for four
types of building projects. It is necessary to investigate if the case library exposes a gap
in the case coverage. As we all known, an incomplete case library will not be capable
to respond to all possible project scenario that may arise in the reality. I suggested you
to increase more projects in the case library to improve CASEPMP competency. Our
marketing department usually has more than 50 projects in the database to help them do
the estimation. So it is not advisable to use CASEPMP to the actual estimation.

Q4: Are case library representative for reasoning?

R4: It is necessary to increase the project number in the case library to improve the
representativeness

Q5: What do you think to use CBR as the quantitative model for CASEPMP? Do you
think indexing case module, retrieval cases module, calculated cases module, test and
validation module are suitable?

R5: I understood the concept of CBR based on your explanation. To me, CBR is to
solve new problem by adapting solutions that were used to solve old problems. This
approach offers a paradigm that is close to the way project manager estimate project
time and cost. I estimate time and cost based on the most similar old projects. The
model design and logic is viable and concept is easy to understand. I agreed with the
indices used in CASEPMP. The retrieval case module, calculated module, test and
validation module is appropriate to for the task to find out the most similar old project
and the corresponding similarity. The test and validation module is viable. It is exactly
same as the process I adapt the estimation results to suit the particular circumstances of
the current project.
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Q6: What is the potential benefit of CASEPMP? E.g. increase consistency for tender
document preparation, more objective estimation, improved accuracy, greater
efficiency, cost reduction, better training or rationalize the tender preparation process?

R6: 1 think CASEPMP can be used as an innovative technology for future tender
document preparation provided it has improved its cases coverage.

Respondent C:
QI1: In your opinion, what are the most important Critical Success Factors?

R1:Quality assurance system is very important; it is the system to ensure achievement
of quality objective. During the constructions process, the quality assurance system is
critically important. Usually, self-checking is the most effective way. For example, the
structural work is essential work of the project. The concrete work usually is
constructed by the outsourcing specialists. Project manager must record properly, be
clear to the details like which part was done by which person. For example, in one
project, project manager found the verticality and the main structure of the overall total
deviation exceeded the allowed plane bending norms two millimeters. Despite the
minor error, they still requested the specialist to rework. It ensured the project quality
standard and made the outsourcing specialists realized that quality is their survival skill.
Some project team formulated hundred over rules and regulations to ensure the project
quality.

Scheduling technology such as Critical Path Management (CPM) and Program (or
Project) Evaluation Review Technique (PERT) is important CSFs. We will organize
the project subcontract by using scheduling technology, not only sub contractor,
whoever is responsible for certain part of project, such as plumbing and sanitary
services, air-conditioning and mechanical ventilation services, fire protection systems,
and electrical systems etc. Scheduling technology is helpful to control construction
time.

I do not think technology is the most important CSFs. Technology is only one aspect of
project, a technologically viable project does not mean a successful project.

Q2: [Introduction of CASEPMP] Do you find CASEPMP useful for estimating the
project time and cost for the purpose of preparing tender document?

R2: CASEPMP is useful to estimate the project cost and time for the purpose of
preparing tender document.

Q3: In what way(s) might CASEPMP be used for? E.g. actual estimating, supporting
project managers’ estimation, check manual estimation, staff training etc.
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R3: CASEPMP can be used for supporting project managers’ estimation and check
manual estimation. As an advanced Artificial Intelligence model, CASEPMP will help
the traditional estimation method for tender document preparation.

Q4: Are case library representative for reasoning?

R4: As explained by you, CASEPMP stored the Luban and Greatwall projects.
However, it is not developed for one contractor only, the incompatibility of information
from one contractor to another will cause the difficulty to input CSFs and become an
obstacle for the representativeness of caselibrary. So I would be conservative for the
representativeness of its case library.

Q5: What do you think to use CBR as the quantitative model for CASEPMP? Do you
think indexing case module, retrieval cases module, calculated cases module, test and
validation module are suitable?

RS5: T understood CBR concept . It is a suitable tool to establish CASEPMP. I think the
whole design and modules of CASEPMP is viable and suitable.

Q6: What is the potential benefit of CASEPMP? E.g. increase consistency for tender
document preparation, more objective estimation, improved accuracy, greater
efficiency, cost reduction, better training or rationalize the tender preparation process?

R6: I think CASEPMP can increase consistency for tender document preparation if the
author can develop it to be compatible to all contractors.

Respondent D:
QI1: In your opinion, what are the most important Critical Success Factors?

R1: I always talk to my subordinate and my project team that: only quality and safety
can make us survive. Quality assurance system can ensure achievement of quality
objective, Safety management is very important, prevention is primary. In the daily
safety management, strict self-checking system is critical to project success. In addition,
the subcontractor and outsourcing specialist must be briefed and educated the safety
management system, the rules and regulations. The safety responsibility agreement
must be signed with them. Every aspect of safety management has person in charge.
Project manager and subcontractor need interactions and unite to one integrated team to
implement streamlined organization.

In my opinion, scheduling technology such as Critical Path Management (CPM) and
Program (or Project) Evaluation Review Technique (PERT) is one of the most
important CSFs. According to their experience, project manager usually worked from
PERT network to identify critical path based on key points and technical difficulty of

198



projects. The non-critical path was inserted into critical path. The labour, materials and
equipment were allocated to the nodes of network. Project resource was planned and
schedule was controlled by making detail construction work network. For instance, in
every working flow section, project manager estimate quantities of steel, formwork and
concrete, and then calculate the resource demand in terms of labour, material and
equipment based on their experience and quantities quota published by official
government source. All these were marked in the network and broadcasted to relevant
project participants, such as subcontractors, plumbing and sanitary services, air-
conditioning and mechanical ventilation services, fire protection systems, and electrical
systems etc. The detail PERT network could present the project time and resource
allocation unambiguously to all the project participants, especially to the site personnel.
The project schedule and resource allocation were clearly understood by respective
parties. It is beneficial to save project resource, ensure project on time and within
budget.

Technology management is to guarantee that the project can complete on time and with
the customer satisfied quality standard, at same time saving cost.

Project management organization is one of the most important CSFs. For me, the most
ideal project management organization is the streamline organization. Project manager
own the highest authority in the whole project team and the sub contractor was all at
the same level under the project manager to facilitate project manager to manage the
entire team.

Q2: [Introduction of CASEPMP] Do you find CASEPMP useful for estimating the
project time and cost for the purpose of preparing tender document?

R2: CASEPMP is useful to estimate the project cost and time for the purpose of
preparing tender document.

Q3: In what way(s) might CASEPMP be used for? E.g. actual estimating, supporting
project managers’ estimation, check manual estimation, staff training etc.

R3: I think CASEPMP can be used as a supporting tool for project manager to do
estimation and also check manual estimation.

Q4: Are case library representative for reasoning?

R4: Yes. Luban and Greatwall projects present the highest level of successful project in
China.

Q5: What do you think to use CBR as the quantitative model for CASEPMP? Do you
think indexing case module, retrieval cases module, calculated cases module, test and
validation module are suitable?
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R5: I think CASEPMP is a feasible model. As you explained, I think all the modules
are logically viable to me. The selection of indices, i.e. CSFs, is accurate as we would
use the same CSFs to estimate project time and cost. The accurate indices could affect
the accuracy of retrieval. The calculated module for similarity score is feasible and the
test and validation module is also viable. In all, I agree that CASEPMP is a suitable
model.

Q6: What is the potential benefit of CASEPMP? E.g. increase in consistency for tender
document preparation, more objective estimation, improved accuracy, greater
efficiency, cost reduction, better training or rationalize the tender preparation process?

R6: Using CASEPMP can generate greater efficiency to do estimation as the current
approach requires inter-departmental cooperation and spend more time. Using IT tool is
helpful to reduce human power investment and thus reduce cost.

Respondent E:
QI1: In your opinion, what are the most important Critical Success Factors?

R1:In my point of view, quality assurance system is very important to seize the Luban
and Greatwall prize. The system is to ensure achievement of quality objective. ISO
system is an international standard. Its documentary system is very helpful to achieve
project quality objective. The process control is more important to ensure every
component of project achieve the quality requirement. For example, verticality and the
main structure of the overall total deviation should not exceed the allowed plane
bending norms.

Another important factor to project success is contract. Although most recognized that
contract, especially contract clause was an important contribution to project success,
contract with client serves more as a tool for contractual agreement and reference to
work out the construction implementation plan but the contract with subcontractor and
other outsourcing specialists is for contractor to successfully delivery the project KPIs.

Technology management is to guarantee that the project can complete on time and with
the customer satisfied quality standard, at same time saving cost.

Project manager is encouraged to discuss with subcontractors, outsourcing specialists
on the construction implementation plan in order for them to optimize the construction
implementation plan. It has been proven that a long term cooperation relationship with
subcontractors and outsourcing specialists is helpful to complete the project
successfully because they will understand your requirement. The tender for
subcontractor and outsourcings specialists may not be the most effective way to select
appropriate partners. The good relationship is beneficial for project delivery.
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Q2: [Introduction of CASEPMP] Do you find CASEPMP useful for estimating the
project time and cost for the purpose of preparing tender document?

R2: CASEPMP was an academic model as there are some CSFs were excluded from
the model like project manager is encouraged to discuss with subcontractors,
outsourcing specialists on the construction implementation plan, a long term
cooperation relationship with subcontractors and outsourcing specialists, safety
management and team coherence. The four CSFs are my personel opinion and were
mainly from the project management experience in Beijing. Therefore the model
accuracy needed to be improved. 1 still prefer traditional method and that is my
reluctance to try CASEPMP.

Q3: In what way(s) might CASEPMP be used for? E.g. actual estimating, supporting
project managers’ estimation, check manual estimation, staff training etc.

R3: N/A

Q4: Are case library representative for reasoning?

R4: N/A

Q5: What do you think to use CBR as the quantitative model for CASEPMP? Do you
think indexing case module, retrieval cases module, calculated cases module, test and
validation module are suitable?

R5: N/A

Q6: What is the potential benefit of CASEPMP? E.g. increase in consistency for tender
document preparation, more objective estimation, improved accuracy, greater
efficiency, cost reduction, better training or rationalize the tender preparation process?

R6: N/A
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