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Summary

The development of subsea processing equipment and the trend to go into deeper waters

for untapped oil fields will result in an increased focus on offshore installation tasks and sys-

tems. The main purpose of the research in this thesis is to develop advance strategies for the

control of subsea installation operations and flexible structures in the marine environment

and alleviate some of the challenges.

Splash Zone Transition Control: For the subsea system to be installed on the sea bed,

it first has to be lifted off a transportation barge on site using an offshore crane and placed

into the water. The transition from air to water is known as splash zone transition and

the vertical hydrodynamic loads on the payload can be expressed as a combination of

terms from the pressure effects, slamming and viscous forces including the Froude-Kriloff

forces, hydrostatic pressure and viscous drag. A simple linear in the parameter (LIP) model

that is representative and captures most of the observed hydrodynamic load phenomena is

presented. Model based control is designed and neural network (NN) based control is

presented for the case where uncertainties exist in the system parameters.

Dynamic Positioning of Payload: When the payload is near the seabed, positioning con-

trol in the horizontal plane is investigated for the installation of subsea systems, with

thrusters attached, under time-varying irrotational ocean current. Backstepping in com-

bination with adaptive feedback approximation techniques are employed in the design of

ix



Contents

the control, with the option of High-gain observer for output feedback control. The sta-

bility of the design is demonstrated through Lyapunov analysis where semiglobal uniform

boundedness of the closed loop signals are guaranteed. The proposed adaptive neural con-

trol is able to capture the dominant dynamic behaviors without exact information on the

hydrodynamic coefficients of the structure and current measurements.

Subsea Installation Control with Coupled System: Next, the coupled dynamics and con-

trol of the vessel, crane, flexible cable and payload under environmental disturbances with

attached thrusters for subsea installation operations is investigated. For the practical system

with physical constraints, Barrier Lyapunov Functions are employed in the design of posi-

tioning control for the flexible crane-cable-payload subsystem to ensure that the constraints

are not violated. Uniform stability of the flexible subsystem is shown and asymptotic po-

sitioning of the boundaries is achieved. The scenario where nonuniformity of the cable,

uncertainties and environmental disturbances exist is considered. Boundary controls are

formulated using the nonlinear PDEs of the cable.

Flexible Marine Riser: Finally, active control of flexible marine riser angle and the reduc-

tion of forced vibration under a time-varying distributed load are considered using boundary

control approach. A marine riser is the connection between a platform on the water sur-

face and the installed subsea system on the sea floor. A torque actuator is introduced in

the upper riser package and a boundary control law is designed to generate the required

signal for riser angle control and vibration reduction with guaranteed closed-loop stability.

Exponential stability can be achieved under the free vibration condition. The proposed

control is simple, implementable with actual instrumentation, and is independent of system

parameters, thus possessing stability robustness to variations in parameters. The design

is based on the PDEs of the system, thus avoiding some drawbacks associated with the

traditional truncated-model-based design approaches.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Subsea Installation

With the increased focus on subsea installation tasks to tap deep water fields, 21 compa-

nies, including 5 oil and gas operators and 6 major contractors have come together for a

joint industry project named Deepwater Installation of Subsea Hardware (DISH) [2]. The

objective is to investigate and develop solutions for the technical problems associated with

installing subsea facilities such as templates and manifolds in very deep water (≥3000m).

To carry out the installation operation, active, passive or hybrid heave compensation

systems have been developed for offshore cranes or module handling systems for the instal-

lation operations. One of the most critical phases of such operations is the water entry

of the hardware through the splash zone where it experiences hydrodynamic loads includ-

ing slamming forces. A smooth transition through the splash zone is desirable to prevent

damage to the payload.

Accurate positioning for the installation of the subsea systems onto the seabed has

1



1.1 Background and Motivation

also been identified as one of the problems in subsea installation operations [2]. Subsea

templates, Christmas trees and manifolds have to be installed accurately in a specified

spatial position and compass heading within tight limits, including rotational, vertical and

lateral measurements. The tolerances for a typical subsea installation are within 2.5m of

design location and within 2.5 degrees of design heading for large templates [3] and are

more stringent for the installation of manifolds into the templates. With the push for

using smaller installation vessels to reduce costs, the operators are concerned with the

transmission of motions from the surface vessel, which are more susceptible to influences

from the wave forces by virtue of their smaller build. Remote Operated Vehicles (ROVs)

are also used to aid structure positioning. This can be feasible for small structures but not

the large templates as a result of limited thrust available from the propulsion system. The

entanglement of the umbilical of the ROV with the lifting cable and other factors such as

long path lengths for round trip communication with the surface, noise, reaction delays and

poor visibility may result in errors during placement [2].

1.1.2 Flexible Structures

Traditional methods in subsea installation include the use of guidelines or by a combina-

tion of ship dynamic positioning and crane manipulation to obtain the desired position and

heading for the payload [2–4]. Such methods become difficult in deeper waters due to the

longer cable between the surface vessel and subsea hardware when near the seabed. The

longer cable increases the natural period of the cable and payload system which in turn

increases the effects of pendulum-like oscillations. Time-varying distributed currents may

lead to large horizontal offsets between the surface ship and the target installation site. The

control for the dynamic positioning of the subsea payload is challenging due to the unpre-

dictable exogenous disturbances such as fluctuating currents and transmission of motions

from the surface vessel through the lift cable. Incorporating the flexible cable dynamics in

the control design and analysis may yield better performance during installation.

2



1.1 Background and Motivation

Risers are the connections between a platform on the water surface and the subsea

systems installed on the sea floor. A production riser is a pipe used for oil transportation,

while a drilling riser is used for drilling pipe protection and transportation of the drilling

mud [5]. Tension is applied at the top of the riser which allows it to resist lateral loads,

and its effects on natural frequencies, mode shapes and forced vibration have been studied

in [6, 7]. Both types of riser can be modeled as an extremely long and flexible tensioned

prismatic tube, suspended from the ocean surface to the sea floor. In deeper waters and

harsher environments, the response of the risers under various environmental conditions

and sea states becomes increasingly complex. The dynamic response are nonlinear and

governed by equations of motions dependent on both space and time. Idealized beam models

characterized by partial differential equations (PDE) with various boundary conditions have

been used to investigate and analyze the dynamic response of such structures subjected to

different environmental loads [8–10]. In [11–13], the vortex induced vibrations of cables and

cylinders were investigated. In [14] linear dynamics of curved tensioned elastic beams were

investigated.

The riser is subjected to a time-varying distributed load due to the ocean current,

resulting in undesirable transverse vibration. The vibration causes stresses in the slender

body, which may result in fatigue problems from cyclic loads, damages due to wear and

tear, propagation of cracks which requires inspections and costly repairs, and as a worst

case, environmental pollution due to leakage from damaged areas. Another important

consideration is the angle limit for the upper and lower end joints. The American Petroleum

Institute requires that the mean lower and upper joint angles should be kept within two

degrees while drilling and the maximum non-drilling angles should be limited to four degrees.

Due to the motion of the surface vessel or the transverse vibrations of the riser, the upper

or lower angle limit might be exceeded, resulting in damages to the riser end joints. For

drilling and work-over operations, one objective is to minimize the bending stresses along

the riser and the riser angle magnitudes at the platform and well head [15]. Hence, vibration

reduction to reduce bending stresses and the control of the riser angle magnitude is desirable
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for preventing damage and improving lifespan.

1.2 Previous Work

1.2.1 Adaptive and Approximation Based Control

An intuitive solution to alleviate the precision placement problem is the addition of thrusters

for localized positioning when the payload is near the target site [16, 17]. The positioning

control is challenging due to the unpredictable exogenous disturbances such as fluctuating

currents and transmission of motions from the surface vessel through the lift cable. In [18],

experiments were carried for dynamic positioning of a towed pipe. The nonlinear dynamics

associated with the fluid phenomenon on the payloads, represented by a continuous infinite

dimensional Navier-Stokes equation, need to be reduced to a finite dimensional approxi-

mate model which are normally experimentally determined. Due to the size, costs and the

variations in design and construction, full scale experiments may not possible all structures.

In most cases, the best way to determine the coefficients required are by means of model

testing, where uncertainties attributed to the materials, measurement and scale effect exist.

Traditionally, such hydrodynamic loads are treated as bounded disturbances, and the

standard proportional-integral-derivative (PID) algorithm is applied in motion control. The

PID controller has been shown to exhibit good steady-state performance. However, its

transient performance is less satisfactory, since the linear control action tends to produce

large overshoots. Although the PID controller does not explicitly contain any terms from

the dynamic model, the tuning of the PID gains by advanced techniques such as LQR

requires knowledge of the model. Without the use of such techniques, PID tuning for the

MIMO systems is generally nontrivial, and may require full-scale experiments.

In the dynamic control of offshore structures for installation, an important concern is

how to deal with unknown perturbations to the nominal model, in the form of parametric
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and functional uncertainties, unmodelled dynamics, and disturbances from the environment.

Marine control applications are characterized by time-varying environmental disturbances

and widely-changing sea conditions. In this context, stand-alone model-based controllers

may not be the most ideal since they generally work best when the dynamic model is known

exactly. The presence of uncertainties and disturbances could disrupt the function of the

feedback controller and lead to degradation of performance. We propose to overcome this

problem for the installation of subsea structures is to adopt an intelligent control strategy

in the form of adaptive neural techniques to compensate for functional uncertainties in the

dyanmic model and unknown disturbances from the environment. According to the Stone-

Weierstrass theorem, a universal approximator, such as a neural network, can approximate

any real continuous function on a compact set to an arbitrary degree of accuracy. Such

approximators can utilize a standard regressor function whose structure is independent of

the dynamic characteristics, thus increasing the portability of the same control algorithm on

different marine systems. For systems in which the dynamic models are well-established and

accurate, existing model-based schemes can be augmented by intelligent control ‘modules’

easily and flexibly to handle disturbances from varying weather conditions and sea states.

Direct compensation of the hydrodynamic loads is desirable but difficult to realize in

practice due to the difficulty in obtaining accurate parametric coefficients. For control

design, the parametric model should be simple enough for analysis, and yet be complex

enough to capture the main dynamics of the system.

The approximation abilities of Artificial NNs have been proven in many research works

[19–23]. The major advantages of parallel structure, learning ability, nonlinear function

approximation, fault tolerance and efficient analyog VLSI implementation for real-time

applications, motivate the usage of NNs in nonlinear system control and identification.

NNs combined backstepping designs are reported in [24], using NN to construct observes

can be found in [25,26], NN control in robot manipulators are reported in [27–30]. Adaptive

neural control can overcome some limitations of model-based control which requires exact
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knowledge of the system parameters [31, 32]. NNs can also be used as an alternative, to

parameterize the nonlinear hydrodynamic loads and coupled with adaptive control for on-

line tuning. Since NNs has also been embedded in the overall control strategy for modeling

and compensation purposes in [22,33–35]. In-depth developments in NNs for modeling and

control purposes have been made in [32,33,35–38].

1.2.2 Control of Flexible Structures

Both the lifting cable and riser can modeled by a set of PDE which possesses infinite number

of dimensions which makes it difficult to control. The control of the flexible structures and

manipulators have received increasing attention in recent years [39–41]. One approach is to

use an approximate finite dimensional model for control design. The approximate model

can be obtained via spatial discretization to obtain a finite number of modes or by modal

analysis and truncating the infinite number of modes to a finite number by neglecting the

higher frequency modes. Based on a truncated model obtained from either the finite element

method or galerkin method, various control approaches have been applied to improve the

performance of flexible systems [42–44].

However, issues of control dimensionality and implementation may result due to the

spill over effects from the control to the residual modes [45, 46]. When the control of

the truncated system is restricted to a few critical modes. The control order needs to

be increased with the number of flexible modes considered to achieve high accuracy of

performance. The control may be difficult to implement from the engineering point of

view since full states measurements or observers are often required. To avoid the problems

associated with the truncated-model-based design, control methodologies such as variable

structure control [47, 48], methods derived through the use of bifurcation theory and the

application of Poincaré maps [49] and boundary control [50] with optimal actuator sensor

placement [51] can be used.

Boundary control has been employed in a number of research fields such as vibration
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control of flexible structures and fluid dynamics. Boundary Control of a nonlinear string

has been investigated in [52, 53], where feedback from the velocity at the boundary of a

string has been shown to stabilize the vibrations. An active boundary control system was

introduced in [54] to damp undesirable vibrations in a cable. Boundary control for axially

moving systems has been investigated in [55–59]. A vibration suppression scheme for an

axially moving string under a spatiotemporally varying tension and an unknown boundary

disturbance is investigated in [55]. In [57], the asymptotic and exponential stability of an

axially moving string is proved by using a linear and nonlinear state feedback. Boundary

control has been applied to beams in [60,61], where boundary feedback was used to stabilize

the wave equations and design active constrained layer damping. Active boundary control

of an Euler-Bernoulli beam which enables the generation of a desired boundary condition

at any designators position of a beam structure has been investigated in [62]. Wave control

to suppress vibration modes of flexible structure has been proposed in [63, 64]. In [50],

the coupled model for longitudinal and transverse beam was derived, and the exponential

stabilization of a beam in free transverse vibration, i.e. with external disturbance set to

zero, via boundary control was shown with a riser example.

1.3 Thesis Objectives and Structure

The development of subsea processing equipment and the trend to go into deeper waters for

untapped oil fields will result in an increased focus on offshore installation tasks and systems.

The main purpose of the research in this thesis is to develop advance strategies for the

control of subsea installation operations and flexible structures in the marine environment

and alleviate some of the challenges.

The remainder of the thesis is organized as follows: In Chapter 2, we provide some some

mathematical preliminaries which will be used throughout the thesis. A brief introduction

for function approximation using NNs is given, followed by some useful technical lemmas
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and definitions.

In Chapter 3, we investigate the transition of a payload from air to water, also known as

splash zone transition, and the vertical hydrodynamic loads on the payload. The exogenous

force during the transition can be expressed as a combination of terms from the pressure

effects, slamming and viscous forces including the Froude-Kriloff forces, hydrostatic pressure

and viscous drag. A simple linear in the parameter (LIP) model that is representative and

captures most of the observed hydrodynamic load phenomena is presented. Model based

control is designed and NN control approach is presented for the case where uncertainties

exist in the system parameters.

In Chapter 4, positioning control in the horizontal plane is investigated for the in-

stallation of subsea systems near the seabed, with thrusters attached, under time-varying

irrotational ocean current. Backstepping in combination with adaptive feedback approxi-

mation techniques are employed in the design of the control, with the option of High-gain

observer for output feedback control. The stability of the design is demonstrated through

Lyapunov analysis where semiglobal uniform boundedness of the closed loop signals are

guaranteed. The proposed adaptive neural control is able to capture the dominant dynamic

behaviors without exact information on the hydrodynamic coefficients of the structure and

current measurements.

Next, the coupled dynamics and control of the vessel, crane, flexible cable and payload

under environmental disturbances with attached thrusters for subsea installation opera-

tions is investigated in Chapter 5. For the practical system with physical constraints,

Barrier Lyapunov Functions are employed in the design of positioning control for the flexi-

ble crane-cable-payload subsystem to ensure that the constraints are not violated. Uniform

stability of the flexible subsystem is shown and asymptotic positioning of the boundaries

is achieved. The scenario where nonuniformity of the cable, uncertainties and environmen-

tal disturbances exist is considered. Boundary controls are formulated using the nonlinear

PDEs of the cable.
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In Chapter 6, active control of flexible marine riser angle and the reduction of forced

vibration under a time-varying distributed load are considered using boundary control ap-

proach. A marine riser is the connection between a platform on the water surface and the

installed subsea system on the sea floor. A torque actuator is introduced in the upper riser

package and a boundary control law is designed to generate the required signal for riser

angle control and vibration reduction with guaranteed closed-loop stability. Exponential

stability can be achieved under the free vibration condition. The proposed control is sim-

ple, implementable with actual instrumentation, and is independent of system parameters,

thus possessing stability robustness to variations in parameters. The design is based on

the PDEs of the system, thus avoiding some drawbacks associated with the traditional

truncated-model-based design approaches.

Finally Chapter 7 concludes the contributions of the thesis and makes recommendation

on future research works.
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Chapter 2

Mathematical Preliminaries

In this chapter, we provide some mathematical preliminaries, which will be used throughout

this thesis. A brief introduction for function approximation using NNs is given, followed by

some useful technical lemmas and definitions.

2.1 Function Approximation

In this thesis, a class of linearly parameterized NNs with Radial Basis Functions (RBF) is

used to approximate the continuous function fj(Z) : Rq → R,

fnn,j(Z) = W T
j Sj(Z), (2.1)

where the input vector Z = [Z1, Z2, . . . , Zq]T ∈ ΩZ ⊂ Rq, weight vector Wj ∈ Rl, the NN

node number l > 1 and Sj(Z) = [s1, s2, . . . , sl]T ∈ Rl. Universal approximation results

indicate that, if l is chosen sufficiently large, W T
j Sj(Z) can approximate any continuous

function, fj(Z), to any desired accuracy over a compact set ΩZ ⊂ Rq to arbitrary any
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accuracy. This is achieved as

fj(Z) = W ∗T
j Sj(Z) + εj(Z), ∀Z ∈ Ωz ∈ Rq, (2.2)

where W ∗
j is the ideal constant weight vector, and εj(Z) is the approximation error which

is bounded over the compact set, i.e. |εj(Z)| ≤ ε∗j , ∀Z ∈ ΩZ with ε∗j > 0 as an unknown

constant. The ideal weight vector W ∗
j is an “artificial” quantity required for analytical

purposes. W ∗
j is defined as the value of Wj that minimizes |εj | for all Z ∈ ΩZ ⊂ Rq i.e.

W ∗
j = arg min

Wj∈Rl
{ sup
Z∈ΩZ

|fj(Z)−WT
j Sj(Z)|}. (2.3)

Typical choices for sk(Z) include the sigmoid function, hyperbolic tangent function and

RBF. The RBF NN is a particular network architecture which uses l Gaussian functions of

the form

sk(Z) = exp
[−(Z − µk)T (Z − µk)

η2
k

]
, k = 1, 2, ..., l, (2.4)

where µk = [µk1, µk2, ..., µkq]T is the center of the receptive field and ηk is the width of the

Gaussian function [65].

2.2 Useful Technical Lemmas and Definitions

Lemma 2.1. [66] For bounded initial conditions, if there exists a C1 continuous and

positive definite Lyapunov function V (x) satisfying κ1 (‖x‖) ≤ V (x) ≤ κ2 (‖x‖), such that

V̇ (x) ≤ −ρV (x) + c, where κ1, κ2 : Rn → R are class K functions and c is a positive

constant, then the solution x(t) is uniformly bounded.

Lemma 2.2. [67] Consider the basis functions of Gaussian RBF NN (2.4) with Ẑ being

the input vector, if Ẑ = Z − εψ̄, where ψ̄ is a bounded vector and constant ε > 0, then we

11



2.2 Useful Technical Lemmas and Definitions

have

si(Ẑ) = exp
[−(Ẑ − µj)T (Ẑ − µj)

η2
j

]
, j = 1, 2, ..., l,

S(Ẑ) = S(Z) + εSt, (2.5)

where St is a bounded vector function.

Lemma 2.3. [68] Suppose a system output y(t) and its first n derivatives are bounded such

that |y(k)| < YK with positive constants YK , we can consider the following linear system:

επ̇i = πi+1, i = 1, ..., n− 1,

επ̇n = −λ̄1πn − λ̄2πn−1 − ...− λ̄n−1π2 − π1 + η(t), (2.6)

where ε is any small positive constant and the parameters λ̄1 to λ̄n−1 are chosen such that

the polynomial sn + λ̄1s
n−1 + ... + λ̄n−1s + 1 is Hurwitz. Then, the follow property holds:

ξk =
πk

εk−1
− η(k−1) = −εψ(k), k = 1, ..., n− 1, (2.7)

where ψ = πn + λ̄1πn−1 + ...+ λ̄n−1π1 with ψ(k) denoting the kth derivative of ψ. Also, there

exist positive constants t∗ and hk such that ∀t > t∗, we have ||ξk|| ≤ εhk, k = 1, 2, 3, ..., n.

Lemma 2.4. [69]: For any positive constants kb, let Z1 := {z3 ∈ R : −kb < z3 < kb} ⊂ R

and N := Rl ×Z1 ⊂ Rl+1 be open sets. Consider the system

η̇ = h(t, η) (2.8)

where η = [w, z1]T ∈ N and h : R+ × N → Rl+1 is piecewise continuous in t and locally

Lipschitz in z, uniformly in t, on R+×N . Suppose that there exist functions U : Rl → R+

and V3 : Z1 → R+, continuously differentiable and positive definite in their respective
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domains, such that

V3(z3) →∞ as z3 → −kb or z3 → kb (2.9)

γ1(||w||) ≤ U(w) ≤ γ2(||w||) (2.10)

where γ1 and γ2 are class K∞ functions. Let V (η) := V1(z3) + U(w), and z3(0) belong to

the set z3 ∈ (−kb, kb). If the inequality holds:

V̇ =
∂V

∂η
h ≤ 0 (2.11)

then z3(t) remain in the open set z3 ∈ (−kb, kb)∀t ∈ [0.∞)

Definition 2.1. Barrier Lyapunov Function [69] A BLF is a scalar function V (x)

defined with respect to the system ẋ = f(x) on an open region D containing the origin,

that is continuous, positive definite, has continuous first-order partial derivatives at every

point of D, has the property V (x) → ∞ as x approaches the boundary of D, and satisfies

V (x(t)) ≤ b, ∀t ≥ 0 along the solution of ẋ = f(x) for x(0) ∈ D and some constant b.

As discussed in [69], there are many functions V1(z1) satisfying Definition 2.1, which

may be symmetric or asymmetric. Asymmetric barrier functions are more general than

their counterparts, and thus can offer more flexibility for control design to obtain better

performance. However they are considerably more difficult to construct analytically, and to

employ for control design. For clarity, the following symmetric BLF candidate considered

in [1,69] is used in this thesis:

V1 =
1
2

log
k2

b1

k2
b1 − z3

1

(2.12)

where log(·) denotes the natural logarithm of (·), and kb the constraint on z1. The BLF

escapes to infinity at z1 = kb. It can be shown that V1 positive definite and C1 continuous

in the set z1 < kb1. The control design and results in this thesis can be extended to the
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asymmetric BLF case.

Definition 2.2. (SGUUB) [70] The solution X(t) of a system is semi-globally uniformly

ultimately bounded (SGUUB) if, for any compact set Ω0 and all X(t0) ∈ Ω0, there exists an

µ > 0 and T (µ, X(t0)) such that ‖X(t)‖ ≤ µ for all t ≥ t0 + T
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Chapter 3

Splash Zone Transition Control

In this chapter, a detailed model of the vertical hydrodynamic loads on a payload going

through the splash zone is presented. The load can be expressed as a combination of

terms from the pressure effects, slamming and viscous forces including the Froude-Kriloff

forces, hydrostatic pressure and viscous drag in [71, 72]. It is a challenge to determine

parameters such as viscous drag. In most cases, the best way to determine the hydrodynamic

coefficients are by means of model testing [73]. However, uncertainties related to the model,

measurement and scale effect still exist.

Adaptive control schemes have been proposed for continuous time systems to address

parametrization in a variety of mechanism [22, 74, 75]. NNs have been found to be able to

approximate any continuous nonlinear function to any desired accuracy over a compact set.

Adaptive neural control can be formulated with as an alternative to model based control

design due to parametric uncertainties.

The organization of this chapter is as follows: The problem formulation is given in

Section 3.1. In Section 3.2, model-based and non-model-based (NN) control are developed

for the system transiting through the splash zone and the closed loop system is analyzed

via Lyapunov synthesis. Simulation studies are presented to show the effectiveness of the
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Fig. 3.1: Schematic illustration of dynamic system in splash zone

proposed controls in Section 3.3.

3.1 Problem Formulation

In this chapter, only the vertical motion of the payload moving through the splash zone

will be considered. The effects from the vessel’s roll and pitch motions are neglected as

heave compensators only work in one degree of freedom (DOF). The reference coordinates

are fixed on the crane vessel with positive z axis pointing downwards with the origin fixed

on the deck of the vessel.

3.1.1 Dynamic Modeling

A large class of heave compensation cranes can be represented by the combination of a

passive spring damper system and an actively control winch system. The passive component

can be modelled with stiffness kc and damping coefficient dc. The dynamics of the system
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is shown in Fig. 2.1 and can be represented by

mz̈ + dcż + kcz + d(t) = mg + fz + u (3.1)

where m and g represents the mass and gravitational constant of 9.81 ms−2, z, ż, z̈ are the

displacement, velocity, acceleration of the payload in the downward z-direction respectively,

u is the active control force, fz is the hydrodynamic load and d(t) is the disturbance,

assumed to be bounded by bd > 0 as | d(t) |≤ bd.

3.1.2 Hydrodynamic Load Models

The hydrodynamics in this section is based on [71,72,76]. The vertical hydrodynamic load

on a body entering the water can be expressed as a combination of forces from the pressure

effects, slamming and viscous forces.

Pressure effects and slamming forces

In [71], the hydrodynamic loads are derived by the use of momentum theory. When there

are no incident wave effects, the vertical hydrodynamic force on a body with uniform cross

section penetrating the free-surface can be written as

fps = −ρsgAzzr − Zz̈r(zr)z̈r − ∂Zz̈r(zr)
∂zr

ż2
r

where the states zr, żr, z̈r denotes the position, velocity and acceleration of the payload

relative to the wave elevation ζ(t), with zr = z − ζ(t), Az the cross sectional area, and

Zz̈r(zr) the added mass of the payload in the z-direction relative to the wave respectively,

ρs is the density of water and φ is the potential for the incident wave. The first term on

the right represents the hydrostatic pressure on the object and the second and third terms

represent the effect of the added mass and the slamming forces respectively. In practice, the
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water elevation ζ(t) can be measured using a wave meter and the position of the payload

z can be measured from the length of wire pay out from the crane. Hence, we can obtain

zr = z − ζ(t).

The slamming parameter (∂Zz̈r/∂zr) is often written as (1/2)ρsAsCs, where As and Cs

is denoted efficient slamming area and slamming coefficient [77]. Hence, (3.2) becomes

fps = −ρsgAzzr − Zz̈r(zr)z̈r − 1
2
ρsAsCsż

2
r . (3.2)

Another component to be included is the Froude-Kriloff pressure forces, dependant on the

velocity of the water particles and computed by an area pressure method:

ffk = −ρsgAzzr
d

dt

∂φ

∂z

∣∣∣
z=zr

= −ρsgAzzrz̈. (3.3)

Viscous Drag

Drag load caused by resistance to a partially or fully submerged body moving through a

viscous fluid can be described by

fzv = −1
2
ρsCDApz żr|żr| (3.4)

where CD is the drag coefficient and Apz is the projected efficient drag area in the vertical

direction.

Remark 3.1. Based on the above discussion, a more complete model may consist of the

following components as a sum of forces from the pressure effects, slamming and viscous

forces, fz = fps + ffk + fzv. The more complete model becomes

fz = −ρsgAzzr − ρsAzzrz̈ − Zz̈r(z)z̈r − 1
2
ρsAsCsż

2
r −

1
2
ρsCDApz żr|żr|. (3.5)
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Equation (3.5) can be expressed in the LIP form as

fz(ξ) = ψT (ξ)θ∗, (3.6)

where

ψ(ξ) = [zr, zrz̈, z̈r, ż
2
r , żr|żr|]T , (3.7)

θ∗ = [−ρsgAz,−ρsAz,−Zz̈r(z),−1
2
ρsAsCs,−1

2
ρsCDApz]T , (3.8)

where ψ(ξ) a vector of known variables, ξ = [z̈, zr, żr, z̈r] is the input variables and θ∗ the

actual parameters. Although the LIP form is very desirable for control design it is in no

sense complete but a more complete representation.

3.2 Control Design and Stability Analysis

A state of the art heave compensation system combines a passive spring-damper mechanism

together with position control of the crane hook [72]. The control objective is to lower the

crane hook following a desired trajectory in the z axis.

Let zd(t), żd(t) and z̈d(t) be the position, velocity and acceleration respectively of the

desired trajectory. We define the tracking errors as

e = zd − z, r = ė + λe (3.9)

where λ > 0. The velocity and acceleration signals are defined as

żref = żd + λe, z̈ref = z̈d + λė. (3.10)

Due to the uncertainties in the parameters (3.8), we first design a model based adaptive

control. Let (∗̂) be the estimate of (∗) and (∗̃) = (∗) − (∗̂). We have f̂z = ψT θ̂, f̃z = ψT θ̃.
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Design the control as

umb = m̂z̈ref − m̂g + d̂cż + k̂cz + f̂z + ur + ud

= Ŵ T S(Z) + ur + ud (3.11)

where S(Z) = [z̈ref , g, ż, z, ψT ]T , Ŵ is the approximation weights, ud is a standard PID

type control, ud = k1r + ki

∫ t
0 rdτ , k1 > 0 and ur is a robust control term for suppressing

any modeling uncertainty, ur = k2sgn(r). The closed-loop system is then given by

mṙ + ur + ud = d + ε + W̃ T S(Z), (3.12)

where ε is the approximation error and W̃ = [m̃, m̃, d̃c, k̃c, θ̃
T ]T .

Theorem 3.1. Consider the system (3.1) with control (3.11), there exist compact sets Ωr,

Ωw and Ωβ and positive constants β, σ, cW and k1 such that all signals in the closed loop

system (3.12) are bounded and stable if the parameters are updated according to

˙̂
W = Γ

[
S(Z)r + σŴ

]
, σ > 0. (3.13)

Proof: Consider the positive Lyapunov function candidate

V =
1
2

[
mr2 + W̃ T Γ−1W̃ + ki

(∫ t

0
r dτ

)2]

with the time derivative of V given by

V̇ = mrṙ + W̃ T Γ−1 ˙̃W + rki

∫ t

0
r dτ. (3.14)
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Substituting (3.12) into (3.14) leads to

V̇ = r(W̃ T S(Z) + d + ε− k1r − ur) + W̃ T Γ−1 ˙̃W

= −k1r
2 + r(d + ε− ur) + rW̃ T S(Z) + W̃ T Γ−1 ˙̃W (3.15)

Noting the adaptive law (3.13),

˙̃W = −Γ
[
S(Z)r + σŴ

]
, ΓT = Γ > 0 (3.16)

V̇ = −k1r
2 + rυ − σW̃ T Ŵ (3.17)

where υ = d + ε− ur. By completing the squares and using the following inequalities,

2W̃ T Ŵ = ‖ W̃ ‖2 + ‖ Ŵ ‖2 − ‖ W ∗ ‖2

≥ ‖ W̃ ‖2 − ‖ W ∗ ‖2, (3.18)

−r2+ | r | υ

k1
≤ −r2

2
− 1

2
(r − υ

k1
)2 +

υ2

2k1
2

≤ −r2

2
+

υ2

2
, (3.19)

we obtain

V̇ ≤ −k1

2
r2 +

υ2

2
− σ ‖ W̃ ‖2

2
+

σ ‖ W ∗ ‖2

2
.

Considering ‖ W ∗ ‖≤ cW , εs = (1/2)(υ2 + c2
W ),

V̇ ≤ −k1

2
r2 − σ

2
‖ W̃ ‖2 +εs, (3.20)
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3.2 Control Design and Stability Analysis

we define

Ωr =
{

r
∣∣∣ | r |2≤ 2εs

k1

}
, (3.21)

Ωw =
{

W̃
∣∣∣ ‖ W̃ ‖2≤ 2εs

σ

}
(3.22)

Ωεs =
{(

r, W̃
)∣∣∣k1

2
r2 +

σ

2
‖ W̃ ‖2≤ εs

}
. (3.23)

Since εs, σ, cW and k1 are positive constants, we know that Ωr, Ωw and Ωεs are compact

sets. From (3.20) it is shown the V̇ ≤ 0 once the errors are outside the compact set Ωεs . It

can also be seen that V̇ is strictly negative as long as r is outside the compact set Ωr. It

follows that 0 ≤ V (t) ≤ V (0), ∀t ≥ 0. Hence V (t) ∈ L∞, which implies that W̃ is bounded

and hence Ŵ is bounded. Since r ∈ Ln
2 , e ∈ Ln

2 ∩Ln∞, e is continuous and e → 0 as t →∞,

and ė ∈ Ln
2 . By noting that r ∈ Ln

2 , xd, ẋd, ẍd ∈ Ln∞, and S is of bounded functions, it is

concluded that ṙ ∈ Ln∞. Using the fact that r ∈ L2∞ and ṙ ∈ Ln∞, thus r → 0 as t → ∞.

Hence ė → 0 as t →∞.

3.2.1 NN Control

Due to the complexity and difficulty in modeling the hydrodynamic loads, NN may be used

to generate input-output maps for a non-model-based approach. The Gaussian radial basis

functions (RBF) NN is a particular network architecture which uses l Gaussian functions

of the form in (2.4). We design the NN control similiar to (3.11) with

uNN = Ŵ T SNN (Z) + mz̈ref −mg + dcż + kcz + ur + ud (3.24)

where Z = [z̈, zr, żr, z̈r]T , weight vector Ŵ ∈ Rl, the NN node number l > 1 and S(Z) =

[s1, s2, . . . , sl]T ∈ Rl with si defined in (2.4).

Theorem 3.2. Consider the system (3.1) with control (3.24), there exist compact sets Ωr,

Ωw and Ωβ and positive constants β, σ, cW and k1 such that all signals in the closed loop
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3.2 Control Design and Stability Analysis

system (3.12) are bounded and stable if the parameters are updated according to

˙̂
W = Γ

[
S(Z)r + σŴ

]
, σ > 0. (3.25)

Proof: The proof is similar to that in Theorem 3.2 and is omitted for conciseness.

Corollary 3.1. The closed loop system (3.12) is asymptotically stable if the parameters are

updated with

˙̂
W = ΓS(Z)r, ΓT = Γ > 0 (3.26)

and the gain of the sliding mode control k2 ≥| d + ε |.

Proof: Noting the adaptive law (3.26), we have

˙̃W = −ΓS(Z)r, ΓT = Γ > 0 (3.27)

Combining (3.17) and (3.27),

V̇ = −k1r
2 + r(d + ε− ur). (3.28)

Since ur = k2sgn(r) and k2 ≥| d + ε |, We have V̇ = −k1r
2 ≤ 0. According to the standard

Lyapunov theorem as above, we conclude that ė, W̃ , r, e, S and ṙ are bounded. The appli-

cation of the Lyapunov stability theory guarantees a level of performance for the system.

With regards to implementation issues, we make the following remarks:

Remark 3.2. It is undesirable to directly implement the sliding control term to cancel

the effect of the approximation errors due to the chattering which may excite mechanical

resonance. To alleviate this problem, many approximation mechanisms have been used, such

as introducing a boundary layer, saturation functions [78], and a hyperbolic tangent function
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3.2 Control Design and Stability Analysis

tanh(.), which has the following nice property [79],

0 ≤| α | −α tanh(
α

ε
) ≤ 0.2785ε, ∀α ∈ R. (3.29)

By smoothing the sgn(.) function, the closed loop system is still stable with a small residual

error although asymptotic stability can no longer be guaranteed.

For example, let ur = k2 tanh(r/εr), where εr ≥ 0 is a constant, and k2 ≥| d + ε |, then

(3.28) becomes

V̇ = −k1r
2 + r(d + ε− ur)

≤ −k1r
2+ | r || d + ε | −rk2 tanh(

r

εr
)

≤ −k1r
2+ | r | k2 − rk2 tanh(

r

εr
). (3.30)

Using (3.29), (3.30) can be further simplified as

V̇ ≤ −k1r
2 + 0.2785εrk2. (3.31)

Obviously, V̇ ≤ 0 whenever r is outside the compact set

ΩD =
{

r
∣∣∣r2 ≤ 0.2785εrk2

k1

}
. (3.32)

Thus, we can conclude that the closed-loop system is stable and the tracking error will

converge to a small neighbourhood of zero, whose size is adjustable by the design param-

eters k1 and εr. It should be mentioned that these modification may cause the estimated

parameters to grow unboundedly because asymptotic tracking cannot be guaranteed unless

the robust control term in Theorem 3.1 is introduced.

Remark 3.3. In the presence of approximation errors, the σ modification scheme or e
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modification [80] among others can be used to modify the adaptive laws to guarantee the ro-

bustness of the closed-loop system. In Theorem 3.1, the additional σ term in (3.13) ensures

the boundedness of Ŵ when the system is subject to bounded disturbance without additional

prior information about the plant. The drawback of the robust modification method intro-

duced here is that the tracking errors may only be made arbitrarily small rather than zero.

3.3 Simulations

In this section, the control and model presented is simulated using the same full scale

parameters in [72]. The payload is assumed to be launched into the water through a

moonpool, rigidly attached to an actively controlled crane boom. The vessel is kept heading

relative towards incoming waves, in a mean fixed position and is moving only due to first

order waves. The dynamics of the system are given by

mz̈ + dcż + kcz = fz + u (3.33)

where fz is expressed in (3.5). The following parameters are being used in the simulations.

Mass, m = 15500kg, payload height h = 3m, Apz = 6.25m2, r = 1.5m, Zz̈r(z = h) = 6 and

CD = 3.0. The water elevation is modelled as a sinusoid wave with period and wave height

T = 6.0s and ζ = 1.0m. This is used instead of the normal statistical method because the

penetration of the water surface normally has a duration of one to three wave periods. Thus

a worst case wave period is used that matches the resonance frequency of the moonpool.

The nondimensional coefficients Cs, Ω(zr) = Azzr and Zz̈r(z) used in the simulations are

shown in Fig. 2.2 as a function of normalized depth with respect to height

The desired trajectory is generated by:

xd(s)
xref (s)

=
ω2

r

s2 + 2λrωrs + ω2
r

(3.34)
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where xref = 2h, ωr = 0.7rads−1, λr = 1.0 and the control parameters are chosen as λ = 50,

ki = 0, k2 = 0 and m̂(0) = 15500kg. The crane stiffness kc and the damping constant dc are

calibrated and tested according to rules and regulations set by classification societies before

each operation and are assumed to be perfectly known. The estimation errors of these two

terms are at least one order of magnitude less than the slamming forces and are neglected

in the simulations. It is assumed that no other knowledge of the system is known except

for m.

3.3.1 Conventional PID Control

For the purpose of comparison, consider first the control performance when adaptation law

is not activated by setting the adaptation gain Γ = 0. In this case, the resulting control

action is effectively a conventional PID-type control as follows

u = k1r + ki

∫ t

0
rdτ. (3.35)

Three sets of PID gains were designed based on the LQR method with Q, R and respective

control gains as follows:

• PID1: {Q = 1e10, R = 1, kp = 1.6931× 106, kd = 1.0155× 106, ki = 1.0000× 106}

• PID2: {Q = 1e11, R = 1, kp = 3.2995× 105, kd = 5.0941× 105, ki = 3.1623× 105}

• PID3: {Q = 1e12, R = 1, kp = 1.3752× 105, kd = 1.0940× 105, ki = 1.0000× 105}

where k1 = kd and λ = kd/kp. A high Q and low R is chosen for the LQR design to place

more weighting to the states of the system.

The tracking trajectory is shown in Fig. 3.3, the tracking errors and control signals

under the PID control are shown in Fig. 3.4. It can be observed from these results that

the lower gain PID control in PID1 cannot control the system satisfactorily. A higher gain

PID control is able to reduce the tracking error significantly.
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3.3 Simulations

3.3.2 Model-Based Adaptive Control

We explore the model based adaptive control to augment the PID control when some knowl-

edge of the parameters or structure of the hydrodynamics disturbances affecting the system

is known. Control (3.11) is simulated with updating law (3.13) with different learning rate

i.e. Γ = 1, 10, 100, control gains for ud {PID2: kp = 3.2995 × 105, kd = 5.0941 × 105,

ki = 3.1623 × 105}, wi = 0, for i = 1 to 9, σ = 0. The tracking errors, control signal the

norm of the adaptive weights under the model-based adaptive control are shown in Fig. 3.5.

It is observed that for the same parameters in PID2, the model-based adaptive control

is able to reduce the tracking error further. This means that the ‘model-based adaptive

control is able to successfully compensate for the hydrodynamic forces. It is also observed

that a higher adaptation gain Γ produces better tracking results. Care is required in imple-

mentation and design of the gains as system may become unstable if the adaptation gain

chosen is too high.

3.3.3 Non-Model-Based (NN) Control

In the last subsection, the model based adaptive control was explored when knowledge of

the parameters affecting the system is known. In the case where the knowledge of the

parameters affecting the system is not known, we investigate the use of a non-model based

approach, i.e. adaptive NN method to learn about the system and compensate for the

system. Control (3.24) is simulated with updating law (3.25) with different learning rate

i.e. Γ = 10, 50, 100, control gains for ud {PID2: kp = 3.2995 × 105, kd = 5.0941 × 105,

ki = 3.1623× 105}, wi = 0, for i = 1 to 9, σ = 0 similar to above. For the NN, we use RBF

in (2.4), where l = 81, S(z̈, zr, żr, z̈r) and RBF centers chosen as µ1 = [−1.0, 0.0,−0.5,−1.0],

µ2 = [0.0, 3.0, 0.0, 0.0] and µ3 = [1.0, 6.0, 0.5, 1.0].

The tracking errors, control signal the norm of the adaptive weights under the adaptive

NN control are shown in Fig. 3.6. It can be seen that the NN adaptive control can improve
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on the performance of the PID control ud. Increasing Γ is observed to improve the track-

ing performance. The effectiveness of the NN appeared to improve only marginally when

increasing the number of NN nodes any further. The performance was deemed satisfactory

for this number of nodes and can demonstrate good tracking ability.

The tracking errors and control signals of PID3, model-based adaptive control with

Γ = 100 and adaptive NN control with Γ = 100 is shown in Fig. 3.7. It is observed that

the model-based adaptive control and the adaptive NN control can improve on the tracking

performance of the pure PID control.

3.4 Conclusion

In this chapter, adaptive control for a payload transiting through the splash zone has been

investigated using both model and non-model-based (NN) parametrization techniques. A

detailed mathematical model for hydrodynamics loads during water entry has been pre-

sented. Model-based and non-model-based robust adaptive controls have been developed

with closed loop stability. Extensive simulations have been carried out to show the effec-

tiveness of the proposed control techniques.
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Fig. 3.2: Non-dimensional coefficients used in splash zone simulations
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Fig. 3.3: Trajectory of payload trhough splash zone under PID control with different gains
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Chapter 4

Dynamic Load Positioning

Near the seabed, the subsea templates, Christmas trees and manifolds have to be installed

accurately in a specified spatial position and compass heading within tight limits, including

rotational, vertical and lateral measurements. The tolerances for a typical subsea installa-

tion are within 2.5m of design location and within 2.5 degrees of design heading for large

templates [3] and are more stringent for the installation of manifolds into the templates.

Accurate positioning on the seabed has been identified as one of the problems in subsea

installation operations.

An intuitive solution to alleviate the precision placement problem is the addition of

thrusters for localized positioning when the payload is near the target site [16, 17]. The

positioning control is challenging due to the unpredictable exogenous disturbances such as

fluctuating currents and transmission of motions from the surface vessel through the lift

cable. The nonlinear dynamics associated with the fluid phenomenon on the payloads, rep-

resented by a continuous infinite dimensional Navier-Stokes equation, need to be reduced

to a finite dimensional approximate model which are normally experimentally determined.

Due to the size, costs and the variations in design and construction, full scale experiments

may not possible all structures. In most cases, the best way to determine the coefficients

required are by means of model testing, where uncertainties attributed to the materials,
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measurement and scale effect exist. To overcome the limitations of model-based adaptive

controllers, we adopt adaptive neural control techniques to compensate for functional un-

certainties and unknown disturbances from the environment through online tuning of the

NN weights [81].

In this chapter, positioning control is investigated for the installation of subsea systems,

with thrusters attached, under time-varying irrotational ocean current. The dynamic model

and the effects of the current disturbance are presented in Section 4.1. In Section 4.2, back-

stepping in combination with adaptive feedback approximation techniques are employed in

the design of the control, with the option of High-gain observer for output feedback control.

The stability of the design is demonstrated through Lyapunov analysis where semiglobal

uniform boundedness of the closed loop signals are guaranteed. The proposed adaptive neu-

ral control is able to capture the dominant dynamic behaviors without exact information

on the hydrodynamic coefficients of the structure and current measurements. Comparative

simulations with linear PID, PD with adaptive term and model-based controls are carried

out in Section 4.3.

4.1 Problem Formulation and Preliminaries

4.1.1 Dynamic Modeling

We consider the horizontal planar dynamics for surge, sway and yaw motions of the subsea

payload. The geographic reference frame, North-East-Down (n-frame) is chosen, defined

relative to the Earth’s reference ellipsoid, with the xn, yn and zn axis directed towards

the North, East and Downward normal to the Earth’s surface respectively and chosen such

that the target installation location is at the origin. The configuration in the n-frame

is η = [xn, yn, ψn]T , where xn, yn describes the distance from the target location and ψn

denotes the rotation about the zn axis. The body-fixed reference frame (b-frame) is a moving

coordinate frame with the origin attached to the Center of Gravity and axes corresponding
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4.1 Problem Formulation and Preliminaries

to the principle axis of inertia. The frames assigned are represented in Fig. 4.1 with the

payload velocity defined in the b-frame as ν = [ub, vb, rb]T , where ub, vb ∈ R, are components

of the absolute velocity in the xb and yb directions, rb ∈ R describes the angular velocity

about the zb axis, and vectors η and ν are related by the transformation,

η̇ = J(η)ν, (4.1)

where

J(η) =




cosψn − sinψn 0

sinψn cosψn 0

0 0 1




. (4.2)

Taking into account the inertial generalized forces, the hydrodynamic effects, the gravity and

buoyancy contribution and the thrusters, the dynamics for low speed underwater positioning

of the structure can be expressed in the canonical form for robotics [82],

Mν̇ + C(ν)ν + D(ν)ν + g(η) = τ, (4.3)

where M ∈ R3×3 is the system inertia matrix, C(ν) ∈ R3×3 the coriolis-centripetal matrix,

D(ν) ∈ R3×3 the damping matrix, g(η) ∈ R3 the vector of gravitational and buoyancy

forces and τ ∈ R3 the control input.

4.1.2 Effects of Time Varying Current and Disturbances

The effects of ocean current on positioning control of underwater structures are significant.

The current is normally assumed to be constant and irrotational for subsea operations plan-

ning or control systems design [83]. That is, the current velocity is vc = [vc,x, vc,y, 0]T ms−1

with v̇c = 0. However, this assumption is not strictly true and can adversely affect the

performance of the control.
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Fig. 4.1: Subsea template with relevant frames

In this chapter, we extend the investigation to include the effects of a time varying

irrotational current, vc(t) = [vc,x(t), vc,y(t), 0]T . The magnitude Vc(t) is treated as a 1st

order Gauss-Markov process,

V̇c(t) + µVc(t) = ω, (4.4)

Vmin ≤ Vc(t) ≤ Vmax, (4.5)

where ω is Gaussian white noise, µ ≥ 0 is a constant and Vmin, Vmax are minimum and

maximum magnitude of the current speed respectively, projected based on hydrographic

surveys done on site. In the horizontal plane, the current velocity can be decomposed to

the b-frame via vc,x(t) = Vc(t) cos βc and vc,y(t) = Vc(t) sin βc, where βc is the sideslip

angle. The disturbance from the ocean current, τc(t), is obtained by applying Morrison’s

equation for cylindrical members or other appropriate empirical formulas dependant upon

the geometry of the module [84]. From (4.3), we obtain

Mν̇ + C(ν)ν + D(ν)ν + g(η) = τ + τd(t), (4.6)

where τd(t) = τc(t) + τl(t), τd ∈ R3 represents the lumped disturbance τc resulting from
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ocean current and the unknown disturbance, τl, from the lift cable.

Assumption 4.1. For time dependent function τd(t), i = 1, 2, 3, there exist constants

τ̄d,i ∈ R+ where ‖τd,i(t)‖ ≤ τ̄d,i.

Remark 4.1. The subsea payloads are rigged according to rules and regulations set by the

classification societies. The dynamics in the roll and pitch are assumed to be accounted for

in the rigging configuration and the heave motion due to the wave, structure weight and the

upward tension of the cable, is to be controlled by a separate heave-compensated system.

Remark 4.2. Assumption 1 is reasonable as the effects of the disturbances are largely

attributed to the exogenous effects from the environment, which are finite and bounded. The

maximum allowable loads from the environment during the installation operation needs to be

determined at the operations design, planing and material selection phases. The allowable

weather window and sea states for the operation is determined and the installation operation

will not be carried out if the environment is too rough for safe operations. As such, the

bounds on the disturbances τ̄d,i are assumed to be known.

Remark 4.3. The surface vessel is responsible for global positioning while the thrusters on

the payload are responsible for local positioning and activated close to the target site. To

improve the performance further, the effects of the lift cable and coupling with the surface

vessel will be investigated in future work.

Assumption 4.2. The reference trajectory for the positioning of the payload, ηr, is a

bounded C2 function, sufficiently smooth to avoid sudden jumps of tracking error.

4.2 Adaptive Neural Control Design

The control objective is to position and orientate the payload for accurate placement via

attached thrusters. Tracking control is necessary when the installation is carried out in

proximity to other critical equipment on the seabed via a reference trajectory ηr(t) =
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[xnr(t), ynr(t), ψnr(t)]T . We first consider the case where full state information ν and η are

available. Dependency of the signals, where obvious, will be omitted.

Define a generalized tracking error as z1(t) = η(t) − ηr(t) and obtain ż1 = J(η)ν − η̇r.

We introduce a virtual control α1 and define a second error variable as z2(t) = ν(t)−α1(t).

From (4.2), J(η)JT (η) = I, choose

α1(η, η̇r, z2) = JT (η)(η̇r −K1z1), (4.7)

where the gain matrix K1 = KT
1 > 0, and obtain

ż1 = J(η)(z2 + α1)− η̇r. (4.8)

Choosing a Lyapunov function candidate with quadratic z1

V1 =
1
2
zT
1 z1, (4.9)

and taking its time derivative along (4.8), we have

V̇1 = −zT
1 K1z1 + zT

1 J(η)z2. (4.10)

Differentiating z2 with respect to time,

ż2 = M−1 [h(ν, η) + τ + τd(t)]− α̇1, (4.11)

where

h(ν, η) = −C(ν)ν −D(ν)ν − g(η), (4.12)

α̇1 =
∂α1

∂η
η̇ +

∂α1

∂η̇r
η̈r +

∂α1

∂z1
ż1. (4.13)
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Next, consider the Lyapunov function candidate and its time derivative

V ∗
2 = V1 +

1
2
zT
2 Mz2, (4.14)

V̇ ∗
2 = −zT

1 K1z1 + zT
1 J(η)z2

+zT
2 (h(ν, η) + τ −Mα̇1) + zT

2 τd(t). (4.15)

We can obtain the following,

V̇ ∗
2 ≤ −zT

1 K1z1 + zT
1 J(η)z2 + zT

2 (h(ν, η)−Mα̇1 + τ)

+
3∑

i=1

|z2,i|τd,i(t)), (4.16)

where z2,i ∈ R for i = 1, 2, 3 are the elements of z2. Consider the model-based control law,

τmb = −JT (η)z1 −K2z2 − h(v, η)

+Mα̇1 −Ksgn(z2)(τ̄d,i), (4.17)

where sgn(z2) = diag[sgn(z2,i)] is a robust sliding term for i = 1, 2, 3, sgn(·) as the signum

function, gain matrices, K2 = KT
2 > 0 and K = diag(kii) ∈ R3×3, kii > 1, i = 1, 2, 3. By

substituting (4.17) into (4.16), we can rewrite (4.16) as

V̇ ∗
2 ≤ −zT

1 K1z1 − zT
2 K2z2 (4.18)

which is negative semi-definite. Since uncertainties exists in the parameters M , C(v),

D(v) and g(η), or are unknown, the model-based control law (4.17) may not be realizable.

To overcome this challenge, we use NNs to approximate the uncertainties and propose the

following control law and adaptation law,

τ = −JT (η)z1 −K2z2 −Ksgn(z2)(τ̄d,i) + Ŵ T S(Z), (4.19)
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˙̂
Wi = −Γi(Si(Z)z2i + σiŴi), (4.20)

where Ŵ= blockdiag[Ŵ T
1 , Ŵ T

2 , Ŵ T
3 ] are the NN weights, S(Z) = [ST

1 (Z), ST
2 (Z), ST

3 (Z)]T

the basis functions, Γi constant gain matrices and σi > 0, i = i, 2, 3, are sigma modification

constants which impose growth conditions on the weight vectors to improve the stabil-

ity of Ŵ when the system is subjected to bounded disturbances [85]. The NN Ŵ T S(Z)

approximates W ∗T S(Z) defined by

W ∗T S(Z) = −h(η, ν) + Mα̇1 − ε(Z), (4.21)

where Z = [ηT , νT , αT
1 , α̇1

T ]T are the input variables to the adaptive NN and ε(Z) ∈ R3 is

the approximation error.

Remark 4.4. In this chapter, we address a more challenging problem by treating the values

of M , C(ν), D(ν), g(η) ai(η, ν) and b(t), as completely unknown. If individual terms

are known exactly, the terms can be excluded from the approximation in equation (4.21)

and incorporated explicitly as part of the adaptive neural control law (4.19), similar to the

model-based control (4.17).

Theorem 4.1. Consider the dynamic model (4.6), with control law (4.19) and adaptation

law (4.20). Given that the full state information is available, for each compact set Ω0

where (η(0), ν(0), Ŵ1(0), Ŵ2(0), Ŵ3(0)) ∈ Ω0, i.e. the initial conditions are bounded,

the trajectories of the closed-loop system are semiglobally uniformly bounded. The closed

loop error signals, z1, z2 and W̃ will remain within the compact sets Ωz1, Ωz2 and ΩW

respectively defined by

Ωz1 : =
{

z1 ∈ R3 | ‖z1‖ ≤
√

D
}

, (4.22)

Ωz2 : =

{
z2 ∈ R3 | ‖z2‖ ≤

√
D

λmin(M)

}
, (4.23)

ΩW : =

{
W̃ ∈ Rl×3 | ‖W̃‖ ≤

√
D

λmin(Γ−1)

}
, (4.24)
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4.2 Adaptive Neural Control Design

where D = 2 (V2(0) + C/ρ) with ρ and C as defined in (4.31) and (4.32) respectively.

Proof: Consider the augmented Lyapunov function candidate,

V2 = V1 +
1
2
zT
2 Mz2 +

1
2

3∑

i=1

W̃ T
i Γ−1

i W̃i, (4.25)

where W̃i = Ŵi −W ∗
i and W̃i, Ŵi, W ∗

i are the NN weight error, estimate and actual value

respectively. Differentiating (4.25), we obtain

V̇2 ≤ −zT
1 K1z1 + zT

1 J(η)z2 + zT
2 [h(ν, η)−Mα̇1 + τ ]

+
3∑

i=1

|z2,i|τd,i +
3∑

i=1

W̃ T
i Γ−1

i
˙̂

Wi. (4.26)

Using the approximation (4.21) we obtain,

V̇2 ≤ −zT
1 K1z1 + zT

1 J(η)z2 +
3∑

i=1

|z2,i|τd,i (4.27)

+zT
2

[−W ∗T S(Z)− ε(Z) + τ
]
+

3∑

i=1

W̃ T
i Γ−1

i
˙̂

Wi.

Substituting the control (4.19) and adaptation law (4.19) into (4.27) yields

V̇2 ≤ −zT
1 K1z1 − zT

2 K2z2 −
3∑

i=1

[
σiW̃

T
i Ŵi

]

+
1
2
‖ε̄(Z)‖+

1
2
zT
2 z2, (4.28)

From the property

−σiW̃
T
i Ŵi ≤ −σi

2
‖W̃i‖2 +

σi

2
‖W ∗

i ‖2, (4.29)
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4.2 Adaptive Neural Control Design

we obtain V̇2 and the bounds ρ and C as

V̇2 ≤ −ρV2 + C, (4.30)

ρ = min
(
2λmin(K1),

2λmin(K2 − 1
2I3×3)

λmax(M)
,

min
i=1,2,3

( σi

λmax(Γ−1
i )

))
, (4.31)

C =
3∑

i=1

σi

2
‖W ∗

i ‖2 +
1
2
‖ε̄‖2, (4.32)

where λmin(A) and λmax(A) denote the minimum and maximum eigenvalues of matrix A,

where λ(A) are real, respectively. To ensure ρ > 0, the control gains K1 and K2 are chosen

to satisfy the following conditions:

λmin(K1) > 0, λmin(K2 − 1
2
I3×3) > 0. (4.33)

From (4.30) and Lemma 6.1, it is straightforward to show that the signals z1, z2, W̃1, W̃2, W̃3

are semiglobally uniformly bounded. From the boundedness of ηr in Assumption 1, we know

that η is bounded. Since η̇r is also bounded, it follows that α1 is bounded and in turn ν is

bounded. With W ∗
i as slow time varying, we know that Ŵi is also bounded, for i = 1, 2, 3.

For completeness, the details of the proof, similar to [66], are provided here. Multiplying

(4.30) by eρt yields

d

dt
(V2e

ρt) ≤ Ceρt. (4.34)

Integrating the above inequality, we obtain

V2 ≤
(
V2(0)− C

ρ

)
e−ρt +

C

ρ
≤ V2(0) +

C

ρ
. (4.35)
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4.2 Adaptive Neural Control Design

Substituting (4.25) into (4.35),

1
2
||z1||2 ≤ V2(0) +

C

ρ
. (4.36)

Hence, z1 converges to the compact set Ωzs. Bounds of z2, W̃i can be similarly shown and

this concludes the proof. ¥

Remark 4.5. The stability result proposed is semiglobal in the sense that if the number

of NN nodes l is chosen large enough such that the approximation holds on Ωz, then the

closed-loop stability can be guaranteed for bounded initial states and NN weights. The exact

sizes of the compact sets Ωz1, Ωz2 and ΩW are not available as they depend on the unknown

parameters W ∗ and ε.

Remark 4.6. The control design and stability analysis in this chapter assume that the

thrusters are able to provide the force and torque as required. The effects of thruster dy-

namics such as thruster saturation are explored in [86–88]. It was found that thruster

saturation can cause severe degradation in the tracking performance. This problem can be

alleviated through an appropriate choice of trajectory if the task and disturbances are within

the operational range of the propulsion system.

4.2.1 High-Gain Observer

The proposed control (4.19) requires full state feedback η(t) and ν(t) to be implemented.

In the absence of velocity sensors such as the doppler velocity log, we introduce a High-gain

observer design to estimate ν(t) through the certainty equivalence property and separation

principle.

From Lemma 2.3, πk+1

εk converges asymptotically to η(k), the derivative of η to the

kth order, i.e. ξk converges to zero with a small time constant (due to the high-gain 1/ε)

provided that η and its k derivatives are bounded. Hence, πk+1/εk is suitable as an observer

to estimate the output derivatives up to the nth order. The observer for system (4.6) is
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4.2 Adaptive Neural Control Design

designed with n = 2 and the estimate of the unmeasurable state vector z2 can be defined

as

ẑ2 = JT (η)(π2/ε)− α1 (4.37)

From the full state feedback case, we modify the control law (4.19) and adaptation law

(4.20) to obtain the control and adaptation law for output feedback control as

τ = −JT (η)z1 −K2ẑ2 −Ksgn(ẑ2)(τ̄d,i) + Ŵ T S(Ẑ), (4.38)

˙̂
Wi = −Γi(Si(Ẑ1)ẑ2,i + σiŴi). (4.39)

The time derivative of the Lyapunov function candidate V2 in (4.25) along the closed

loop trajectory with (4.38) and (4.39) yields

V̇2 ≤ −zT
1 K1z1 − zT

2 (K2 − 1
2
I3×3)z2 − zT

2 K2z̃2

+
3∑

i=1

z2,i[Ŵ T
i Si(Ẑi)−W ∗T

i Si(Zi)]

−
3∑

i=1

[W̃ T
i Si(Ẑi)ẑ2,i + σiW̃

T
i Ŵi] +

1
2
‖ε̄‖2. (4.40)

From Lemma 2.2 and using the properties

σiW̃
T
i Ŵi ≤ σi

2
(||W ∗

i ||2 − ||W̃i||2), (4.41)

||Si(Ẑi)||2 ≤ li, (4.42)

and z̃2 = ẑ2 − z2 = JT (η)ξ2, denoting Λ = diag[2li/σi],

Vobs = (1/2)ξT
2 ξ2, (4.43)
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we obtain

V̇2 ≤ −z1K1z1 − zT
2

(
K2 − 3

2
I
)
z2 +

1
2
||ε̄||2 −

3∑

i=1

σi

4
||W̃i||2

+λmax(KT
2 K2 + Λ)Vobs +

1
2

3∑

i=1

(
ε2||Sti||2 + σi

)
‖W ∗

i ‖2,

which can be expressed in the form of (4.30),

V̇2 ≤ −ρV2 + C, (4.44)

ρ = min
(
2λmin(K1),

2λmin(K2 − 3
2I3×3)

λmax(M)
,

min
i=1,2,3

( σi
4 ||W̃i||2

λmax(Γ−1
i )

))
, (4.45)

C =
1
2

3∑

i=1

(
ε2||Sti||2 + σi

)
‖W ∗

i ‖2,

+λmax(KT
2 K2 + Λ)Vobs +

1
2
‖ε̄‖2. (4.46)

where the bounds on Vobs ≤ (1/2)ε2(h2
1 + h2

2). To ensure that ρ > 0, the control gains K1

and K2 are chosen to satisfy the following conditions:

λmin(K1) > 0, λmin(K2 − 3
2
I3×3) > 0. (4.47)

Theorem 4.2. Consider the dynamic model (4.6), with output feedback control (4.38),

adaptation law (4.39) and High-gain observer (2.6). For each compact set Ω0 where (η(0),

ν(0), Ŵ1(0), Ŵ2(0), Ŵ3(0)) ∈ Ω0, i.e. if the initial conditions are bounded, the trajecto-

ries of the closed-loop system are semiglobally uniformly bounded. The tracking error z1

converges to a compact set

Ωzs =
{

z1 ∈ R3 | ‖z1‖ ≤
√

D
}

, (4.48)

where D = 2(V2(0) + C/ρ), ρ and C are defined in (4.45) and (4.46) respectively.
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4.3 Numerical Simulation

Proof: The stability proof of Theorem 4.2 along (4.44), (4.45) and (4.46) follows Theorem

4.1 and is omitted for conciseness.

Remark 4.7. In this chapter, we assumed that the position measurements are perfect and

proposed a rigorous theoretical treatment of the output feedback problem using High-gain

observers corresponding to a non-model-based approach. If the output measurements are

contaminated with zero mean Gaussian white noise within tolerance, careful implementation

is necessary by designing ε to be sufficiently small. A saturation function can be used to

overcome the peaking phenomenon of the high-gain observer following [89].

Remark 4.8. The tracking error has been shown to converge and remain within a small

neighborhood of the origin. If the residual error is desired to be lower, it can be reduced such

that C/ρ in both Theorem 1 and 2 decreases. The reduction is achieved by increasing k1,

k2, the approximation accuracy of the NN, and the high-gain 1/ε of the state observer [67].

4.3 Numerical Simulation

In this section, comparative studies were carried out via numerical methods on the pro-

posed control and three different control methodologies. A wet Christmas tree is modeled

as a cylinder with dimensions r = 1.0m, L = 5.2m and m = 32240kg representing the

radius, length and dry mass respectively. The parameters in the dynamic equation (4.6) are

M = MRB + MA, MRB = diag[32240, 32240, 16120], MA = diag[16728, 16728, 0], C(ν) =

[0, 0, c13; 0, 0, c23;−c13,−c23, 0], c13 = (MA,22 −MRB,22)ν2, c23 = −(MA,11 −MRB,11)ν1 and

D(ν) = diag[0.5ρwCDπr2ν, 0.5ρwCDπr2ν, 0], where MRB is the rigid body inertia, MA the

added mass, CD the drag coefficient and ρw = 1024kgm3 the density of seawater. A cylin-

drical model was chosen for the analysis of the controls for its well studied hydrodynamic

properties and characteristics in the literature [71]. The simulation step size is 0.001s with

the update rate for controls and observer set as 10Hz. The sampling period of 0.1s was

used to investigate the effects of long sampling rate. A fourth-order Runge-Kutta-Merson
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4.3 Numerical Simulation

program with adaptive step size is used to numerically solve the equation of motions [78].

The control objective for the payload is to track a reference trajectory from an initial

state in the n-frame to the target site designated as the origin for installation. The reference

trajectory ηr(t)=[xnr(t), ynr(t), ψnr(t)]T , is generated via a Hermite polynomial of the third

degree with a general expression

ηr(t, tr) = η0 +
(
− 2.0

t3

t3r
+ 3.0

t2

t2r

)
(ηf − η0), (4.49)

where η0 = [5.0, 2.0, 1.047]T and ηf = [0, 0, 0]T are the payload initial and final positions

respectively and tr = 150s represents the time at which the reference trajectory reaches the

desired final position. The reference trajectory shown in Fig. 4.2 satisfies Assumption 1

and is continuous ∀ t with bounded ηr, η̇r and η̈r.

From Section 4.1.2, the time varying current profile shown in Fig. 4.3 was generated

using Equation (4.4) with bounds Vmax = 1.2ms−1, Vmin = 0.8ms−1 and µ = 0 was chosen

to generate a more random ocean current. The current forces and the motion of a cylinder

in fluid are derived from Morison’s equations [84],

τ̄c,i = CDρw
Dc

2
|vc,i|vc,i + Cmρwπ

D2
c

4
v̇c,i, i = 1, 2, 3, (4.50)

where CD = 1.0, Cm = 1.0 is the added mass coefficient, Dc the diameter of the cylindrical

member, vc, i and v̇c,i are the velocity and acceleration of the current in each direction

respectively. The effect of the current is not a linear force parallel to the current itself due

to the coupling effects of the hydrodynamic terms. However, a reasonable hypothesis is

made that the main contribution of the current to the vehicle motion is observed along the

current direction [90]. The irrotational current is simulated to be 60◦ from the North-East

which results in a constant βc = 30◦ due to the symmetry of the cylindrical payload. Fig.

4.3 shows the disturbances due to the current in the x, y direction.
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4.3.1 Full State Feedback

Four different cases are considered. In the first case, we examine the common PID (propor-

tional integral derivative) control. Second, we include an adaptive mechanism to the PD

control for current compensation, Third, we evaluate the model-based control developed in

(4.17) assuming that the parameters of the subsea structure are completely known. In the

fourth case, we investigate the proposed adaptive neural control.

Case 1: PID Control. The PID control represents one of the most widely used controls

and thus provides a baseline for the comparison of the performance of other controls. In

this case, we consider a PID control of the form

τ = −KP z1 −KDż1 −KI

∫ t

0
z1(ς)dς, (4.51)

where KP , KI and KD are the proportionate, integral and derivative gain matrices respec-

tively. The closed loop analysis of the PID control law applied to underwater dynamics

is similar to [88, 91] and not included here. An application of Lasalle’s Invariance Theo-

rem [92] shows that the PID control will perform set point regulation but not trajectory

tracking [93]. While the PID control does not perform trajectory tracking, it is included as

the control objective is to dynamically position the load at a fixed spatial position.

In this subsection, we assume that the model of the payload dynamics is completely

known and use the Linear Quadratic Regulator (LQR) method to tune the PID control.

The sets of parameters Q and R used in the LQR and the respective control gains generated

are as follows

• PID1: Q = 1 × 106I3,3, R = 1, KI = {1000,1000,1000}. KP = {7419,7419,5192},
KD = {25412, 25412, 12977}

• PID2: Q = 1 × 108I3,3, R = 1, KI = {1000,1000,1000}, KP = {36156,36156,26864},
KD = {58753, 58753, 31083}
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• PID3: Q = 1× 1010I3,3, R = 1, KI = {10000,10000,10000}, KP = {212370,212370,

188010}, KD = {173900, 173900, 126740}

Large Q matrices was chosen to place emphasis on the states of the system. Fig. 4.4

shows the norm of tracking error and the control input. The control action produced

overshoots in the transient phase and the norm of the tracking error subsequently reduces

to ||z1|| ≈ 0.1 during steady state. As the gain of KP , KI and KD increases, the tracking

errors are reduced. Conversely, the tracking errors increases significantly when the gains are

reduced. In practice, large control gains are not recommended as they reduce robustness

and cause large overshoots due to noisy measurements.

Case 2: PD Control with Adaptive Mechanism. The control adapted from [90] for

an underwater vehicle combines a PD action with an adaptive compensation to provide

asymptotic trajectory tracking. The control is given as

τ = KDs + Kη̃ + ΦT λ̂, (4.52)

˙̂
λ = K−1

λ ΦT
T s, (4.53)

where s = ν̃ + Λpη̃, ν̃ = νr − ν, η̃ = ηr − η, νr = JT (η)ηr, KD, Λp and K are positive

gain matrices, K−1
λ = Γ > 0 is the adaptive gain matrix, λ̂ is the adaptation weight and

ΦT
T s = JT (η)s is a regressor. The closed loop stability analysis can be found in Ref. [90]

and is not repeated here. The matrices are chosen as KD = 6× 105I3×3, K = 6× 105I3×3,

Λp = I3×3, and three cases with Γ = 50I3×3, Γ = 100I3×3 and Γ = 200I3×3 are simulated.

The norm of the tracking error and control input are shown in Fig. 4.5. It is observed

that the transient response of the PD control with adaptive mechanism is large due to the

inability of the adaptive mechanism to capture the effects of the current. However, when

the parameters have converged, the norm of error produced during steady state is lower

than that of the PD type control. The control effort which corroborates the overshoot in

the transient region is also observed.
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Case 3: Model-Based Backstepping Control. The model-based backstepping control in

(4.17) without the robust signum term is investigated here as follows:

τmb = −JT (η)z1 −K2z2 − h(ν, η)

+Mα̇(ηr, η̇r, η̈r, z1, z2), (4.54)

assuming that the parameters of the subsea structure are completely known. The effects

of the control gains are examined by varying the control gain matrix K2. Simulations were

carried out for K1 = k1I3×3, and K2 = k2I3×3, with k1 = 5 and k2 = 10000, 20000 and

30000. The tracking errors and control input signals are shown in Fig. 4.6. The norm of

the tracking error for the model-based control without the robust term is satisfactory with

‖z1‖ < 0.1. To achieve low tracking errors, model-based control requires exact knowledge of

the system dynamics and parameters. This is difficult to achieve in practice as the geometry

of the structure makes the identification of the hydrodynamic effects complex. Inaccurate

parameter values can degrade the performance significantly. It is noted that the gains are

significantly lower than that of the PID and PD plus adaptive mechanism controls earlier

which is advantageous for robustness towards noisy measurements.

Case 4: Proposed Adaptive Neural Control. Linearly parameterized approximators are

used in the control law and update law in (4.7), (4.19) and (4.20). Ŵ=diag[Ŵ T
1 , Ŵ T

2 , Ŵ T
3 ]

are the approximation weights and S(Z)=[ST
1 (Z), ST

2 (Z), ST
3 (Z)]T are Gaussian RBF (2.4)

and Z = [ηT , νT , αT
1 , α̇T

1 ] are the input variables. A total of l = 512 nodes are employed

for each ST
j (Z) with centers chosen as combinations of µk,1 = µk,2 = {1.0,−1.0}, µk,3 =

µk,6 = µk,9 = µk,12 = 0 and µk,4 = µk,5 = µk,7 = µk,8 = µk,10 = µk,11 = {0.1,−0.1}. The

effects of varying the control gains Γ were investigated with Γ = 1.0I3×3, Γ = 5.0I3×3 and

Γ = 10.0I3×3, σi = 1 × 10−5, η2
k = 5.0, i = 1, 2, 3, K1 = 5I3×3 and K2 = 20000I3×3, which

satisfies the conditions in (4.33). From Fig. 4.7, it is observed that tracking performance

of the control is satisfactory with the norm of tacking error ||z1|| < 0.1 and low transient

overshoots for all three adaptation gains. The tracking error reduces corresponding to an
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increase in Γ, the adaptation gain. Note that care must be taken in the design as a large Γ

may result in numerical instability on the system. Fig. 4.8 shows the boundedness of the

adaptation weights where a larger Γ is shown to improve the convergence rate. Similarly

to model-based control, the gains are lower than the PID type controls which improves the

robustness of the control.

4.3.2 Output Feedback

Using the certainty equivalence approach, the High-gain observer (2.7) has been designed to

obtain the velocity estimates ν̂ = JT (η)(π2/ε) with n = 2, γ1 = 2.0 and ε = 0.1. The four

control types in Section 4.3.1 are simulated with the velocity estimate ν̂ and parameters as

follows: (i) PID control: {KP = 6 × 105I3×3, KD = 6 × 105I3×3}, (ii) PD plus adaptive:

{Γ = 100I3×3}, (iii) Model-based: {K1 = 5I3×3, K2 = 20000I3×3 } and (iv) Adaptive

Neural: {Γ = 5I3×3, Ẑ = [ηT , ν̂T , αT
1 , α̇T

1 ]}.

The tracking errors for different controls are shown in Fig. 4.9 while the norm of tracking

errors and control inputs are shown in Fig. 4.10. The proposed adaptive neural and model-

based control formulated through backstepping of the system dynamics produced better

transient and steady state response as compared to the PID and PD with adaptive control.

The proposed adaptive neural control produced the lowest norm of error. This can be

credited to the NN which is able to capture the system dynamics.

From Fig. 4.10, we can see that the low tracking errors of the proposed control is

not the result of a larger control effort but attributed to a proper control action. Due to

the large structural mass, the PID type controls require large control gains for accurate

positioning. This is not recommended in practice due to measurement noise which can

result in large overshoots. Fig. 4.11 shows the observer error for output feedback control

under the adaptive neural control. The convergence of the high-gain observer estimates

can be seen as the estimation errors peak around 0.3s and thereafter converge to a small

neighborhood of zero.
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4.3.3 Output Feedback with Noise

In this subsection, we simulate the output feedback adaptive neural control with additive

white gaussian noise as shown in Fig. 4.12 applied to all measurements signal xn, yn and

ψn. The high-gain observer is simulated with parameters n = 2, γ1 = 2.0 and ε = 0.1 to

obtain the velocity estimates. The adaptive neural control is simulated with {Γ = 5I3×3,

Ẑ = [ηT , ν̂T , αT
1 , α̇T

1 ] and σi = 1× 10−5} similar to Case 4 above.

Subjected to the effects of the measurement noise, the trajectory of payload for output

feedback adaptive neural control is shown in Fig. 4.13, with tracking errors shown in Fig.

4.14, norm of NN weights and control inputs in Fig. 4.15 and observer errors shown in Fig.

4.16. It is observed that the tracking error remain within a small envelop of zero with the

NN weights bounded. We make the following remark with regards to the robustness of the

high-gain observer.

Remark 4.9. In this chapter, we proposed a rigorous theoretical treatment of the output

feedback problem using the high-gain observer. The high-gain observer were chosen for its

simplicity and that it does not require a model of the of the subsea payload, which is in

line with the proposed non-model-based approach. In practice, the presence of measurement

noise necessitates careful implementation, and places a lower limit on the size of ε with

possible degradation of transient performance.

4.4 Conclusion

In this chapter, stable adaptive neural based positioning control has been designed for

installation of subsea structure with attached thrusters in the presence of time-varying

environmental disturbances and parametric uncertainties. Full state feedback and output

feedback cases have been considered. It has been shown that the closed loop signals under

the proposed control are semiglobally uniformly bounded and converges to a compact set
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which can be made arbitrarily small through appropriate choice of design parameters. Sim-

ulation results have demonstrated that the adaptive neural control is robust and effective

in reducing the tracking error for the subsea installation operation.
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Fig. 4.2: Reference trajectory for position xn, yn and orientation ψn.
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Fig. 4.4: (Top): norm of generalized error ‖z1‖ and (Bottom): norm of generalized control
input ‖τ‖ for PID control
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Fig. 4.5: (Top): norm of generalized error ‖z1‖ and (Bottom): norm of generalized control
input ‖τ‖ for PD control with adaptive mechanism.
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Fig. 4.6: (Top): norm of generalized error ‖z1‖ and (Bottom): norm of control input ‖τ‖
for Model Based control.
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Fig. 4.7: (Top): norm of generalized error ‖z1‖ and (Bottom): norm of generalized control
input ‖τ‖ for adaptive neural control with varying Γ.
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Fig. 4.9: (Top): tracking error xn − xnr, (Center): tracking error yn − ynr and (Bottom):
tracking error ψn − ψnr for different controls using output feedback.
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Fig. 4.10: (Top): norm of generalized error ‖z1‖ and (Bottom): norm of generalized control
input ‖τ‖ for different controls using output feedback.
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0 100 200 300 400 500 600 700 800 900 1000
0

200

400

600

800

1000

time [s]

no
rm

 o
f N

N
 w

ei
gh

ts
 

 

 

‖Ŵ1‖
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Chapter 5

Coupled Positioning with BLF and

Nonuniform Cable

In the last chapter, we proposed a tracking control for the payload using an adaptive neural

technique to capture the dominant dynamic behaviors through online tuning of the NN

weights. This avoided the need for exact information on the hydrodynamic coefficients of

the structure and current measurements. With the trend towards installations in deeper

waters, the longer cable increases the natural period of the cable and payload system which

in turn increase the effects of pendulum-like oscillations. Time-varying distributed currents

may lead to large horizontal offsets between the surface ship and the target installation site.

An intuitive solution to alleviate the precision placement problem is the addition of thrusters

for localized positioning when the payload is near the target site [16,17]. The control for the

dynamic positioning of the subsea payload is challenging due to the unpredictable exogenous

disturbances such as fluctuating currents and transmission of motions from the surface vessel

through the lift cable.

In this chapter, we investigate the coupled dynamics of the vessel-crane-cable-payload

system and design controls for positioning and stabilization. The flexible lift cable can
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modeled by a set of PDE which possesses infinite number of dimensions which makes it

difficult to control. To avoid the problems associated with the truncated-model-based design

of finite dimensionality, we design the boundary control and perform Lyapunov analysis

based on the PDE directly. We tackle the positioning problem for the system with output

constraints in the form of safety specifications and operational limits. Existing methods to

handle constraints include model predictive control, reference governors and the use of set

invariance.

For the practical system with physical constraints, we employ Barrier Lyapunov Func-

tion [1, 69, 94, 95] in the design of positioning control for the flexible crane-cable-payload

subsystem to ensure that the constraints are not violated. Uniform stability of the flexi-

ble subsystem is shown and asymptotic positioning of the boundaries is achieved. Next,

we tackle the scenario where nonuniformity of the cable, uncertainties and environmental

disturbances are considered. Boundary controls are formulated using the nonlinear PDE of

the cable. Numerical simulations are provided to illustrate the performance of the proposed

controls.

The remainder of this chapter is organized as follows: In Section 5.1, coupled dynamics

of the surface vessel and the crane-cable-payload flexible subsection are presented. Following

in Section 5.2, the vessel control is formulated via backstepping. Positioning controls are

proposed considering a physical systems with practical constraints. Thereafter, a boundary

control is derived for the case of a nonuniform cable in Section 5.3. The simulation study

in Section 5.4 demonstrates the effectiveness of the proposed controls under a theoretical

worst case disturbance to stress the controls and a more realistic disturbance to invetigate

the performance.
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Fig. 5.1: Model of subsea installation operation and cable

5.1 Problem Formulation

5.1.1 Dynamics of Surface Vessel

In the system considered, the top end of the lifting cable is attached to a crane, onboard

an ocean surface vessel and the bottom attached to a subsea module to be positioned for

installation on the seafloor. The dynamics of the surface vessel can be modeled as

Msÿs(t) + dsẏs(t) = τ(t) + fs(t) (5.1)

where ys(t), ẏs(t) and ÿs(t) are the displacement, velocity and acceleration of the surface

vessel respectively, Ms the mass of the surface vessel, ds the damping, τ(t) the control force

from the vessel dynamic positioning thrusters and fs(t) the environmental disturbances. We

assume that the motions of the vessel is completely determined by the waves and thruster,

which is a reasonable assumption since the vessel mass, wave forces and thrust on it are
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5.1 Problem Formulation

much larger than the mass of the crane and coupled forces.

5.1.2 Dynamics of the Crane-Cable-Payload Flexible Subsystem

Dynamic equations that govern the motion of the lifting cable can be derived through the

extended Hamilton’s principle or through discretization such as the finite element method.

It has been shown in [96] that, assuming small displacements and employing first order

Taylor series expansion, the equation of motion for the cable can be obtained as

ρ(z)ÿ(z, t) + dcẏ(z, t) =
∂

∂z
[T (z, t)y′(z, t)] + f(z, t) (5.2)

where ∗′ and ∗′′ represent the first order and second order derivative of ∗ with respect to

z respectively, ∗̇ and ∗̈ the first and second order derivative of ∗ with respect to time t,

y(z, t) the displacement of the cable in the transverse direction, ρ(z) the nonuniform mass

per unit length of the cable, T (z, t) the nonuniform distributed tension, dc is the damping

coefficient for the cable in fluid and f(z, t) the distributed disturbance along the cable due

to ocean currents. The tension in the cable can be expressed as

T (z, t) = T0(z) + θ(z)[y′(z, t)]2 (5.3)

where T0(z) > 0 is the nonuniform tension in the undisturbed string and θ(z) ≥ 0 is a

weighting function that accounts for strain in the displaced cable together with [y′(z, t)]2.

In the case where the cable is assumed to be uniform, and the tension is assumed to be

independent of z, with T0(z) = T0 and θ(z) = 0.5EA as used in [97, 98]. Substituting the

tension (5.3) into the dynamical model (5.2) yields the governing equation of the lifting

cable

ρ(z)ÿ(z, t) + dcẏ(z, t) =
[
T0(z) + 3θ(z)[y′(z, t)]2

]
y′′(z, t)

+T ′0(z)y′(z, t) + θ′(z)[y′(z, t)]3 + f(z, t) (5.4)
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with initial conditions expressed as

y(z, 0) = c1(z) and ẏ(z, 0) = c2(z) (5.5)

and boundary conditions

y(0, t) = b0(t) and y(L, t) = bL(t) (5.6)

where {c1(z), c2(z)} and {b0(t) bL(t)} are arbitrary sets of initial conditions and boundary

conditions respectively. The boundary conditions for the cable can be described by the

following dynamic equations

M0b̈0(t) = u0(t)− T (0, t)y′(0, t)− d0(t)ḃ0(t)−M0ÿs(t) (5.7)

MLb̈L(t) = uL(t) + T (L, t)y′(L, t)− dL(t)ḃL(t) + fL(t) (5.8)

where u0(t) and uL(t) are the control forces, d0(t) and dL(t) the damping coefficients at

points z = 0, L respectively, M0 the mass of the crane on the vessel, ML and fL(t) the

mass and the environment disturbance on the subsea module attached to the bottom of the

cable respectively. The effects of the vessel motion on the top boundary are coupled into

the crane-cable-payload subsystem through ÿs(t) in (5.7).

5.1.3 Effects of Time-Varying Distributed Disturbances

The effects of a time-varying surface current U(t) on the cable can be modeled as a dis-

tributed load on the cable [71,99], expressed as an in-line drag force f(z, t), consisting of a

mean drag and an oscillating drag about the mean modeled as

f(z, t) =
1
2
ρsCD(z)U(z, t)2D(z) + AD cos(4πfv(z, t)t + ς), (5.9)
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where CD(z) is the drag coefficient, fv(z, t) the shedding frequency, ρs the sea water density,

ς the phase angle, and AD the amplitude of the oscillatory part of the drag force, typically

20% of the first term in f(z, t) [71]. The non-dimensional vortex shedding frequency can be

expressed as

fv(z, t) =
StU(z, t)

D(z)
, (5.10)

where St is the Strouhal number and D(z) is the cable diameter. The current profile U(z, t),

similar to that shown in Fig. 5.1, relates the distributed effects of the ocean surface current

velocity U(t) through the water column.

Assumption 5.1. For the distributed disturbance f(z, t) on the cable, we assume that

there exists a constant f̄ ∈ R+, such that ||f(z, t)|| ≤ f̄ , ∀(z, t) ∈ [0, L] × [0,∞). This is

a reasonable assumption as the effects of the time-varying current, f(z, t), are exogenous,

have finite energy and hence are bounded, i.e. f(z, t) ∈ L∞([0, L]). For similar reasons, the

environmental disturbances fs(t) and fL(t) are assumed bounded, i.e. there exists positive

constants f s and fL such that |fs(t)| ≤ fs and |fL(t)| ≤ fL, ∀t ∈ [0,∞).

Remark 5.1. For control design, only the assertion that there exists an upper bound on the

disturbance in Assumption 1, ||f(z, t)|| < f̄ , is necessary. The knowledge of the exact value

for f(z, t) is not required ∀(z, t) ∈ [0, L]× [0,∞). As such, different disturbance models up

to various levels of fidelity, such as those found in [99–103], can be applied without affecting

the control design or analysis.

Remark 5.2. “In this chapter, we focus on the dynamics and control problem considering

the coupled vessel, crane, flexible cable and payload. To present the ideas in a clear and

succinct manner, we consider the case of full-state feedback without parametric uncertain-

ties. Three disturbances have been considered in the system dynamics: (i) the disturbances

on the vessel fs(t), (ii) the distributed disturbance on the flexible cable f(z, t) and (iii) the

disturbance on the payload near the seabed fL(t). In Assumption 6.1, all three disturbances

are assumed to be bounded as follows |fs(t)| < f̄s, f(z, t) < f̄ and fL(t) < f̄L. In the
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control design to be carried out, f̄s and f̄L are assumed to be known. This is reasonable as

in practice, the operators would wait for a suitable weather window before commencing the

subsea installation operation. The maximum disturbance load from the environment would

be factored in the calculations of the suitable weather window.

Lemma 5.1. [66,104]: For bounded initial conditions, if there exists a C1 continuous and

positive definite Lyapunov function V (x) satisfying ϕ1 (‖x‖) ≤ V (x) ≤ ϕ2 (‖x‖), such that

V̇ (x) ≤ −λV (x) + ε, where ϕ1, ϕ2 : Rn → R are class K functions and ε is a positive

constant, then the solution x(t) is uniformly bounded.

Lemma 5.2. [105]: Let y1(z, t), y2(z, t) ∈ R with x ∈ [0, L] and t ∈ [0,∞), the following

inequalities hold:

2y1y2 ≤ 2|y1y2| ≤ y2
1 + y2

2, ∀y1, y2 ∈ R. (5.11)

From inequality (6.15), we can obtain,

|y1y2| =
∣∣∣∣
(

1√
δ
y1

)(√
δy2

)∣∣∣∣ ≤
1
δ
y2
1 + δy2

2, ∀y1, y2 ∈ R and δ > 0. (5.12)

Lemma 5.3. [106,107]: Let y(z, t) ∈ R be a function defined on z ∈ [0, L] and t ∈ [0,∞)

that satisfies the boundary condition y(0, t) = 0, ∀t ∈ [0,∞), then the following inequalities

hold:

∫ L

0
y2(z, t)dz ≤ L2

∫ L

0
[y′(z, t)]2dz, (5.13)

y2(z, t) ≤ L2

∫ L

0
[y′(z, t)]2dz, ∀z ∈ [0, L]. (5.14)

Remark 5.3. The effects of using cables with variation in parameters, uncertainties, dis-

turbances and the transition between the air and water surface can be incorporated explicitly

through ρ(z), T0(z), θ(z) and f(z, t).

Assumption 5.2. The values of ρ(z), T0(z) and θ(z) are bounded by known constant lower
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and upper bounds ∀x ∈ [0, L] as follows:

0 ≤ ρ ≤ ρ(z) ≤ ρ (5.15)

0 ≤ T ≤ T0(z) ≤ T (5.16)

0 ≤ θ ≤ θ(z) ≤ θ (5.17)

The partial derivatives ρ′(z), T ′0(z) and θ′(z) are within a known range. This is reasonable

as general values can be determined in the material selection and operation engineering

phase.

5.2 Control Design

As the dynamics of the surface vessel is coupled into the crane-cable-payload system, we

first propose a control design for the surface vessel using the backstepping approach [108].

Next we design positioning controls u0(t), uL(t) for the crane and subsea payload, employing

SBLF in view of the constraints on the physical system. In the following subsection, we

examine the coupled system with a nonuniform cable and proposed a stabilizing boundary

control. For conciseness, dependency of the terms will be omitted where obvious.

5.2.1 DP Control of Surface Vessel

The control design and stability analysis of the vessel with a DP system for global positioning

is demonstrated through the backstepping methodology [108]. We define error variables

z1 = ys − ysd and z2 = ẏs − α1, where ysd is the desired position for the surface vessel.

Differentiating z1 with respect to time yields ż1 = z2 +α1. Consider the Lyapunov function

candidate V1 = (1/2)z2
1 and choosing the virtual control as α1 = −k1z1, the time derivative
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of V1 yields

V̇1 = −k1z
2
1 + z1z2 (5.18)

Differentiating z2 with respect to time yields ż2 = m−1
s (−dsẏs + τ + fs(t)) − α̇1, where

α̇1 = −k1ż1. Consider the augmented Lyapunov function candidate V2 = V1 + (1/2)msz
2
2

and taking its time derivative, we have the following

V̇2 ≤ −k1(t)z2
1(t) + z1(t)z2(t) + z2(t)(−dsẏs(t) + τ(t)−msα̇1(t)) + |z2(t)|fs (5.19)

Designing the model based vessel control as

τ = −z1(t)− k2z2(t) + dsẏs(t) + msα̇1(t)− urs (5.20)

where urs = sgn(z2(t))f s, we obtain

V̇2 ≤ −k1z
2
1(t)− k2z

2
2(t) (5.21)

Lemma 5.4. Consider the vessel dynamics (5.1) with Assumption 1, under the action

of full-state feedback control law (5.20), the vessel position in the closed-loop system ys

converges to the desired position ysd asymptotically.

Proof: With the choice of α1 and τ above, the time derivative of the Lyapunov function

candidate V2 is negative semidefinite. Global asymptotic stability of z1(t) and z2(t) can be

concluded [108], i.e. z1(t), z2(t) → 0 and the vessel position ys converges to the desired

position ysd asymptotically.
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5.2.2 Boundary Positioning Control using Barrier Lyapunov Functions

During subsea installation operations, positioning of the subsea module is desired. As the

practical system is subjected to constraints on both the motion of the crane at the top

boundary, and the maximum offset which the payload can deviate at the bottom boundary

as shown in Fig 5.2(a), SBLF are employed in the position control design for the top crane

and bottom payload. By ensuring boundedness of the SBLF [1, 69, 94] in the closed loop

coupled with the dynamics of the flexible cable system, we ensure that (i) the coupled crane,

cable, payload flexible system is stable, (ii) the physical limits are not transgressed and (iii)

simultaneous positioning of the crane and payload for installation is achieved.
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Stability of Flexible System Under Distributed Disturbance

In this subsection, we consider a simplified cable model [105] of (5.4) to illustrate the

positioning control design technique using SBLF as follows

ρÿ(z, t) + dcẏ(z, t) = Py′′(z, t) + f(z, t) (5.22)

where P = T (z, t) = T (0, t) = T (L, t) > 0 is the constant tension, with conditions b0(t)

and bL(t) in (5.6), boundary dynamics (5.7) and (5.8), distributed viscous damping and

disturbance f(z, t) for the positioning of the subsea module. To facilitate the stability

analysis, we introduce the transformation

w(z, t) = y(z, t)− z

L
bL(t) +

z − L

L
b0(t) (5.23)

to obtain the modified governing equation as

ρẅ(z, t) + dcẇ(z, t) = Pw′′(z, t) + f∗(z, t) (5.24)

where we obtain the distributed disturbance as

f∗(z, t) = f(z, t)− z

L
(ρb̈L(t) + dcḃL) +

z − L

L
(ρb̈0(t) + dcḃ0) (5.25)

with pinned conditions at the boundaries and initial conditions obtained as

w(0, t) = w(L, t) = 0 (5.26)

w(z, 0) = c3(z), ẇ(z, 0) = c4(z) (5.27)
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For the stability analysis of the transformed flexible subsystem subjected to the dis-

tributed disturbances, we consider the following Lyapunov function candidate:

Vp(t) = Va(t) + Vb(t) (5.28)

where

Va(t) =
1
2

∫ L

0

{
ρẇ2(z, t) + P [w′(z, t)]2

}
dz (5.29)

Vb(t) =
∫ L

0
ρβw(z, t)ẇ(z, t)dz (5.30)

where β > 0 is a small positive weighing constant which satisfies the inequality

β <
min{ρ, P}

2ρmax{1, L2} (5.31)

Lemma 5.5. The function Vb(t) in (5.30) with crossing term w(z, t)ẇ(z, t) can be upper

and lower bounded as

0 ≤ λ1Va(t) ≤ Vb(t) ≤ λ2Va(t) (5.32)

where λ1 and λ2 are positive constants.

Proof: The proof of Lemma 5.5 can be found in Appendix A1.

Lemma 5.6. The time derivative of the Lyapunov function candidate in (5.28) can be upper

bounded with

V̇p(t) ≤ −λ3Va(t) + εp (5.33)
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where λ3 and εp are positive constants defined as

λ3 =
min{β(P − dcδ2L

2 − δ3L
2), dc − δ1 − β

(
ρ + dc

δ2

)
}

max{ρ, P} > 0 (5.34)

εp =
(

1
δ1

+
β

δ3

)
max

t=[0,∞)

∫ L

0
f∗2(z, t)dz > 0 (5.35)

Proof: The proof of Lemma 5.6 is shown in Appendix A2.

Remark 5.4. It is observed that under Assumption 6.1 where f(z, t) ∈ L∞, if boundary

states b0, ḃ0, b̈0, bL, ḃL and b̈L of the original system (5.4) are bounded, we obtain εp < ∞.

That is, if we design boundary controls that ensure the boundedness of the boundary states,

then the flexible subsystem is bounded.

Positioning Control Using Barrier Lyapunov Functions

In this subsection, we design positioning controls for the boundary crane and payload using

BLF after which the main result will be formalized.

Top Boundary: Consider the crane dynamics at the top boundary for the cable in Eq.

(5.4):

M0b̈0(t) = u0(t)− T (0, t)y′(0, t)− d0(t)ḃ0(t)−M0ÿs(t) (5.36)

where the system state b0(t) at the top boundary is required to satisfy |b0(t)| < k0c with

constrain k0c being a positive constant. We define the error coordinates z3 = b0 − b0d

and z4 = ḃ0 − α2, where α2 is a virtual control to be designed. To design a control that

does not drive b0 out of the interval (−k0c, k0c), the following Lyapunov function candidate

comprising a barrier function [94] with schematic shown in Figure 5.2(b) is proposed for
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the top boundary as

V3 =
φ0

2
log

k2
b

k2
b − z2

3

(5.37)

where φ0 is a positive constant, log(∗) the natural logarithm of (∗), and kb = k0c − A0 the

constraint on z3, where A0 < k0c is a positive constant, that is, we require |z3| < kb. It can

be shown that V3 is positive definite and C1 continuous on the set |z3| < kb and thus is a

valid Lyapunov function candidate. The derivative of V3 is given by

V̇3 =
φ0z3ż3

k2
b − z2

3

=
φ0z3(z4 + α2)

k2
b − z2

3

(5.38)

for which the design of virtual control

α2 = −(k2
b − z2

3)φ1z3 (5.39)

where φ1 > 0 is a constant, yields

V̇3 = −φ0φ1z
2
3 +

φ0z3z4

k2
b − z2

3

(5.40)

In the second step, choose Lyapunov function candidate as follows:

V4 = V3 +
1
2
z2
4 (5.41)

which yields the derivative

V̇4 = −φ0φ1z
2
3 +

φ0z3z4

k2
b − z2

3

+ z4M
−1
0 (u0 − T (0, t)y′(0, t)− d0ḃ0 −M0ÿs − α̇2) (5.42)

where α̇2 is given by

α̇2 = φ1(3z2
3 − k2

b )[z4 − (k2
b − z2

3)φ1z3] (5.43)
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By designing the control as

u0 = T (0, t)y′(0, t) + d0ḃ0 + M0ÿs + α̇2 −M0

(
φ2z4 +

φ0z3

k2
b − z2

3

)
(5.44)

where φ2 > 0 is a constant, we have

V̇4 = −φ0φ1z
2
3 − φ2z

2
4 (5.45)

Bottom Boundary: Similar to the methodology as for the top boundary, we consider

payload dynamics at the bottom boundary for the crane-cable-payload in Eq. (5.4):

MLb̈L(t) = uL(t) + T (L, t)y′(L, t)− dL(t)ḃL(t) + fL(t) (5.46)

where the system state bL(t) at the bottom boundary is required to satisfy the constraint

|bL(t)| < kLc with kLc being a positive constant. We define the error coordinates z5 =

bL− bLd and z6 = ḃL−α3, where α3 is a virtual control, and design the Lyapunov function

candidate with a barrier function for the payload dynamics as

V5 =
φ3

2
log

k2
c

k2
c − z2

5

(5.47)

where φ3 is a positive constant and kc = kLc −AL the constraint on z5, where AL < kLc is

a positive constant. The derivative of V5 is given by

V̇5 =
φ3z5ż3

k2
c − z2

5

=
φ3z5(z6 + α3)

k2
c − z2

5

(5.48)

for which the design of virtual control

α3 = −(k2
c − z2

5)φ4z5 (5.49)
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where φ4 > 0 is a constant, yields

V̇5 = −φ3φ4z
2
5 +

φ2z5z6

k2
c − z2

5

(5.50)

In the second step, choose Lyapunov function candidate as follows:

V6 = V5 +
1
2
z2
6 (5.51)

which yields the derivative

V̇6 ≤ −φ3φ4z
2
5 +

φ3z5z6

k2
c − z2

5

+ z6M
−1
L (uL + T (L, t)y′(L, t)− dLḃL − α̇3) (5.52)

+M−1
L |z6|fL(t)

where α̇3 is given by

α̇3 = φ4(3z2
5 − k2

c )[z6 − (k2
c − z2

5)φ4z5] (5.53)

By designing the control as

uL = −T (L, t)y′(L, t) + dLḃL + α̇3 − urblf −ML

(
φ5z6 +

φ2z5

k2
c − z2

5

)
(5.54)

where urblf = sgn(z6)f̄L and φ5 > 0 is a constant, we have

V̇6 ≤ −φ3φ4z
2
5 − φ5z

2
6 (5.55)

The following theorem presents the result on the positioning control and the stability

of the system.

Theorem 5.1. Consider the flexible cable system (5.22) transformed to (5.24) with bound-

ary conditions (5.26), initial conditions (5.27), crane dynamics (5.36) at the top bound-

ary, payload dynamics (5.46) at the bottom boundary, fullstate feedback controls (5.44) and
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(5.54), Assumption 6.1 and Lemmas 5.1-5.6. If the initial boundary states b0, ḃ0, b̈0, bL,

ḃL and b̈L of the original system (5.22) are bounded, with initial conditions in the sets, Ω0,

ΩL where z3(0) ∈ Ω0 := {|z3| < kb} and z5(0) ∈ ΩL := {|z5| < kc}, then the following

properties hold:

(i) the flexible system (5.24) subjected to distributed disturbance f∗(z, t) under Assump-

tion 6.1 is uniformly bounded, i.e. w(z, t) ∈ L∞ ∀(z, t) ∈ [0, L] × [0,∞), with all closed

loop signals bounded, which implies that the original system (5.22), y(z, t) ∈ L∞ ∀(z, t) ∈
[0, L]× [0,∞).

(ii) the positioning error z3 is asymptotically stable, i.e. b0(t) → b0d(t) as t →∞ all states

bounded and the constraint |z3(t)| < kb is never violated.

(iii) the positioning error z5 is asymptotically stable, i.e. bL(t) → bLd(t) as t →∞ with all

states bounded and the constraint |z5(t)| < kc is never violated.

Proof: (i) Since V̇4 ≤ 0, it can be shown that V4(t) is bounded ∀t > 0 provided that V4(0)

is bounded and |z3(0)| < kb. From (5.41), it follows that V3(t) is bounded. According to

(5.37), we know that for V3(t) to be bounded, it has to be true that |z3(t)| 6= kb. Therefore

the tracking error z3 remains in the region |z3(t)| < kb. Hence, we have |b0(t)| < k0c and

states ḃ0 and b̈0 at the top boundary are bounded. The boundedness of bL, ḃL, b̈L can

be similarly shown. Since the boundary states are bounded, Lemma 5.6 holds and Vp(t) is

upper bounded with Eq. (5.33). From Eqs. (5.32) and (5.33), we have

V̇p(t) ≤ −λVp(t) + εp (5.56)

where λ = λ3/λ2. The uniform boundedness of the w(z, t) can be shown by multiplying

Eq. (5.56) by eλt,

∂

∂t
(Vpe

λt) ≤ εpe
λt (5.57)
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Integration of the above and applying Lemma 6.1 with Eqs. (5.32) and (5.29) yields

λ1Va(t) ≤ Vp(t) ≤ Vp(0) +
εp

λ
∈ L∞ (5.58)

Since Va(t) is bounded, ẇ(z, t) and w′(z, t) are bounded ∀(z, t) ∈ [0, L] × [0,∞). Using

Lemma 5.3, we obtain w(z, t) ∈ L∞ and hence y(z, t), y′(z, t) ∈ L∞ At this point, we have

shown that all signals in the positioning controls (5.44) and (5.54) are bounded. Finally

using Assumption 6.1, Eqs. (5.24) to (5.27), we conclude that ẅ(z, t) and hence ÿ(z, t) are

bounded ∀(z, t) ∈ [0, L]× [0,∞).

Remark 5.5. There is a concern of u0(t) or uL(t) becoming unbounded whenever |z3(t)| =
kb or |z5(t)| = kc. In Lemma 2.4, it has been established that, in the closed loop, the error

signal |z3(t)| never reaches kb. As a result, the control u0(t) will not become unbounded

because of the presence of terms comprising (k2
b − z2

3(t)) in the denominator. Since u0

and uL for the boundaries and all closed loop signals are bounded, the accelerations of the

boundary states b̈0 and b̈L are bounded.

(ii) To show that b0(t) → b0d as t →∞, we compute V̈4 as follows:

V̈4 = −2φ0φ1z3ż3 − 2φ2z4ż4 (5.59)

From the boundedness of the closed loop signals, we can show that V̈2 is bounded and

uniformly continuous. Using Barbalat’s Lemma [109], z3(t), z4(t) → 0 as t → ∞. Hence,

the state b0(t) → b0d(t) as t →∞.

(iii) The proof is similar to that in (i) and will be omitted for conciseness.

Remark 5.6. In the control design, a particular choice of SBLF, e.g. V5 = (φ3/2) log

(k2
c/(k2

c − z2
5)) was employed. We can extend the result for Asymmetric Barrier Lyapunov

Functions (ABLS) or general forms of barrier functions in Lyapunov synthesis satisfying

V5(z5) → ∞ as z5 → −kb or z5 → kc following the methodology in [1], where kb 6= kc > 0
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are the barrier constraints.

Remark 5.7. To handle unknown perturbations to the nominal model in the form of para-

metric uncertainties or modeling errors, adaptive model-based or approximation based con-

trol techniques can be employed following the framework set up in [1,66,69].

5.3 Boundary Stabilization of Coupled System with Nonuni-

form Cable

In this subsection, we consider the nonuniformity of the cable and design boundary controls

for stabilization of the crane and payload thruster using the PDE of the flexible subsystem

subjected to a distributed disturbance via Lyapunov synthesis.

Consider the following Lyapunov function candidate:

V (t) = Vc(t) + Vd(t) + Ve(t) (5.60)

where

Vc(t) =
1
2

∫ L

0

{
ρ(z)ẏ2(z, t) + T0(z)[y′(z, t)]2 +

1
2
θ(z)[y′(z, t)]4

}
dz (5.61)

Vd(t) =
1
L

∫ L

0

{
ρ(z)γ(z)zẏ(z, t)y′(z, t)

}
dz (5.62)

Ve(t) =
1
2
M0ḃ

2
0(t) +

1
2
ML

[
ẏ(L, t) +

3
8
γ(L)y′(L, t)

]2
(5.63)

and γ(z) is a positive scalar function which satisfies the inequality

0 <

∫ L

0
γ(z)dz <

Lmin{ρ, T , θ}
2ρ

(5.64)

Lemma 5.7. The function Vd(t) with crossing term
∫ L
0 ẏ(z, t)y′(z, t)dz can be upper and
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lower bounded as

0 ≤ λ4Vc(t) ≤ Vd(t) ≤ λ5Vc(t) (5.65)

where λ4 and λ5 are positive constants

Proof: The proof of Lemma 5.7 is demonstrated in Appendix A3.

Lemma 5.8. Designing boundary controls u0(t) and uL(t) at z = 0 and L respectively as

u0(t) = −k0ẏ(0, t) + 2T (0, t)y′(0, t) + d0(t)ḃ0(t) + M0ÿs (5.66)

uL(t) = −kL

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]
− urbc + dLḃL(t)

−2T (L, t)y′(L, t)− 3
4
MLγ(L)ẏ′(L, t) (5.67)

where urbc = sgn
[
ẏ(L, t) + 3

4γ(L)y′(L, t)
]
fL, the time derivative of the Lyapunov function

candidate in (5.60) can be upper bounded with

V̇ (t) ≤ −λ6[Vc(t) + Ve(t)] + ε (5.68)

where λ6 > 0 and ε > 0 are positive constants.

Proof: The details of the proof for Lemma 5.8 can be found in Appendix A4.

From Eqs. (5.65) and (5.68), we can rewrite the time derivative of the Lyapunov function

candidate into the form of Lemma 6.1 as

V̇ (t) ≤ −λV (t) + ε (5.69)

where λ = λ6/λ5. The following theorem presents the results for the boundary for the

coupled system.
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Theorem 5.2. Consider the coupled system (5.1), (5.4), (5.7) and (5.8), with initial con-

ditions (5.5), boundary conditions (5.6), scalar function γ(z) satisfying inequalities (5.64)

and (A.25), Assumptions 6.1 and 5.2, fullstate feedback from the vessel, crane and payload,

vessel control (5.20), boundary controls (5.66) and (5.67), the closed loop system subjected

to the distributed disturbance f(z, t) is uniformly bounded.

Proof: The uniform boundedness of the deflection y(z, t) can be shown by multiplying Eq.

(5.69) by eλt,

∂

∂t
(V eλt) ≤ εeλt (5.70)

Integration of the above and applying Lemma 6.1 yields

V (t) ≤
(
V (0)− ε

λ

)
eλt +

ε

λ
≤ V (0) +

ε

λ
∈ L∞ (5.71)

Utilizing Eqs. (5.61) and (5.65), we have

Vc(t) ≤ 1
λ4

V (t) ∈ L∞ (5.72)

Since Vc(t) is bounded, ẏ(z, t) and y′(z, t) are bounded ∀(z, t) ∈ [0, L]×[0,∞). From Lemma

5.4, bounded ẏ(z, t) and y′(z, t), the boundary controls (5.66) and (5.67) are bounded. From

the above statements and Eq. (5.4)-(5.8), we can concluded that ÿ(z, t) and y(z, t) ∈ L∞.

Remark 5.8. The challenge in addressing nonuniformities when working with boundary

control lies in the determining an appropriate (nonuniform) cross term in the Lyapunov

function [105]. In [110], the increasing nonuniform term in the form of γ(z) = γ1e
γ2z with

γ1 > 0 being sufficiently small and γ2 being large was proposed. When T0(z) and θ(z) are

constants, γ(z) and γ(z)ρ(z) can be chosen to be nondecreasing.

Remark 5.9. The robust signum control terms in control (5.20), (5.54) and (5.67) may

induce chattering due to the discontinuous property which result in mechanical wear and
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tear. To solve this problem, several nice smooth modifications have been investigated in the

literature, such as boundary layers [111,112] and the use of a hyperbolic tangent function [79]

which has the following nice property,

0 ≤ |χ| − χ tanh
(

χ

εd

)
≤ 0.2785εd, ∀χ ∈ R (5.73)

where εd > 0. For example, let urs = k3 tanh(z2/εd) in (5.20) where k3 ≥ f̄s. From (5.21)

and (5.73), we obtain

V̇2 ≤ −k1z
2
1 − k2z

2
2 + 0.2785k3εd (5.74)

Obviously, V̇ is strictly negative whenever the errors z1 and z2 are outside the following

compact set

Ωcs =
{
(z1, z2)

∣∣ k1z
2
1 + k2z

2
2 ≤ 0.2785k3εd

}
(5.75)

i.e. z1 will converge to a small neighborhood of zero, whose size adjustable by the design pa-

rameters k1 and k2. By smoothing the signum function, the closed loop system is stable with

a small residual error and a reduction in chattering. Similar smoothing modifications can be

applied for urblf and urbc in (5.54) and (5.67) and the analysis is omitted for conciseness.

5.4 Numerical Simulations

5.4.1 Worst Case Harmonic Disturbances

The closed loop system (5.1) and (5.2), with boundary dynamics (5.7) and (5.8), distributed

disturbance (5.9), vessel control (5.20), positioning controls (5.44) and (5.54) and stabilizing

boundary controls (5.66) and (5.67) are simulated to investigate the performance of the

proposed controls under theoretical worst case diturbances. A nondimensionalization and
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finite difference scheme is used to numerically solve the PDE with the non-dimensionalized

space interval h = 0.02 and time interval t = 0.0045s.

The vessel with Ms = 9.6 × 107kg, ds = 9.2 × 107, starts initial condition ys(0) =

10.0m with target position ysd = 0.0m at the origin. The crane with M0 = 1.0 × 106kg,

d0 = 8.0 × 105, cable with T (z, t) = T0 + 0.5EA[y′(z, t)]2, T0 = 4.0 × 106N , L = 1000m,

E = 4.0× 109, D = 0.2m, ρ = 8.02kgm−3, dc = 0 and payload modeled as a cylinder with

ML = 4 × 105kg, dL = 2 × 105, height hc = 10.0m, diameter Dc = 5.0m starts initially at

rest, is excited by a distributed transverse load. It is noted that the damping of the cable

dc and robust signum terms in all proposed controls are set to zero to demonstrated the

robustness of the proposed control.

The ocean surface current velocity U(t) is modeled as a mean flow with worst case

sinusoid components, ωi = {2.2189, 4.4378, 6.6567, 8.8756}, for i = 1 to 4 that matches the

first four natural frequency of the cable. The current U(t) can be expressed as

U(t) = Ū + Um

N∑

i=1

sin(ωit), i = 1, 2, . . . , N (5.76)

where Ū is the mean flow current and Um is the amplitude of the oscillating flow. The full

current load is applied from z = 0 to 300m, and thereafter linearly decline to an oscillating

current with mean 1.0ms−1 at z = 1000m to obtain a depth dependent ocean current profile

U(z, t). The distributed disturbance is generated using Eq. (5.9), the disturbance on the

vessel is generated as

fs = [3 + 0.8 sin(0.7t) + 0.2 sin(0.5t) + 0.2 sin(0.9t)]× 106 (5.77)

and the disturbance on the subsea payload modeled as a cylinder is derived from Morison’s

equation

fL =
1
2
CDρshDc|U(L, t)|U(L, t) (5.78)
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where CD = 1.0 is the drag coefficient.

Surface Vessel Control: The surface vessel subjected to disturbance (5.77) is sim-

ulated under the action of backstepping control (5.20) with control gains k1 = 1.0 and

k2 = 5.0 × 107. The position, control and disturbance on the surface vessel are shown in

Fig. 5.10, where it can be observed that the backstepping control is able to position the

vessel near its desired position at the origin.

Crane-Cable-Payload Subsystem Without Controls: Under the action of the

vessel control, the dynamics of the cable is simulated without control and the 3D spatial

time representation is shown in Fig. 5.11. It can be seen that at t = 500s, the subsea

payload has deviated 150m from the origin under the action of the distributed disturbance

on the cable and the disturbance force acting on the payload due to the current.

SBLF Positioning Controls: The positioning controls (5.44) and (5.54) developed

using SBLF are simulated with crane desired position b0d = 0m, constraints k0c = 30m,

A0 = 10m, control gains φ0 = φ1 = φ2 = 10, subsea payload desired position bLd = 10m,

constraints kLc = 50m, AL = 30m and control gains φ3 = φ4 = φ5 = 5.0. The 3D spatial

time representation is shown in Fig. 5.12 and the position, control and tension at the

top (crane) and bottom (subsea payload) boundaries are shown in Figs. 5.13 and 5.14

respectively. The designed control is able to keep the crane at the desired position and the

subsea payload position converge from the origin to the desired position when the system

is subjected to the environmental disturbances.

Stabilizing Boundary Control: The boundary controls (5.66) and (5.67) are sim-

ulated with k0 = kL = 5 × 108 and γ = 1 × 10−5. The 3D spatial time representation

for the boundary control is shown in Fig. 5.15 and the position, control and tension at

the top (crane) and bottom (subsea payload) boundaries are shown in Figs. 5.16 and 5.17

respectively. From the simulations, it is observed that the proposed boundary controls can

stabilize the boundary at the origin under the influence of the disturbances.
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Remark 5.10. To demonstrate the robustness of the proposed control, the damping of

the cable and all robust signum terms in all proposed controls are set to zero. The ocean

surface current and hence the distributed disturbance is simulated with worst case sinusoid

components to excite large amplitude transverse resonance in the cable. As such, a large

oscillating control signal is required to keep the payload at the target location.

Remark 5.11. In the simulations, the control is able to generate the adequate response

for positioning the payload at the desired location within tight limits. For implementation,

thruster performance needs to be included during the operation planning process such as

weather window selection and safety considerations to ensure that the environmental forces

are within operational limits and the required thrust is available for positioning.

 Fig. 5.3: Spatial-time representation of cable motions without control under worst case
disturbances. The top boundary is at the crane and the bottom boundary at the subsea
payload.
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Fig. 5.4: Spatial-time representation of cable motions with positioning control under worst
case disturbances. The top boundary is at the crane and the bottom boundary is at the
subsea payload, maintained at desired position bL = 10m.
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Fig. 5.5: (Top) position of the crane with desired position at origin, (center) control force
on the crane and (bottom) tension at crane with position control (5.44) under worst case
disturbances.
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Fig. 5.6: (Top) position of the payload with desired position at BLD = 10m, (center) control
force and (bottom) cable tension at subsea payload with positioning control (5.54) under
worst case disturbances.

 

Fig. 5.7: Spatial-time representation of the cable motions control with stabilizing boundary
control (5.66) and (5.67) under worst case disturbances.
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Fig. 5.8: (Top) position of the crane, (center) control force on the crane and (bottom)
tension at crane with stabilizing boundary control (5.66) under worst case disturbances.

0 50 100 150 200 250 300 350 400 450 500
−10

0

10

time [s]

B
ot

to
m

 B
ou

nd
ar

y
P

os
iti

on
 [m

]  
 

0 50 100 150 200 250 300 350 400 450 500
−2

0

2
x 10

6

time [s]

B
ot

to
m

 B
ou

nd
ar

y
C

on
tr

ol
 [N

]  
  

0 50 100 150 200 250 300 350 400 450 500
4

4.05

4.1
x 10

6

time [s]

B
ot

to
m

 T
en

si
on

 [N
]

Fig. 5.9: (Top) position of the payload, (center) control force on the payload and (bottom)
tension at payload with stabilizing boundary control (5.67) under worst case disturbances.
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5.4 Numerical Simulations

5.4.2 Practical Disturbances

To validate the proposed control under practical disturbances, hydrodynamic analysis has

been carried out for the vessel to calculate the vessel disturbance fs. The excitation forces

for wave, wind and current and the Response Amplitude Operations (RAOs) of the vessel

are generated using a hydrodynamic software. The underwater dimensions of the vessel

are 255m length × 57m breath × 11.8m maximum draught. Head sea, wind and current

in the same direction is simulated with JONSWAP spectrum of significant wave height,

Hs = 3.0m (rough sea), peak period of spectrum = 7.0s, γ coefficient = 3.30 and Harris

wind spectrum with wind velocity = 10.0m/s.

The ocean surface current velocity U(t) can be modeled by using a first-order Gauss-

Markov process [114]

U̇(t) + µU(t) = ω(t), (5.79)

Umin ≤ U(t) ≤ Umax, (5.80)

where ω(t) is Gaussian white noise, µ ≥ 0 is a constant, we choose Umin = 1.6ms−1,

Umax = 2.4ms−1 are minimum and maximum magnitude of the current velocity respectively

and µ = 0. The full current load is applied from z = 0 to 300m, and thereafter linearly

decline to 0.1U at z = 1000m to obtain a depth dependent ocean current profile U(z, t).

The hyperbolic tangent function smoothing modification with εd = 1× 10−3 for the signum

terms, fs = 4× 106N , fL = 1500N and a rate limiter with time constant τc = 0.2 has been

applied to the following proposed controls.

Surface Vessel Control: The surface vessel subjected to disturbance fs is simulated

under the action of backstepping control (5.20) with urs = tanh(z2(t)/εd)f s, control gains

k1 = 10.0 and k2 = 5.0 × 106. The position, control and disturbance on the surface vessel

are shown in Fig. 5.10, where it can be observed that the backstepping control is able to

position the vessel near its desired position at the origin.
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Crane-Cable-Payload Subsystem Without Controls: Under the action of the

vessel control, the dynamics of the cable is simulated without control and the spatial time

representation is shown in Fig. 5.11. It can be seen that at t = 200s, the subsea payload

has deviated more than 30m from the origin under the action of the distributed disturbance

on the cable and the disturbance force acting on the payload due to the current.

SBLF Positioning Controls: The positioning controls (5.44) and (5.54) developed

using SBLF are simulated with crane desired position b0d = 0m, constraints k0c = 30m,

A0 = 10m, control gains φ0 = φ2 = φ3 = φ5 = 0.5, φ1 = φ4 = 5.0, urblf = tanh(z6/εd)f̄L,

subsea payload desired position bLd = 10m and constraints kLc = 50m, AL = 30m. The

spatial time representation is shown in Fig. 5.12 and the position, control and tension at

the top (crane) and bottom (subsea payload) boundaries are shown in Figs. 5.13 and 5.14

respectively. The designed control is able to keep the crane at the desired position and the

subsea payload position converge from the origin to the desired position when the system

is subjected to the environmental disturbances.

Stabilizing Boundary Control: The boundary controls (5.66) and (5.67) are simu-

lated with urbc = tanh
(
(ẏ(L, t) + 3

4γ(L)y′(L, t))/εd

)
fL, k0 = kL = 1×109 and γ = 1×10−3.

The spatial time representation for the boundary control is shown in Fig. 5.15 and the po-

sition, control and tension at the top (crane) and bottom (subsea payload) boundaries are

shown in Figs. 5.16 and 5.17 respectively. From the simulations, it is observed that the

proposed boundary controls can stabilize the boundary at the origin under the influence of

the disturbances.

5.5 Conclusion

In this chapter, the model of the coupled vessel, crane, cable and payload with nonuniform

parameters has been presented. Positioning controls have been derived for the coupled

system with uniform parameters using Barrier Lyapunov Functions. Through Lyapunov

90



5.5 Conclusion

analysis, it was shown that the coupled crane, payload flexible system is stable under the

control action, the physical limits from operations planning and safety specifications are

not transgressed and positioning of crane and payload is achieved. A stabilizing boundary

control is proposed for the coupled system with nonuniform parameters. Rigorous Lyapunov

stability analysis was carried out and uniform boundedness of the system was shown under

the proposed control. Finally, the performance of the proposed controls have been illustrated

through numerical simulations.
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Fig. 5.10: (Top) surface vessel position with desired position at the origin, (center) vessel
control thrust and (bottom) disturbance acting on the vessel
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Fig. 5.13: (Top) position of the crane with desired position at origin, (center) control force
on the crane and (bottom) tension at crane with position control (5.44).
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Fig. 5.14: (Top) position of the payload with desired position at BLD = 10m, (center)
control force and (bottom) cable tension at subsea payload under positioning control (5.54).
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Fig. 5.15: Spatial-time representation of the cable motions control under stabilizing bound-
ary control (5.66) and (5.67).
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Fig. 5.16: (Top) position of the crane, (center) control force on the crane and (bottom)
tension at crane with stabilizing boundary control (5.66).
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Fig. 5.17: (Top) position of the payload, (center) control force on the payload and (bottom)
tension at payload with stabilizing boundary control (5.67).
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Chapter 6

Flexible Marine Riser

In this chapter, we consider active control of a marine riser which is modeled as a tensioned

beam, persistently perturbed by the environment. As shown in Fig. 6.1, a marine riser is the

connection between a platform on the water surface and the subsea system on the sea floor.

The riser is subjected to a time-varying distributed load due to the ocean current, resulting

in undesirable transverse vibration. The vibration causes stresses in the slender body, which

may result in fatigue problems from cyclic loads, damages due to wear and tear, propagation

of cracks which requires inspections and costly repairs, and as a worst case, environmental

pollution due to leakage from damaged areas. Another important consideration is the angle

limit for the upper and lower end joints. The American Petroleum Institute requires that

the mean lower and upper joint angles should be kept within two degrees while drilling and

the maximum non-drilling angles should be limited to four degrees. Due to the motion of

the surface vessel or the transverse vibrations of the riser, the upper or lower angle limit

might be exceeded, resulting in damages to the riser end joints. For drilling and work-over

operations, one objective is to minimize the bending stresses along the riser and the riser

angle magnitudes at the platform and well head [15]. Hence, vibration reduction to reduce

bending stresses and the control of the riser angle magnitude is desirable for preventing

damage and improving lifespan.
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Similar to the cable model considered in the last chapter, the dynamics of the flexi-

ble riser is modeled by a set of PDE up to fourth-order partial derivative. We design the

boundary control based on the PDE directly to avoid the problems associated with the

truncated-model-based design. The control is being applied at the beam boundary through

the introduction of a torque actuator at the upper riser package shown in Fig. 6.2. The

objective is to reduce the riser angle deflection at the top joint and simultaneously reduce

the vibrations of the riser. The control input to the actuator is designed via Lyapunov’s

synthesis and the required measurements for feedback are the inclination and its rate of

change at the upper riser boundary. Although tensioned risers are being considered in this

chapter specifically, the analysis and control design can be extended and applied, without

loss of generality, for vibration control for a class of tensioned beams exposed to undesir-

able distributed transverse loads. Other examples of practical application in the marine

environment include free hanging underwater pipelines, drill strings and umbilicals.

The remainder of this chapter is organized as follows: In Section 6.1, the dynamic equa-

tion (PDE) of the flexible structure and boundary conditions are obtained, where the input

torque is modeled into the boundary condition. Following that in Section 6.1.3, the bound-

ary control design is presented via Lyapunov synthesis, where it is shown that uniform

boundedness of the closed-loop system can be guaranteed under the distributed perturba-

tions, and exponential stability can be achieved under free vibration condition. Section 6.3

presents the numerical method, AMM, for solving for the governing PDE, required for sim-

ulations through mode shapes and generalized coordinates. Simulation studies are carried

out in Section 6.5 to demonstrate the effectiveness of the control.
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Fig. 6.1: (Left) the marine riser. (right) schematic and assigned frame of reference.

6.1 Problem Formulation

6.1.1 Derivation of the Governing Equation

The reference frame for the riser is shown in Fig. 6.1 with the origin set at the seabed. Due

to the symmetry of the cross section for the riser, we can derive the equations of motions for

the flexible riser independently for each principal vertical plane. As such, only the planar

dynamics of the riser system is considered in the following analysis. The dynamics of the

riser system is idealized as a tensioned slender beam for small angles of deflection. The

lateral displacement of a point along its length is represented by y(z, t), a function of space

z ∈ [0, L] and time t ∈ [0,∞).

In this chapter, we assume that the platform is directly above the subsea well head with

no horizontal offset. The riser is filled with seawater and is neutrally buoyant. Horizontal

offset and platform motions are not considered as these effects can be included through

displacement influence functions or shifting functions by following the guidelines in [115,
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Fig. 6.2: Marine riser upper package and components.

116].

The kinetic energy of the riser system Ek can be represented as

Ek =
1
2
mz

∫ L

0

[
∂y(z, t)

∂t

]2

dz, (6.1)

where mz > 0 is the uniform mass per unit length of the riser. The potential energy for the

flexible riser due to the bending strain [42,117], can be obtained from

Ep =
1
2
EI

∫ L

0

[
∂2y(z, t)

∂z2

]2

dz, (6.2)

where EI is the flexural rigidity of the riser. A torque actuator is introduced at the upper

riser package to produce a concentrated moment τ(t) for vibration reduction. To determine

the virtual work of the concentrated moment [115], we observe that it does work through

the rotation of y′(z, t), at z = L, its point of application. The work done by the applied
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torque can be written as

Wm = τ(t)
∂y(L, t)

∂z
, (6.3)

and the total work done on the system, W , is given by

W = Wt + Wf + Wd + Wm

=
∫ L

0

{
−1

2
T

[
∂y(z, t)

∂z

]2

+
[
f(z, t)− c

∂y(z, t)
∂t

]
y(z, t)

}
dz + τ(t)

∂y(L, t)
∂z

. (6.4)

where Wt is the work done by the internal tension T (z, t) in elongating the riser, Wf is the

work done by the distributed transverse load due to the hydrodynamic effects of the current

f(z, t) and Wd is the work done by linear structural damping with the structural damping

coefficient, c > 0.

6.1.2 Variation Principle and Hamilton’s Approach

The extended Hamilton’s principle [118] is represented by

∫ tf

t0

δ(Ek −Ep + W )dt = 0, (6.5)

where t0 < t < tf is the operating interval and δ(·) denotes the variation operator, may

be physically interpreted as nature trying to equalize the kinetic and potential energies of

a system. Substituting Eqs. (6.1), (6.2) and (6.4) into Eq. (6.5), applying the variation

operator with δy(z, t) = 0 at t = t1 and t = t2 and integrating by parts, we obtain

−
∫ t2

t1

∫ L

0

[
mz

∂2y

∂t2
+

∂2

∂z2

(
EI

∂2y

∂z2

)
− ∂

∂z

(
T

∂y

∂z

)
− f + c

∂y

∂t

]
δydzdt (6.6)

−
∫ t2

t1

[
EI

∂2y

∂z2
δ

(
∂y

∂z

) ∣∣∣
L

0
− τ(t)δ

∂y(L, t)
∂z

]
dt +

∫ t2

t1

[
∂

∂z

(
EI

∂2y

∂z2

)
− T

∂y

∂z

]
δy

∣∣∣
L

0
dt = 0.
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As δy(z, t) is assumed to be an nonzero arbitrary variation in 0 < z < L, the expression

under the double integral in Eq. (6.6) is set equal to zero. Hence, we obtain the equation

of motion as

EI
∂4y(z, t)

∂z4
− T

∂2y(z, t)
∂z2

+ mz
∂2y(z, t)

∂t2
+ c

∂y(z, t)
∂t

− f(z, t) = 0, (6.7)

∀(z, t) ∈ (0, L)× [0,∞). Setting the terms with single integrals in Eq. (6.6) equal to zero,

we obtain the boundary conditions

y(0, t) = 0, (6.8)

EI
∂2y(0, t)

∂z2
= 0, (6.9)

y(L, t) = 0, (6.10)

EI
∂2y(L, t)

∂z2
− τ(t) = 0, (6.11)

where Eqs. (6.8) and (6.9) represent a simple support at z = 0, Eqs. (6.10) and (6.11)

represent that there is zero deflection and a torque being applied at z = L respectively.

Remark 6.1. In the above derivations, we have shown that the input torque τ(t) at the

upper riser end can be modeled as a boundary condition (6.11) in relation to the dynamics

of the system. The flex joint at the wellhead is commonly modeled as a ball joint during

analysis [119]. The governing equation (6.7) for the flexible marine riser, a forth order

PDE with axial tension, structural damping and external disturbances terms, remains in

the same form as considered in [7,120].

6.1.3 Effects of Time-Varying Current

The effects of a time-varying surface current U(t) on a riser can be modeled as a vortex

excitation force [71, 99]. The distributed load on a 3D riser structure, f(z, t) can be ex-

pressed as a combination of the in-line drag force fD(z, t), consisting of a mean drag and
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an oscillating drag about the mean modeled as

fD(z, t) =
1
2
ρsCD(z)U(z, t)2D + AD cos(4πfvt + β), (6.12)

and an oscillating lift fL(z, t), perpendicular to fD(z, t), about a mean deflected profile,

fL(z, t) =
1
2
ρsCL(z)U(z, t)2D cos(2πfvt + α), (6.13)

where z is an axis perpendicular to plane XOY show in Fig. 6.1, CD(z) and CL(z) are

the time and spatially varying drag and lift coefficient respectively, fv is the shedding

frequency, ρs is the sea water density, α and β are phase angles, and AD is the amplitude

of the oscillatory part of the drag force, typically 20% of the first term in fD(z, t) [71]. The

non-dimensional vortex shedding frequency can be expressed as

fv =
StU

D
, (6.14)

where St is the Strouhal number and D is the pipe outer diameter.

In this chapter, we consider the deflection of the riser in only one direction. Hence, the

distributed excitation force is considered as the drag force Eq. (6.12), f(z, t) = fD(z, t).

The current profile U(z, t), similar to that shown in Fig. 6.1, is a function which relates

the depth to the ocean surface current velocity U(t). The transverse VIV from the lift

component is not considered in this chapter but the proposed method can be similarly

applied without any loss of generality if only the lift component is considered.

Assumption 6.1. For the distributed disturbance f(z, t), we assume that there exists a

constant f̄ ∈ R+, such that ||f(z, t)|| ≤ f̄ , ∀(z, t) ∈ [0, L] × [0,∞). This is a reasonable

assumption as the effects of the time-varying current, f(z, t), are exogenous, have finite

energy and hence are bounded, i.e. f(z, t) ∈ L∞([0, L]).

Remark 6.2. For control design in Section 6.2, only the assertion that there exist an upper
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bound on the disturbance in Assumption 1, ||f(z, t)|| < f̄ , is necessary. The knowledge of

the exact value for f(z, t) is not required ∀(z, t) ∈ [0, L] × [0,∞). As such, different VIV

models up to various levels of fidelity, such as those found in [99–103], can be applied without

affecting the control design or analysis.

Remark 6.3. The VIV problem can be separated into the drag and the lift components,

perpendicular to each other. The vector sum results in a force with oscillating magnitude

and direction, thereby producing of figure of “8” response in the riser. Under Assumption

6.1, it is possible that control applied to these two cases in separate axis may be sufficient

for vibration reduction of the VIV problem. The combination of drag and oscillating lift will

be treated in future analysis using a 3D riser model.

Remark 6.4. In the following sections, the notations y′(z, t) = ∂y(z, t)/∂z, y′′(z, t) =

∂2y(z, t)/∂z2 and ẏ(z, t) = ∂y(z, t)/∂t, etc. are used and dependencies of terms are omitted

where obvious for conciseness.

6.2 Control Design

The control objective is to minimize the upper riser angle y′(L, t), and simultaneously reduce

the vibrations of the riser y(z, t), subjected to the time-varying distributed transverse load

from the ocean current f(z, t). In this section, we use Lyapunov’s synthesis to construct a

boundary control law τ(t) for the above objective, and to rigourously show the closed-loop

stability of the distributed system. Now, we present some Lemmas and Properties that will

be used in subsequent developments.

Lemma 6.1. [66,104]: For bounded initial conditions, if there exists a C1 continuous and

positive definite Lyapunov function V (x) satisfying κ1 (‖x‖) ≤ V (x) ≤ κ2 (‖t‖), such that

V̇ (x) ≤ −λV (x) + c, where κ1, κ2 : Rn → R are class K functions and c is a positive

constant, then the solution x = 0 is uniformly bounded.

104
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Lemma 6.2. Let y1(z, t), y2(z, t) ∈ R with z ∈ [0, L] and t ∈ [0,∞), the following inequal-

ities hold:

y1y2 ≤ |y1y2| ≤ y2
1 + y2

2, (6.15)

2y1y2 ≤ 2|y1y2| ≤ y2
1 + y2

2, ∀y1, y2 ∈ R. (6.16)

From lemma 6.2, we can obtain the inequality [105],

|y1y2| =
∣∣∣∣
(

1√
δ
y1

) (√
δy2

)∣∣∣∣ ≤
1
δ
y2
1 + δy2

2, ∀y1, y2 ∈ R and δ > 0. (6.17)

Lemma 6.3. [106,107]: Let y(z, t) ∈ R be a function defined on z ∈ [0, L] and t ∈ [0,∞)

that satisfies the boundary condition

y(0, t) = 0, ∀t ∈ [0,∞), (6.18)

then the following inequalities hold:

∫ L

0
y2dz ≤ L2

∫ L

0
[y′]2dz, (6.19)

y2 ≤ L

∫ L

0
[y′]2dz, ∀z ∈ [0, L]. (6.20)

Property 6.1. [107]: If the kinetic energy of the system (6.7) through (6.11), given

by Eq. (6.1) is bounded ∀(z, t) ∈ [0, L] × [0,∞), then ẏ′(z, t) and ẏ′′(z, t) are bounded

∀(z, t) ∈ [0, L]× [0,∞).

Property 6.2. [107]: If the potential energy of the system (6.7) through (6.11), given by

Eq. (6.2) is bounded ∀(z, t) ∈ [0, L]× [0,∞), then y′′(z, t), y′′′(z, t) and y′′′′(z, t) are bounded

∀(z, t) ∈ [0, L]× [0,∞).
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6.2.1 Boundary Control

Consider the Lyapunov function candidate,

V (t) = Eb(t) + Ec(t) +
1
2
(k2 + βEIk1)[y′(L, t)]2, (6.21)

where k1, k2 > 0 are control parameters, Eb(t) and a small crossing term Ec(t) are defined

as

Eb =
1
2
mz

∫ L

0
ẏ2dz +

1
2
EI

∫ L

0
[y′′]2dz +

1
2
T

∫ L

0
[y′]2dz, (6.22)

Ec = βmz

∫ L

0
yẏdz, (6.23)

and β > 0 is a small positive weighting constant.

Lemma 6.4. The function (6.21), can be upper and lower bounded as

0 ≤ λ1(Eb + [y′(L, t)]2) ≤ V (t) ≤ λ2(Eb + [y′(L, t)]2), (6.24)

where λ1 and λ2 are positive constants

Proof: Using Eqs. (6.15) and (6.19) on Eq. (6.23), we obtain

|Ec| ≤ βmz

∫ L

0
(ẏ2 + y2)dz (6.25)

≤ βmz

∫ L

0
ẏ2dz + βmzL

2

∫ L

0
[y′]2dz (6.26)

≤ 2βmz
max(1, L2)

min(mz, T, EI)
Eb (6.27)

≤ ξEb, (6.28)

where

ξ = 2βmz
max(1, L2)

min(mz, T, EI)
. (6.29)
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Selecting β according to the following sufficient condition,

β ≤ min(mz, T, EI)
2mz max(1, L2)

, (6.30)

we have

−ξEb ≤ Ec ≤ ξEb, (6.31)

0 ≤ ξ1Eb ≤ Eb + Ec ≤ ξ2Eb, (6.32)

where for some positive constants ξ1 = 1− ξ and ξ2 = 1 + ξ,

ξ1 = 1− 2βmz
max(1, L2)

min(mz, T, EI)
> 0, (6.33)

ξ2 = 1 + 2βmz
max(1, L2)

min(mz, T, EI)
> 1. (6.34)

Given the Lyapunov functional candidate in (6.21), we obtain

0 ≤ λ1(Eb + [y′(L, t)]2) ≤ V (t) ≤ λ2(Eb + [y′(L, t)]2), (6.35)

where λ1 = min[ξ1, 0.5(k2 + βEIk1)] and λ2 = max[ξ2, 0.5(k2 + βEIk1)].

Lemma 6.5. The time derivative of the Lyapunov function in (6.21) can be upper bounded

with

V̇ (t) ≤ −λ3(Eb + [y′(L, t)]2) + ε, (6.36)

where λ3 > 0.

Proof: Taking time derivative of V (t), we obtain

V̇ (t) = Ėb + Ėc + (k2 + βEIk1)ẏ′(L, t)y′(L, t). (6.37)
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The first term of Eq. (6.37) yields

Ėb =
∫ L

0
mz ẏÿ + EIy′′ẏ′′ + Ty′ẏ′dz

=
∫ L

0
(−cẏ − EIy′′′′ + Ty′′ + f)ẏ + EIy′′ẏ′′ + Ty′ẏ′dz

= [EIy′′ẏ′ − EIy′′′ẏ + Ty′ẏ]L0 +
∫ L

0

[
(−cẏ − EIy′′′′ + Ty′′ + f)ẏ + EIy′′′′ẏ − Ty′′ẏ

]
dz

= [EIy′′ẏ′ − EIy′′′ẏ + Ty′ẏ]L0 +
∫ L

0

[−cẏ2 + fẏ
]
dz. (6.38)

From Eq. (6.7) and performing integration by parts, we obtain

mz ÿ = −cẏ − EIy′′′′ + Ty′′ + f, (6.39)

EI

∫ L

0
y′′ẏ′′dz = EI[y′′ẏ′]L0 − EI[y′′′ẏ]L0 + EI

∫ L

0
y′′′′ẏdz, (6.40)

T

∫ L

0
y′ẏ′dz = T [y′ẏ]L0 − T

∫ L

0
y′′ẏdz. (6.41)

Substituting Eqs. (6.39) to (6.41) and boundary conditions (6.8) to (6.11) into Eq.

(6.38), we arrive at

Ėb = [EIy′′(L, t)ẏ′(L, t)] +
∫ L

0

[−cẏ2 + fẏ
]
dz

= τ ẏ′(L, t) +
∫ L

0

[−cẏ2 + fẏ
]
dz

= τ ẏ′(L, t)− c

∫ L

0
ẏ2dz +

∫ L

0
fẏdz, (6.42)

where ẏ(0, t) = ẏ(L, t) = 0 due to the boundary conditions. Using the inequality (6.17), we

obtain

Ėb ≤ τ ẏ′(L, t)− c

∫ L

0
ẏ2dz +

∫ L

0

1
δ1

f2dz +
∫ L

0
δ1ẏ

2dz

≤ τ ẏ′(L, t)− (c− δ1)
∫ L

0
ẏ2dz +

1
δ1

∫ L

0
f2dz, (6.43)
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where δ1 > 0 is a positive constant. Taking the time derivative of the crossing term (6.23),

we have

Ėc = βmz

∫ L

0
(ẏ2 + yÿ)dz

= β

∫ L

0

[
mz ẏ

2 + y(−cẏ − EIy′′′′ + Ty′′ + f)
]
dz

= β

∫ L

0

[−EIyy′′′′ − cyẏ + fy + Tyy′′ + mz ẏ
2
]
dz. (6.44)

The first term of Eq. (6.44) simplifies via integration by parts and boundary conditions

to

−β

∫ L

0
EIyy′′′′dz = −βEI[yy′′′ − y′y′′]L0 − βEI

∫ L

0
[y′′]2dz

= βEIy′(L, t)τ − βEI

∫ L

0
[y′′]2dz. (6.45)

The second term using Eq. (6.17), gives

−βc

∫ L

0
yẏdz ≤ β

c

δ2

∫ L

0
ẏ2dz + βcδ2L

2

∫ L

0
[y′]2dz, (6.46)

where δ2 > 0. The third term with Eq. (6.17) gives

β

∫ L

0
yfdz ≤ β

δ3

∫ L

0
f2dz + βδ3L

2

∫ L

0
[y′]2dz, (6.47)

where δ3 > 0, and the fourth term yields through integration by parts,

βT

∫ L

0
yy′′dz = βT [yy′]L0 − βT

∫ L

0
y′y′dz

= −βT

∫ L

0
[y′]2dz. (6.48)

109



6.2 Control Design

From Eqs. (6.43) and (6.45) to (6.48), we arrive at the inequalities

Ėb ≤ τ ẏ′(L, t)− (c− δ1)
∫ L

0
ẏ2dz +

1
δ1

∫ L

0
f2dz, (6.49)

Ėc ≤ βEIy′(L, t)τ − βEI

∫ L

0
[y′′]2dz + β

c

δ2

∫ L

0
ẏ2dz + βcδ2L

2

∫ L

0
[y′′]2dz

+
β

δ3

∫ L

0
f2dz + βδ3L

2

∫ L

0
[y′′]2dz − βT

∫ L

0
[y′]2dz + β

∫ L

0
mz ẏ

2dz. (6.50)

Substituting Eqs. (6.49) and (6.50) into Eq. (6.37), we arrive at

V̇ = Ėb + Ėc + (k2 + βEIk1)ẏ′(L, t)y′(L, t) (6.51)

≤ (
ẏ′(L, t) + βEIy′(L, t)

)
τ − (c− βmz − δ1 − β

c

δ2
)
∫ L

0
ẏ2dz +

(
1
δ1

+
β

δ3

) ∫ L

0
f2dz

−βEI

∫ L

0
[y′′]2dz − β

(
T − cδ2L

2 − δ3L
2
) ∫ L

0
[y′]2dz + (k2 + βEIk1)ẏ′(L, t)y′(L, t)

Consider the following boundary control law

τ = − [
k1ẏ

′(L, t) + k2y
′(L, t)

]
, (6.52)

and substituting the control law (6.52) into Eq. (6.51) under Assumption 6.1, we obtain

V̇ ≤ − (
ẏ′(L, t) + βEIy′(L, t)

) [
k1ẏ

′(L, t) + k2y
′(L, t)

]
+ (k2 + βEIk1)ẏ′(L, t)y′(L, t)

−(c− βmz − δ1 − β
c

δ2
)
∫ L

0
ẏ2dz − βEI

∫ L

0
[y′′]2dz +

(
1
δ1

+
β

δ3

) ∫ L

0
f2dz

−β
(
T − cδ2L

2 − δ3L
2
) ∫ L

0
[y′]2dz

≤ −k1[ẏ′(L, t)]2 − k2βEI[y′(L, t)]2 − (c− βmz − δ1 − β
c

δ2
)
∫ L

0
ẏ2dz

−βEI

∫ L

0
[y′′]2dz − β

(
T − cδ2L

2 − δ3L
2
) ∫ L

0
[y′]2dz +

(
1
δ1

+
β

δ3

) ∫ L

0
f2dz

≤ −λ3(Eb + [y′(L, t)]2) + ε, (6.53)
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where

λ3 = min

(
ε1
mz

, β,
ε2
T

, k2βEI

)
> 0,

ε =
(

1
δ1

+
β

δ3

)
max

t=[0,∞)

∫ L

0
f2dz < ∞,

ε1 = c− βmz − δ1 − β
c

δ2
> 0,

ε2 = T − cδ2L
2 − δ3L

2 > 0.

From Eqs. (6.24) and (6.53), we have

V̇ (t) ≤ −λV (t) + ε, (6.54)

where λ = λ3/λ2. After obtaining Eq. (6.54), we are ready to present the following theorem,

which contain the results for the boundary control of the flexible riser.

Theorem 6.1. Consider the system described by Eq. (6.7) and boundary conditions (6.8) to

(6.11), under Assumption 6.1, and the control law (6.52). Given that the initial conditions

are bounded, and that the required state information y′(L, t) and ẏ′(L, t) are available, the

closed loop system is uniformly bounded.

Proof: From Eq. (6.54) and Lemma 6.1, it is straightforward to show the deflection

y(z, t) is uniformly bounded. For completeness, the details of the proof are provided here.

Multiplying Eq. (6.54) by eλt, we obtain

∂

∂t
(V eλt) ≤ εeλt. (6.55)

Integration of the above and applying Lemma 6.1 yields

V (t) ≤
(
V (0)− ε

λ

)
eλt +

ε

λ
≤ V (0) +

ε

λ
∈ L∞, (6.56)
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Utilizing Eqs. (6.20), (6.22) and (6.24), we have

1
2L

Ty2(z, t) ≤ 1
2
T

∫ L

0
[y′(z, t)]2dz ≤ Eb(t) ≤ 1

λ1
V (t) ∈ L∞. (6.57)

Hence, we have y(z, t) ∈ L∞. From Eqs. (6.24) and (6.53), we can state the Eb(t) and

y′(L, t) are bounded ∀t ∈ [0,∞). Since Eb(t) is bounded, ẏ(z, t), y′(z, t) and y′′(z, t) are

bounded ∀(z, t) ∈ [0, L]×[0,∞). From Eq. (6.1), the kinetic energy of the system is bounded

and using Property 6.1, ẏ′(z, t) is bounded ∀(z, t) ∈ [0, L]× [0,∞). At this point, we have

shown that all the signals in the control law (6.52) are bounded. From the boundedness of

the potential energy (6.2), we can use Property 6.2 to conclude that y′′′′(z, t) is bounded.

Finally, using Assumption 6.1, Eqs. (6.7) through (6.11), and the above statements, we can

conclude that ÿ(z, t) is bounded ∀(z, t) ∈ [0, L]× [0,∞).

Corollary 6.1. For the system described by governing equation (6.7), and boundary con-

ditions (6.8) to (6.11), if the free vibration case is considered, i.e. f(z, t) = 0, the boundary

control (6.52) ensures that the riser displacement is exponentially stabilized as follows

|y(z, t)| ≤
√

2λ2L

Tλ1
exp(−λ3

λ2
t), ∀z ∈ [0, L], (6.58)

where λ, λ1, λ2 are positive constants.

Proof: From Eq. (6.53), under the free vibration condition, we obtain the time derivation

of the Lyapunov function candidate (6.21) as

V̇ ≤ −λ3(Eb + [y′(L, t)]2), (6.59)
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where

λ3 = min

(
ε1
mz

, β,
ε2
T

, k2βEI

)
> 0,

ε1 = c− βmz − δ1 − β
c

δ2
> 0,

ε2 = T − cδ2L
2 − δ3L

2 > 0.

From Eqs. (6.24) and (6.59), we obtain the upper bound as

V̇ (t) ≤ −λ3

λ2
V (t), (6.60)

which has a solution of

V (t) ≤ V (0) exp
(
−λ3

λ2
t

)

≤ λ2[Eb(0) + y′(L, 0)2] exp
(
−λ3

λ2
t

)
. (6.61)

Similarly, utilizing Eqs. (6.20), (6.22) and (6.24), we have

1
2L

Ty2(z, t) ≤ 1
2
T

∫ L

0
[y′(z, t)]2dz ≤ Eb(t) ≤ 1

λ1
V (t), (6.62)

∀(z, t) ∈ [0, L]× [0,∞) and Eq. (6.58) follows from combining Eqs. (6.61) and (6.62). The

bounds for y′(z, t), y′′(z, t), y′′′′(z, t), ẏ(z, t), ẏ′(z, t) and ÿ(z, t) can be similarly shown as in

Theorem 6.1. This concludes the proof.

Remark 6.5. The proposed control is simple in structure and implementable as y′(L, t),

the top riser angle, can be measured directly using inclinometers and ẏ′(L, t) can be obtained

by time differentiating the measurement of the top riser angle. The problem of the observer

spill over effect is avoided as all the required states are measurable or observed directly.

Remark 6.6. As the boundary control design is based on the governing PDE (6.7) without

the use of a truncated model, the problem of control spill over is also avoided.
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Remark 6.7. The control is independent of system parameters and thus possesses stability

robustness to uncertainties in the system parameters.

Remark 6.8. The boundary control proposed is modeled, designed and applied at the bound-

ary of the riser. As the control is not distributed, there is no explicit vibration control law.

Under the actuation of the proposed boundary control, it has been demonstrated through

rigorous stability analysis that the riser distributed state y(z, t)∀z ∈ [0, L], t ∈ (0,∞) are

uniformly bounded when subjected to a distributed disturbance and exponentially stable in the

absence of environmental disturbance. From the simulations, we observe that the vibration

amplitude of the riser is reduced by the proposed boundary control.”

6.3 Method of Numerical Solution

To verify the effectiveness of the proposed approach, the developed boundary control (6.52)

is applied to the closed loop system (6.7) with boundary conditions (6.8) to (6.11). As

the governing equation for the flexible system derived in this study does not have an easily

obtainable solution, numerical methods are required for solving the PDE for simulation pur-

poses. Different approximate methods such as FEM, AMM, finite difference, and Galerkin

methods can be used to discretize the system for simulations. AMM is selected in this

chapter for its ability to produce accurate, low order simulations that are easy and fast to

compute numerically.

6.3.1 Natural Vibration Modes and Orthogonality Conditions

The natural modes of vibration can be obtained by setting external forces in Eq. (6.7) to

zero and solving the homogenous equation

EI
∂4y

∂z4
− T

∂2y

∂z2
+ mz

∂2y

∂t2
+ c

∂y

∂t
= 0. (6.63)
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From the method of separating variables [121], and using the AMM with constrained modes,

the solution y(z, t) is assumed to take the form

y(z, t) =
∞∑

i=1

φi(z)qi(t), (6.64)

where φi(z) are the mode shape functions or eigenfunctions and qi(t) are the generalized

coordinates. The natural frequencies of the riser can be expressed as

ω2
i =

1
mz

(
iπ

L

)2
[
EI

(
iπ

L

)2

+ T

]
, (6.65)

where ωi is the natural frequency of the i-mode. Rearranging (6.63) into two systems of

differential equation with one dependant on z and the other purely time varying, and noting

that each mode shape function φi(z) is the solution of the boundary value problem for the

differential equation dependant on z, multiplying φj and integrating from z = 0 to z = L,

we have

EI

∫ L

0
φ′′′′i φjdz − T

∫ L

0
φ′′i φjdz −

∫ L

0
mzω

2
i φiφjdz = 0, (6.66)

As φi(z) and φj(z) should satisfy the boundary conditions with associated natural frequen-

cies ωi and ωj , and integrating (6.66) by parts, we obtain the orthogonality condition,

∫ L

0
φiφjdz =





0, i 6= j ;

1, i = j.
(6.67)

The mode shape functions are expressed as

φi(z) =
√

2L

L

(
sin s2iz − sin s2iL

sinh s1iL
sinh s1iz

)
. (6.68)
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where

s1i =
{

1
2EI

[
T +

(
T 2 + 4EImzω

2
i

) 1
2

]} 1
2

, (6.69)

s2i =
{

1
2EI

[
−T +

(
T 2 + 4EImzω

2
i

) 1
2

]} 1
2

. (6.70)

6.3.2 Forced Vibration Response

As the moment does not correspond to a generic translation, it must be handled indirectly

using the method of virtual work. We can model the system as a simply supported structure

with a moment at the boundary [115]. From Eq. (6.6), using pinned boundary conditions

with a torque generated at z = L leads to

∫ L

0
mz ÿδydz +

∫ L

0
(EIy′′′′ − Ty′′)δydz +

∫ L

0
cẏδydz =

∫ L

0
fδydz − τδy′(L, t). (6.71)

Substituting Eq. (6.64) into Eq. (6.71), and using Eq. (6.66), we obtain

mz

∞∑

i=1

∞∑

j=1

q̈i

∫ L

0
φiφjdz + mzω

2
i

∞∑

i=1

∞∑

j=1

qi

∫ L

0
φiφjdz

+c
∞∑

i=1

∞∑

j=1

q̇i

∫ L

0
φiφjdz =

∞∑

j=1

∫ L

0
fφjdz −

∞∑

j=1

τφ′j(L). (6.72)

In view of orthogonality condition (6.67), every term in the summation vanishes except

when i = j. Hence Eq. (6.72) reduces to

∞∑

i=1

[
mz q̈i(t) + cq̇i(t) + mzω

2
i qi(t)

]
=

∞∑

i=1

∫ L

0
f(z, t)φi(z)dz −

∞∑

i=1

τ(t)φ′i(L). (6.73)

From Eq. (6.64), we know that each qi(t) corresponds to a DOF of the system. It is also

well known that the first several modes corresponds to lower frequencies are dominant in

describing the system dynamics. The infinite series in Eq. (6.64) can be truncated into a
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finite one as follows

y(z, t) =
N∑

i=1

φi(z)qi(t), (6.74)

where N is the number of modes taken into consideration. Hence, we arrive at ordinary

differential equation (ODE) of the AMM model,

N∑

i=1

[
mz q̈i(t) + cq̇i(t) + mzω

2
i qi(t)

]
=

N∑

i=1

∫ L

0
f(z, t)φi(z)dz −

N∑

i=1

τ(t)φ′i(L). (6.75)

The solution y(z, t) can then be obtained by solving for the generalized coordinates, qi(t)

in Eq. (6.75) and substituting mode shapes, φi(z) from Eq. (6.68) into Eq. (6.74).

6.4 Simulation

The closed loop system (6.7) is simulated to investigate the performance of control law

(6.52) with system parameters given in Table 1. The system is simulated using the AMM

model (6.75) developed in the previous section where the first four modes, N = 4 are

considered. A fourth-order Runge-Kutta-Merson program with adaptive step size [78] is

used to numerically solve the ODE for the generalized coordinates.

The riser, initially at rest, is excited by a distributed transverse load. Large vibrational

stresses are normally associated with a resonance that exists when the frequency of the

imposed force is tuned to one of the natural frequencies [6]. Hence, the ocean surface

current velocity U(t) is modeled as a mean flow with worst case sinusoidal components to

simulate the riser with a mean deflected profile. The sinusoids have frequencies of ωi =

{0.867, 1.827, 2.946, 4.282}, for i = 1 to 4, corresponding to the four natural modes of

vibration of the riser. The current U(t) can be expressed as

U(t) = Ū + Um

N∑

i=1

sin(ωit), i = 1, 2, . . . , N, (6.76)
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where Ū = 2ms−1 is the mean flow current and Um = 0.2ms−1 is the amplitude of the

oscillating flow. The surface current generated by Eq. (6.76) is shown in Fig. 6.3. The full

current load is applied from z = 1000m to 700m and thereafter linearly decline to zero at

the ocean floor, z = 0, to obtain a depth dependent ocean current profile U(z, t).

The vortex excitation f(z, t) is simulated using Eq (6.12) with CD = 1.361 [101] and

β = 0. From (6.14), a reasonable vale of St = 0.2 is adopted for subcritical flow [71],

resulting in a vortex shedding frequency of fv = 2.625. The control parameters are set as

k1 = k2 = 1× 109.

The controlled and uncontrolled upper and lower riser angles are shown in Fig. 6.4 and

6.5 respectively. It is observed that there are significant improvements in the top riser angle

bringing the magnitude near zero when the control is applied. There is peak angle reduction

in the bottom angle although the actuator is not located at that position.

Transverse vibration magnitude of the riser is examined at z = 400m and 750m. The

results for controlled and uncontrolled responses are shown in Fig. 6.6 and 6.7. It can

be observed that the peak vibration magnitudes are reduced at both locations. The riser

profiles for controlled and uncontrolled responses under excitation were overlaid for different

time instances and the displacement range are shown in Fig. 6.8. The riser angle and

deflection magnitudes are reduced when the control is active with control input shown in

Fig. 6.9.

The ocean current disturbance was set to zero at t = 100s to simulate a free vibrating

case similar to that carried out in [50]. In Fig. 6.10, it is shown that the riser deflection at

z = 750m approaches the equilibrium exponentially with the control law activated. With

Ū = 0, the control produces a profile shown in Fig 6.11.
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6.5 Conclusion

In this chapter, the model of a flexible marine riser with a torque actuator at the upper

riser package has been derived. Boundary control has been introduced to reduce the upper

riser angle magnitude and the transverse vibration of a riser subjected to a distributed

load. Closed-loop stability has been proven directly from the PDE of the system and the

problems of traditional truncated-model-based design have been avoided. The control is

implementable as the required signals for the control law are generated using measurements

which can be obtained from the upper riser boundary. When the disturbance is persistent

as in the case of the marine environment, the magnitude of deflection has been shown to

be reduced under the control action. The riser has also been shown to be exponentially

stabilized in the absence of external disturbance. From the numerical simulations, we

observe that there is significant improvement in the upper riser angle magnitude and the

vibration reduction of the riser has been achieved.

Tab. 6.1: Numerical values of the riser parameters
Parameters of the physical system Value
Flexural Rigidity (EI) 4.0× 109 N/m2

Length of Riser (L) 1000 m
Mass per unit length (mz) 15 kg/m
Outer Diameter (D) 152.4× 10−3 m
Sea water density (ρs) 1024 kg/m3

Structural damping (c) 5.0 [−]
Tension (T ) 1.11× 106 N
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Fig. 6.3: Ocean current velocity modeled as a mean current with worst case sinusoids.
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Fig. 6.4: Riser top angle y′(1000, t) with control (solid) and without control (dashed).
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Fig. 6.5: Riser bottom angle y′(0, t) with control (solid) and without control (dashed).
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Fig. 6.6: Riser displacement at z = 400m, with control (solid) and without control (dashed).
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Fig. 6.7: Riser displacement at z = 750m, with control (solid) and without control (dashed).
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Fig. 6.8: Overlay of riser profiles with control, without control and displacement range.
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Fig. 6.9: Control input at the boundary.
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Fig. 6.10: Displacement at z= 750 without disturbance, with control (solid) and without
control (dashed).
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Chapter 7

Conclusions

7.1 Conclusions

This thesis has focused on the control aspects for subsea installation and flexible structures

in the marine environment. The key results are as follows:

• Splash Zone Transition Control

We explored the model based adaptive control to augment the PID control when some

knowledge of the parameters or structure of the hydrodynamics disturbances affecting

the system is known. In the case where the knowledge of the parameters or structure

of the disturbances affecting the system is not known, we proposed the use of a non-

model based approach, i.e. adaptive NN method to learn and control the system. The

system dynamics for the transition from air to water has been investigated and the

detailed vertical hydrodynamic loads on the payload as a combination of terms from

the pressure effects, slamming and viscous forces including the Froude-Kriloff forces,

hydrostatic pressure and viscous drag has been presented. The main contributions

are: (i) full state feedback model-based and non-model-based robust adaptive controls

have been developed, (ii) rigorous stability analysis has been carried to demonstrate
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the closed loop stability of the system. Computer simulations have been carried out

to show the effectiveness of the proposed control techniques.

• Dynamic Positioning of Payload

In the dynamic control of offshore structures for installation, an important concern is

how to deal with unknown perturbations to the nominal model, in the form of para-

metric and functional uncertainties, unmodelled dynamics, and disturbances from the

environment. Our approach to overcome this problem for the installation of subsea

structures is to adopt an intelligent control strategy in the form of approximation-

based techniques to compensate for functional uncertainties in the dyanmic model

and unknown disturbances from the environment. Stable adaptive neural based po-

sitioning control has been designed for installation of subsea structure with attached

thrusters in the presence of time-varying environmental disturbances and parametric

uncertainties. The main contributions are: (i) the full state and output feedback

adaptive neural control design to generate surge, sway and yaw control commands for

subsea positioning in presence of parametric uncertainties and disturbances, (ii) the

rigorous stability analysis via backstepping and Lyapunov synthesis to demonstrate

the semiglobal uniform boundedness of the tracking error, and (iii) the investigation

on the effects of a time varying current on the proposed control in comparison with

different controls which do not compensate for the current explicitly or generally as-

sume ocean currents to be a constant. Simulation results have demonstrated that the

adaptive neural control is robust and effective in reducing the tracking error for the

subsea installation operation.

• Subsea Installation Control with Coupled System

The model of the coupled vessel, crane, cable and payload with uniform and nonuni-

form parameters has been presented. The contributions in the study of the coupled

system are (i) the coupled modeling of the vessel, crane, flexible cable and subsea

payload where nonuniformity, parametric uncertainties and distributed disturbances

125



7.1 Conclusions

are admissible in the PDE model of the cable. The cable under consideration need not

be uniform and the tension can be a function of both transverse gradient and axial

coordinate, (ii) the design of positioning controls using Symmetric Barrier Lyapunov

Functions (SBLF) and stability analysis of the coupled system. Through Lyapunov

synthesis, we ensured that the coupled system is stable, the physical safety limits are

not transgressed and simultaneous positioning of the crane and payload is achieved,

and (iii) design of the stabilizing boundary controls via Lyapunov synthesis when

nonuniformity in the flexible cable is considered. Through rigorous stability analy-

sis, uniform boundedness of the coupled system is demonstrated when excited by the

distributed environment load. The performance of the proposed controls have been

illustrated through numerical simulations.

• Flexible Marine Riser

Active control of flexible marine riser angle and the reduction of forced vibration

under a time-varying distributed load have been considered using boundary control

approach. This is the first application of boundary control to a marine riser, for riser

angle and forced vibration reduction, through a torque actuator at the upper riser end.

The contributions are (i) the modeling of a torque actuator at the upper riser package

for the control of a transversely vibrating marine riser subjected to an unknown time-

varying distributed load due to the ocean current, (ii) design of a boundary control

law to minimize the upper riser angle and simultaneously reduce the vibration of the

riser, (iii) rigorous stability analysis of the designed control via Lyapunov synthesis

which shows that uniform boundedness of the riser deflection can be guaranteed when

excited by the transverse load, and exponential stability can be achieved under free

vibration condition, and (iv) numerical simulations on a riser subjected to a mean

current with worst case oscillating components which excites the riser natural modes,

to verify the applicability and performance.
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7.2 Recommendations for Further Research

• Control of longitudinal vibrations and tension: During the lowering operation on long

lines, there can be very significant dynamic effects on the lift cable and load. The

excitation caused by the motions of the surface vessel can be amplified with large

oscillations and high dynamic tensile loads in the lifting line which may result in

breaking of the lifting cable. Motions in the heave direction may be only lightly

damped, and the virtual (or added) mass of the load can be very significant [2].

Boundary control on axially moving systems has been investigated in [55–59]. In the

marine environment, the control is challenging due to the unpredictable exogenous

disturbances such as fluctuating currents and transmission of motions from the surface

vessel through the lift cable. Passive or active heave compensator can be incorporated

following [122]. Coupled with the ship motions, heave control in the longitudinal

direction to reduce the high dynamic tensile loads is desirable for safe and reliable

operations.

• Control of coupled axial and transverse vibrations: To make the model more complete,

the axial and transverse vibrations can be coupled in the dynamic analysis. Due to the

coupled effects, the control design and direct prove for the Lyapunov stability is not

straightforward. One main challenge arises in the design of a suitable cross term which

satisfies the condition of radially unboundedness and subsequent Lyapunov stability.
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Appendix A

Appendices for Chapter 5

A1. Proof for Lemma 5.5:

From Eq. (5.30), Lemma 5.3 and using Young’s inequality, we obtain

|Vb(t)| ≤
∫ L

0
ρβ{ẇ2(z, t) + w2(z, t)}dz

≤
∫ L

0
ρβ{ẇ2(z, t) + L2[w′(z, t)]2}dz

≤ 2ρβ max{1, L2}
Lmin{ρ, P, } Va(t) (A.1)

which can be rewritten as

−2ρβ max{1, L2}
min{ρ, P} Va(t) ≤ Vb(t) ≤ 2ρβ max{1, L2}

min{ρ, P} Va(t) (A.2)

Thus, Vb is bounded as

λ1Va(t) ≤ Vb(t) ≤ λ2Va(t) (A.3)
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where

λ1 = 1− 2ρβ max{1, L2}
min{ρ, P} Vb(t) > 0 (A.4)

λ2 = 1 +
2ρβ max{1, L2}

min{ρ, P} Vb(t) > 1 (A.5)

provided the inequality (5.31) is satisfied.

A2. Proof for Lemma 5.6:

Taking time derivative of Va(t) in (5.29), performing integration by parts with boundary

conditions (5.26), using Lemma 6.2 with δ1 > 0 and disturbance (5.25), we have

V̇a(t) =
∫ L

0

{
ρẇ(z, t)ẅ(z, t) + Pw′(z, t)ẇ(z, t)

}
dz

≤
∫ L

0

{−dcẇ
2(z, t) + ẇ(z, t)f∗(z, t)

}
dz

≤
∫ L

0

{
−(dc − δ1)ẇ2(z, t) +

1
δ1

f∗2(z, t)
}

dz (A.6)

Taking the time derivative of Vb(t) in (5.30) as above with Lemma 5.3 and constants δ2, δ3 >

0 yields

V̇b(t) =
∫ L

0
ρβwẅ + ρβẇ2dz

= β

∫ L

0
−dcwẇ + Pww′′ + wf∗ + ρẇ2dz

≤ β

∫ L

0

(
ρ +

dc

δ2

)
ẇ2 − (P − dcδ2L

2 − δ3L
2)[w′]2 +

1
δ3

f∗2dz (A.7)

Combining Eqs. (A.6) and (A.7),

Vp(t) ≤
∫ L

0
−β(P − dcδ2L

2 − δ3L
2)[w′]2 −

[
dc − δ1 − β

(
ρ +

dc

δ2

)]
ẇ2

+
(

1
δ1

+
β

δ3

)
f∗(z, t)dz

≤ −λ3Va(t) + εp (A.8)
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where λ3 and εp are given in (5.34) and (5.35) respectively.

A3. Proof for Lemma 5.7:

From Eq. (5.62) and Young’s inequality

|Vd(t)| ≤
∫ L

0
ρ(z)γ(z){ẏ2(z, t) + [y′(z, t)]2}dz (A.9)

Comparing (A.9) with (5.62), we obtain

|Vd(t)| ≤
∫ L

0
ρ(z)γ(z){ẏ2(z, t) + [y′(z, t)]2}dz (A.10)

≤ 2ρ
∫ L
0 γ(z)dz

Lmin{ρ, T , θ}Vc(t) (A.11)

which can be rewritten as

− 2ρ
∫ L
0 γ(z)dz

Lmin{ρ, T , θ}Vc(t) ≤ Vd(t) ≤
2ρ

∫ L
0 γ(z)dz

Lmin{ρ, T , θ}Vc(t) (A.12)

Thus, Vd is bounded as

λ4Vc(t) ≤ Vd(t) ≤ λ5Vc(t) (A.13)

where

λ4 = 1− 2ρ
∫ L
0 γ(z)dz

Lmin{ρ, T , θ}Vd(t) > 0 (A.14)

λ5 = 1 +
2ρ

∫ L
0 γ(z)dz

Lmin{ρ, T , θ}Vd(t) > 1 (A.15)

provided condition (5.64) is satisfied.

A4. Proof for Lemma 5.8:

Taking time derivative of Vc(t), performing integration by parts, using Lemma 6.2 with
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δ4 > 0 and substituting the governing equation of the cable (5.4), we have

V̇c(t) =
∫ L

0

{
ρẏÿ + T0y

′ẏ′ + θ[y′]3ẏ′
}

dz

=
∫ L

0

{
ẏ

[
T ′0y

′ + (2θy′′ + θ′y′)[y′]2 + (T0 + θ[y′]2)y′′
]

+ +(T0 + θ[y′]2)y′ẏ′ − dcẏ
2 + ẏf

}
dz

=
∫ L

0

{
∂[T ẏy′]

∂z
− dcẏ

2 + ẏf

}
dz

≤ T (L, t)ẏ(L, t)y′(L, t)− T (0, t)ẏ(0, t)y′(0, t)

−(dc − δ4)
∫ L

0
ẏ2dz +

1
δ4

∫ L

0
f2dz (A.16)

Similar treatment of Vd(t) as Vc(t) above, with δ5 > 0, yields

V̇d(t) =
1
L

∫ L

0
γz

{
y′ρÿ + ρẏẏ′

}
dz

=
1
L

∫ L

0
γz

{
1
2

∂{T0[y′]2}
∂z

+
1
2
T ′0[y

′]2 +
3
4

∂{θ[y′]4}
∂z

+
1
4
θ′[y′]4 +

1
2
(ρ− dc)

∂[ẏ]2

∂z
+ y′f

}
dz

≤ 1
2
γ(L)T0(L)[y′(L, t)]2 − 1

2L

∫ L

0

(
∂{γz}

∂z
T0 − γzT ′0

)
[y′]2dz

+
3
4
γ(L)θ(L)[y′(L, t)]4 − 1

4L

∫ L

0

(
3
∂{γz}

∂z
θ − γzθ′

)
[y′]4dx

+
1
2
γ(L)ρ(L)ẏ2(L, t)− 1

2L

∫ L

0

∂{γρz}
∂z

[ẏ]2dz +
δ5

L

∫ L

0
γ2z2[y′]2dx +

1
δ5L

∫ L

0
f2dz(A.17)

For clarity, we separate Ve(t) into Ve0(t) and VeL at z = 0 and z = L respectively for the

boundary control design. Taking the time derivative of Ve0(t) along Eq. (5.7) yields

V̇e0 = ẏ(0, t)
[
u0(t)− T (0, t)y′(0, t)− d0(t)ḃ0(t)−M0ÿs

]

Substituting the boundary control of the crane (5.66) at z = 0 into Eq. (A.18), we obtain
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V̇e0 = ẏ(0.t)
[−k0ẏ(0, t) + T (0, t)y′(0, t)

]

= −k0ẏ
2(0, t) + T (0, t)y′(0, t)ẏ(0.t) (A.18)

For control deign of the cable-payload boundary via attached thrusters at z = L, we take

the time derivative of VeL(t) along Eq. (5.8),

V̇eL(t) = ML

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

][
ÿ(L, t) +

3
4
γ(L)ẏ′(L, t)

]

=
[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

][
uL(t) + T (L, t)y′(L, t)− dL(t)ḃL(t)

+fL(t) +
3
4
MLγ(L)ẏ′(L, t)

]
(A.19)

Substituting the designed boundary control (5.67) at z = L, we have

V̇eL(t) =
[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

][
− kL

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]
− T (L, t)y′(L, t)

−sgn
[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]
fL + fL(t)

]
(A.20)

≤ −kL

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]2
− T (L, t)y′(L, t)ẏ(L, t)− 3

4
γ(L)T (L, t)[y′(L, t)]2

Combining Eqs. (A.16), (A.17), (A.20) and (A.18),

V̇ (t) ≤ 1
2
γ(L)T0(L)[y′(L, t)]2 +

3
4
γ(L)θ(L)[y′(L, t)]4 +

1
2
γ(L)ρ(L)ẏ2(L, t)

− 1
2L

∫ L

0

(
∂{γz}

∂z
T0 − γzT ′0 − 2δ5γ

2z2

)
[y′]2dz

− 1
4L

∫ L

0

(
3
∂{γz}

∂z
θ − γzθ′

)
[y′]4dx

− 1
2L

∫ L

0

(
∂{γρz}

∂z
+ 2Ldc − 2Lδ4

)
[ẏ]2dz +

(
1
δ4

+
1

δ5L

)∫ L

0
f2dz

−k0ẏ
2(0, t)− kL

[
ẏ(L, t) +

3
8
γ(L)y′(L, t)

]2
− 3

4
T (L, t)γ(L)[y′(L, t)]2
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Using θ(L)[y′(L, t)]2 = T (L, t)− T0(L),

V (t) ≤ −1
4
γ(L)T0(L)[y′(L, t)]2 +

1
2
γ(L)ρ(L)ẏ2(L, t)

−kL

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]2
− 1

4L

∫ L

0

(
3
∂{γz}

∂z
θ − γzθ′

)
[y′]4dx

− 1
2L

∫ L

0

(
∂{γz}

∂z
T0 − γzT ′0 − 2δ5γ

2z2

)
[y′]2dz +

(
1
δ4

+
1

δ5L

) ∫ L

0
f2dz

− 1
2L

∫ L

0

(
∂{γρz}

∂z
+ 2Ldc − 2Lδ4

)
[ẏ]2dz − k0ẏ

2(0, t) (A.21)

From the first three terms in (A.21), we have

−1
4
γ(L)T0(L)[y′(L, t)]2 +

1
2
γ(L)ρ(L)ẏ2(L, t)− 1

2
kL

[
ẏ(L, t) +

3
4
γ(L)y′(L, t)

]2

≤ −
[
kL

9
32

γ(L)2 +
1
4
γ(L)T0(L)

][
y′(L, t)

]2
− 1

2

[
kL − γ(L)ρ(L)

]
ẏ2(L, t)

+kL
9
16

γ(L)2[y′(L, t)]2 +
kL

2
[ẏ(L, t)]2

≤ −
[
− kL

9
32

γ(L)2 +
1
4
γ(L)T0(L)

][
y′(L, t)

]2
− 1

2

[kL

2
− γ(L)ρ(L)

]
ẏ2(L, t) (A.22)

From Eq. (A.21), (A.22) and (5.60), we can show that

V̇ (t) ≤ −λ6[Vc(t) + Ve(t)] + ε (A.23)

where

λ6 = min
{∫ L

0

(
∂{γ(z)ρ(z)z}

Lρ(z)∂z
+

2dc

ρ(z)
− 2δ4

ρ(z)

)
dz

∫ L

0

1
LT0(z)

(
∂{γz}

∂z
T0 − γzT ′0 − 2δ5γ

2z2

)
dz, (A.24)

∫ L

0

1
2Lθ(z)

(
3
∂{γz}

∂z
θ − γzθ′

)
dz,

2k0

M0
,

2kL

ML

}
> 0 (A.25)

ε =
(

1
δ4

+
1

δ5L

)
max

t=[0,∞)

∫ L

0
f2dz ≤ ∞ (A.26)
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with admissible values of control gain kL bounded as

2γ(L)ρ(L) < kL <
8
9

T0(L)
γ(L)

(A.27)
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