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## Summary

In this thesis, we first explain the motivations behind this work and listed the type the array processing problems, which will be dealt with. Mathematical background and preliminary concepts, which are useful to this work, are reviewed in Chapter 2. In Chapter 3, two algorithms for parameter estimation of wideband LFM array signals are devised. Parameters of interest are the DOAs, initial frequencies and frequency rates. The new algorithm that uses least squares method is presented, and is extended to another algorithm by using total least squares method. In Chapter 4, a parameter estimation algorithm for the general PPS, in which LFM signal is a subclass of it, is devised. The estimation parameters are the highest-order frequency parameters and DOA. Spatial Higher-order Instantaneous Moment (SHIM) and its property are introduced and a search-free algorithm is devised. In Chapter 5, a non-parametric estimation algorithm for time-frequency signals, which is even a wider class of signals than PPS, is devised. The primary interest is to recover each of the original signals when the channel is non-invertible (resulting from the underdetermined condition of more inputs than outputs). Properties of Spatial Time-Frequency Distributions (STFDs) are discussed. Following that, the algorithm is outlined and proposed. In Chapter 6, two parametric estimation algorithms for random signals in the presence of unknown Gaussian noise are proposed. The first one is a fourth-order-statistics (FOS) -based
algorithm. The second one is a mixed-order-statistics-based algorithm, which is extended from the first algorithm. The well-known root-multiple signal classification (Root-MUSIC) algorithm is incorporated in the proposed algorithms. Finally, Chapter 7 summarizes the main contributions of the dissertation and provides the future research direction.
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## Chapter 1

## Introduction

### 1.1 Background

Generally, this thesis focused on the parametric and non-parametric estimation of signals in array systems. The parameters to be estimated include DOA and the frequency parameters of signals. The most classical frequency parameter estimation is the signal spectral estimation, which is still of interests in many applications. In addition to that, research scope on spectral estimation has been broadened over the last decades, not only just applying to sinusoidal signals but also applying to wider class of signals which are more suitable in the real world settings. In the following subsection, we will introduce polynomial phase signals (PPS), which is the class of signals that this thesis is focused in. Thereafter, three non-classical array processing problems which will be studied from Chapter 2 onward are introduced.

### 1.1.1 Polynomial Phase Signals

Most of the research focused in spectral estimation of sinusoid signals. This class of signals consists of signals with their phases being a linear function of time, or equivalently, their (instantaneous) frequencies are constant. Estimation of the frequency of this class of signals has been well investigated. A more general class of signals consists of PPS where, as its name implies, its phase, $\phi(t)$, is a polynomial function of time (see Eqn. (1.1)). Furthermore, this class of signals also has its frequency varies as a polynomial function of time, because its angular instantaneous frequency, $\phi^{\prime}(t)$, is just the derivative of the phase with respect to time.

$$
\left\{\begin{align*}
s(t) & \triangleq A e^{j \phi(t)}  \tag{1.1}\\
\phi(t) & \triangleq \sum_{i=0}^{K} a_{i} t^{i} \\
\phi^{\prime}(t) & =\frac{d \phi(t)}{d t}=\sum_{i=0}^{K} i a_{i} t^{i-1}
\end{align*}\right.
$$

A very common example in this class of signals is the linear chirp signal, where the phase is a quadratic function of time ( $K=2$ in Eqn.(1.1)). Thus, the frequency of this chirp signal is a linear function of time and hence it is also referred as LFM signal.

Polynomial phase signals occur in natural phenomena, e.g., gravity waves [1] and seismography. Bats' sonar-like maneuver and their way of navigating relying on chirp (second-order PPS) are of interest to researchers for a long time. Aside
from that, applications of chirp signals have also been reported in radar [2] and sonar [3].

The thesis also looks into multi-component PPS signal, which is defined as

$$
r(t)=\sum_{i=1}^{K} s_{i}(t)
$$

where each $s_{i}(t)$ is of the form of Eqn. (1.1) with its own set of frequency parameters.

### 1.1.2 Radar Applications

Generally, radar can be classified as two major groups, i.e. pulse radar and FMCW radar. A pulse radar transmits the pulse wave such that when the reflected wave received by radar, the propagation time can be measured from the duration from the moment the pulse is transmitted to the moment the the reflected pulse is received. On the other hand, a FMCW radar does not transmit a short pulse signal but transmits continuous signal. This radar changes the frequency of the sinusoid signal linearly as a sawtooth function within a frequency band. To extract the propagation time, the received signal, and transmitted signal are multiplied and passed through a low pass filter. The output signal after passing through a filter will be a single sinusoid with frequency $\Delta f$ directly proportional to the distance from the target (see Fig. 1.1). This operation together with Fourier transform


Figure 1.1: The FMCW radar transmitted (solid) and received signal frequency (dashed). The region where the $\Delta f$ is valid is in region $T$
(FT) for frequency analysis is actually called ambiguity function (AF); we will generalize AF to higher-order ambiguity function (HAF) in the following chapters. Mathematically, this AF operation in the complex form is written in the form

$$
\begin{equation*}
A f(k) \triangleq F T\left\{s(\Delta n) r^{*}(\Delta n)\right\} \tag{1.2}
\end{equation*}
$$

where $s(\Delta n)$ are the samples of the current transmitted signal and $r(\Delta n)$ the samples of the reflected/received signal. The more general form of AF is defined as

$$
\begin{equation*}
A f(\gamma, \tau) \triangleq \int x(t-\tau) x^{*}(t+\tau) e^{-j t \gamma} d t \tag{1.3}
\end{equation*}
$$

where $x(t)$ is the signal or data for the analysis, $\tau$ is delay parameter, and $\gamma$ is a dummy variable.

If there is only one FMCW radar operating in a certain frequency band, the radar is capable of detecting multiple objects and estimating their relative positions from radar. However, in the case of multiple transmitting radars operating in the same frequency band, such as in anti-collision warning system of automobiles, each radar will create interference burying the signal reflected from the targets. This is critical as it could create collisions on the road.

In order to understand this vividly, suppose that there are one main radar, one interference radar, and one object. The signals transmitted by the main radar and the interference radar during period $T$ are $s_{o}(t) \triangleq A_{o} e^{j \omega_{o} t+\nu_{o} t^{2}}$ and $s_{i}(t) \triangleq$ $A_{i} e^{j \omega_{i} t+\nu_{i} t^{2}}$, respectively. Assuming also that the signal scattered by the object to main radar is only the signal transmitted from main radar, then the noise-free received signal by the main radar is $r(t)=s_{o}(t-\tau)+s_{i}(t)$, where, without loss of generality, the delay time for $s_{i}(t)$ to reach the receiver has been ignored. The result from the radar ambiguity function would be the FT of the following $y(t)$,

$$
y(t)=A_{1} \exp \left\{j\left(2 \nu_{o} \tau t+\omega_{o} \tau-\nu_{o} \tau^{2}\right)\right\}+A_{2} \exp \left\{j\left(\left(\omega_{o}-\omega_{i}\right) t+\left(\nu_{o}-\nu_{i}\right) t^{2}\right)\right\}
$$

where $A_{1}$ and $A_{2}$ contain the attenuated amplitudes of $A_{o}^{2}$ and $A_{o} A_{i}$. The second term of $y(t)$ will not appear if there is no interference radar. The second term is a chirp signal, which will bury the signal of interest if its received amplitude is large, because the chirp component has energy spreads over the entire frequency band of interest. Hence, suppression of this chirp component would be important. This
could be done by estimating the frequency rate and removing the second term through filtering (advert to Chapter 3).

Another example is in the application of Doppler radar, where the relative velocity of the object toward or away from the radar is proportional to the Doppler frequency shift of the object. Furthermore, if the object is accelerating radially then the radial acceleration is proportional to the Doppler frequency sweep rate, i.e., frequency rate. Hence, estimation of frequency rate is essential to extract the acceleration of the object. Therefore, the knowledge of initial frequencies and frequency rates will give the knowledge of the distance of the objects from the radar, the radial acceleration, and the radial velocity of the object. Consequently, estimation of these parameters, or in general the parameters of PPS, would be essential for various radar applications.

### 1.1.3 Array Processing

Basically, all of the problems covered by this thesis are in the area of array processing, which can also be treated as multiple-input and multiple-output (MIMO) problems. From practical standpoint, the setting can be interpreted as multipleantenna base station receiving signals from multiple users, or the antenna array of radar receiving signals reflected from multiple targets. There are many more problems can be interpreted from this array processing setting. Figure 1.2 summarizes the general model considered in this thesis.


Figure 1.2: The Channel Input-Output Model
Classically, sources are assumed to be narrowband, such that the channel (mixing matrix or array manifold) $\mathbf{A}$ is undergone flat fading. The channel is further assumed to be unchanged within the estimation period. The noise is assumed to be spatially and temporally white Gaussian noise. The literature survey of the classical parametric DOA estimation methods could be found, for example in [4]. In this thesis, the channel is assumed to be non-convolutive. Furthermore, there are three different types of non-classical problems that are under consideration, and are illustrated in Fig. 1.3 (b), (c) and (d).

In the first type is the array processing problem shown in Fig. 1.3 (b) the channel, $\mathbf{A}(\boldsymbol{\theta}, t)$, and the multiple input or transmitted signals, $\mathbf{s}_{\boldsymbol{\theta}}(t)$, are modeled to be function of parameters, $\boldsymbol{\theta}$. The objective in parametric array processing is to estimate these parameters. In this thesis, the parameters, $\boldsymbol{\theta}$, include DOAs, frequencies, frequency rates, and other frequency-related parameters of the sources. If the interest is to recover these signals, they could be constructed by estimating these parameters. Alternatively, the estimated parameters could also be used in
beamforming. The main difference from the classical parametric array processing, owing to the wideband LFM or PPS case, is that the channel $\mathbf{A}(\theta, t)$ is also function of time, which is theoretically a very challenging problem to deal with compared to the classical case in Fig. 1.3 (a). This is because the estimation of the signal covariance matrix is difficult, attributable to non-ergodicity of the observed signal covariance. The noise $\mathbf{v}(t)$ is assumed to be spatially and temporally white Gaussian noise.

The second type is the parametric array processing of random sources with possibly correlated noise (Fig. 1.3 (c)). However, here the sources, $\mathbf{s}(t)$, are narrowband random signals, which are not parametrically modeled and only the channel, $\mathbf{A}(\boldsymbol{\theta})$ is assumed to be a function of parameters, which are DOAs. Here, the objective is to estimate DOAs. The main difference from the classical parametric array processing is that the noise, $\mathbf{v}(t)$, is not restricted to spatially and temporally white Gaussian noise. In fact, in many applications, the noise is not always white spatially and temporally. If one is interested in restoring the original signals, it could be done by solving the least squares problem (by using pseudo-inverse of the channel, $\hat{\mathbf{s}}(t)=\mathbf{A}^{\dagger}(\hat{\boldsymbol{\theta}}) \mathbf{x}(t)$ ), because the channel, $\mathbf{A}(\boldsymbol{\theta})$, is independent of time and has a known structure. Again, one could use the estimated DOAs for beamforming applications if the interest is not to restore the original source signals.

The third type is the non-parametric estimation of time-frequency signals or non-stationary signals (Fig. 1.3 (d)). The signals $\mathbf{s}(t)$ is assumed to be narrow-

## Goal



Figure 1.3: (a). Classical parametric array processing, (b). First case: PPS array processing, (c). Second case: array processing in presence of unknown zero-mean Gaussian noise, (d) Third case: non-parametric (blind) array processing
band, and the channel, $\mathbf{A}$, is assumed to be independent of time and parameters, however, it is unknown. Besides that, it is assumed that there are more sources
than receiving antennas, and hence, the channel can be represented by a wide matrix. Practically, this could happen when there are more users transmitting than base station's antennas in a single cell. In this condition, even if $\mathbf{A}$ is known, one cannot obtain $\mathbf{s}(t)$ directly by solving least squares problem described briefly in the second type of array processing. Here, the objective is to obtain $\mathbf{s}(t)$, which is unknown, but each signal is assumed to have a distinct time-frequency signature. This type of non-parametric estimation where the channel is unknown is called blind source separation (BSS) and its literature surveys could be found in [5]. The BSS problem that assume more sources than sensors is called underdetermined BSS (UBSS).

### 1.2 Organization of the Thesis and Contributions

The organization of the thesis is as follows: In Chapter 2, mathematical background and preliminary concepts are covered. Time-frequency distributions, which are the core for analyzing the non-stationary signals, are discussed. The quadratic time-frequency distributions and some of their properties are briefly discussed. Higher-order statistics employed in this thesis, such as cumulants and moments, are also explained. The signal models that were explained in the previous section will be elaborated in detail in Chapter 2. Following that, some of subspace-based DOA estimation techniques are reviewed.

In Chapter 3, two algorithms for parameter estimation of wideband LFM array signals for the first type of array processing setting are devised. Parameters of interest are the DOAs, initial frequencies and frequency rates. Initially, a review of the existing algorithms, as well as, their strengths and weaknesses, are presented. Following that, the mathematical model is reviewed for the LFM signals in order to demonstrate the idea behind the proposed algorithm. The first algorithm that uses least squares method is presented, and is extended to the second algorithm by using total least squares method. Simulation results are presented and comparison with an existing algorithm is made. Finally, Cramer-Rao Bound (CRB) and the performance analysis are derived.

Most of the materials in Chapter 3 have been published in

- S. Lie, A. R. Leyman and Y. H. Chew, "Parameter estimation of wideband chirp signals in sensor arrays through DPT," in Proc. 37th Asilomar Conf. on Sign., Syst. and Comp., Pacific Grove, CA, Nov. 2003.
- S. Lie, A. R. Leyman and Y. H. Chew, "Wideband chirp parameter estimation in sensor arrays through DPT," IEE Electronic Letters, vol. 39, no. 23, pp. 1633-1634, Nov. 2003.

In Chapter 4, a parameter estimation algorithm for the class of PPS, in which LFM signal is a subclass of, is devised. The estimation parameters are the highestorder frequency parameter and DOA. In the case of LFM signal, and quadrature

FM signal, the highest-order frequency parameters are frequency rate for LFM signal, and frequency acceleration for quadrature FM signal. Spatial Higher-order Instantaneous Moment (SHIM) and its property are introduced in Chapter 4. Furthermore, a review on the joint angle-frequency estimation algorithms is also presented. The proposed algorithm is devised using SHIM. Thereafter, a brief analysis and the identifiability condition are discussed. Finally, results are presented and comparison with Maximum Likelihood (ML) estimation is demonstrated.

Most of the materials in Chapter 4 have been published in

- S. Lie, A. R. Leyman and Y. H. Chew, "Wideband polynomial-phase parameter estimation in sensor array," in Proc. of the 3rd IEEE International Symposium on Sign. Proc. and Info. Tech., Darmstadt, Germany, Dec 2003.

In Chapter 5, a non-parametric estimation algorithm for time-frequency signals, even wider class than PPS, is devised. The primary interest is to recover each of the original signals even if the channel is unknown and non-invertible (resulting from the underdetermined condition of more inputs than outputs). This chapter starts with a brief review of existing algorithms and introduction to the problem. Properties of Spatial Time-Frequency Distributions (STFDs) are discussed. Following that, the algorithm is outlined and proposed. A new property of the existing subspace separation method is discussed and employed in the proposed algorithm. Simulation results are presented to show its effectiveness. The results are also compared with the existing algorithm.

Most of the materials in Chapter 5 have been published in

- S. Lie, A. R. Leyman and Y. H. Chew, "Underdetermined source separation for non-stationary signal," The 32nd International Conference on Acoustics, Speech, and Signal Processing (ICASSP), Hawaii, USA, April 2007.

In Chapter 6, two parametric estimation algorithms for random signals in the presence of unknown Gaussian noise are proposed. Introduction and review of the existing algorithms are discussed. A fourth-order-statistics (FOS) -based algorithm is devised and it is extended to mixed-order-statistics-based algorithm. Simulation results are demonstrated and compared to an existing fourth-order (FO) algorithm and an existing second-order (SO) algorithm. Root-multiple signal classification (Root-MUSIC) algorithm is incorporated in the proposed algorithms. Thereafter, we end the chapter with a short discussion.

Most of the materials in Chapter 6 have been published in

- S. Lie, A. R. Leyman and Y. H. Chew, "Fourth-order and weighted mixed order direction of arrival estimators," IEEE Signal Processing Letters, vol. 13, no.11, Nov 2006.

Finally, Chapter 7 summarizes the main contributions of the dissertation. The directions of the future research are discussed.

## Chapter 2

## Mathematical Preliminaries

In this chapter, we review some of the background and mathematical theories, which will be used in the thesis. The scopes to be covered include time-frequency distributions (TFDs), cumulants, moments, and subspace-based direction-of-arrival estimation methods. Readers are assumed to have some basic understanding in parameter estimation theory and time-frequency analysis, hence the review on these topics is only minimally elaborated.

### 2.1 Time-Frequency Distributions

In this section we define the TFD of a signal. The reason why the TFD of a signal is important is because most signals encountered in many real-life situations are not necessarily stationary, e.g., speech, music, and PPS. A signal is said to be non-stationary if its intrinsic characteristics vary with time [6]. For example, in speech and music, we could clearly hear the variations of frequencies or notes over
time. If we apply FT to this type of signal, we can only observe the frequency content of the signal. To observe vividly, see the following illustration in Fig. 2.1. In the illustration, we show how the frequency of a signal with time-varying frequency changes with time in the $\omega-t$ plane. Applying FT to the signal only gives the three frequencies shown along the $\omega$-axis. Hence, FT does not allow one to observe how the frequencies vary in time. Therefore, the FT is not suitable to analyze the non-stationary signals. The preferred method to analyze this type of signals is to use a description of the signal that involves both time and frequency. This method is called time-frequency (TF) analysis, which maps a signal (i.e., a one-dimensional function of time) onto an image (i.e., a two-dimensional function of time and frequency) that displays the spectral components of the signal as a function of time (see the illustration on the box in Fig. 2.1). Conceptually, one may think of this mapping as a time-varying spectral representation of the signal, analogous to musical score.

### 2.1.1 Definitions

In general, let us define this time-varying spectral representation as $P(t, \omega)$. The definition of the moments or global averages of time and frequency are

$$
\begin{align*}
\langle\omega\rangle & \triangleq \iint \frac{1}{|s(t)|^{2}} \omega P(t, \omega) d t d \omega \\
\langle t\rangle & \triangleq \iint \frac{1}{|S(\omega)|^{2}} t P(t, \omega) d t d \omega \tag{2.1}
\end{align*}
$$



Figure 2.1: Signal with varying frequencies over time
where $s(t)$ and $S(\omega)$ are the signal and its Fourier-tranformed pair. The definition of the conditional moments or local averages of time and frequency are

$$
\begin{align*}
\langle\omega\rangle(t) & \triangleq \frac{1}{|s(t)|^{2}} \int \omega P(t, \omega) d \omega \\
\langle t\rangle(\omega) & \triangleq \frac{1}{|S(\omega)|^{2}} \int t P(t, \omega) d t \tag{2.2}
\end{align*}
$$

Moments of the function of time and frequency, are defined as follows

$$
\begin{align*}
\langle g(\omega)\rangle(t) & \triangleq \frac{1}{|s(t)|^{2}} \int g(\omega) P(t, \omega) d \omega \\
\langle h(t)\rangle(\omega) & \triangleq \frac{1}{|S(\omega)|^{2}} \int h(t) P(t, \omega) d t \tag{2.3}
\end{align*}
$$

where $g($.$) and h($.$) are continuous functions. With these definitions, we have the$ conditional spread in time and frequency defined as,

$$
\begin{align*}
& \sigma_{t \mid \omega}^{2} \triangleq\left\langle t^{2}\right\rangle(\omega)-\langle t\rangle^{2}(\omega) \\
& \sigma_{\omega \mid t}^{2} \triangleq\left\langle\omega^{2}\right\rangle(t)-\langle\omega\rangle^{2}(t) \tag{2.4}
\end{align*}
$$

Assuming that the signal has a model as follows: $s(t)=A(t) \exp (j \phi(t))$, which is the typical model of speech and communication signals, where $A(t)$ is the slow time-varying amplitude and $\phi(t)$ is the time-varying phase. The instantaneous angular frequency is then defined as $\phi^{\prime}(t) \triangleq \frac{\partial \phi(t)}{\partial t}$.

### 2.1.2 Types of TFD

Generally, TFDs could be classified into two classes. One class is known as the linear TFD, such as spectrogram of windowed FT and scalogram of wavelets transform. It is called linear because the operator applied to the sum of signals is equal to the sum of the operators applied to each of the signals. The operator in this case could be windowed FT or wavelets transform. In the next section, we will briefly describe the windowed FT because it is related to the well-established FT. The other class of distribution is called quadratic distribution, such as Cohen's Class distribution and Wigner-Ville distribution (WVD). It is called quadratic because the operator applied to, e.g., sum of two signals, will lead to sum of the operators
applied to each of the signals plus the operators applied to the product of the two signals. We will express this quadratic property mathematically when defining the Cohen's Class distributions.

### 2.1.3 Windowed Fourier Transform

Windowed Fourier transform, or Short-time Fourier transform, of the signal $f(t)$ is defined as follows

$$
\begin{equation*}
F(t, \omega) \triangleq \int_{-\infty}^{\infty} f(u) g(u-t) e^{-j \omega u} d u \tag{2.5}
\end{equation*}
$$

with a symmetric window $g(t)=g(-t)$ which is also normalized ${ }^{\S}$, i.e., $\|g\|_{L^{2}}=1$. The multiplication window $g(u-t)=\delta(u-t)$ localizes the Fourier integral in the neighborhood of $t=u$. Hence, the window determines the TF support or the resolution of the transform, which is independent of the signal $f(t)$ and location of signal in TF plane. In the following examples, we will illustrate this property.

Example 1. Suppose the signal is $f(t)=e^{j \omega_{0} t}$ then its windowed FT is

$$
\begin{equation*}
F(t, \omega)=G\left(\omega-\omega_{0}\right) e^{-j t\left(\omega-\omega_{0}\right)} \tag{2.6}
\end{equation*}
$$

For a given time instant, its energy is spread over interval $\left[\omega_{0}-\sigma_{\omega \mid t} / 2, \omega_{0}+\sigma_{\omega \mid t} / 2\right]$. Here $G(\omega)$ is the FT of $g(t)$, and $\sigma_{\omega \mid t}^{2}$ is the conditional frequency spread of $G(\omega)$.

$$
{ }^{\S} L^{2} \text {-norm: }\|g\|_{L^{2}}^{2}=\int|g(t)|^{2} d t
$$

Example 2. The windowed FT of a Dirac $f(t)=\delta\left(t-t_{0}\right)$ is given by

$$
\begin{equation*}
F(t, \omega)=g\left(t_{0}-t\right) e^{-j f t_{0}} \tag{2.7}
\end{equation*}
$$

Hence, for a given frequency, its energy is spread over the time interval $\left[t_{0}-\right.$ $\left.\sigma_{t \mid \omega} / 2, t_{0}+\sigma_{t \mid \omega} / 2\right]$. Here $\sigma_{t \mid \omega}^{2}$ is the conditional time spread of $g(t)$.

Example 3. Consider a chirp (LFM) with a Gaussian envelope and a Gaussian window,

$$
\begin{equation*}
s(t)=(\alpha / \pi)^{1 / 4} e^{-\alpha t^{2} / 2+j \beta t^{2} / 2+j \omega_{0} t} \quad \text { and } \quad g(t)=(a / \pi)^{1 / 4} e^{-a t^{2} / 2} \tag{2.8}
\end{equation*}
$$

where $\frac{1}{2 \alpha}$ and $\frac{1}{2 a}$ are the variances of Gaussian distributions. The spectrogram, which is defined as

$$
\begin{equation*}
S(t, \omega) \triangleq\|F(t, \omega)\|^{2} \tag{2.9}
\end{equation*}
$$

is given by [7]

$$
\begin{align*}
S(t, \omega) & =\frac{P(t)}{\sqrt{2 \pi \sigma_{\omega \mid t}^{2}}} \exp \left[-\frac{(\omega-\langle\omega\rangle(t))^{2}}{2 \sigma_{\omega \mid t}^{2}}\right]  \tag{2.10}\\
& =\frac{P(\omega)}{\sqrt{2 \pi \sigma_{t \mid \omega}^{2}}} \exp \left[-\frac{(t-\langle t\rangle(\omega))^{2}}{2 \sigma_{t \mid \omega}^{2}}\right] \tag{2.11}
\end{align*}
$$

where

$$
\begin{align*}
P(t) & =\sqrt{\frac{a \alpha}{\pi(\alpha+a)}} \exp \left[-\frac{a \alpha}{\alpha+a} t^{2}\right]  \tag{2.12}\\
P(\omega) & =\sqrt{\frac{a \alpha / \pi}{\alpha a^{2}+a\left(\alpha^{2}+\beta^{2}\right)}} \exp \left[-\frac{a \alpha}{\alpha a^{2}+a\left(\alpha^{2}+\beta^{2}\right)} \omega^{2}\right] \tag{2.13}
\end{align*}
$$

and

$$
\begin{align*}
\langle\omega\rangle(t) & =\frac{a}{a+\alpha} \beta t+\omega_{0}  \tag{2.14}\\
\sigma_{\omega \mid t}^{2} & =\frac{1}{2}(\alpha+a)+\frac{1}{2} \frac{\beta}{\alpha+a}  \tag{2.15}\\
\langle t\rangle(\omega) & =\frac{a \beta}{\alpha a^{2}+a\left(\alpha^{2}+\beta^{2}\right)} \omega  \tag{2.16}\\
\sigma_{t \mid \omega}^{2} & =\frac{1}{2} \frac{(\alpha+a)^{2}+\beta^{2}}{\alpha a^{2}+a\left(\alpha^{2}+\beta^{2}\right)} \tag{2.17}
\end{align*}
$$

The concentration of energy for an instantaneous time is along the estimated instantaneous frequency, $\langle\omega\rangle(t)$, given by Eqn. (2.14). Similarly, for a given frequency, its concentration of energy is along estimated group delay, $\langle t\rangle(\omega)$, given by Eqn. (2.16). As the window gets narrow, i.e. $a \rightarrow \infty$, the estimate of instantaneous frequency approaches $\beta t+\omega_{0}$. However, with this limit, the estimate of group delay approaches zero. This is understandable, because as $a \rightarrow \infty$ we have a flat window in frequency domain, which corresponding to the case where there is no windowing.

Conversely, if we want to focus on temporal properties for a given frequency,
we must take $a \rightarrow 0$. In this case $\langle t\rangle(\omega) \rightarrow \beta /\left(\alpha^{2}+\beta^{2}\right)$, which gives the correct group delay. Thus, we conclude that in spectrogram, $\langle\omega\rangle(t)$ does not always give the actual instantaneous frequency and group delay. They are dependent on the window function chosen.

### 2.1.4 Cohen's Class Distribution

The Cohen's class of quadratic distribution [8] is defined as follows

$$
\begin{equation*}
P(t, \omega) \triangleq \frac{1}{4 \pi} \iiint e^{-j(\theta t+\tau \omega-\theta u)} \kappa(\theta, \tau) s^{*}\left(u-\frac{\tau}{2}\right) s\left(u+\frac{\tau}{2}\right) d u d \tau d \theta \tag{2.18}
\end{equation*}
$$

where $\tau, \theta$ and $u$ are the dummy variables, and $\kappa(\theta, \tau)$ is the kernel. The choices of kernels and their properties could be found in [7,9]. When the kernel is equal to one, i.e., $\kappa(\theta, \tau)=1$, Eqn. (2.18) gives the WVD, which is given by

$$
\begin{equation*}
\mathrm{WV}_{s}(t, \omega) \triangleq \frac{1}{2 \pi} \int s^{*}(t-\tau / 2) s(t+\tau / 2) e^{-j \omega \tau} d \tau \tag{2.19}
\end{equation*}
$$

This can be shown by noting that $\int e^{-j \theta(t-u)} d \theta=2 \pi \delta(t-u)$. Meanwhile, we will consider only WVD in order to observe its properties, which are also inherited by some members of the Cohen's class distributions. The WVD has many properties $[7,10]$. Only three of them are shown here, because these properties distinguish WVD and some of the Cohen's class members from the windowed FT.

## Property 1: WVD Time-Frequency Support

Time-frequency support means that the distribution is zero whenever signal or spectrum is zero. Suppose that a signal $s(t)$ has energy that is concentrated around $\left(t_{0}, \omega_{0}\right)$, then the WVD of $s(t)$ also has its energy centered at $\left(t_{0}, \omega_{0}\right)$, with equal time and frequency support (spread of $s(t)$ and its spectrum). This is illustrated by the following proposition [10]:

Proposition 1. If the support of $s(t)$ is $\left[t_{0}-T / 2, t_{0}+T / 2\right]$, then for all $\omega$ the support in $t$ of $\mathrm{WV}_{s}(t, \omega)$ is included in this interval. If the support of signal spectrum, $S(\omega)$ is $\left[\omega_{0}-\Delta / 2, \omega_{0}+\Delta / 2\right]$, then for all $t$ the support in $\omega$ of $\mathrm{WV}_{s}(t, \omega)$ is included in this interval. (see Mallat's [10] for a proof)

Hence, the direct consequences of the above proposition are:

$$
\begin{aligned}
& \text { If } s(t)=\delta\left(t-t_{0}\right) \Longrightarrow \mathrm{WV}_{s}(t, \omega)=\delta\left(t-t_{0}\right) \\
& \text { If } s(t)=\exp \left(j \omega_{0} t\right) \Longrightarrow \mathrm{WV}_{s}(t, \omega)=\frac{1}{2 \pi} \delta\left(\omega-\omega_{0}\right)
\end{aligned}
$$

This implies that WVD does not spread the time or frequency support of Dirac or sinusoid functions, unlike windowed FT (c.f. Examples 1 and 2)

## Property 2: The Local Average Frequency of WVD at $t_{0}$ gives $\phi^{\prime}\left(t_{0}\right)$

The instantaneous frequency of FM signals at any fixed time instant $t_{0}$ is just the local average of the frequency computed relative to the WVD. A frequency modulated signal is defined as $s(t)=a(t) \exp (j \phi(t))$, where $a(t)$ is the slow time-varying amplitude and $\phi^{\prime}(t)$ is the frequency modulation or the instantaneous frequency. Therefore, for a fixed $t_{0}$, the mass or energy of WVD is concentrated around the instantaneous frequency. Formally, this property is given by the following proposition [10].

Proposition 2. If $s(t)=a(t) \exp (j \phi(t))$, then

$$
\begin{equation*}
\phi^{\prime}(t)=\frac{\int \omega \mathrm{WV}_{s}(t, \omega) d \omega}{|s(t)|^{2}} \tag{2.20}
\end{equation*}
$$

(see Mallat's [10] for the proof)

For example, from the same chirp signal with Gaussian envelope in Example 3, we obtain its WVD as,

$$
\begin{equation*}
W V(t, \omega)=\frac{1}{\pi} e^{\left.-\alpha t^{2}-\left(\omega-\beta t-\omega_{0}\right)^{2}\right) / \alpha} \tag{2.21}
\end{equation*}
$$

From Eqn. (2.21), the energy is concentrated at $\omega=\beta t+\omega_{0}$ which is the instantaneous frequency of the signal. This is not the case in Example 3 when windowed FT is used. However, in Example 1, the energy is concentrated along the instan-
taneous frequency. We can conclude that in windowed FT, local average of the distribution does not guarantee to give instantaneous frequency (this also applies to the group delay, which is not discussed here).

Properties 1 and 2 are the main advantages of some of the Cohen's class members, including the WVD, over the windowed FT. In the following, we will show the drawback of quadratic distributions.

## Property 3: The Interferences or Cross-Term

Interference or cross-term is quite a severe issue because it could become nuisance in some applications, for example, one might detects more signals are present than there are, because the interference appears like signal after being processed by the quadratic TFD. This topic has generated many interests from many people [8,11-15]. All of them try various ways to suppress the interference or the crossterms. However, these cross-terms could be useful if one knows how to exploit them, which will be shown in Chapter 5. The cross-terms arise when the WVD is applied to a composite signal, which is formed by the linear combination of two or more distinct signals. For example, if $s(t)=g(t)+h(t)$ then the WVD will produce two cross-terms, i.e., $\mathrm{WV}_{g, h}(t, \omega)+\mathrm{WV}_{h, g}(t, \omega)$, mathematically,

$$
\begin{align*}
\mathrm{WV}_{s}(t, \omega) & =\mathrm{WV}_{g}(t, \omega)+\mathrm{WV}_{g, h}(t, \omega)+\mathrm{WV}_{h, g}(t, \omega)+\mathrm{WV}_{h}(t, \omega)  \tag{2.22}\\
& =\mathrm{WV}_{g}(t, \omega)+2 \Re\left\{\mathrm{WV}_{g, h}(t, \omega)\right\}+\mathrm{WV}_{h}(t, \omega)
\end{align*}
$$

where the cross-term is defined as

$$
\begin{equation*}
\mathrm{WV}_{h, g}(t, \omega) \triangleq \int h(t+\tau / 2) g^{*}(t-\tau / 2) e^{-j \omega \tau} d \tau \tag{2.23}
\end{equation*}
$$

### 2.1.5 Ambiguity Function

Ambiguity Function (AF) is defined as follows,

$$
\begin{equation*}
\mathrm{AF}(\theta, \tau) \triangleq \int s^{*}(u-\tau / 2) s(u+\tau / 2) e^{j \theta u} d u \tag{2.24}
\end{equation*}
$$

where $u$ is a dummy variable, and $\tau$ is the delay variable. Ambiguity Function is related to Cohen's class distribution in Eqn.(2.18) as follows,

$$
\begin{equation*}
P(t, \omega)=\frac{1}{4 \pi^{2}} \iint M(\theta, \tau) e^{-j \theta t-j \tau \omega} d \theta d \tau \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
M(\theta, \tau)=\kappa(\theta, \tau) \operatorname{AF}(\theta, \tau) \tag{2.26}
\end{equation*}
$$

From Eqn. (2.25), $P(t, \omega)$ is related to $M(\theta, \tau)$ through 2-dimensional (2-D) FT. Hence, the multiplication of kernel in the ambiguity domain ( $\theta-\tau$ domain) in Eqn. (2.26) with appropriate low-pass masking will lead to cross-terms smoothing in TF domain $(t-\omega$ domain $)$, e.g. by Choi-Williams kernel $\kappa(\theta, \tau)=e^{-\sigma^{2} \tau^{2} \theta^{2}}$. The idea of smoothing is based on the fact that cross-terms are oscillatory in TF
domain (see [10]).

### 2.1.6 Higher-order Ambiguity Function (HAF)

The higher-order variant of AF is called higher-order ambiguity function (HAF) $[16,17]$, and its discrete-time implementation is called discrete polynomial transform (DPT) [18]. The DPT is defined as follows,

$$
\begin{equation*}
\operatorname{DPT}_{K}[s(n), \tau] \triangleq \operatorname{DTFT}\left\{D P_{K}[s(n), \tau]\right\} \tag{2.27}
\end{equation*}
$$

where DTFT denotes the discrete-time Fourier transform and $D P_{K}[\cdot]$ is the higherorder instantaneous (HIM) operator. The HIM operator [19] is defined as follows,

$$
\begin{align*}
D P_{1}[s(n), \tau] & \triangleq s(n) \\
D P_{2}[s(n), \tau] & \triangleq s(n) s^{*}(n-\tau)  \tag{2.28}\\
& \vdots \\
D P_{K}[s(n), \tau] & \triangleq D P_{2}\left[D P_{K-1}[s(n), \tau], \tau\right]
\end{align*}
$$

and $\tau$ is an arbitrary positive integer parameter which could be chosen according to [18]. The main usage of DPT or HAF is in PPS applications as we will see in Chapters 3 and 4.

### 2.2 Moments and Cumulants

In this section, we review the definitions of statistical moments and cumulants, because we will use them throughout the thesis. When random variables are non-Gaussian, the first two moments are not sufficient to define their probability density functions or cumulative distribution functions (pdf or cdf). Consequently, higher-order statistics (HOS), can reveal other information about them than just second-order statistics (SOS) can provide. Ideally, the entire pdf is needed to characterize a non-Gaussian random variable, however, in practice this may not be always available. Under these circumstances, the pdf may be characterized by its moments or cumulants. It should be noted that some distributions do not possess finite moments of all orders. Fortunately, for sufficiently large number of the sources of randomness and under certain conditions stated in page 538 of [20], the cdf of the random variable could be approximated by Edgeworth's expansion involving HOS to up to fourth-order [21]. In fact, if the number of the sources of randomness is $n$, then the error of approximation is in the order of less than $1 / n$. Thus, with just up to fourth-order statistics, one could approximate the cdf very well. In practice, the approximations often turn out to be remarkably good even when only the first three or four moments are used [22].

### 2.2.1 Definitions and Properties

We focus our presentation on real random variables. For the complex case, readers can refer to $[22,23]$ and the references therein. Let $\{y(n)\}, n=0, \pm 1, \pm 2, \pm 3, \ldots$ be a random process, stationary up to order $q$; then, the $p^{\text {th }}$-order moment ( $p \leq$ q), $M_{p, y}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{p-1}\right)$, is defined as the joint $p^{\text {th }}$-order moment of the random variables, $y(n), y\left(n+\tau_{1}\right), \ldots, y\left(n+\tau_{p-1}\right)$. Because of the assumed stationarity, the $p^{\mathrm{th}}$-order moment is a function only of the $(p-1)$ lags, $\left\{\tau_{i}\right\}_{i=1}^{p-1}$. We now write the moment of a stationary random process as

$$
\begin{align*}
M_{p, y}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{p-1}\right) & \triangleq \operatorname{Mom}\left[y(n), y\left(n+\tau_{1}\right), \ldots, y\left(n+\tau_{p-1}\right)\right] \\
& =E\left[y(n) y\left(n+\tau_{1}\right) \ldots y\left(n+\tau_{p-1}\right)\right] \tag{2.29}
\end{align*}
$$

where $E[\cdot]$ is the statistical expectation operator. The $p^{\text {th }}$-order cumulant exists, if all absolute moments of $q^{\text {th }}$-orders $q \leq p$ exist (and are bounded). Similarly, all the $p^{\text {th }}$-order cumulants of $\{y(n)\}$ are $(p-1)$-dimensional functions, which can be written in the form

$$
\begin{equation*}
C_{p y}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{p-1}\right) \triangleq \operatorname{Cum}\left[y(n), y\left(n+\tau_{1}\right), \ldots, y\left(n+\tau_{p-1}\right)\right] \tag{2.30}
\end{equation*}
$$

The general relationship between moments and cumulants of any order can be found in [24]. Cumulants of orders greater than one are invariant to shift of mean. We will assume that the processes of interest are all with zero-mean.

Hence, the second-order moment (autocorrelation) of the zero-mean random process $\{y(n)\}$ is defined as

$$
\begin{equation*}
M_{2, y}(\tau) \triangleq E[y(n) y(n+\tau)] \tag{2.31}
\end{equation*}
$$

In this case, the second-order cumulants $C_{2, y}(\tau)$ are the same as $M_{2, y}(\tau)$, i.e. $C_{2, y}(\tau)=M_{2, y}(\tau) \forall \tau$. The third-order moment is defined as

$$
\begin{equation*}
M_{3, y}\left(\tau_{1}, \tau_{2}\right) \triangleq E\left[y(n) y\left(n+\tau_{1}\right) y\left(n+\tau_{2}\right)\right] \tag{2.32}
\end{equation*}
$$

and again $C_{3, y}\left(\tau_{1}, \tau_{2}\right)=M_{3, y}\left(\tau_{1}, \tau_{2}\right) \forall \tau_{1}, \tau_{2}$, where $C_{3, y}\left(\tau_{1}, \tau_{2}\right)$ is the third-order cumulant. The fourth-order moment is defined as

$$
\begin{equation*}
M_{4, y}\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \triangleq E\left[y(n) y\left(n+\tau_{1}\right) y\left(n+\tau_{2}\right) y\left(n+\tau_{3}\right)\right] \tag{2.33}
\end{equation*}
$$

and the fourth-order cumulant is

$$
\begin{align*}
C_{4, y}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)= & M_{4, y}\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \\
& -C_{2, y}\left(\tau_{1}\right) C_{2, y}\left(\tau_{2}-\tau_{3}\right)-C_{2, y}\left(\tau_{2}\right) C_{2, y}\left(\tau_{3}-\tau_{1}\right) \\
& -C_{2, y}\left(\tau_{3}\right) C_{2, y}\left(\tau_{1}-\tau_{2}\right) . \tag{2.34}
\end{align*}
$$

As we have seen above, although the second- and third-order cumulants (of zeromean processes) are identical with the autocorrelation and the third-order mo-
ments, respectively, the fourth-order moments are different from the fourth-order cumulants. The third- and higher-order cumulants of Gaussian processes are zero (proof can be found in Appendix A). Since cumulants of order $p>2$ of a Gaussian process are zero, the cumulants provide a quantitative measure of its deviation from Gaussianity.

The properties of moments and cumulants can be summarized as follows (the proof could be found in [23]):

P1 If $\lambda_{i}, i=1, \ldots, p$ are constants, and $y_{i}, i=1, \ldots, p$ are random variables, then

$$
\operatorname{Mom}\left(\lambda_{1} y_{1}, \ldots, \lambda_{p} y_{p}\right)=\left(\prod_{i=1}^{p} \lambda_{i}\right) \operatorname{Mom}\left(y_{1}, \ldots, y_{p}\right)
$$

and

$$
\operatorname{Cum}\left(\lambda_{1} y_{1}, \ldots, \lambda_{p} y_{p}\right)=\left(\prod_{i=1}^{p} \lambda_{i}\right) \operatorname{Cum}\left(y_{1}, \ldots, y_{p}\right)
$$

P2 Moments and cumulants are symmetric functions in their arguments, i.e.

$$
\operatorname{Mom}\left(y_{1}, \ldots, y_{p}\right)=\operatorname{Mom}\left(y_{j+1}, \ldots, y_{p}, y_{1}, \ldots, y_{j}\right)
$$

and

$$
\operatorname{Cum}\left(y_{1}, \ldots, y_{p}\right)=\operatorname{Cum}\left(y_{j+1}, \ldots, y_{p}, y_{1}, \ldots, y_{j}\right)
$$

P3 If the random variables $\left\{y_{i}\right\}_{i=1}^{p}$ are independent of the random variables $\left\{z_{i}\right\}_{i=1}^{p}$, then

$$
\operatorname{Cum}\left(y_{1}+z_{1}, \ldots, y_{p}+z_{p}\right)=\operatorname{Cum}\left(y_{1}, \ldots, y_{p}\right)+\operatorname{Cum}\left(z_{1}, \ldots, z_{p}\right)
$$

whereas in general

$$
\begin{aligned}
\operatorname{Mom}\left(y_{1}+z_{1}, \ldots, y_{p}+z_{p}\right) & \triangleq E\left[\left(y_{1}+z_{1}\right)\left(y_{2}+z_{2}\right) \cdots\left(y_{p}+z_{p}\right)\right] \\
& \neq \operatorname{Mom}\left(y_{1}, \ldots, y_{p}\right)+\operatorname{Mom}\left(z_{1}, \ldots, z_{p}\right) .
\end{aligned}
$$

However, for random variables $\left\{z_{1}, y_{1}, y_{2}, \ldots, y_{p}\right\}$, we have

$$
\operatorname{Cum}\left(y_{1}+z_{1}, y_{2}, \ldots, y_{p}\right)=\operatorname{Cum}\left(y_{1}, y_{2}, \ldots, y_{p}\right)+\operatorname{Cum}\left(z_{1}, y_{2}, \ldots, y_{p}\right)
$$

and

$$
\operatorname{Mom}\left(y_{1}+z_{1}, y_{2}, \ldots, y_{p}\right)=\operatorname{Mom}\left(y_{1}, y_{2}, \ldots, y_{p}\right)+\operatorname{Mom}\left(z_{1}, y_{2}, \ldots, y_{p}\right) .
$$

$\mathbf{P} 4$ If a subset of the random variables $\left\{y_{i}\right\}_{i=1}^{p}$ is independent from the rest, then

$$
\operatorname{Cum}\left(y_{1}, y_{2}, \ldots, y_{p}\right)=0
$$

whereas in general

$$
\operatorname{Mom}\left(y_{1}, y_{2}, \ldots, y_{p}\right) \neq 0
$$

### 2.2.2 Ergodicity and Moments

Ergodicity deals with the relationship between statistical averages and sample averages. A process $\{y(n)\}$ is ergodic in the most general form if, with probability one, all of its moments can be determined from a single realization [25]. In other words, the expected value $E[\cdot]$ (or ensemble averages) can be replaced by time averages, i.e.,

$$
\begin{array}{r}
E\left[y(n) y\left(n+\tau_{1}\right) \cdots y\left(n+\tau_{p-1}\right)\right]=\left\langle y(n) y\left(n+\tau_{1}\right) \cdots y\left(n+\tau_{p-1}\right)\right\rangle \\
=\lim _{T \rightarrow \infty} \frac{1}{2 T+1} \sum_{n=-T}^{+T} y(n) y\left(n+\tau_{1}\right) \cdots y\left(n+\tau_{p-1}\right) \tag{2.35}
\end{array}
$$

where $\langle\cdot\rangle$ is the time-average operator, which has the same properties as the ensemble average operation $E[\cdot]$ if the process is ergodic.

We see from Eqn. (2.35) that time-averages of higher-order moments are func-
tions of infinitely many random variables and, therefore, can be viewed as random variables themselves. Ergodicity implies that the time averages of all possible sample sequences are equal to the same constant which, in turn, equals the ensemble average. Throughout this thesis we assume that if the process is ergodic, then Eqn. (2.35) holds for all orders up to $p$.

In practice, when we are given a finite length single realization of an ergodic process, i.e., $\{y(n)\}, n=-T, \ldots,+T$, we cannot compute the limits of Eqn. (2.35) but the estimates are

$$
\begin{equation*}
\left\langle y(n) y\left(n+\tau_{1}\right) \cdots y\left(n+\tau_{p-1}\right)\right\rangle \approx \frac{1}{2 T+1} \sum_{n=-T}^{+T} y(n) y\left(n+\tau_{1}\right) \cdots y\left(n+\tau_{p-1}\right) \tag{2.36}
\end{equation*}
$$

The estimation of higher-order moments of a stochastic process can be found in detail in $[21-23,25]$. In Chapter 6, we explicitly use HOS and the mixture of HOS-SOS. The main reason HOS is used because no matter if the Gaussian noise is colored or not, higher-order cumulants of the noise is zero. We discuss more on the use of HOS in Chapter 6.

### 2.3 Array Processing

The objective of array processing is to extract as much information as possible from the signals impinged on an antenna array or to recover each of the source signals that have been transmitted. Information of interest includes e.g., DOAs,
source frequencies and the number of sources. Basically, there are two types of array processing models.

The first type is non-parametric array processing, which does not assume any parameter-dependent structure on the signal and the array manifold. An example is given in Fig. 1.3 (d). Normally, the non-parametric array manifold is classified into convolutive and non-convolutive [5]. In this thesis, we limit the subject to nonconvolutive or linear array manifold. Mathematically, the received signal, $\mathbf{x}(n)$, is described as

$$
\begin{equation*}
\mathbf{x}(n)=\mathbf{A} \mathbf{s}(n)+\mathbf{v}(n) \tag{2.37}
\end{equation*}
$$

where $\mathbf{A}$ is the $M \times K$ linear array manifold matrix, $\mathbf{s}(n)$ is the $K \times 1$ vector consists of $K$ source signals and $\mathbf{v}(n)$ is the $M \times 1$ vector of the complex noise which has zero mean. If the array processing is to recover each source signal without prior knowledge of the channel, this is known as blind beamforming or BSS [26,27]. If the objective is to estimate the array manifold, then it is called blind identification. When the array manifold matrix is long or square, solving blind identification problem is also directly solving BSS, through the use of pseudo-inverse as follows,

$$
\begin{equation*}
\hat{\mathbf{s}}(n)=\hat{\mathbf{A}}^{\dagger} \mathbf{x}(n) \tag{2.38}
\end{equation*}
$$

As we will see in Chapter 5, the array manifold could be wide matrix. In this case, estimating array manifold (solving blind identification) does not solve BSS,
because there are many solutions for $\hat{\mathbf{s}}(n)$ that satisfy Eqn. (2.37) (assuming no noise), and pseudo-inverse only solves for the minimum-normed $\hat{\mathbf{s}}(n)$, which is not necessary anywhere close to actual $\mathbf{s}(n)$. We will see in detail for this type of BSS method in Chapter 5.

The second type is the parametric array processing, which assume that either the array manifold or both the array manifold and signals have parameterdependent structure. The structure is known to the receiver, but the parameters are unknown. Recently, parametric array processing algorithms have been developed for various kind of problems [4,28-32]. The most classical array processing problems involve estimation of DOA and number of sources in the presence of spatially white Gaussian noise [4,33-39]. Hence, in the following subsections, we will only review on the classical DOA estimation algorithms, especially the subspacebased algorithms, because they are known for their low computational complexity and yet superb performance.

### 2.3.1 Parametric Signal Model

In this section, we will briefly review the techniques of classical subspace DOA estimation techniques. These techniques are indirectly incorporated or modified to suit to applications to be presented later. The signal received by $M$-sensor array
is typically modeled as follows,

$$
\begin{equation*}
\mathbf{x}(n)=\mathbf{A}(\boldsymbol{\theta}) \mathbf{s}(n)+\mathbf{v}(n) \quad n=0,1, \ldots, N-1 \tag{2.39}
\end{equation*}
$$

where $N$ is the number of snapshots, $\mathbf{A}(\boldsymbol{\theta})$ is the $M \times K$ array manifold matrix, $\mathbf{s}(n)$ is the $K \times 1$ vector of source signals and $\mathbf{v}(n)$ is the $M \times 1$ vector of circularly complex Gaussian noise having zero mean, and its elements are temporally and spatially white with autocorrelation $\mathbf{R}_{\mathbf{v}}=\sigma_{n}^{2} \mathbf{I}$. The vector of source signals, $\mathbf{s}(n)$, is unknown to receiver.

The array manifold matrix $\mathbf{A}(\boldsymbol{\theta})=\left[\mathbf{a}\left(\boldsymbol{\theta}_{1}\right), \ldots, \mathbf{a}\left(\boldsymbol{\theta}_{K}\right)\right]$ consists of the steering vector of each source $\mathbf{a}\left(\boldsymbol{\theta}_{i}\right)$. Assuming the sources are far away from the sensors such that the resulting waves are plane waves, then the array steering vector of the $i^{\text {th }}$ source has the following structure

$$
\begin{equation*}
\mathbf{a}\left(\boldsymbol{\theta}_{i}\right) \triangleq\left[1, e^{j 2 \pi \tau_{2}\left(\boldsymbol{\theta}_{i}\right)}, \ldots, e^{j 2 \pi \tau_{M-1}\left(\boldsymbol{\theta}_{i}\right)}\right]^{T} \tag{2.40}
\end{equation*}
$$

where the propagation delay between the first and the $m^{\text {th }}$ sensor is given as

$$
\begin{equation*}
\tau_{m}\left(\boldsymbol{\theta}_{i}\right)=\frac{\boldsymbol{v}^{T}\left(\boldsymbol{\theta}_{i}\right) \mathbf{d}_{m}}{c}, \quad m=1, \ldots, M \tag{2.41}
\end{equation*}
$$

In Eqn. (2.41),

- $\boldsymbol{\theta}_{i}=\left[\phi_{i}, \psi_{i}\right]^{T}$, where $\phi_{i}$ is the elevation and $\psi_{i}$ is the azimuth with respect
to the coordinate system.
- $\boldsymbol{v}\left(\boldsymbol{\theta}_{i}\right)=\left[\cos \phi_{i} \sin \psi_{i}, \sin \phi_{i} \sin \psi_{i}, \cos \psi_{i}\right]^{T}$ is the unit vector in the direction of $\boldsymbol{\theta}_{i}$.
- $\mathbf{d}_{m}=\left[\alpha_{m}, \beta_{m}, \gamma_{m}\right]^{T}$ is the coordinate of the physical antenna sensor relative to sensor 1 , which is set as the origin of the coordinate. The values of the coordinate are normalized by the carrier wavelength.
- $c$ is the speed of propagation of carrier in the medium, e.g. propagation of electromagnetic waves in the air is $3 \cdot 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}$ and propagation of sound in the water is $1500 \frac{\mathrm{~m}}{\mathrm{~s}}$.

In Fig. 2.2, we illustrate the plane wave from source $i$ impinging on the antenna array.

For uniform linear array (ULA) and if the signal is from far-field, the array steering vector of the $i^{\text {th }}$ source simplifies to the following structure

$$
\begin{equation*}
\mathbf{a}\left(\theta_{i}\right) \triangleq\left[1, e^{j 2 \pi \tau_{2}\left(\theta_{i}\right)}, \ldots, e^{j 2 \pi \tau_{M-1}\left(\theta_{i}\right)}\right]^{T} \tag{2.42}
\end{equation*}
$$

where the propagation delay between the first and the $m^{\text {th }}$ sensors is given as

$$
\begin{equation*}
\tau_{m}(\theta)=(m-1) \frac{d \sin \theta}{c}, \quad m=1, \ldots, M \tag{2.43}
\end{equation*}
$$

where $d$ is the physical antenna spacing normalized by the carrier wavelength (see

Fig. 2.3). Note that for the estimated DOA, $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, to be unambiguous, the $d<\lambda / 2$ condition must be satisfied, which is analogous to Nyquist sampling theorem for time series.

For convenience, we construct a data matrix, $\mathbf{X}$, by stacking the data vectors*,
*Data matrix (vector) and observed/received signal matrix (vector) are used interchangeably


Figure 2.2: Plane wave impinging from $\left(\phi_{i}, \psi_{i}\right)$ direction to antenna array


Figure 2.3: Plane wave impinging from $\theta$ direction to ULA with $d$ element interspacing $\mathbf{x}(n)$, as follows,

$$
\begin{align*}
\mathbf{X} & =[\mathbf{x}(0), \ldots, \mathbf{x}(N-1)] \\
& =\mathbf{A}(\boldsymbol{\theta}) \mathbf{S}+\mathbf{V} \tag{2.44}
\end{align*}
$$

where $\mathbf{S}=[\mathbf{s}(0), \ldots, \mathbf{s}(N-1)]$ and $\mathbf{V}=[\mathbf{v}(0), \ldots, \mathbf{v}(N-1)]$ are the source signals and noise matrices resulted from stacking, respectively. From now on for simplicity, we will consider only ULA. The weighted subspace fitting and MUSIC algorithm could be used for any array settings. However, root-MUSIC algorithm is limited to ULA, while ESPRIT algorithm is required to have a pair identical subarrays.

### 2.3.2 Review of Weighted Subspace Fitting Algorithm

The first algorithm we will contemplate on is the Weighted Subspace Fitting algorithm $[33,34]$. It is basically based on geometrical interpretation of the data, i.e. the signal subspace. The subspace spanned by column vectors of $\mathbf{A}(\boldsymbol{\theta})$ is termed
as the signal subspace. In the absence of noise, the subspace spanned by $\mathbf{X}$ is the same signal subspace spanned by column vectors of $\mathbf{A}(\boldsymbol{\theta})$. Suppose that the true covariance matrix of $\mathbf{x}(n)$ is available, i.e. $\mathbf{R}_{\mathbf{x}} \triangleq E\left[\mathbf{x}(n) \mathbf{x}(n)^{H}\right]$, then its eigenvalue decomposition (EVD) is expressed as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x}}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}=\mathbf{U}_{\mathbf{S}} \boldsymbol{\Lambda}_{\mathbf{S}} \mathbf{U}_{\mathbf{S}}{ }^{H}+\sigma_{n}^{2} \mathbf{U}_{\mathbf{N}} \mathbf{U}_{\mathbf{N}}{ }^{H} \tag{2.45}
\end{equation*}
$$

which reveals that a basis for signal subspace is formed by the columns of the $M \times K$ matrix $\mathbf{U}_{\mathbf{S}}$. Since the noise is assumed to be white, uncorrelated with the source signals, and of equal variance, then $\mathbf{U}_{\mathbf{N}}$ is the matrix of eigenvectors correspond to the $M-K$ smallest eigenvalues, which is all equal to $\sigma_{n}^{2}$. These eigenvectors (columns of $\mathbf{U}_{\mathbf{N}}$ ) serve as the bases for noise subspace, which is orthogonal to the signal subspace. The orthogonality between signal and noise subspace is exploited not only in the weighted subspace algorithm, but also in other subspace algorithms [33-38]. Since the true covariance matrix is not accessible in practice, one can use the consistent estimate of the covariance matrix which is the sample covariance $\operatorname{matrix} \hat{\mathbf{R}}_{\mathbf{x}} \triangleq \mathbf{X X}^{H} / N$. Thus, its EVD is given by

$$
\begin{equation*}
\hat{\mathbf{R}}_{\mathbf{x}}=\hat{\mathbf{U}} \hat{\boldsymbol{\Lambda}} \hat{\mathbf{U}}^{H}=\hat{\mathbf{U}}_{\mathbf{S}} \hat{\Lambda}_{\mathbf{S}} \hat{\mathbf{U}}_{\mathbf{S}}{ }^{H}+\hat{\mathbf{U}}_{\mathbf{N}} \hat{\Lambda}_{\mathbf{N}} \hat{\mathbf{U}}_{\mathbf{N}}{ }^{H} \tag{2.46}
\end{equation*}
$$

and the estimate for the signal subspace is $\hat{\mathbf{U}}_{\mathbf{S}}$. As the name subspace fitting implies, the method is to fit subspace spanned by the columns of $\mathbf{X}$ to that of
$\operatorname{span}\{\mathbf{A}(\boldsymbol{\theta})\}$. Since $\operatorname{span}\left\{\mathbf{U}_{\mathbf{S}}\right\}=\operatorname{span}\{\mathbf{A}(\boldsymbol{\theta})\}$, then $\mathbf{U}_{\mathbf{S}}=\mathbf{A}(\boldsymbol{\theta}) \mathbf{T}$ where $\mathbf{T}$ is a square and non-singular matrix of size $K \times K$. Finally, we can formulate the subspace fitting estimation as follows

$$
\begin{equation*}
[\hat{\boldsymbol{\theta}}, \hat{\mathbf{T}}]=\arg \min _{\boldsymbol{\theta}, \mathbf{T}}\left\|\hat{\mathbf{U}}_{\mathbf{S}}-\mathbf{A}(\boldsymbol{\theta}) \mathbf{T}\right\|_{F} \tag{2.47}
\end{equation*}
$$

However since each column of $\hat{\mathbf{U}}_{\mathbf{S}}$ is perturbed differently, a modified version of the above formulation with weighting will perform better [33, 34]. The modified version is given by

$$
\begin{equation*}
[\hat{\boldsymbol{\theta}}, \hat{\mathbf{T}}]=\arg \min _{\boldsymbol{\theta}, \mathbf{T}}\left\|\hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}-\mathbf{A}(\boldsymbol{\theta}) \mathbf{T}\right\|_{F} \tag{2.48}
\end{equation*}
$$

where $\mathbf{W}$ is the weighting matrix, which is a diagonal and positive definite matrix. Solving for $\mathbf{T}$, we obtain $\mathbf{T}=\mathbf{A}(\boldsymbol{\theta})^{\dagger} \hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}$. After the substitution of $\mathbf{T}$ into Eqn. (2.48), we obtain

$$
\begin{align*}
\hat{\boldsymbol{\theta}} & =\arg \min _{\boldsymbol{\theta}}\left\|\hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}-\mathbf{A}(\boldsymbol{\theta}) \mathbf{A}(\boldsymbol{\theta})^{\dagger} \hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}\right\|_{F} \\
& =\arg \min _{\boldsymbol{\theta}}\left\|\left(\mathbf{I}-\mathbf{A}(\boldsymbol{\theta}) \mathbf{A}(\boldsymbol{\theta})^{\dagger}\right) \hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}\right\|_{F} \\
& =\arg \min _{\boldsymbol{\theta}}\left\|\mathbf{P}_{\mathbf{A}(\boldsymbol{\theta})}^{\perp} \hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W}^{\frac{1}{2}}\right\|_{F} \\
& =\arg \min _{\boldsymbol{\theta}} \operatorname{tr}\left\{\mathbf{P}_{\mathbf{A}(\boldsymbol{\theta})}^{\perp} \hat{\mathbf{U}}_{\mathbf{S}} \mathbf{W} \hat{\mathbf{U}}_{\mathbf{S}}{ }^{H}\right\} \tag{2.49}
\end{align*}
$$

It has been shown in $[33,34,39]$, that the optimal weighting which gives the lowest asymptotic error variance is $\mathbf{W}_{o}=\left(\hat{\Lambda}_{\mathbf{S}}-\hat{\sigma}_{n}^{2} \mathbf{I}\right)^{2} \hat{\Lambda}_{\mathbf{S}}^{-1}$, where $\hat{\sigma}_{n}^{2}$ is any consistent estimate of the noise variance, e.g., average of the diagonal elements of $\hat{\Lambda}_{\mathbf{N}}$. To implement this algorithm, one would require a multidimensional search algorithm such as Gauss-Newton, which is fast but requires a relatively accurate initial guess. Therefore, this algorithm suffers from computational complexity (because of multidimensional search) and from the possibility to be trapped at a local minimum point, which leads to wrong estimates. One way to reduce occurrence of being trapped in local minimum is by using Genetic Algorithms [40] or Simplex algorithm [41], however it will not completely remove the possibility of being trapped. In the next subsection, we introduce a DOA estimation method which uses only one-dimensional search. It is computationally inexpensive and one could even plot the cost function and locate the smallest minima which correspond to the estimate.

### 2.3.3 Review of MUSIC Algorithm

MUltiple SIgnal Classification algorithm (MUSIC) was introduced in [35,42]. MUSIC is similar to the weighted subspace fitting algorithm, except that it involves only one dimensional search. The basic idea is that the steering array in the directions of true DOAs is perpendicular to noise subspace, provided that access to
true noise subspace is available. Mathematically,

$$
\begin{equation*}
\mathbf{a}\left(\theta_{i}\right)^{H} \mathbf{U}_{\mathbf{N}}=\mathbf{0} \quad i=1, \ldots, K \tag{2.50}
\end{equation*}
$$

where $\mathbf{0}$ is the zero vector. MUSIC spectrum uses its inverse, as follow

$$
\begin{equation*}
P_{M U S I C}(\theta)=\frac{1}{\left\|\mathbf{a}(\theta)^{H} \mathbf{U}_{\mathbf{N}}\right\|^{2}} \tag{2.51}
\end{equation*}
$$

so that if $\theta=\theta_{i}$, the so called MUSIC spectrum, gives a very sharp peak for each impinging DOA. There is also a search-free and improved version of MUSIC, which is called root-MUSIC and was proposed in [36]. Root-MUSIC basically solves the denominator in $\operatorname{Eqn}(2.51)$ for the $K$ complex roots which are closest to unit circle. With the elements of the steering vector set as $e^{j 2 \pi \tau_{1}(\theta)}=z$, the ULA steering vector is $\mathbf{a}(z)=\left[z^{0}, z^{1}, \cdots, z^{M-1}\right]^{T}$. Thus, denominator of Eqn. (2.51) is a polynomial of $z$ and the phases of its $K$ roots closest to the unit circle on a complex plane give the estimates $\left\{\tau\left(\theta_{i}\right)\right\}_{i=1}^{K}$, which eventually lead to the estimates of DOAs. This algorithm will be used in Chapter 6 to perform DOA estimation together with HOS and mixture of HOS-SOS.

### 2.3.4 Review of ESPRIT Algorithm

The Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) was introduced in [38]. It was originally meant for two identical sets of
sensor arrays with any geometry. Its variant, which we will discuss here, applies to sensor arrays for which one could choose two subsets of the sensor arrays such that they are identical. In harmonic retrieval of time series data, this variant from ESPRIT is called matrix pencil method [37].

Assuming ULA settings, then the array manifold matrix would be of the form

$$
\mathbf{A}(\boldsymbol{\theta})=\left[\begin{array}{ccc}
1 & \cdots & 1  \tag{2.52}\\
\psi_{1} & \cdots & \psi_{K} \\
\vdots & \ddots & \vdots \\
\psi_{1}^{M-1} & \cdots & \psi_{K}^{M-1}
\end{array}\right]
$$

where $\psi_{i}=e^{j 2 \pi \tau_{1}\left(\theta_{i}\right)}$. In fact, multiple identical subarrays could be chosen from this ULA setting, such as choosing the first $M-1$ sensors and the last $M-1$ sensors. Assuming no noise for the time being, the response or the data matrix observed from the first and the second subarrays could be shown as follows

$$
\begin{align*}
& \mathbf{X}_{1}=\tilde{\mathbf{A}} \mathbf{S}  \tag{2.53}\\
& \mathbf{X}_{2}=\tilde{\mathbf{A}} \Psi \mathbf{S}
\end{align*}
$$

where $\boldsymbol{\Psi}=\operatorname{diag}\left\{\psi_{1}, \cdots, \psi_{K}\right\}$ is a diagonal matrix, and $\tilde{\mathbf{A}}$ is the array manifold matrix $\mathbf{A}(\boldsymbol{\theta})$ with the last row deleted. This property is called shift invariance, because both the data matrix observed by the first subarray (first ( $M-1$ ) sensors)
and the shifted subarray (the last ( $M-1$ ) sensors) have the same invariant subspace $\operatorname{span}\{\tilde{\mathbf{A}}\}$.

In ESPRIT, the received signal $\mathbf{X}$ is low-rank approximated at initial step upon successive estimation of the number of sources, $\hat{K}$. Suppose that the singular value decomposition of data matrix $\mathbf{X}$ is given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{P} \boldsymbol{\Sigma} \mathbf{Q}^{H} \tag{2.54}
\end{equation*}
$$

where $\mathbf{P}$ and $\mathbf{Q}$ are $(M \times M)$-matrix consist of the left singular vectors and $(N \times N)$ matrix consist of the right singular vectors, respectively. The $(M \times N)$-matrix, $\boldsymbol{\Sigma}$, contains the singular values in its diagonal. Let the ( $\hat{K} \times \hat{K}$ )-matrix, $\hat{\boldsymbol{\Sigma}}$, contains only $\hat{K}$-largest singular values in its diagonal, while $\hat{\mathbf{P}}$ and $\hat{\mathbf{Q}}$ are $(M \times \hat{K})$-matrix and $(N \times \hat{K})$-matrix consist of the left and right singular vectors corresponding to the $\hat{K}$-largest singular values, respectively. The low rank approximation of data in Eqn. (2.44) is then given by

$$
\begin{equation*}
\mathbf{X} \approx \hat{\mathbf{X}} \triangleq \hat{\mathbf{P}} \hat{\mathbf{\Sigma}} \hat{\mathbf{Q}}^{H} \tag{2.55}
\end{equation*}
$$

Subsequently, the span of signal subspace is equal to the span of array manifold, i.e., $\operatorname{span}\{\mathbf{A}(\boldsymbol{\theta})\}=\operatorname{span}\{\hat{\mathbf{P}}\}$. Thus, the array manifold matrix is related to signal subspace by

$$
\begin{equation*}
\hat{\mathbf{P}}=\mathbf{A}(\boldsymbol{\theta}) \mathbf{T} \tag{2.56}
\end{equation*}
$$

where $\mathbf{T}$ is an invertible square matrix of size $(\hat{K} \times \hat{K})$. By forming two subarrays as described for Eqn. (2.53), its effect to the signal subspace is given by

$$
\begin{align*}
& \hat{\mathbf{P}}_{1}=\tilde{\mathbf{A}} \mathbf{T}  \tag{2.57}\\
& \hat{\mathbf{P}}_{2}=\tilde{\mathbf{A}} \mathbf{\Psi} \mathbf{T}
\end{align*}
$$

where $\hat{\mathbf{P}}_{1}$ and $\hat{\mathbf{P}}_{2}$ are matrices derived from $\hat{\mathbf{P}}$ with the first and the last row deleted, respectively. These matrices correspond to subspaces of the subarray 1 (formed by first $(M-1)$ sensors) and subarray 2 (formed by the last ( $M-1$ ) sensors), respectively. Thus, by combining this pair of equations, we have

$$
\begin{align*}
\hat{\mathbf{P}}_{1}^{\dagger} \hat{\mathbf{P}}_{2} & =\mathbf{T}^{-1} \tilde{\mathbf{A}}^{\dagger} \tilde{\mathbf{A}} \Psi \mathbf{T} \\
& =\mathbf{T}^{-1} \Psi \mathbf{T} \tag{2.58}
\end{align*}
$$

We observe that Eqn. (2.58) shows a non-symmetric EVD. Thus, the diagonal matrix $\boldsymbol{\Psi}$ is the eigenvalue matrix of $\hat{\mathbf{P}}_{1}^{\dagger} \hat{\mathbf{P}}_{2}$, which means the estimate of $\psi_{i}$ is the eigenvalue. Finally, the estimate of DOAs can be obtained from the phase of $\psi_{i}$. More complete background estimation theory and array processing can be found in [4, 43-45].

## Chapter 3

## Wideband LFM Array Parameters Estimation Method

### 3.1 Background

This chapter discusses on the parameter estimation of several wideband PPS sources in sensor arrays. PPS is a more accurate model for signals having continuous instantaneous phase/frequency over a finite extent time interval. According to Weierstrass' approximation theorem [46], the instantaneous phase/frequency can be well approximated by a polynomial within a finite observation interval. The estimation of PPS parameters is an important problem because they arise in diverse practical communication applications. For example, in SAR, SAS, inverse SAR, inverse SAS, Doppler radar, and sonar imaging, the returned signals are continuous frequency modulated signals [2, 47-50]. Aside from that, LFM signals are widely used in pulse-compression radar and sonar, particularly the ones using chirp pulse, i.e. FMCW radar $[2,47]$.

There has been much attention put into both the constant amplitude and slow time-varying PPS signals [18, 49-56]. However, most of these efforts are with one receiver sensor. There have been growing interests in estimating the PPS parameters and DOAs in sensor array systems [31,32,57-61]. Some authors solved this problem by using the narrowband assumption and by assuming the array manifold (mixing matrix or spatial signature) is unchanged over the observation period. Particularly, in $[32,57]$, STFD has been introduced and used for DOA estimation of narrowband FM sources. However, this requires a few time-frequency points which correspond to the sources' time-frequency signatures. Several exact and approximate ML algorithms have been proposed in [31]. Several authors have attempted to extend these narrowband assumption to the case of wideband FM sources [58-60,62]. In [58], LFM source parameters are estimated by the subspace method, however, the approach is limited by the need for all sources to have the same central frequency. In $[59,60]$ the wideband extension of STFD is severely restricted by the short sliding data window size. In [62], an iterative approach is proposed, but it could lead to strongly biased DOA estimates [59], and convergence is not guaranteed. In [61], DOAs of LFM sources are estimated more efficiently, however, all of the algorithms proposed require the knowledge on the frequency rate of all sources. In [63], the wideband technique, also known as the chirp beamformer (CBF), which is free from the restrictions in the techniques mentioned above, was devised to extract the parameters of interest through making a 3-D search. The CBF is exactly equivalent to the ML estimation technique for a single PPS source,
however, the authors in [63] directly extended it to multiple sources scenario. Since this method is ML based, which requires to perform 3-D search, the computational complexity is very high.

It is also worthwhile to note that, the conventional wideband array processing techniques such as coherent-subspace MUSIC $[64,65]$ and wideband ML approaches [66], which are meant for general wideband signals, are underperformed when dealing with PPS. This is because these algorithms do not take advantage of the PPS structure. As reported in [59], these methods also suffer severely from limited window length.

In this chapter, we describe a simple parameter estimation technique for wideband chirp signals. We exploit the distinctiveness of the initial frequencies, and the invariance of the frequency rates observed from different sensors. The proposed technique is effective and computationally inexpensive. Simulation results and comparative results are included to validate the proposed algorithm.

In the next chapter, we describe a subspace-based parameter estimation method for wideband PPS source. The new operator named as SHIM is introduced and used to transform a PPS received by array sensors into a classical narrowband sinusoid estimation problem. One could estimate the highest-order frequency parameter and DOA separately, but we use a subspace algorithm [28] to jointly estimate both parameters.

### 3.2 Parametric PPS Models

There are many models can be used to describe PPS impinged on sensor arrays, depending on the type of array structures. In this thesis, only the ULA structure is considered, and it can be extended to a rectangular array or any other ULA based structure. For the PPS model, there are constant amplitude PPS, slow time-varying amplitude PPS, and fast time-varying amplitude PPS. Again, in this thesis, we consider only the constant amplitude PPS. The algorithms for the constant amplitude PPS could be extended with some degradations to slow timevarying amplitude PPS [19]. For the array manifold model, we consider the nonstationary array manifold. The array manifold can be either (quasi-)stationary if the PPS impinged on the sensor array are narrowband signals, or non-stationary if the PPS impinged on the sensor array are wideband signals. Of course, the nonstationary (wideband) model is more generalized than the stationary (narrowband) model, and that is the reason we consider the non-stationary model.

The signal model for a constant amplitude PPS from $L$ sources arriving at an ULA composed of $M$ sensors can be delineated as:

$$
\begin{equation*}
\mathbf{x}(n)=\mathbf{A}(n) \mathbf{s}(n)+\mathbf{v}(n) \quad n=0,1, \ldots N \tag{3.1}
\end{equation*}
$$

where $N$ is the number of snapshots, $\mathbf{A}(n)$ is the $M \times L$ array manifold matrix, $\mathbf{s}(n)$ is the $L \times 1$ vector of PPS, and $\mathbf{v}(n)$ is the $M \times 1$ vector of complex cir-
cularly Gaussian noise that is of zero mean, temporally and spatially white with autocorrelation $\mathbf{R}_{\mathbf{v}} \triangleq \sigma_{n}^{2} \mathbf{I}$. The vector of PPS is modeled as

$$
\begin{equation*}
\mathbf{s}(n) \triangleq\left[s_{1}(n), s_{2}(n), \ldots, s_{L}(n)\right]^{T} \tag{3.2}
\end{equation*}
$$

where the PPS of order $K$ of $i^{\text {th }}$ source is modeled as

$$
\begin{equation*}
s_{i}(n)=A_{i} e^{j \alpha_{i}} \exp \left(j \sum_{k=1}^{K} a_{i, k}(n \Delta)^{k}\right) \tag{3.3}
\end{equation*}
$$

In Eqn. (3.3), $A_{i}$ is the unknown constant amplitude of the $i^{\text {th }}$ source, $a_{i, k}=2 \pi f_{i, k}$ is the $k^{\text {th }}$-order angular frequency coefficient of the $i^{\text {th }}$ source, $\alpha_{i}$ is the unknown phase and $\Delta$ is the sampling interval. The $k^{\text {th }}$-order frequency coefficient of the $i^{\text {th }}$ source is $f_{i, k}$ and has the unit of $H z / s^{k}$.

The array manifold matrix is $\mathbf{A}(n)=\left[\mathbf{a}\left(\theta_{1}, n\right), \ldots, \mathbf{a}\left(\theta_{L}, n\right)\right]$. The array steering vector of the $i^{\text {th }}$ source is modeled as

$$
\begin{equation*}
\mathbf{a}\left(\theta_{i}, n\right) \triangleq\left[1, e^{j \varphi_{i}^{\prime}(n) \psi_{i}}, \ldots, e^{j \varphi_{i}^{\prime}(n) \psi_{i}(M-1)}\right]^{T}, \tag{3.4}
\end{equation*}
$$

where the instantaneous frequency is given by $\varphi_{i}^{\prime}(n) \triangleq \sum_{k=0}^{K-1}(k+1) a_{i, k+1}(n \Delta)^{k}$, which is assumed to be constant during the time interval for the signal to propagate across the array aperture. The DOA, $\theta_{i}$, which lies inside the range from $-\frac{\pi}{2}$ to
$+\frac{\pi}{2}$, is related to $\psi_{i}$ by

$$
\begin{equation*}
\psi_{i}=\frac{d}{c} \sin \left(\theta_{i}\right), \tag{3.5}
\end{equation*}
$$

where $d$ is the spacing between adjacent sensors of the ULA and $c$ is the propagation speed in the medium (see Fig. 2.3 for the ULA figure).

### 3.3 Review of Chirp Beamformer

Since $\mathbf{v}(n) \sim \mathcal{N}\left(\mathbf{0}, \sigma_{n}^{2} \mathbf{I}\right)$, then $\mathbf{x}(n) \sim \mathcal{N}\left(\mathbf{A}(n) \mathbf{s}(n), \sigma_{n}^{2} \mathbf{I}\right)$. Given the distribution of $\mathbf{x}(n)$, the optimal estimates could be obtained from ML method. The estimates of ML method are obtained by maximizing the logarithm of the probability density function of the received signals with respect to all the unknowns, including the unknown parameters of interest, and the unknown nuisance parameters. The log likelihood function is given by,

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{\psi})=-\sum_{n=0}^{N-1}\|\mathbf{x}(n)-\mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n) \boldsymbol{\beta}\|^{2} \tag{3.6}
\end{equation*}
$$

where the new definitions are $\boldsymbol{\theta} \triangleq\left[\theta_{1}, \cdots, \theta_{L}\right]^{T}, \boldsymbol{\varpi} \triangleq\left[\varpi_{1}^{T}, \cdots, \boldsymbol{\varpi}_{L}^{T}\right]^{T}, \mathbf{G}(\varpi, n) \triangleq$ $\operatorname{diag}\left\{g\left(\varpi_{1}, n\right), \cdots, g\left(\varpi_{L}, n\right)\right\}, \boldsymbol{\beta} \triangleq\left[A_{1} e^{j \alpha_{1}}, \cdots, A_{L} e^{j \alpha_{L}}\right]^{T}$ and $\boldsymbol{\psi} \triangleq\left[\boldsymbol{\theta}^{T}, \varpi^{T}, \boldsymbol{\beta}^{T}\right]^{T}$. The array manifold matrix $\mathbf{A}(\boldsymbol{\theta}, \varpi, n)$ is the same as ${ }^{\dagger \dagger} \mathbf{A}(n)$ in Eqn. (3.4). We have also defined $\varpi_{i} \triangleq\left[a_{i, 1}, \cdots, a_{i, K}\right]^{T}$, and $g\left(\varpi_{i}, n\right) \triangleq \exp \left(j \sum_{k=1}^{K} a_{i, k}(n \Delta)^{k}\right)$. All these new definitions are used only in this section in order to simplify the

[^0]derivation and to show the dependency of the functions on parameters of interest.

Expanding Eqn. (3.6) gives,

$$
\begin{align*}
\mathcal{L}(\boldsymbol{\psi})= & -\boldsymbol{\beta}^{H}\left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n)\right) \boldsymbol{\beta} \\
& +2 \Re\left(\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n) \boldsymbol{\beta}\right)-\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{x}(n) . \tag{3.7}
\end{align*}
$$

Maximizing Eqn. (3.7) above with respect to $\beta$ yields

$$
\begin{align*}
& \hat{\boldsymbol{\beta}}=\left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) \mathbf{G}(\varpi, n)\right)^{-1} \\
& \cdot\left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \mathbf{x}(n)\right) . \tag{3.8}
\end{align*}
$$

This value of $\hat{\boldsymbol{\beta}}$ is the optimum estimate of $\boldsymbol{\beta}$ given that the other parameters are known. Substituting Eqn. (3.8) into Eqn. (3.6) gives the simplified likelihood function

$$
\begin{align*}
\mathcal{L}(\boldsymbol{\theta}, \boldsymbol{\varpi})= & \left(\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) \mathbf{G}(\boldsymbol{\varpi}, n)\right) \\
& \left(\sum_{n=0}^{N-1} \mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\boldsymbol{\varpi}, n)\right)^{-1} . \\
& \left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \mathbf{x}(n)\right)-\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{x}(n) \tag{3.9}
\end{align*}
$$

which is independent of $\beta$. Furthermore, by removing the last term in the last
equation, it can be simplified to

$$
\begin{align*}
\mathcal{L}(\boldsymbol{\theta}, \varpi)= & \left(\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n)\right) . \\
& \left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n)\right)^{-1} . \\
& \left(\sum_{n=0}^{N-1} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{x}(n)\right) \tag{3.10}
\end{align*}
$$

Mathematically, ML estimation for multiple wideband polynomial phase signals is given by

$$
\begin{equation*}
[\hat{\boldsymbol{\theta}}, \hat{\boldsymbol{\omega}}]=\arg \max _{\boldsymbol{\theta}, \boldsymbol{\varpi}} \mathcal{L}(\boldsymbol{\theta}, \boldsymbol{\varpi}) \tag{3.11}
\end{equation*}
$$

However, due to significant number of unknown parameters involved when maximizing Eqn.(3.11), a very large dimensional search is required. Hence, authors of [63] proposed to use the log likelihood function in Eqn. (3.10) with the assumption that only single source is present. By assuming only source $i$ is present, Eqn. (3.10) simplifies to

$$
\begin{equation*}
\mathcal{L}\left(\theta_{i}, \varpi_{i}\right)=\frac{1}{N M}\left|\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{a}\left(\theta_{i}, \varpi_{i}\right) g\left(\varpi_{i}, n\right)\right|^{2} \tag{3.12}
\end{equation*}
$$

Since the chirp beamformer (CBF) is meant only for chirp (LFM) signal, Eqn.
(3.12) is simplified further to ${ }^{\ddagger}$

$$
\begin{equation*}
\mathcal{L}\left(\theta, a_{1}, a_{2}\right)=\frac{1}{N M}\left|\sum_{n=0}^{N-1} \mathbf{x}(n)^{H} \mathbf{a}\left(\theta, a_{1}, a_{2}\right) e^{j a_{1} \Delta n+j a_{2}(\Delta n)^{2}}\right|^{2} \tag{3.13}
\end{equation*}
$$

Equation (3.13) is the CBF cost function and has only three parameters involved in the search/maximization. Although in the derivation, single source is assumed, the CBF could be applied to multiple sources case (see [63]).

### 3.4 The Proposed Algorithms

### 3.4.1 Algorithm Utilizing (Weighted) Least Squares

We begin by defining, $\mathbf{y}(n)=\mathbf{A}(n) \mathbf{s}(n)$, which is the noise-free signal components of Eqn.(3.1). Since the signals in this chapter are second-order PPS, for convenience the notation of frequency rates and initial frequencies are redefined as $a_{i, 2} \triangleq b_{i}$ and $a_{i, 1} \triangleq a_{i}$, respectively (c.f. Eqn. (3.3) for the notation of frequency parameters in PPS). Hence, it can be easily seen that

$$
\begin{align*}
\mathbf{y}(n) & =\left[\mathbf{a}\left(\theta_{1}, n\right), \ldots, \mathbf{a}\left(\theta_{L}, n\right)\right]\left[\begin{array}{c}
A_{1} e^{j\left(\alpha_{1}+a_{1} \Delta n+b_{1}(\Delta n)^{2}\right)} \\
\vdots \\
A_{L} e^{j\left(\alpha_{L}+a_{L} \Delta n+b_{L}(\Delta n)^{2}\right)}
\end{array}\right]  \tag{3.14}\\
& =\mathbf{y}_{1}(n)+\cdots+\mathbf{y}_{L}(n)
\end{align*}
$$

[^1]where we have $\mathbf{y}_{i}(n)=A_{i} e^{j\left(\alpha_{i}+a_{i} \Delta n+b_{i}(\Delta n)^{2}\right)} \mathbf{a}\left(\theta_{i}, n\right)$. Rearranging the latter equation, we obtain the following expression
\[

\mathbf{y}_{i}(n)=A_{i} e^{j \alpha_{i}}\left[$$
\begin{array}{c}
e^{j\left(a_{i} \Delta n+b_{i}(\Delta n)^{2}\right)}  \tag{3.15}\\
e^{j \psi_{i} a_{i}} e^{j\left[\left(a_{i}+2 b_{i} \psi_{i}\right) \Delta n+b_{i}(\Delta n)^{2}\right]} \\
\vdots \\
e^{j(M-1) \psi_{i} a_{i}} e^{j\left[\left(a_{i}+2 b_{i} \psi_{i}(M-1)\right) \Delta n+b_{i}(\Delta n)^{2}\right]}
\end{array}
$$\right]
\]

To vividly observe the main thrust of the proposed algorithm, we define the following,

Definition 1. Observing from the $m^{\text {th }}$ sensor, the frequency rate, the initial frequency and the phase of the $i^{\text {th }}$ source are respectively given by:
i. $\nu_{m, i} \triangleq b_{i}$, as the frequency rate at sensor $m$
ii. $\omega_{m, i} \triangleq\left(a_{i}+2 b_{i} \psi_{i} m\right)$, as the initial frequency at sensor $m$
iii. $\phi_{m, i} \triangleq \alpha_{i}+\psi_{i} a_{i} m$, as the phase at sensor $m$.

Rewriting Eqn. (3.15) by using the definitions given above, we obtain

$$
\mathbf{y}_{i}(n)=A_{i}\left[\begin{array}{c}
e^{j\left[\phi_{0, i}+\omega_{0, i} \Delta n+\nu_{0, i}(\Delta n)^{2}\right]}  \tag{3.16}\\
\vdots \\
e^{j\left[\phi_{M-1, i}+\omega_{M-1, i} \Delta n+\nu_{M-1, i}(\Delta n)^{2}\right]}
\end{array}\right]
$$

Note that from (i), (ii), and (iii) given in Definition 1, the frequency rates are con-
stant from one sensor to another, while the initial frequencies and phases vary linearly from one sensor to the adjacent one. Given the above definition, we commence by processing the output of each array element data individually to obtain the estimates of $\left\{\hat{\omega}_{m, i}, \hat{\nu}_{m, i}, \hat{\phi}_{m, i}\right\}$, for $i=1,2, \ldots, L$ and $m=0,1, \ldots, M-1$. This can be done by appealing to a modified version of multi-component Discrete Polynomial phase Transform (MC-DPT) method [67], which exploits the sensor array structure. We further process $\left\{\hat{\omega}_{m, i}, \hat{\nu}_{m, i}\right\}$ to retrieve the values of $\left\{\hat{a}_{i}, \hat{b}_{i}, \hat{\psi}_{i}\right\}$ for $i=1,2, \ldots L$.

To obtain the estimate of $\hat{b}_{i}$, we propose the following averaging

$$
\begin{equation*}
\hat{b}_{i}=\frac{1}{M} \sum_{m=0}^{M-1} \widehat{\nu_{m, i}} \tag{3.17}
\end{equation*}
$$

which will result in an improved estimate of $\hat{b}_{i}$ because of multiple sensors. To extract $a_{i}$ from $\hat{\omega}_{m, i}$, we utilize the relationship observed from (ii). Stacking (ii) over $m=0, \ldots, M-1$,

$$
\begin{equation*}
\boldsymbol{\omega}_{i}=\mathcal{A}_{i} \boldsymbol{\gamma}_{i} \tag{3.18}
\end{equation*}
$$

where $\boldsymbol{\mathcal { A }}_{i} \triangleq\left[\mathbf{1}, 2 b_{i} \boldsymbol{\zeta}\right], \boldsymbol{\zeta} \triangleq[0,1, \ldots, M-1]^{T}, \mathbf{1}=[1,1, \ldots, 1]^{T}$ with size of $M \times 1$ and $\boldsymbol{\gamma}_{i} \triangleq\left[a_{i}, \psi_{i}\right]^{T}$. By substituting the $\boldsymbol{\omega}_{i}$ and $b_{i}$ with their estimates, $\hat{\boldsymbol{\omega}}_{i}$ and $\hat{b_{i}}$, we obtain estimate of $\gamma_{i}$, as

$$
\begin{equation*}
\hat{\boldsymbol{\gamma}}_{i}=\hat{\mathcal{A}}_{i}^{\dagger} \hat{\omega}_{i} \tag{3.19}
\end{equation*}
$$

where $\hat{\boldsymbol{\mathcal { A }}}_{i}^{\dagger}$ is the pseudo-inverse of $\hat{\boldsymbol{\mathcal { A }}}_{i}=\left[\mathbf{1}, 2 \hat{b}_{i} \boldsymbol{\zeta}\right]$.

From Eqn. (3.19), one could directly obtain the estimate of $\psi_{i}$ from the second component of $\hat{\boldsymbol{\gamma}}_{i}$. However, the estimate of $\psi_{i}$ obtained this way is of poor accuracy as we will show this in the following. Assume $\hat{\boldsymbol{\omega}}_{i}=\boldsymbol{\omega}_{i}+\delta \boldsymbol{\omega}_{i}$, where $\delta \boldsymbol{\omega}_{i}$ is the estimation error vector or perturbation vector, and substitute into Eqn. (3.19), it yields

$$
\begin{equation*}
\hat{\gamma}_{i}=\hat{\mathcal{A}}_{i}^{\dagger} \mathcal{A}_{i} \gamma_{i}+\hat{\mathcal{A}}_{i}^{\dagger} \delta \omega_{i} \tag{3.20}
\end{equation*}
$$

Since $\hat{\mathcal{A}}_{i}$ is a $M \times 2$-matrix, then its pseudo-inverse is given by $\hat{\mathcal{A}}_{i}^{\dagger}=\left(\hat{\boldsymbol{\mathcal { A }}}_{i}^{T} \hat{\mathcal{A}}_{i}\right)^{-1} \hat{\mathcal{A}}_{i}^{T}$. We next show how the inverse $2 \times 2$-matrix of $\left(\hat{\mathcal{A}}_{i}^{T} \hat{\mathcal{A}}_{i}\right)$ could be derived analytically.

$$
\begin{align*}
\hat{\boldsymbol{\mathcal { A }}}_{i}^{T} \hat{\boldsymbol{\mathcal { A }}}_{i} & =\left[\begin{array}{c}
\mathbf{1}^{T} \\
2 \hat{b}_{i} \boldsymbol{\zeta}^{T}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{1} & 2 \hat{b}_{i} \boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{1}^{T} \mathbf{1} & 2 \hat{b}_{i} \mathbf{1}^{T} \boldsymbol{\zeta} \\
2 \hat{b}_{i} \boldsymbol{\zeta}^{T} \mathbf{1} & 4 \hat{b}_{i}^{2} \boldsymbol{\zeta}^{T} \boldsymbol{\zeta}
\end{array}\right]  \tag{3.21}\\
& =\left[\begin{array}{cc}
M & \hat{b}_{i} M(M-1) \\
\hat{b}_{i} M(M-1) & \frac{2}{3} \hat{b}_{i}^{2}(M-1) M(2 M-1)
\end{array}\right] \tag{3.22}
\end{align*}
$$

Here we make use of the fact that

$$
\begin{align*}
\mathbf{1}^{T} \boldsymbol{\zeta} & =\sum_{l=0}^{M-1} l=(M-1) M / 2  \tag{3.23}\\
\boldsymbol{\zeta}^{T} \boldsymbol{\zeta} & =\sum_{l=0}^{M-1} l^{2}=\frac{1}{6}(M-1) M(2 M-1)
\end{align*}
$$

Hence, by evaluating the inverse of Eqn. (3.22), the pseudo-inverse of $\hat{\mathcal{A}}_{i}$ is then
given as

$$
\begin{align*}
\hat{\mathcal{A}}_{i}^{\dagger} & =\left(\hat{\boldsymbol{\mathcal { A }}}_{i}^{T} \hat{\boldsymbol{\mathcal { A }}}_{i}\right)^{-1} \hat{\boldsymbol{\mathcal { A }}}_{i}^{T} \\
& =\frac{1}{\varrho}\left[\begin{array}{cc}
\frac{2}{3} \hat{b}_{i}^{2}(M-1) M(2 M-1) & -\hat{b}_{i} M(M-1) \\
-\hat{b}_{i} M(M-1) & M
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}^{T} \\
2 \hat{b}_{i} \zeta^{T}
\end{array}\right] \tag{3.24}
\end{align*}
$$

where the determinant of matrix $\hat{\mathcal{A}}_{i}^{T} \hat{\mathcal{A}}_{i}$ is $\varrho \triangleq \frac{1}{3} \hat{b}_{i}^{2} M^{2}\left(M^{2}-1\right)$. Meanwhile, we will consider the first term on the right hand side of Eqn.(3.20) only. This term involves $\hat{\mathcal{A}}_{i}^{\dagger} \boldsymbol{\mathcal { A }}_{i}$, which could be simplified to

$$
\begin{align*}
\hat{\mathcal{A}}_{i}^{\dagger} \mathcal{A}_{i} & =\left(\hat{\mathcal{A}}_{i}^{T} \hat{\mathcal{A}}_{i}\right)^{-1}\left(\hat{\mathcal{A}}_{i}^{T} \boldsymbol{\mathcal { A }}_{i}\right)  \tag{3.25}\\
& =\left(\hat{\boldsymbol{\mathcal { A }}}_{i}^{T} \hat{\mathcal{A}}_{i}\right)^{-1}\left[\begin{array}{cc}
M & b_{i} M(M-1) \\
\hat{b}_{i} M(M-1) & \frac{2}{3} \hat{b}_{i} b_{i}(M-1) M(2 M-1)
\end{array}\right]  \tag{3.26}\\
& =\frac{1}{\varrho}\left[\begin{array}{cc}
\frac{1}{3} \hat{b}_{i}^{2} M^{2}\left(M^{2}-1\right) & 0 \\
0 & \frac{1}{3} \hat{b}_{i} b_{i} M^{2}\left(M^{2}-1\right)
\end{array}\right]  \tag{3.27}\\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & b_{i} / \hat{b}_{i}
\end{array}\right] \tag{3.28}
\end{align*}
$$

By substituting of Eqn. (3.28) into Eqn. (3.20), we have the following,

$$
\left[\begin{array}{c}
\hat{a}_{i}  \tag{3.29}\\
\hat{\psi}_{i}
\end{array}\right]=\hat{\gamma}_{i}=\left[\begin{array}{c}
a_{i} \\
\psi_{i} b_{i} / \hat{b}_{i}
\end{array}\right]+\hat{\mathcal{A}}_{i}^{\dagger} \delta \omega_{i}
$$

In Appendix C (see Eqn. (C.26)), we show that the second term of the right hand
side of Eqn. (3.29) is of zero mean. Therefore, the first element of $\hat{\gamma}_{i}$ will give the unbiased estimate of $a_{i}$. On the contrary, the second element $\hat{\gamma}_{i}$ gives an estimate of $\psi_{i}$, which depends on the value of $b_{i}$, and hence does not necessarily unbiased. By the first-order perturbation analysis of $\psi_{i} b_{i} / \hat{b}_{i}$, we can analyze the bias of the estimate, as follows

$$
\begin{align*}
\hat{\psi}_{i} & =\frac{1}{b_{i}+\delta b_{i}} b_{i} \psi_{i} \\
& \approx \psi_{i}-\psi_{i} \frac{\delta b_{i}}{b_{i}} \tag{3.30}
\end{align*}
$$

where $\delta b_{i}$ are perturbations on $b_{i}$. From Eqn. (3.30), it can be seen that if the value of $b_{i}$ is so small such that $\frac{\delta b_{i}}{b_{i}}$ is of order of $10^{-1}$ or more, then the error will be of the same order times $\psi_{i}$, which is rather large in this case because the conversion back to $\hat{\theta}_{i}=\sin ^{-1}\left(\frac{c}{d} \hat{\psi}_{i}\right)$ is very sensitive to error. To overcome this problem when estimating $\psi_{i}$, we use $\widehat{\nu}_{m, i}, \widehat{\omega}_{m, i}$ and $\widehat{\phi}_{m, i}$ to reconstruct the non-parametric estimate of single source data, $\hat{\mathbf{x}}_{i}(n)$, as follows

$$
\hat{\mathbf{x}}_{i}(n)=\left[\begin{array}{c}
e^{j\left[\hat{\phi}_{0, i}+\hat{\omega}_{0, i} \Delta n+\hat{\nu}_{0, i}(\Delta n)^{2}\right]}  \tag{3.31}\\
\vdots \\
e^{j\left[\hat{\phi}_{M-1, i}+\hat{\omega}_{M-1, i} \Delta n+\hat{\nu}_{M-1, i}(\Delta n)^{2}\right]}
\end{array}\right] .
$$

Following that, to estimate the DOAs, we can now appeal to CBF technique [63], which is the compressed likelihood function of ML estimation method for one source chirp signal. The idea is to search for the DOA of the $i^{\text {th }}$ source through

CBF while assuming the other unknown parameters are equal to the estimated parameters. Mathematically, this is done by performing one-dimensional search on the CBF cost function (Eqn. (3.13)) with $\hat{\mathbf{x}}_{i}(n), \hat{a}_{i}$, and $\hat{b}_{i}$ have been substituted in, i.e.,

$$
\begin{equation*}
\hat{\psi}_{i}=\arg \max _{\psi_{i}} \frac{1}{N^{2}}\left|\sum_{n=0}^{N-1} \hat{\mathbf{x}}_{i}^{H}(n) \hat{\mathbf{a}}\left(\theta_{i}, n\right) e^{j\left(\hat{a}_{i} \Delta n+\hat{b}_{i}(\Delta n)^{2}\right)}\right|^{2} \tag{3.32}
\end{equation*}
$$

where $\hat{\mathbf{a}}\left(\theta_{i}, n\right)=\left[1, e^{j\left(\hat{a}_{i}+2 \hat{b}_{i} \Delta n\right) \psi_{i}}, \ldots, e^{j\left(\hat{a}_{i}+2 \hat{b}_{i} \Delta n\right) \psi_{i}(M-1)}\right]^{T}$. The original CBF is a 3-D search algorithm for $a_{i}, b_{i}$ and $\psi_{i}$ applied to multiple chirp signals. On the contrary, here is a 1-D search algorithm for DOA applied to single chirp signal.

## Application of MC-DPT

In this chapter, the MC-DPT is used with some modifications to obtain $\left\{\hat{\omega}_{m, i}\right.$, $\left.\hat{\nu}_{m, i}, \hat{\phi}_{m, i}\right\}$ of each sensor. The reasons that MC-DPT is used are the close-to-CRB performance, the capability to estimate parameters of multiple chirp signals, the low computation complexity and the capability to provide automatically the nonparametric estimates of single source data. The last listed reason above will be demonstrated in the proposed algorithm steps because the non-parametric estimate is by the product of the MC-DPT steps. There are methods other than MC-DPT, such as Radon transform-based technique [68] and the product of higher-order ambiguity function-based technique [49], which can be used to estimate multiple LFM signal parameters. However, both techniques aiming at estimating the frequency rates only, but not the frequencies. In order to estimate the frequencies, one might
have to resort to MC-DPT steps. That is the reason we prefer MC-DPT over these two existing techniques. Additionally, both techniques are more computationally complex compared to MC-DPT.

The modifications that could be made to improve the estimates are as follows:

1. In the first estimation stage of original MC-DPT [67], to remove the $i^{\text {th }}$ chirp of the signal at each sensor's measurement, the data are multiplied with $\exp \left\{-j \hat{b}_{i}(n \Delta)^{2}\right\}$, where $\hat{b}_{i}$ is obtained from Eqn. (3.17).
2. In the second estimation stage, the non-parametric estimate of $i^{\text {th }}$ component, $\hat{\mathbf{x}}_{i}(n)$, is obtained through following steps:
(a) The data are modulated with negative of estimated initial frequencies and rate of the $k^{\text {th }}$ source, as

$$
\begin{equation*}
\tilde{\tilde{\mathbf{x}}}_{k}(n) \triangleq \mathbf{x}(n) \exp \left\{-j \hat{b}_{k}(n \Delta)^{2}\right\} \circ e^{-j \hat{\omega}_{k} n \Delta} \tag{3.33}
\end{equation*}
$$

where $\circ$ is the Schur-Hadamard (element-wise) matrix product. This step is used to shift the $k^{\text {th }}$ component to dc.
(b) The $k^{\text {th }}$ source is filtered out by its averaged data as follows,

$$
\begin{equation*}
\overline{\mathbf{X}}=\tilde{\tilde{\mathbf{X}}}_{k}-\frac{1}{N}\left(\sum_{n=0}^{N-1} \tilde{\mathbf{x}}_{k}(n)\right) \mathbf{1}^{T} \tag{3.34}
\end{equation*}
$$

where $\overline{\mathbf{X}} \triangleq[\overline{\mathbf{x}}(0), \ldots, \overline{\mathbf{x}}(N-1)]$ and $\tilde{\tilde{\mathbf{X}}}_{k} \triangleq\left[\tilde{\tilde{\mathbf{x}}}_{k}(0), \ldots, \tilde{\tilde{\mathbf{x}}}_{k}(N-1)\right]$.
(c) The non-parametric estimate of the signal with $k^{\text {th }}$ source removed is retrieved by

$$
\begin{equation*}
\hat{\mathbf{x}}_{i}(n) \triangleq \overline{\mathbf{x}}(n) e^{j \hat{b}_{k}(n \Delta)^{2}} \circ e^{j \hat{\omega}_{k} n \Delta} \tag{3.35}
\end{equation*}
$$

(d) Repeating these steps (a)-(c) for all $\{k: k \neq i, 1 \leq k \leq L\}$ and replacing $\mathbf{x}(n)$ in Eqn. (3.33) with $\hat{\mathbf{x}}_{i}(n)$, we will get the data which contain only the $i^{\text {th }}$ component.
3. Following that, root-MUSIC is used instead of fast FT (FFT) to extract finer estimate of frequencies and frequency rates.

Now, we summarize the algorithm as follows:

1. To obtain $\left\{\hat{\boldsymbol{\omega}}_{1}, \ldots, \hat{\boldsymbol{\omega}}_{L}\right\},\left\{\hat{b}_{1}, \ldots, \hat{b}_{L}\right\}$, and $\left\{\hat{\mathbf{x}}_{1}(n), \ldots, \hat{\mathbf{x}}_{L}(n)\right\}$ for $n=0$ to $N-1$, we perform the modified MC-DPT on the data, $\mathbf{x}(n)$.
2. Compute Eqn. (3.19) for each $i=1$ to $L$, then $\hat{a}_{i}=\left[\hat{\gamma}_{i}\right]_{1,1}$, which is the first element of $\hat{\boldsymbol{\gamma}}$.
3. To get $\hat{\psi}_{i}$, perform the 1-D search for each $i=1, \ldots, L$ using Eqn. (3.32). Subsequently, the estimate of DOAs, $\hat{\theta}_{i}$ are found by $\sin ^{-1}\left(\frac{c}{d} \hat{\psi}_{i}\right)$.

It should however be noted that like most of the other harmonic retrieval estimators, the proposed estimator given in Eqn. (3.17) and (3.19) is formulated particularly based on spatially white and equal sensor gain/attenuation assumptions. It is possible to generalize the least squares (LS) approach in Eqns. (3.17) and
(3.19) by using the weighted LS approach in order to cope with different sensors gain/attenuation and noise variances. In the weighted LS case, Eqn. (3.17) and (3.19) should be replaced by $\sum_{m} w_{m} \widehat{\nu_{m}} / \sum_{m^{\prime}} w_{m^{\prime}}$ and $\left(\hat{\mathcal{A}}^{T} \mathbf{W}^{-1} \hat{\mathcal{A}}\right)^{-1} \hat{\mathcal{A}} \mathbf{W}^{-1} \boldsymbol{\omega}$ respectively, where $\mathbf{W}=\operatorname{diag}\left[\kappa_{0}, . ., \kappa_{M-1}\right]$, and $\left\{\kappa_{m}\right\},\left\{w_{m}\right\}$ are the weights. Of course, perfect knowledge of these heteroscedastic model's relative variance weights, $\left\{w_{m}\right\}$ and $\left\{\kappa_{m}\right\}$, are needed or to be estimated. One way to do the estimation is to measure the noise variance when no signal is transmitted.

### 3.4.2 Algorithm Utilizing TLS - LS

Further improvement could be made in the estimation of $a_{i}$ and possibly $\psi_{i}$. This could be achieved by noting that the structure of $\left[\hat{\mathcal{A}}_{i}, \hat{\boldsymbol{\omega}}_{i}\right]$ is error-free in the first column, and contains errors in the second and third column. This leads to a solution using mixed total least squares - least squares (TLS-LS) approach as presented in [69]. The initial step of solving this problem, similar to the total least squares (TLS) approach, is to find a new estimate of $[\hat{\mathcal{A}}, \hat{\omega}] \operatorname{such}^{\S}$ that it has a rank of two and the first error-free column of $\hat{\mathcal{A}}$ is unchanged. The reason to have a rank of two is that under noiseless condition, $\operatorname{span}(\boldsymbol{\omega})=\operatorname{span}(\boldsymbol{\mathcal { A }})$ due to Eqn. (3.18).

[^2]Hence, mathematically it can be stated as

$$
\begin{equation*}
\min _{\substack{\alpha, \omega \\ \operatorname{rank}\{[\mathbf{1}, \boldsymbol{\alpha}, \boldsymbol{\omega}]\}=2}}\|[\mathbf{1}, \boldsymbol{\alpha}, \boldsymbol{\omega}]-[\mathbf{1}, \hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]\| \tag{3.36}
\end{equation*}
$$

under unitarily invariant norm. In Eqn. (3.36), $\hat{\boldsymbol{\alpha}}$ and $\hat{\boldsymbol{\omega}}$ are our estimates obtained previously using MC-DPT. Furthermore, $\hat{\boldsymbol{\alpha}}$ is ${ }^{\ddagger}$ the second column of $\hat{\mathcal{A}}$. The solution to Eqn. (3.36) is obtained by directly applying the result presented in [70], and is given as follows,

$$
\begin{equation*}
\left[\boldsymbol{\alpha}_{o}, \boldsymbol{\omega}_{o}\right]=\boldsymbol{q}_{1} \boldsymbol{q}_{1}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]+\boldsymbol{Q}_{2} \mathcal{H}_{1}\left\{\boldsymbol{Q}_{2}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]\right\} \tag{3.37}
\end{equation*}
$$

where $\left[\boldsymbol{q}_{1}, \boldsymbol{Q}_{2}\right]=\boldsymbol{Q}$ denotes the Q-part (unitary matrix) of the full QR factorization of matrix $[\mathbf{1}, \hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]$ and $\mathcal{H}_{r}\{\mathbf{M}\}$ is an operator that gives the low rank- $r$ matrix approximation to $\mathbf{M}$, which is obtained by performing SVD to $\mathbf{M}$.

The following step to solve this TLS-LS problem is to find $\gamma$ which can satisfy

[^3]$\left[1, \alpha_{o}\right] \gamma=\omega_{o}$. Equivalently, the solution could be obtained by solving
\[

$$
\begin{align*}
\mathbf{0} & =\left[\mathbf{1}, \boldsymbol{\alpha}_{o}, \boldsymbol{\omega}_{o}\right]\left[\boldsymbol{\gamma}^{T},-1\right]^{T} \\
\mathbf{0} & =\boldsymbol{Q}^{T}\left[\mathbf{1}, \boldsymbol{\alpha}_{o}, \boldsymbol{\omega}_{o}\right]\left[\begin{array}{c}
\gamma \\
-1
\end{array}\right] \\
& =\underbrace{\left[\begin{array}{cc}
r_{11} & \boldsymbol{q}_{1}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}] \\
\mathbf{0} & \mathcal{H}_{1}\left\{\boldsymbol{Q}_{2}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]\right\}
\end{array}\right]}_{\mathbf{R}}\left[\begin{array}{c}
a \\
\psi \\
-1
\end{array}\right] \tag{3.38}
\end{align*}
$$
\]

where $r_{11}$ is just the $(1,1)^{\text {th }}$ element of $\mathbf{R}$. This equation could be decomposed into

$$
\begin{equation*}
\mathcal{H}_{1}\left\{\boldsymbol{Q}_{2}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]\right\}[\psi,-1]^{T}=\mathbf{0} \tag{3.39}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{11} a+\boldsymbol{q}_{1}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}][\psi,-1]^{T}=\mathbf{0} \tag{3.40}
\end{equation*}
$$

The solution for $\psi$ can be obtained by using the right singular vector corresponding to the second largest singular value of $\boldsymbol{Q}_{2}^{T}[\hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\omega}}]$ and normalizing the last element of the singular vector to -1 . The reason to use the right singular vector corresponding to the second largest singular value is that $\mathcal{H}_{1}\{$.\} nulls the second largest singular value, thus the corresponding right singular vector belongs to the null space. Furthermore, by using the second largest singular value, one does not require an additional SVD, which will result in additional computation complexity.

Finally, the Eqn. (3.40) could be solved for $a$, given that the estimate $\psi$ is known. Mathematically, it can be summarized as follows,

$$
\begin{align*}
& \psi_{o}=-\frac{v_{21}}{v_{22}}  \tag{3.41}\\
& a_{o}=-\frac{1}{r_{11}} \boldsymbol{q}_{1}^{T}\left[\begin{array}{ll}
\hat{\boldsymbol{\alpha}} & \hat{\boldsymbol{\omega}}
\end{array}\right]\left[\begin{array}{l}
\psi_{o} \\
-1
\end{array}\right] \tag{3.42}
\end{align*}
$$

where $\mathbf{v}_{\mathbf{2}} \triangleq\left[v_{21}^{T}, v_{22}^{T}\right]^{T}$ is the right singular vector corresponding to the second largest singular value.

### 3.5 Results and Discussion

Frequency spreading is very common in sonar due to non-stationarity of the water [72]. Therefore, in the subsequent examples, we will use the sonar settings to demonstrate the advantage of the proposed algorithms. Simulation results were plotted in Fig. 3.1 - Fig. 3.3, with mean square error (MSE) estimates versus SNR. The MSE for each SNR was obtained through 500 Monte Carlo runs. The number of samples is $N=256$, with sampling interval $\Delta=0.001$. The number of ULA sensors is $M=10$, with inter-element spacing of $d=1.5 \mathrm{~m}$. The speed of propagation is assumed to be $c=1500 \frac{m}{s}$, which is a sonar propagation application. The first signal has initial frequency, frequency rate and direction of arrival, which are $420 \mathrm{~Hz},-50 \frac{\mathrm{~Hz}}{\mathrm{~s}}$ and $10^{\circ}$ correspondingly. The second signal parameters are $300 \mathrm{~Hz}, 20 \frac{\mathrm{~Hz}}{\mathrm{~s}}$ and $20^{\circ}$, with the signal power of 0.8 relative to the first signal.


Figure 3.1: Comparison of MSE of $f_{1}(H z)^{2}$ vs. $\operatorname{SNR}(\mathrm{dB})$ among CBF, proposed LS-based algorithm and CRB


Figure 3.2: Comparison of MSE of $f_{2}(H z / s)^{2}$ vs. $\operatorname{SNR}(\mathrm{dB})$ among CBF, proposed LS-based algorithm and CRB


Figure 3.3: Comparison of MSE of $\theta\left({ }^{o}\right)^{2}$ vs. $\operatorname{SNR}(\mathrm{dB})$ among CBF, proposed LS-based algorithm and CRB

For comparative purposes, CBF is implemented with two simplex search algorithms initiated at the true parameters to prevent it from being trapped at the local maxima. In addition to that CRB is also computed, and the derivation can be found in Appendix B.

All the three figures show that when the SNR is above 15 dB , the performance of the proposed algorithm remains close to CRB. On the other hand, the performance of CBF does not improve much as SNR increases, due to the bias of the estimates which does not vanish when SNR increases [63]. The MSE of an estimate is given by the variance of the estimate plus the square of the bias. By first-order perturbation analysis, the variance of the estimates diminishes when the noise variance diminishes or when SNR increases. Mathematically, it can be expressed as

$$
\operatorname{MSE}(\mathrm{SNR})=\operatorname{Variance}(\mathrm{SNR})+\operatorname{Bias}^{2}
$$

Hence, the reason that CBF performance does not improve when SNR increases is because its bias is constant with respect to SNR.

The close-to-CRB performance of the proposed technique in frequency and frequency rate estimation is inherited from the close-to-CRB performance of MCDPT algorithm. In fact, the detailed analysis given in Appendix C shows that the proposed algorithm is unbiased. The close-to-CRB performance in estimation of DOAs is because the proposed method has the capability to isolate the interferences due to other sources. This is because the proposed algorithm uses
non-parametric estimates of each source's data in CBF cost function for DOA estimation (Eqn. (3.32)). On the other hand, the original CBF [63] uses the unprocessed data from multiple signal sources in its cost function (Eqn.(3.13)). It can be verified through analysis that the estimates of DOA by the proposed method is unbiased under high SNR assumption. The details can be found in Appendix D.

From computation complexity perspective, the proposed method uses multiple 1-D searches if one incorporated FFT in the estimation of frequencies and frequency rates, and one 1-D search if one incorporated root-MUSIC instead of FFT. Hence, the proposed method is less complex than CBF which uses a 3-D search. Assuming that all of the 1-D searches are performed on $N$ grid points, then the computation complexity of the proposed method is of order $\mathcal{O}\left(2 K^{2} M N+2 K M N \log _{2} N+N^{2} M\right)$ had one incorporated FFT, and of order $\mathcal{O}\left(2 K^{2} M N+6 K^{3} M N+N^{2} M\right)$ had one incorporated root-MUSIC with window length of $2 K$ (default window length in MATLAB). On the other hand, assuming that the 3-D search is performed on the $N \times N \times N$ three-dimensional grid points, then the computational complexity of CBF method is of order $\mathcal{O}\left(N^{4} M\right)$, which is significantly larger than the proposed method. Alternatively, one could use simplex or genetic algorithm to reduce number of searches in CBF method, however, without proper initial iteration points these algorithms will easily converge to one of the many spurious local maximum points and lead to incorrect estimation.

The only disadvantage of the proposed algorithm is in estimating multiple
sources that have the same frequency rates and/or frequencies. This limitation is inherited from MC-DPT algorithm which is incorporated in our proposed method.

The above mentioned results are for the LS method. As for the TLS-LS method, we did a simulation using the same parameters as in LS method. It could be observed from Fig. 3.4-Fig. 3.6 that the performance of TLS-LS-based method performs better when SNR is small. The reason is that TLS-LS, when computing the solution, takes into account the model error whilst LS does not.


Figure 3.4: Comparison of MSE of $f_{1}(H z)^{2}$ among CBF, proposed LS-based and TLS-LS based algorithms


Figure 3.5: Comparison of MSE of $f_{2}(H z / s)^{2}$ among CBF, proposed LS-based and TLS-LS based algorithms

### 3.6 Summary

In this chapter, we have demonstrated a new wideband array processing technique based on LS estimation, and an improved technique based on TLS-LS estimation, for the estimation of multiple LFM signal parameters. The proposed method is compared to recently developed CBF algorithm. The proposed method is better in terms of accuracy, i.e. lower MSE and lower computational cost. However, the proposed algorithm in this chapter can only apply to second-order PPS. In the following chapter, we will devise a new algorithm that address PPS in general.


Figure 3.6: Comparison of MSE of DOA $\left({ }^{\circ}\right)^{2}$ among CBF, proposed LS-based and TLS-LS based algorithms

## Chapter 4

## Joint Estimation Method for Wideband PPS Impinged on Array Sensors

### 4.1 Introduction

After dealing with LFM signals in the previous chapter, we look into a more general class of PPS in this chapter. Herein, we estimate the parameters of a PPS impinged on array sensors. In this chapter, we describe a simple and search-free parameter estimation technique of wideband PPS, primarily to estimate its highest-order phase/frequency coefficient and DOA, which are the two main parameters of interest in many applications. The other frequency-related parameters of PPS are all dependent on the unknown propagation delay between the transmitter and the receiver and will not be estimated [18]. In the proposed algorithm in this chapter, we exploit the dual shift-invariance property in SHIM, which is a spatial variant of HIM [19]. After performing SHIM, the output are post-processed with ESPRITbased joint angle-frequency estimation (JAFE) algorithm [28]. JAFE is originally
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intended for narrowband sinusoidal signals impinging on an array of sensors. The proposed technique in this chapter is computationally inexpensive, because it is search-free. Simulation results are presented and comparisons are made to validate the strength of the proposed algorithm.

### 4.2 Single-Component PPS Model and SHIM

In Section 3.2 of the previous chapter, we have defined the general model of multiple wideband PPS impinging on a ULA in Eqn. (3.1). Assuming no noise for the time being, the wideband signal model for a single PPS impinging on the $m^{\text {th }}$ sensor of a ULA is therefore given by

$$
\begin{equation*}
[\mathbf{z}(n)]_{m} \triangleq A \exp \left\{j\left[a_{K}(n \Delta)^{K}+\sum_{k=0}^{K-1}\left(a_{k}+(k+1) a_{k+1} \psi(m-1)\right)(n \Delta)^{k}\right]\right\} \tag{4.1}
\end{equation*}
$$

where $[\mathbf{z}(n)]_{m}$ denotes the $m^{\text {th }}$ component of $\mathbf{z}(n)$.

Our proposed method is motivated by the works reported in Chapter 3 on second-order PPS, and particularly from Definition 1. Specifically, the first and second definitions imply that the highest-order frequency parameters are invariant from one sensor to another, and the electrical angle $(\psi)$ appears in the second highest order frequency parameter varies linearly from one sensor to another in ULA setting, respectively. To exploit these properties, we introduce the spatial higher-order instantaneous moment (SHIM).

Definition 2. Suppose $\mathbf{w}(n)$ is the time-sampled data vector, then the operator $\mathbf{D P}_{K}[\cdot, \tau]$ is defined as the SHIM operator of order $K$ with delay $\tau$ applied to $\mathbf{w}(n)$, mathematically,

$$
\begin{equation*}
\mathbf{D P}_{K}[\mathbf{w}(n), \tau] \triangleq\left[D P_{K}\left[(\mathbf{w}(n))_{1}, \tau\right], \ldots, D P_{K}\left[(\mathbf{w}(n))_{M}, \tau\right]\right]^{T} \tag{4.2}
\end{equation*}
$$

for $N_{i} \leq n \leq N-1 . D P_{K}[\cdot]$ is the (HIM) operator defined in [19] i.e.,

$$
\begin{align*}
D P_{1}[s(n), \tau] & \triangleq s(n) \\
D P_{2}[s(n), \tau] & \triangleq s(n) s^{*}(n-\tau) \\
& \vdots  \tag{4.3}\\
D P_{K}[s(n), \tau] & \triangleq D P_{2}\left[D P_{K-1}[s(n), \tau], \tau\right]
\end{align*}
$$

The initial sample is defined ${ }^{*}$ as $N_{i} \triangleq(K-1) \tau$; and $\tau$ is an arbitrary positive integer less than the number of samples, $N$, and it could be chosen according to [18].

### 4.3 Proposed Algorithm

Here we will see how the newly introduced SHIM operator can be applied to a wideband PPS impinged on ULA. Because the SHIM operator basically operates at each sensor independently, all the temporal properties of $D P_{K}[\cdot]$ hold. Hence,

[^4]the following theorem from [18], can be applied to signal measured from every sensor.

Theorem 1. Let $s(n)$ be a polynomial-phase signal of order $K$, such that, $s(n)=$ $e^{j \alpha} \exp \left(j \sum_{k=1}^{K} a_{k}(n \Delta)^{k}\right)$ (c.f. Eqn.(3.3)), for $0 \leq n \leq N-1$, where $a_{m}$ is the $m^{\text {th }}-$ order frequency parameter, which takes a real value. Then for all positive integers $\tau$

$$
\begin{equation*}
D P_{K}[s(n), \tau]=\exp \left\{j\left(\phi_{0} \Delta n+\gamma_{0}\right)\right\} \tag{4.4}
\end{equation*}
$$

for $N_{i} \leq n \leq N-1$, where $\phi_{0}$ and $\gamma_{0}$ are the sinusoidal frequency and phase in DPT domain, and they are given as follows

$$
\begin{align*}
& \phi_{0}=K!(\tau \Delta)^{K-1} a_{K}  \tag{4.5}\\
& \gamma_{0}=(K-1)!(\tau \Delta)^{K-1} a_{K-1}-0.5(K-1) K!(\tau \Delta)^{K} a_{K} \tag{4.6}
\end{align*}
$$

Therefore, by Definition 2 and by applying Theorem 1 to Eqn.(4.1), we obtain the following proposition.

Proposition 3. If $\mathbf{z}(n)$ is the noise-free received wideband PPS of order $K$ at the antenna array, then the result when applying the $K^{\text {th }}$-order SHIM to this signal is given by

$$
\begin{align*}
\mathbf{y}(n, \tau) & =\mathbf{D P}_{K}[\mathbf{z}(n), \tau], \quad n=N_{i}, \ldots, N-1  \tag{4.7}\\
& =\mathbf{a}(\mu) B e^{j(\phi n+\gamma)} \tag{4.8}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{a}(\mu) & =\left[1, e^{j \mu}, \ldots, e^{j \mu(M-1)}\right]^{T},  \tag{4.9}\\
{[\mathbf{y}(n, \tau)]_{m} } & =B \exp \{j(\phi n+\mu m+\gamma)\},  \tag{4.10}\\
\phi & =K!\tau^{K-1} \Delta^{K} a_{K},  \tag{4.11}\\
\mu & =\phi \psi / \Delta,  \tag{4.12}\\
\gamma & =(K-1)!(\tau \Delta)^{K-1} a_{K-1}-0.5(K-1) K!(\tau \Delta)^{K} a_{K},  \tag{4.13}\\
B & =A^{2^{K-1}} . \tag{4.14}
\end{align*}
$$

After SHIM operation, we can obtain $\phi$ and $\gamma$, which are the frequency and phase of the signal, respectively, and the vector $\mathbf{a}(\mu)$, which is the narrowband steering array vector with electrical angle, $\mu$. Therefore, the original data vectors of wideband PPS impinged on array are transformed into data vectors of narrowband sinusoidal impinged on array, which are given in Eqn. (4.8). Applying SHIM has dual advantages. Firstly, wideband steering array is transformed into narrowband steering array. Secondly, the PPS is transformed into sinusoidal signal, which can readily use the existing classical array processing algorithms or harmonic retrieval algorithms. Hereafter, the notation of $\tau$ in $\mathbf{y}(n, \tau)$ will be suppressed for simplification purpose. By exploiting Proposition 3 and by stacking together all
the $N-N_{i}$ samples, we get the following expression

$$
\begin{align*}
\widetilde{\mathbf{Y}} & =\left[\mathbf{y}\left(N_{i}\right), \mathbf{y}\left(N_{i}+1\right), \ldots, \mathbf{y}(N-1)\right] \\
& =B e^{j \gamma} \mathbf{a}(\mu)\left[e^{j \phi N_{i}}, e^{j \phi\left(N_{i}+1\right)}, \ldots, e^{j \phi(N-1)}\right] \tag{4.15}
\end{align*}
$$

which possesses the shift-invariant property in two directions, i.e. along column direction and row direction (see Chapter 2 for the shift-invariant property). The $\left(M \times\left(N-N_{i}\right)\right)$-matrix in Eqn. (4.15) is shift-invariant in column direction because the column subspace of the matrix formed by deleting the first row is the same as the column subspace of the matrix formed by deleting the last row. Similarly, the $\left(M \times\left(N-N_{i}\right)\right)$-matrix in Eqn. (4.15) is shift-invariant in row direction because the row subspace of the matrix formed by deleting the first column is the same as the row subspace of the matrix formed by deleting the last column.

By constructing $p$-factor temporal smoothed data matrix as follow,

$$
\begin{align*}
\mathbf{Y}_{p} & =\left[\begin{array}{cccc}
\mathbf{y}\left(N_{i}\right) & \mathbf{y}\left(N_{i}+1\right) & \cdots & \mathbf{y}(N-p) \\
\mathbf{y}\left(N_{i}+1\right) & \mathbf{y}\left(N_{i}+2\right) & \cdots & \mathbf{y}(N-p+1) \\
\vdots & \vdots & & \vdots \\
\mathbf{y}\left(N_{i}+p-1\right) & \mathbf{y}\left(N_{i}+p\right) & \cdots & \mathbf{y}(N-1)
\end{array}\right] \in \mathbb{C}^{p M \times\left(N-p-N_{i}+1\right)} \\
& =B e^{j\left(\phi N_{i}+\gamma\right)}\left[\begin{array}{cccc}
\mathbf{a}(\mu) & \mathbf{a}(\mu) e^{j \phi} & \cdots & \mathbf{a}(\mu) e^{j\left(N-N_{i}-p\right) \phi} \\
\mathbf{a}(\mu) e^{j \phi} & \mathbf{a}(\mu) e^{j 2 \phi} & \cdots & \mathbf{a}(\mu) e^{j\left(N-N_{i}-p+1\right) \phi} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{a}(\mu) e^{j(p-1) \phi} & \mathbf{a}(\mu) e^{j p \phi} & \cdots & \mathbf{a}(\mu) e^{j\left(N-N_{i}-1\right) \phi}
\end{array}\right] \tag{4.16}
\end{align*}
$$

we obtain a more general form of dual-shift invariant to appear in the column direction by deleting or selecting four distinct sets of rows, which will be shown next. The process of selecting certain rows of a matrix could be performed by left multiplication of the matrix with the selection matrix. The selection matrices, which will be used to to form the two pairs of shift-invariance matrices, are

$$
\begin{align*}
& \mathbf{J}_{x, \phi}=\left[\begin{array}{ll}
\mathbf{I}_{p-1} & \mathbf{0}_{1}
\end{array}\right] \otimes \mathbf{I}_{M} \\
& \mathbf{J}_{y, \phi}=\left[\begin{array}{ll}
\mathbf{0}_{1} & \mathbf{I}_{p-1}
\end{array}\right] \otimes \mathbf{I}_{M} \\
& \mathbf{J}_{x, \mu}=\mathbf{I}_{p} \otimes\left[\begin{array}{ll}
\mathbf{I}_{M-1} & \mathbf{0}_{1}
\end{array}\right]  \tag{4.17}\\
& \mathbf{J}_{y, \mu}=\mathbf{I}_{p} \otimes\left[\begin{array}{ll}
\mathbf{0}_{1} & \mathbf{I}_{M-1}
\end{array}\right]
\end{align*}
$$

where $\mathbf{0}_{1}$ is a column vector containing zeros. A pair of selection matrices, $\mathbf{J}_{x, \phi}$ and $\mathbf{J}_{y, \phi}$, select the $1^{\text {st }}$ to $((p-1) M)^{\text {th }}$ rows, and the $(M+1)^{\text {th }}$ to $(p M)^{\text {th }}$ rows of the matrix they applied to, respectively. The other pair of selection matrices, $\mathbf{J}_{x, \mu}$ and $\mathbf{J}_{y, \mu}$, select the $(I M+1)^{\text {th }}$ to $(I M+M-1)^{\text {th }}$ rows, and the $(I M+2)^{\text {th }}$ to $(I M+M)^{\text {th }}$ rows, for $I=0, \ldots, p-1$, of the matrix they applied to, respectively. Therefore, applying the selection matrices to Eqn. (4.16) gives two pairs of shiftinvariant matrices, given by

$$
\begin{aligned}
& \left\{\begin{array}{l}
\mathbf{J}_{x, \phi} \mathbf{Y}_{p}=\mathbf{a}^{\prime} B e^{j\left(\phi N_{i}+\gamma\right)} \mathbf{a}^{\prime \prime \prime T} \\
\mathbf{J}_{y, \phi} \mathbf{Y}_{p}=\mathbf{a}^{\prime} B e^{j\left(\phi N_{i}+\gamma+\phi\right)} \mathbf{a}^{\prime \prime \prime T}
\end{array}\right. \\
& \left\{\begin{array}{l}
\mathbf{J}_{x, \mu} \mathbf{Y}_{p}=\mathbf{a}^{\prime \prime} B e^{j\left(\phi N_{i}+\gamma\right)} \mathbf{a}^{\prime \prime \prime T} \\
\mathbf{J}_{y, \mu} \mathbf{Y}_{p}=\mathbf{a}^{\prime \prime} B e^{j\left(\phi N_{i}+\gamma+\mu\right)} \mathbf{a}^{\prime \prime \prime T}
\end{array}\right.
\end{aligned}
$$

where

$$
\begin{align*}
\mathbf{a}^{\prime} & \triangleq\left[\mathbf{a}(\mu)^{T}, \mathbf{a}(\mu)^{T} e^{j \phi}, \ldots, \mathbf{a}(\mu)^{T} e^{j(p-2) \phi}\right]^{T}  \tag{4.18}\\
\mathbf{a}^{\prime \prime} & \triangleq\left[\tilde{\mathbf{a}}(\mu)^{T}, \tilde{\mathbf{a}}(\mu)^{T} e^{j \phi}, \ldots, \tilde{\mathbf{a}}(\mu)^{T} e^{j(p-1) \phi}\right]^{T}  \tag{4.19}\\
\mathbf{a}^{\prime \prime \prime} & \triangleq\left[1, e^{j \phi}, \ldots, e^{j\left(N-N_{i}-p\right) \phi}\right]^{T}  \tag{4.20}\\
\tilde{\mathbf{a}}(\mu) & \triangleq\left[1, e^{j \mu}, \ldots, e^{j(M-2) \mu}\right]^{T} . \tag{4.21}
\end{align*}
$$

However, since in practice the matrix $\mathbf{Y}_{p}$ contains noise, it becomes full-rank
rather than rank-one (or low-rank in general), it is preferably to perform low-rank approximation using singular value decomposition (SVD) of $\mathbf{Y}_{p}$, i.e.,

$$
\begin{equation*}
\mathbf{Y}_{p}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T} \tag{4.22}
\end{equation*}
$$

where its rank-one approximation is given by

$$
\begin{equation*}
\hat{\mathbf{Y}}_{p}=\mathbf{u} s_{1} \boldsymbol{\nu}^{H} \tag{4.23}
\end{equation*}
$$

Here $s_{1}$ is the largest singular value, $\mathbf{u}$ and $\boldsymbol{\nu}$ are the corresponding left- and rightsingular vectors. In the case of no noise, $\mathbf{u}=\left[\mathbf{a}(\mu)^{T}, \mathbf{a}(\mu)^{T} e^{j \phi}, \ldots, \mathbf{a}(\mu)^{T} e^{j(p-1) \phi}\right]^{T} t$, where $t$ is a complex scaling constant. Therefore, the application of selection matrices onto the left-singular vector corresponding to the largest singular value leads to the following sets of equations,

$$
\left\{\begin{array} { l } 
{ \mathbf { J } _ { x \phi } \mathbf { u } = \mathbf { a } ^ { \prime } t }  \tag{4.24}\\
{ \mathbf { J } _ { y \phi } \mathbf { u } = \mathbf { a } ^ { \prime } \lambda _ { \phi } t = \mathbf { a } ^ { \prime } e ^ { j \phi } t }
\end{array} \quad \left\{\begin{array}{l}
\mathbf{J}_{x \mu} \mathbf{u}=\mathbf{a}^{\prime \prime} t \\
\mathbf{J}_{y \mu} \mathbf{u}=\mathbf{a}^{\prime \prime} \lambda_{\mu} t=\mathbf{a}^{\prime \prime} e^{j \mu} t
\end{array}\right.\right.
$$

where $\lambda_{\phi} \triangleq e^{j \phi}$ and $\lambda_{\mu} \triangleq e^{j \mu}$. Let us define $\mathbf{u}_{x \phi} \triangleq \mathbf{J}_{x \phi} \mathbf{u}, \mathbf{u}_{y \phi} \triangleq \mathbf{J}_{y \phi} \mathbf{u}, \mathbf{u}_{x \mu} \triangleq \mathbf{J}_{x \mu} \mathbf{u}$ and $\mathbf{u}_{y \mu} \triangleq \mathbf{J}_{y \mu} \mathbf{u}$, by using these definitions and Eqn. (4.24), we have the following equations,

$$
\begin{equation*}
\mathbf{u}_{x \phi}^{\dagger} \mathbf{u}_{y \phi}=\lambda_{\phi}=e^{j \phi} \quad \quad \mathbf{u}_{x \mu}^{\dagger} \mathbf{u}_{x \mu}=\lambda_{\mu}=e^{j \mu} \tag{4.25}
\end{equation*}
$$
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 ARRAY SETTINGTherefore, we can estimate $\phi$ and $\mu$ by $\hat{\phi}=\angle \lambda_{\phi}$ and $\hat{\mu}=\angle \lambda_{\mu}$ after we perform three steps: initially transform the PPS by SHIM, secondly perform a rank-one approximation through SVD of its p-temporally smoothened data matrix, and finally apply the proper selection matrices (Eqn.(4.17)) to its left-singular vector corresponding to the largest singular value. Using $\hat{\phi}$ and $\hat{\mu}$, the estimate of the $K^{\text {th_ }}$ order frequency parameter and DOA can be extracted by the following relations,

$$
\begin{align*}
\hat{a}_{K} & =\frac{\hat{\phi}}{K!\tau^{K-1} \Delta^{K}}  \tag{4.26}\\
\hat{\theta} & =\arcsin \left(\frac{c \Delta \hat{\mu}}{d \hat{\phi}}\right) \tag{4.27}
\end{align*}
$$

where we have made used of Eqn. (3.5), Eqn. (4.11), and Eqn. (4.11).

For better estimation of $\phi$ and $\mu$, spatiotemporal smoothing and forwardbackward averaging could be performed instead of just using temporal smoothing [28]. Spatiotemporal smoothed data matrix is constructed as

$$
\begin{equation*}
\mathbf{Y}_{p, L^{\prime}}=\left[\mathbf{J}_{1} \mathbf{Y}_{p}, \mathbf{J}_{2} \mathbf{Y}_{p}, \ldots, \mathbf{J}_{L^{\prime}} \mathbf{Y}_{p}\right] \quad \in \mathbb{C}^{p\left(M-L^{\prime}+1\right) \times L^{\prime}(N-p+1)} \tag{4.28}
\end{equation*}
$$

where the selection matrix, $\mathbf{J}_{l} \in \mathbb{R}^{p\left(M-L^{\prime}+1\right) \times p M}$, selects a number of rows from the data matrix $\mathbf{Y}_{p}$ that corresponds to the $l^{\text {th }}$ subarray. The first subarray in our ULA model, basically consists of data received from $1^{\text {st }}$ sensor to $\left(M-L^{\prime}+1\right)^{\text {th }}$ sensor. The data for $l^{\text {th }}$ subarray, would be data received from $l^{\text {th }}$ sensor to $\left(M-L^{\prime}+l\right)^{\text {th }}$ sensor.
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Furthermore, whitening could be incorporated to improve the performance at the cost of additional computational complexity. However, as shown in [28], there is only slight improvement in estimating frequency parameter at low signal-to-noise ratio (SNR). Hence, in Section 4.5, we will assume whitening is incorporated to simplify the results reported in [28].

However, in practice, the estimation of $\lambda_{\phi}$ and $\lambda_{\mu}$ by using Eqn. (4.25) may not be accurate, because the SHIM-operated data is not noise free and, hence, $\mathbf{u}_{x \phi}$ and $\mathbf{u}_{y \phi}$ might not be sharing common subspace. Similarly, $\mathbf{u}_{x \mu}$ and $\mathbf{u}_{y \mu}$ might not be sharing common subspace either. Thus, it is recommended to use JAFE method [28], which will be reviewed in the next section.

### 4.4 Review of Joint Angle Frequency Method

In this section, we review the JAFE algorithm. In this algorithm [28], supergeneralized Schur decomposition is used. It basically solves generalized Schur problem for more than two matrices that share a common subspace. In [73], the super-generalized Schur decomposition is introduced and is used in the analytical constant modulus algorithm to blindly separate different source signals. In [74], the super-generalized Schur decomposition was applied to jointly estimate DOAs and delays. In [28], the decomposition is applied to jointly estimate DOAs and frequency of signals. The material presented in this section outlines the procedure
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to convert the problem in estimating the DOAs and the frequencies of the sources into a form which can be solved by the super generalized Schur decomposition algorithm.

When estimating DOAs and frequencies, the observed $L$ source signals from the $M$ sensors are given by

$$
\begin{equation*}
\mathbf{y}(n, \tau)=\mathbf{A}(\boldsymbol{\psi}) \mathbf{s}(n) \tag{4.29}
\end{equation*}
$$

where $\mathbf{A}(\boldsymbol{\psi})=\left[\mathbf{a}\left(\psi_{1}\right), \ldots, \mathbf{a}\left(\psi_{L}\right)\right]$ is the array manifold matrix, $\mathbf{s}(n)=\left[B_{1} e^{j\left(\phi_{1} n+\gamma_{1}\right)}, \ldots, B_{L} e^{j\left(\phi_{L} n+\gamma_{L}\right)}\right]^{T}$ are the sinusoidal signal sources, and $\mathbf{a}\left(\psi_{i}\right)=\left[1, e^{j \psi_{i}}, \ldots, e^{j \psi_{i}(M-1)}\right]^{T}$ is the steering array. The objective here is to estimate $\psi_{i}$ and $\phi_{i}$. The setup and the objective are the same for our single source model given in Eqn. (4.8). We have seen that for the single source case in Eqn.(4.16), the $p$-factor temporally smoothed data matrix, as well as spatiotemporally smoothed data matrix, possesses two shift-invariant properties in the column direction. By left-multiplicating the selection matrices in Eqn.(4.17) to the pfactor temporal smoothed data, we get two pairs of shift-invariant matrices (Eqn. (4.18)). By left-multiplicating the selection matrices to left-singular vector of the signal, we obtain Eqn. (4.24). Similarly, for the case of multiple sources, after forming $p$-temporally smoothed data matrix, $\mathbf{Y}_{p}$, we find the rank- $L$ approximation of
$\mathbf{Y}_{p}$. Suppose that its SVD is $\mathbf{Y}_{p}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{H}$, then

$$
\begin{equation*}
\hat{\mathbf{Y}}_{p}=\hat{\mathbf{U}} \hat{\boldsymbol{\Sigma}} \hat{\mathbf{V}}^{H} \tag{4.30}
\end{equation*}
$$

is the low-rank- $L$ approximation of the data matrix. Here, $\hat{\boldsymbol{\Sigma}}$ is a $(L \times L)$-diagonal matrix with up to $L$ largest singular values of $\mathbf{Y}_{p}$ in its diagonal; and the matrices $\hat{\mathbf{U}}$ and $\hat{\mathbf{V}}$ contain the left- and right-singular vectors corresponding to the $L$-largest singular values.

In the case of no noise, $\hat{\mathbf{U}}=\mathcal{A}(\boldsymbol{\phi}, \boldsymbol{\psi}) \mathbf{T}$ for a unique non-singular matrix $\mathbf{T}$ and $\mathcal{A}(\boldsymbol{\phi}, \boldsymbol{\psi}) \triangleq\left[\breve{\mathbf{a}}\left(\phi_{1}, \psi_{1}\right), \ldots, \breve{\mathbf{a}}\left(\phi_{L}, \psi_{L}\right)\right]$, where

$$
\begin{align*}
\breve{\mathbf{a}}\left(\phi_{i}, \psi_{i}\right) & \triangleq\left[\mathbf{a}\left(\psi_{i}\right)^{T}, \mathbf{a}\left(\psi_{i}\right)^{T} e^{j \phi_{i}}, \ldots, \mathbf{a}\left(\psi_{i}\right)^{T} e^{j(p-1) \phi_{i}}\right]^{T}  \tag{4.31}\\
\mathbf{a}\left(\psi_{i}\right) & \triangleq\left[1, e^{j \psi_{i}}, \ldots, e^{j(M-1) \psi_{i}}\right]^{T} \tag{4.32}
\end{align*}
$$

Similar to the single source scenario given in Eqn. (4.24), we have the following two pairs of shift-invariant matrices,

$$
\begin{gather*}
\begin{cases}\mathbf{U}_{x \phi} & \triangleq \mathbf{J}_{x \phi} \hat{\mathbf{U}}=\mathbf{A}_{x \phi} \mathbf{T} \\
\mathbf{U}_{y \phi} & \triangleq \mathbf{J}_{y \phi} \hat{\mathbf{U}}=\mathbf{A}_{x \phi} \mathbf{\Phi} \mathbf{T}\end{cases} \\
\left\{\begin{array}{l}
\mathbf{U}_{x \psi} \triangleq \mathbf{J}_{x \psi} \hat{\mathbf{U}}=\mathbf{A}_{x \psi} \mathbf{T} \\
\mathbf{U}_{y \psi}
\end{array} \begin{array}{l}
\mathbf{J}_{y \psi} \hat{\mathbf{U}}=\mathbf{A}_{x \psi} \mathbf{\Psi} \mathbf{T}
\end{array}\right. \tag{4.33}
\end{gather*}
$$
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 ARRAY SETTINGwhere $\boldsymbol{\Phi} \triangleq \operatorname{diag}\left\{\lambda_{\phi_{1}}, \ldots, \lambda_{\phi_{L}}\right\}$ and $\boldsymbol{\Psi} \triangleq \operatorname{diag}\left\{\lambda_{\psi_{1}}, \ldots, \lambda_{\psi_{L}}\right\}$ are the complex diagonal matrices. In Eqn. (4.33), we have $\mathbf{A}_{x \phi} \triangleq\left[\mathbf{a}^{\prime}\left(\phi_{1}, \psi_{1}\right), \ldots, \mathbf{a}^{\prime}\left(\phi_{L}, \psi_{L}\right)\right]$ and $\mathbf{A}_{x \psi} \triangleq\left[\mathbf{a}^{\prime \prime}\left(\phi_{1}, \psi_{1}\right), \ldots, \mathbf{a}^{\prime \prime}\left(\phi_{L}, \psi_{L}\right)\right]$, where

$$
\begin{align*}
\mathbf{a}^{\prime}\left(\phi_{i}, \psi_{i}\right) & \triangleq\left[\mathbf{a}\left(\psi_{i}\right)^{T}, \mathbf{a}\left(\psi_{i}\right)^{T} e^{j \phi_{i}}, \ldots, \mathbf{a}\left(\psi_{i}\right)^{T} e^{j(p-2) \phi_{i}}\right]^{T}  \tag{4.34}\\
\mathbf{a}^{\prime \prime}\left(\phi_{i}, \psi_{i}\right) & \triangleq\left[\tilde{\mathbf{a}}\left(\psi_{i}\right)^{T}, \tilde{\mathbf{a}}\left(\psi_{i}\right)^{T} e^{j \phi_{i}}, \ldots, \tilde{\mathbf{a}}\left(\psi_{i}\right)^{T} e^{j(p-1) \phi_{i}}\right]^{T}  \tag{4.35}\\
\tilde{\mathbf{a}}\left(\psi_{i}\right) & \triangleq\left[1, e^{j \psi_{i}}, \ldots, e^{j(M-2) \psi_{i}}\right]^{T} \tag{4.36}
\end{align*}
$$

In fact, Eqn. (4.33) gives two matrix pencil problems, each of them could be solved independently by using generalized Schur decomposition. However, in practice, the data is noisy and, hence, $\hat{\mathbf{U}} \approx \mathcal{A}(\boldsymbol{\phi}, \boldsymbol{\psi}) \mathbf{T}$. As such, $\mathbf{U}_{x \phi}$ and $\mathbf{U}_{y \phi}$ might not be sharing a common subspace, and also $\mathbf{U}_{x \mu}$ and $\mathbf{U}_{y \mu}$ might not be sharing a common subspace. The estimated $\mathbf{T}$ also might not be the same in both matrix pencil problems, therefore, solving them independently with generalized Schur decomposition is not desireable. In order to solve this set of equations, the two pairs of matrices in Eqn. (4.33) should be reformulated so that the two matrix pencil problems share a common subspace and a common unknown T. The super-generalized Schur decomposition algorithm can be used to find the eigenvalues of the modified problem. Note that the requirement to have a common $\mathbf{T}$ is to provide automatic pairing of the eigenvalues that belong to the same source.

Firstly, we will form a new set of four data matrices which ensure that there
are two common subspaces. Let us use span $\{\mathbf{M}\}$ to denote the space spanned by column vectors of $\mathbf{M}$, then by considering the following facts from Eqn. (4.33),

$$
\begin{align*}
& \operatorname{span}\left\{\mathbf{U}_{x \phi}\right\}=\operatorname{span}\left\{\mathbf{U}_{y \phi}\right\}=\operatorname{span}\left\{\mathbf{A}_{x \phi}\right\} \\
& \operatorname{span}\left\{\mathbf{U}_{x \psi}\right\}=\operatorname{span}\left\{\mathbf{U}_{y \psi}\right\}=\operatorname{span}\left\{\mathbf{A}_{x \psi}\right\}  \tag{4.37}\\
& \operatorname{rank}\left\{\mathbf{U}_{x \phi}\right\}=\operatorname{rank}\left\{\mathbf{U}_{y \phi}\right\}=\operatorname{rank}\left\{\mathbf{U}_{x \psi}\right\}=\operatorname{rank}\left\{\mathbf{U}_{y \psi}\right\}=k
\end{align*}
$$

which implied

$$
\begin{align*}
\operatorname{span}\left\{\left[\mathbf{U}_{x \phi} \mathbf{U}_{y \phi}\right]\right\} & =\operatorname{span}\left\{\mathbf{A}_{x \phi}\right\} \\
\operatorname{span}\left\{\left[\mathbf{U}_{x \psi} \mathbf{U}_{y \psi}\right]\right\} & =\operatorname{span}\left\{\mathbf{A}_{x \psi}\right\}  \tag{4.38}\\
\operatorname{rank}\left\{\left[\mathbf{U}_{x \phi} \mathbf{U}_{y \phi}\right]\right\} & =\operatorname{rank}\left\{\left[\mathbf{U}_{x \psi} \mathbf{U}_{y \psi}\right]\right\}=k
\end{align*}
$$

Following that, let us consider the QR decompositions of the matrices as follows

$$
\begin{align*}
& {\left[\begin{array}{ll}
\mathbf{U}_{x \phi} & \left.\mathbf{U}_{y \phi}\right]=\mathbf{A}_{x \phi}\left[\begin{array}{ll}
\mathbf{T} & \mathbf{\Phi T}
\end{array}\right]=\mathbf{Q}_{\phi}\left[\begin{array}{cc}
\mathbf{E}_{x \phi} & \mathbf{E}_{y \phi} \\
\mathbf{0} & *
\end{array}\right] \\
{\left[\begin{array}{ll}
\mathbf{U}_{x \psi} & \left.\mathbf{U}_{y \psi}\right]
\end{array}\right]=\mathbf{A}_{x \psi}\left[\begin{array}{ll}
\mathbf{T} & \mathbf{\Psi} \mathbf{T}
\end{array}\right]=\mathbf{Q}_{\psi}\left[\begin{array}{cc}
\mathbf{E}_{x \psi} & \mathbf{E}_{y \psi} \\
\mathbf{0} & *
\end{array}\right]}
\end{array} .=\begin{array}{l}
\end{array}\right]} \tag{4.39}
\end{align*}
$$

where $*$ denotes some upper-triangular matrices. Let $\tilde{\mathbf{Q}}_{\phi}=\left[\mathbf{q}_{\phi 1} \ldots \mathbf{q}_{\phi L}\right], \tilde{\mathbf{Q}}_{\psi}=$ $\left[\mathbf{q}_{\psi 1} \ldots \mathbf{q}_{\psi L}\right]$ denote the first $L$-column vectors of $\mathbf{Q}_{\phi}$ and $\mathbf{Q}_{\psi}$, respectively, and $\tilde{\tilde{\mathbf{Q}}}_{\phi}, \tilde{\tilde{\mathbf{Q}}}_{\psi}$ denote the last $L$-column vectors of $\mathbf{Q}_{\phi}$ and $\mathbf{Q}_{\psi}$, respectively. From Eqn.
(4.38) and the QR decomposition properties, we obtain

$$
\begin{align*}
& \operatorname{span}\left\{\tilde{\mathbf{Q}}_{\phi}\right\}=\operatorname{span}\left\{\mathbf{A}_{x \phi}\right\} \\
& \operatorname{span}\left\{\tilde{\mathbf{Q}}_{\psi}\right\}=\operatorname{span}\left\{\mathbf{A}_{x \psi}\right\} \tag{4.41}
\end{align*}
$$

Therefore, by rearranging Eqns.(4.39) and (4.40), we get

$$
\begin{align*}
\mathbf{Q}_{\phi}{ }^{H}\left[\mathbf{U}_{x \phi} \mathbf{U}_{y \phi}\right]= & \left(\begin{array}{cc}
\mathbf{E}_{x \phi} & \mathbf{E}_{y \phi} \\
\mathbf{0} & *
\end{array}\right)=\left(\begin{array}{cc}
\tilde{\mathbf{Q}}_{\phi}^{H} \mathbf{A}_{x \phi} \mathbf{T} & \tilde{\mathbf{Q}}_{\phi}^{H} \mathbf{A}_{x \phi} \boldsymbol{\Phi} \mathbf{T} \\
\mathbf{0} & \tilde{\tilde{\mathbf{Q}}}_{\phi}^{H} \mathbf{A}_{x \phi} \boldsymbol{\Phi} \mathbf{T}
\end{array}\right)  \tag{4.42}\\
\mathbf{Q}_{\psi}{ }^{H}\left[\mathbf{U}_{x \psi} \mathbf{U}_{y \psi}\right]= & \left(\begin{array}{cc}
\mathbf{E}_{x \psi} & \mathbf{E}_{y \psi} \\
\mathbf{0} & *
\end{array}\right)=\left(\begin{array}{cc}
\tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi} \mathbf{T} & \tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi} \mathbf{\Psi} \mathbf{T} \\
\mathbf{0} & \tilde{\tilde{\mathbf{Q}}}_{\psi}^{H} \mathbf{A}_{x \psi} \boldsymbol{\Psi} \mathbf{T}
\end{array}\right) \tag{4.43}
\end{align*}
$$

where $\tilde{\tilde{\mathbf{Q}}}_{\phi}^{H} \mathbf{A}_{x \phi} \boldsymbol{\Phi} \mathbf{T}$ and $\tilde{\tilde{\mathbf{Q}}}_{\psi}^{H} \mathbf{A}_{x \psi} \boldsymbol{\Psi} \mathbf{T}$ are zero matrices if the data are noise free because $\tilde{\tilde{\mathbf{Q}}}_{\phi}$ and $\tilde{\tilde{\mathbf{Q}}}_{\psi}$ span the orthogonal spaces of $\operatorname{span}\left\{\tilde{\mathbf{Q}}_{\phi}\right\}$ and $\operatorname{span}\left\{\tilde{\mathbf{Q}}_{\psi}\right\}$. The QR decomposition step has implicitly formed two new matrices pairs, i.e., ( $\mathbf{E}_{x \phi}$, $\left.\mathbf{E}_{y \phi}\right)$ and $\left(\mathbf{E}_{x \psi}, \mathbf{E}_{y \psi}\right)$ which lie on $\operatorname{span}\left\{\tilde{\mathbf{Q}}_{\phi}^{H} \mathbf{A}_{x \phi}\right\}$ and $\operatorname{span}\left\{\tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi}\right\}$, respectively, from the original matrices pairs, $\mathbf{U}_{x \phi}, \mathbf{U}_{y \phi}, \mathbf{U}_{x \psi}$ and $\mathbf{U}_{y \psi}$, which are not necessary lying on any common spaces due to the presence of noise. This idea is similar to TLS approximation, where a new set of matrices with common subspace is constructed from the original set of data matrices which do not have any common subspace (see [69]).

Secondly, we will use the newly derived matrices, i.e., $\left(\mathbf{E}_{x \phi}, \mathbf{E}_{y \phi}\right)$ and $\left(\mathbf{E}_{x \psi}\right.$,
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 ARRAY SETTING$\mathbf{E}_{y \psi}$ ), to establish two new matrix pencil problems. Note that $\tilde{\mathbf{Q}}_{\phi}^{H} \mathbf{A}_{x \phi}$ and $\tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi}$ are non-singular because $\tilde{\mathbf{Q}}_{\phi}, \mathbf{A}_{x \phi}, \tilde{\mathbf{Q}}_{\psi}$ and $\mathbf{A}_{x \psi}$ are all full column rank matrices. Hence, by retaining only two sets of equations in the following

$$
\left\{\begin{array} { l } 
{ \mathbf { E } _ { x \phi } = \tilde { \mathbf { Q } } _ { \phi } ^ { H } \mathbf { A } _ { x \phi } \mathbf { T } }  \tag{4.44}\\
{ \mathbf { E } _ { y \phi } = \tilde { \mathbf { Q } } _ { \phi } ^ { H } \mathbf { A } _ { x \phi } \mathbf { \Phi } \mathbf { T } }
\end{array} \left\{\begin{array}{ll}
\mathbf{E}_{x \psi}= & \tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi} \mathbf{T} \\
\mathbf{E}_{y \phi}= & \tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi} \mathbf{\Psi} \mathbf{T}
\end{array}\right.\right.
$$

we established two sets of matrix pencil problems, and within each set has common subspace being enforced. Subsequently, we can form two eigenvalue decomposition equations by using Eqn. (4.44), i.e.,

$$
\left\{\begin{array}{l}
\mathbf{E}_{x \phi}^{-1} \mathbf{E}_{y \phi}=\mathbf{T}^{-1} \mathbf{\Phi} \mathbf{T}  \tag{4.45}\\
\mathbf{E}_{x \psi}^{-1} \mathbf{E}_{y \psi}=\mathbf{T}^{-1} \mathbf{\Psi} \mathbf{T}
\end{array}\right.
$$

and both equations have a common matrix $\mathbf{T}$. This common matrix $\mathbf{T}$ forces these equations to have common eigenvectors and as a result, it gives automatic pairing of the eigenvalues belonging to the same source. However, solving these two eigenvalue decomposition problems in Eqn. (4.45) are numerically unstable because they involve matrix inversions in the left-hand side of Eqn. (4.45). Therefore, it is more desirable to solve the original version of the problem in the matrix pencil
form (Eqn. (4.44)) given by

$$
\left\{\begin{array}{l}
\mathbf{E}_{y \phi} \mathbf{q}=\lambda_{\phi} \mathbf{E}_{x \phi} \mathbf{q}  \tag{4.46}\\
\mathbf{E}_{y \psi} \mathbf{q}=\lambda_{\psi} \mathbf{E}_{x \psi} \mathbf{q}
\end{array}\right.
$$

The super-generalized Schur decomposition algorithm can then be used to maintain automatic pairing of eigenvalues $\lambda_{\phi_{i}}, \lambda_{\psi_{i}}$, which will be shown later.

Finally, we will rearrange Eqn. (4.44) into the QZ-structures. In other words, we transform the problem Eqn. (4.46) into a generalized Schur decomposition problem. Let us perform the full QR decompositions as follows

$$
\begin{align*}
\mathbf{T}^{-1} & =\mathbf{Z}^{H} \mathbf{R}_{T}^{-1}  \tag{4.47}\\
\tilde{\mathbf{Q}}_{\phi}^{H} \mathbf{A}_{x \phi} & =\mathbf{Q}_{\phi}^{\prime H} \mathbf{R}_{\phi}  \tag{4.48}\\
\tilde{\mathbf{Q}}_{\psi}^{H} \mathbf{A}_{x \psi} & =\mathbf{Q}_{\psi}^{H}{ }_{\psi} \mathbf{R}_{\psi} \tag{4.49}
\end{align*}
$$

where $\mathbf{Z}^{H}, \mathbf{Q}^{\prime H}{ }_{\phi}^{H}$ and $\mathbf{Q}^{\prime}{ }_{\psi}^{H}$ are unitary matrices (the Q-part of QR decomposition), and $\mathbf{R}_{T}^{-1}, \mathbf{R}_{\phi}$ and $\mathbf{R}_{\psi}$ are square upper-triangular matrices (the R-part of QR decomposition). These upper-triangular matrices have non-zero diagonal elements because of the non-singularity of left-hand sides of the above equations. Thus, we
have the following set of matrices

$$
\begin{align*}
& \begin{cases}\mathbf{E}_{x \phi} & =\mathbf{Q}_{\phi}^{\prime H} \mathbf{R}_{\phi} \mathbf{R}_{T} \mathbf{Z} \triangleq \mathbf{Q}_{\phi}^{\prime H} \mathbf{R}_{x \phi} \mathbf{Z} \\
\mathbf{E}_{y \phi} & =\mathbf{Q}_{\phi}^{\prime H} \mathbf{R}_{\phi} \mathbf{\Phi} \mathbf{R}_{T} \mathbf{Z} \triangleq \mathbf{Q}_{\phi}^{\prime H} \mathbf{R}_{y \phi} \mathbf{Z}\end{cases} \\
& \begin{cases}\mathbf{E}_{x \psi} & =\mathbf{Q}_{\psi}^{\prime H} \mathbf{R}_{\psi} \mathbf{R}_{T} \mathbf{Z} \triangleq \mathbf{Q}_{\psi}^{\prime H} \mathbf{R}_{x \psi} \mathbf{Z} \\
\mathbf{E}_{y \psi} & =\mathbf{Q}_{\psi}^{\prime H} \mathbf{R}_{\psi} \mathbf{\Psi} \mathbf{R}_{T} \mathbf{Z} \triangleq \mathbf{Q}_{\psi}^{\prime H} \mathbf{R}_{y \psi} \mathbf{Z}\end{cases} \tag{4.50}
\end{align*}
$$

where $\mathbf{R}_{x \phi}, \mathbf{R}_{y \phi}, \mathbf{R}_{x \psi}$ and $\mathbf{R}_{y \psi}$ are also square upper-triangular matrices with nonzero diagonal elements. The set of equations in (4.50) is basically of the form of two sets of generalized Schur decomposition [70] with a common factor $\mathbf{Z}$ which is derived from the common matrix $\mathbf{T}$. Hence the generalized eigenvalues are the ratio of the diagonals i.e. $\left(\lambda_{\phi i}, \lambda_{\psi i}\right)=\left(\left[\mathbf{R}_{y \phi}\right]_{i i} /\left[\mathbf{R}_{x \phi}\right]_{i i},\left[\mathbf{R}_{y \psi}\right]_{i i} /\left[\mathbf{R}_{x \psi}\right]_{i i}\right)$. Automatic pairing between the eigenvalues is ensured because the eigenvalues are linked by the common matrix $\mathbf{Z}$ defined in Eqn.(4.50). Given that there are more than one pair of matrices E's in Eqn. (4.50), the super generalized Schur decomposition algorithm can be used to solve for all the Q's, R's and $\mathbf{Z}$ (see [73] for the algorithm steps). Subsequently the estimates of $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$, are given by

$$
\begin{align*}
& \hat{\boldsymbol{\Phi}}=\operatorname{diag}\left\{\mathbf{R}_{y \phi}\right\} \operatorname{diag}\left\{\mathbf{R}_{x \phi}\right\}^{-1} \\
& \hat{\Psi}=\operatorname{diag}\left\{\mathbf{R}_{y \psi}\right\} \operatorname{diag}\left\{\mathbf{R}_{x \psi}\right\}^{-1} \tag{4.51}
\end{align*}
$$

with the $i^{\text {th }}$ diagonal element of $\hat{\boldsymbol{\Phi}}$ being paired with $i^{\text {th }}$ diagonal element of $\hat{\boldsymbol{\Psi}}$.
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In summary, in this section, we have given the steps how DOAs and frequencies can be estimated simultaneously. It is done by forming the low-rank approximated data matrix in Eqn. (4.30) into Eqn. (4.50) which has four QZ-structured matrices with two common $\mathbf{Q}$ matrices and one common $\mathbf{Z}$ matrix. These two pairs of QZ structures could be solved simultaneously by super generalized Schur decomposition algorithm or also called extended QZ algorithm [73]. In fact, the super generalized Schur algorithm could solve for any number of QZ-structured matrices with one or many common factors of $\mathbf{Q}$ 's or $\mathbf{Z}$. However, the details on the super generalized Schur algorithm will not be described in this thesis but it can be found in [73].

### 4.5 Analysis and Identifiability Condition

The performance of the JAFE algorithm under zero-mean Gaussian noise or error perturbation has been studied in [28]. However, in our proposed algorithm, the noisy data $\mathbf{x}(n)$ in Eqn. (3.1), which contains zero-mean Gaussian noise, is first operated with SHIM. The noisy SHIM-operated data, $\mathbf{D P}_{K}[\mathbf{x}(n), \tau]$, is then used in JAFE algorithm to perform estimation. Therefore, to study the performance in DOA and frequency estimation in the first step, we will analyze the perturbation error of the SHIM-operated data. The second step is to analyze the JAFE algorithm's performance when estimating the phases, $\mu$ and $\phi$, using the SHIMoperated data. Here, we will simply recall the results in [28] and apply to our
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algorithm. The third step is to relate the performance in estimating phases to performance in estimating of DOA and frequency parameters. Subsequently, we will show the identifiability conditions on $\Delta, \tau, a_{K}$ and $d / c$, which have to be met for JAFE algorithm to estimate unambiguously. Finally, the optimal choice of $\Delta$ that minimizes the MSE is derived.

### 4.5.1 The Statistics of $\delta \mathbf{y}(n)$

Since SHIM is a non-linear operator, there will be many cross-terms generated between signal and noise resulted from its application to noisy signal $\mathbf{x}(n)$ of Eqn. (3.1). Hence, the easiest way to access the statistics of the perturbation error or the noise in the transformed domain, $\delta \mathbf{y}(n)$, is to deal with the difference between SHIM of $\mathbf{x}(n)$ (the noisy signal data) and SHIM of $\mathbf{z}(n)$ (the noiseless data signal of Eqn. (4.1)). Mathematically, $\delta \mathbf{y}(n)$ can be obtained by

$$
\begin{equation*}
\delta \mathbf{y}(n)=\mathbf{D} \mathbf{P}_{K}[\mathbf{x}(n), \tau]-\mathbf{D} \mathbf{P}_{K}[\mathbf{z}(n), \tau] \tag{4.52}
\end{equation*}
$$

Let us recall from [18] the perturbation error of the HIM-operated data in the single antenna scenario, which we label it $m^{\text {th }}$ antenna, as follows,

$$
\begin{align*}
{[\delta \mathbf{y}(n)]_{m} } & =\mathrm{DP}_{K}\left[[\mathbf{x}(n)]_{m}, \tau\right]-\mathrm{DP}_{K}\left[[\mathbf{z}(n)]_{m}, \tau\right] \\
& =\prod_{q=0}^{K-1}\left[\left(\left[\mathbf{x}^{\{q\}}(n-q \tau)\right]_{m}\right)^{\left(K_{q}^{-1}\right)}-\left(\left[\mathbf{z}^{\{q\}}(n-q \tau)\right]_{m}\right)^{\left(K_{q}^{-1}\right)}\right] \\
& =\eta_{(m)}(n) \mathrm{DP}_{K}\left[[\mathbf{z}(n)]_{m}, \tau\right] \\
& =B e^{j(\phi n+\gamma)} \eta_{(m)}(n)[\mathbf{a}(\mu)]_{m} \tag{4.53}
\end{align*}
$$

where

$$
\begin{align*}
\eta_{(m)}(n) & \triangleq \prod_{q=0}^{K-1}\left[1+\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{\left[\mathbf{z}^{\{q\}}(n-q \tau)\right]_{m}}\right]^{\binom{K-1}{q}}-1 \\
& =\prod_{q=0}^{K-1}\left[1+\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right]^{\binom{K-1}{q}}-1  \tag{4.54}\\
& =\prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\left(\begin{array}{c}
\left(\begin{array}{c}
K-1 \\
q \\
i
\end{array}\right)
\end{array}\right)\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right]-1,
\end{align*}
$$

$s(n)$ is the PPS given in Eqn. (3.3), $\mathbf{a}(\theta, n)$ is the wideband steering array given in Eqn. (3.4), and $[\mathbf{v}(n)]_{m}$ is the white Gaussian noise observed in sensor $m$ given in Eqn. (3.1). We have also used the following notations: the even/odd-conjugation notation is given as

$$
s^{\{q\}}(n)=\left\{\begin{array}{lll}
s(n), & q & \text { even }  \tag{4.55}\\
s^{*}(n), & q & \text { odd }
\end{array}\right.
$$

and the binomial coefficient is given as $\binom{p}{q}=\frac{p!}{q!(p-q)!}$. Let us consider $\tau=N / K$, which is the value that DPT can achieve the lowest MSE in estimating $a_{K}$. With this optimal value of $\tau$, we have the following statistics of $\eta_{m}(n)$ :

$$
\begin{align*}
E\left\{\eta_{m}(n)\right\} & =0  \tag{4.56}\\
E\left\{\left[\eta_{m}(n)\right]^{2}\right\} & =0  \tag{4.57}\\
E\left\{\eta_{m}(n) \eta_{m}^{*}(n)\right\} & =\mathcal{K}_{a_{K}}(K, \mathrm{SNR}) \tag{4.58}
\end{align*}
$$

(see Eqns.(C.9), (C.12) and (C.13)), where

$$
\begin{equation*}
\mathcal{K}_{a_{K}}(K, \mathrm{SNR}) \triangleq\left[\prod_{q=0}^{K-1} \sum_{i=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{i}^{2} i!\left(\frac{1}{\mathrm{SNR}}\right)^{i}\right]-1 \tag{4.59}
\end{equation*}
$$

and $S N R=\triangleq A^{2} / \sigma_{n}^{2}$.

By stacking the perturbation errors in Eqn. (4.53) into vector $\delta \mathbf{y}(n)$, we obtain

$$
\begin{equation*}
\delta \mathbf{y}(n)=B e^{j(\phi n+\gamma)}(\mathbf{a}(\mu) \circ \boldsymbol{\eta}(n)) \tag{4.60}
\end{equation*}
$$

where $\circ$ denotes the Schur-Hadamard (element-wise) matrix product and $\boldsymbol{\eta}(n))=\left[\eta_{0}(n), \ldots, \eta_{M-1}(n)\right]^{T}$. By using Eqn. (4.56), we have

$$
\begin{equation*}
E\{\delta \mathbf{y}(n)\}=B e^{j(\phi n+\gamma)}(\mathbf{a}(\mu) \circ E\{\boldsymbol{\eta}(n)\})=\mathbf{0} \tag{4.61}
\end{equation*}
$$

## CHAPTER 4. JOINT ESTIMATION OF WIDEBAND PPS IN

 ARRAY SETTINGFurthermore, because the noise is also assumed to be spatially white, its autocorrelation matrix is given by

$$
\begin{align*}
\mathbf{R}_{\mathbf{v}} & \triangleq E\left\{\delta \mathbf{y}(n) \delta \mathbf{y}(n)^{H}\right\}=B^{2} E\left\{\boldsymbol{\eta}(n) \boldsymbol{\eta}(n)^{H}\right\} \\
& =B^{2} E\left\{\eta_{m}(n) \eta_{m}^{*}(n)\right\} \mathbf{I}=B^{2} \mathcal{K}_{a_{K}}(K, \mathrm{SNR}) \mathbf{I} \tag{4.62}
\end{align*}
$$

where $\mathbf{I}$ is the identity matrix.

### 4.5.2 Performance of JAFE in our Proposed Algorithm

With the first and second-order statistics of the noise in the SHIM domain, which is also zero mean and spatially white as well as temporally white (assuming $\tau=$ $N / K)$, the performance analysis of JAFE is can be applied to noisy version of $\mathbf{y}(n)$. We now recall the results for whitened and spatially-temporally smoothed data matrix from [28], which are

$$
\begin{align*}
E\left\{|\delta \mu|^{2}\right\} & =\frac{\sigma_{n^{\prime}}^{2}}{\xi} \frac{2}{p\left(N^{\prime}-p+1\right)} \frac{1}{L^{\prime}\left(M-L^{\prime}\right)^{2}}  \tag{4.63}\\
E\left\{|\delta \phi|^{2}\right\} & =\frac{\sigma_{n^{\prime}}^{2}}{\xi} \frac{1}{(p-1)^{2}\left(N^{\prime}-p+1\right)} \frac{1}{L^{\prime}\left(M-L^{\prime}+1\right)} \tag{4.64}
\end{align*}
$$

where $L^{\prime}$ and $p$ are the spatial and temporal smoothing factors, respectively. The number of antennas is $M$, and $N^{\prime}$ is the effective number of samples in the trans-
formed domain. Effectively, the number of samples, $N^{\prime}$, is given as

$$
\begin{equation*}
N^{\prime}=N-N_{i}=N-(K-1) \tau \tag{4.65}
\end{equation*}
$$

where, $K$ is the order of PPS. The effective SNR is defined as $\xi / \sigma_{n^{\prime}}^{2}$, where

$$
\begin{align*}
\sigma_{n^{\prime}}^{2} & =A^{2^{2 K-2}} \mathcal{K}(K, S N R)  \tag{4.66}\\
\frac{1}{\xi} & =\frac{\sigma_{Y}^{2}}{|t|^{2}\left(\sigma_{Y}^{2}-\sigma_{n^{\prime}}^{2}\right)}, \tag{4.67}
\end{align*}
$$

and $t$ is the complex scaling factor and $\sigma_{Y}^{2}=\left|s_{1}\right|^{2}$ is the largest eigenvalue of the covariance matrix of the spatiotemporally smoothed data matrix, $\mathbf{Y}_{p, L^{\prime}}$, which is noisy and whitened. The largest singular value, $s_{1}$ and $t$ are the same if the data matrix used is noise-free and not spatiotemporally smoothed.

### 4.5.3 The Performance Analysis of $\theta$ and $a_{K}$

It is noteworthy to see that in the angle-frequency estimation model (JAFE problem) given in [28], DOA and frequency of interest are related to $\mu$ and $\phi$, respectively, and independent of each other. While on the other hand, in the wideband PPS problem, as seen in Eqns.(4.26) and (4.27), the DOA is related to both $\mu$ and $\phi$, and $K^{\text {th }}$-order frequency parameter is only related to $\phi$. This would stifle an accurate DOA estimation. To observe the effect of the parameters on estimation accuracy, the first-order perturbation approximation of $\hat{\psi}$, derived by first-order

Taylor approximation for Eqn.(4.12) (a function of two variables, $\phi$ and $\mu$ ), is given by

$$
\begin{equation*}
\delta \psi \approx \frac{\delta \mu \Delta}{\phi}-\frac{\mu \Delta \delta \phi}{\phi^{2}} \tag{4.68}
\end{equation*}
$$

Thus, by using Eqn. (4.68), we obtain the MSE as follows,

$$
\begin{align*}
E\left(\delta \psi^{2}\right) & \approx \frac{\Delta^{2}}{\phi^{2}} E\left(\delta \mu^{2}\right)+\frac{\mu^{2} \Delta^{2}}{\phi^{4}} E\left(\delta \phi^{2}\right) \\
& =\frac{\Delta^{2}}{\phi^{2}} E\left(\delta \mu^{2}\right)+\frac{\psi^{2}}{\phi^{2}} E\left(\delta \phi^{2}\right) \tag{4.69}
\end{align*}
$$

We have used Eqn. (4.12) to get Eqn. (4.69). Since $\psi=\frac{d}{c} \sin \theta$, we have $\delta \theta \approx \frac{c \delta \psi}{d \cos \theta}$, and by substituting Eqn. (4.11) into Eqn. (4.69), we obtain

$$
\begin{equation*}
E\left(\delta \theta^{2}\right) \approx \frac{(\Delta c / d)^{2} E\left(\delta \mu^{2}\right)+(\sin \theta)^{2} E\left(\delta \phi^{2}\right)}{\left(K!\tau^{K-1} \Delta^{K} a_{K} \cos \theta\right)^{2}} \tag{4.70}
\end{equation*}
$$

Similarly, the MSE of $\hat{a}_{K}$ can be obtained straightforwardly from Eqn. (4.11) as follows,

$$
\begin{equation*}
E\left(\delta a_{K}^{2}\right) \approx \frac{E\left(\delta \phi^{2}\right)}{\left(K!\tau^{K-1} \Delta^{K}\right)^{2}} \tag{4.71}
\end{equation*}
$$

From Eqns.(4.69) and (4.70), it can be observed that the MSE of $\hat{\psi}$ and $\hat{\theta}$ are dependent upon the MSE of $\hat{\phi}$. By increasing $\Delta c / d$, we will reduce the effect of estimation error, $\delta \phi^{2}$. Furthermore, if we increase $\Delta$, we are relaxing the hardware requirement from sampling fast, and concurrently reducing the MSE of DOA and $a_{K}$.
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It should also be noted that the performance of DOA relies on the actual parameter $a_{K}$. The larger $a_{K}$ is, which roughly corresponds to larger bandwidth, the better the performance of DOA. As for smaller $a_{K}$, one might still be able to compensate the performance by increasing $\Delta$, but it is not possible for very small $a_{K}$ because $\Delta$ is upper bounded as we will see in Subsection 4.5.4. In this case, we apply the following steps:

1. Estimate $a_{K}$ by applying the harmonic estimator to $D P_{K}\left[[\mathbf{x}(n)]_{m}, \tau\right]$
2. By using $\hat{a}_{K}$ estimated from the previous step, a non-parametric estimate of the PPS data of order $(K-1),[\tilde{\mathbf{x}}(n)]_{m}$, can be constructed

$$
\begin{equation*}
[\tilde{\mathbf{x}}(n)]_{m}=[\mathbf{x}(n)]_{m} e^{-j \hat{a}_{K}(\Delta n)^{K}} \quad \text { for } n=0, \ldots, N-1 \tag{4.72}
\end{equation*}
$$

3. Apply SHIM of order $K-1$ to the non-parametric estimate of the $(K-1)^{\text {th }}-$ order PPS data, we have

$$
\begin{equation*}
\mathbf{y}(n, \tau)=\mathbf{D P}_{K-1}[\tilde{\mathbf{x}}(n), \tau], \quad n=(K-2) \tau, \ldots, N-1 \tag{4.73}
\end{equation*}
$$

4. Apply JAFE algorithm to Eqn. (4.73) and extract the DOA estimate by using Eqn. (4.27).

For completeness, the theoretical performance of the algorithm is given by

$$
\begin{equation*}
E\left(\delta \theta^{2}\right) \approx \frac{(\Delta c / d)^{2} \frac{2}{p\left(M-L^{\prime}\right)^{2}}+(\sin \theta)^{2} \frac{1}{(p-1)^{2}\left(M-L^{\prime}+1\right)}}{\left(K!\tau^{K-1} \Delta^{K} a_{K} \cos \theta\right)^{2}\left(N^{\prime}-p+1\right) L^{\prime}}\left(\frac{\sigma_{n^{\prime}}^{2}}{\xi}\right) \tag{4.74}
\end{equation*}
$$

and,

$$
\begin{equation*}
E\left(\delta a_{K}^{2}\right) \approx \frac{1}{\left(K!\tau^{K-1} \Delta^{K}(p-1)\right)^{2}\left(N^{\prime}-p+1\right) L^{\prime}\left(M-L^{\prime}+1\right)}\left(\frac{\sigma_{n^{\prime}}^{2}}{\xi}\right) \tag{4.75}
\end{equation*}
$$

which are obtained by substituting Eqn.(4.63) and (4.64) into Eqn.(4.70) and (4.71), respectively.

### 4.5.4 The Identifiability Condition

Before proceeding to the choice of optimal parameters, the conditions or the bounds for these parameters to be estimated unambiguously are analyzed. The conditions to estimate DOA and $a_{K}$ unambiguously are $|\phi|<\pi$ and $|\mu|<\pi$. If one of these conditions is not satisfied, e.g. when $\phi=v \pi+\epsilon$, where $-\pi<\epsilon<\pi$ is a real-valued variable and $v$ is any integer, then $\phi$ is estimated as $\epsilon$, assuming perfect estimation. This is called ambiguous estimation because for any value of $v, \phi$ 's are estimated as $\epsilon$. These conditions for DOA and $a_{k}$, could be rewritten
using Eqn. (4.11) and (4.12) as,

$$
\begin{align*}
\tau^{K-1} \Delta^{K-1} K! & <\frac{\pi}{\left|a_{K}\right| \Delta}  \tag{4.76}\\
\tau^{K-1} \Delta^{K-1} K! & <\frac{\pi}{\left|a_{K}\right|(d / c)} \tag{4.77}
\end{align*}
$$

These inequalities could be combined into one inequality,

$$
\begin{equation*}
\tau^{K-1} \Delta^{K-1} K!<\frac{\pi}{\left|a_{K}\right|} \min \left(\frac{c}{d}, \frac{1}{\Delta}\right) \tag{4.78}
\end{equation*}
$$

This inequality upper bounds the choices of the parameter $\Delta$ one can use, if all the other parameters are held constant. Practically, the choice of $d$ (antenna array spacing) could not be varied on the fly because the hardware is fixed. The choice of $\tau$ and $\Delta$ could be varied on the fly simply by regenerating the data matrix of SHIM and by down-sampling assuming that the data have been densely sampled and collected. The choice of optimum $\tau$ suggested by [18] is independent of $\Delta$, hence it is selected first. In the next subsection, together with the upper bound of $\Delta$, the optimum choice of $\Delta$ is derived.

## E. The Optimum $\Delta$

To quantify the performance when jointly estimating the two parameters, the geometric mean between the MSE of $\theta$ and $a_{K}$ is computed. The geometric mean is used because it alleviates the need of proper scaling factor. On the other hand,
proper scaling factor is needed if the arithmetic mean had been used. Thus the joint performance measure is expressed as follows,

$$
\begin{align*}
\overline{\mathcal{C}}_{\theta, a_{K}}(\Delta) & \triangleq \sqrt{E\left\{\delta \theta^{2}\right\} E\left\{\delta a_{K}^{2}\right\}}  \tag{4.79}\\
& =\frac{\sqrt{\left((\Delta c / d)^{2} E\left(\delta \mu^{2}\right)+(\sin \theta)^{2} E\left(\delta \phi^{2}\right)\right) E\left(\delta \phi^{2}\right)}}{\left(K!\tau^{K-1} \Delta^{K}\right)^{2}\left|a_{K} \cos \theta\right|} \tag{4.80}
\end{align*}
$$

It is clear from Eqn. (4.78) that $\Delta$ is upper bounded by

$$
\begin{equation*}
\Delta<\min \left(\left(\frac{\pi}{\left|a_{K}\right| \tau^{K-1} K!}\right)^{\frac{1}{K}},\left(\frac{\pi}{\left|a_{K}\right| \frac{d}{c} \tau^{K-1} K!}\right)^{\frac{1}{K-1}}\right) \tag{4.81}
\end{equation*}
$$

Since $\Delta$ is upper bounded by Eqn. (4.81) and lower bounded by 0 , the optimum choice of $\Delta$, such that Eqn. (4.80) is globally minimized, could be either within the boundary or at the boundary points. If it is within the boundary points, then the necessary condition for it to be minimum is that its derivative should equal to 0. From Eqn. (4.80), it would be better to use logarithmic cost function to find its derivative. Taking the derivative of Eqn. (4.80) with respect to $\Delta$ give

$$
\begin{align*}
\frac{\partial}{\partial \Delta} \log \left(\overline{\mathcal{C}}_{\theta, a_{K}}(\Delta)\right)= & \frac{\partial}{\partial \Delta}\left(\frac{1}{2} \log \left((\Delta c / d)^{2} E\left(\delta \mu^{2}\right)+(\sin \theta)^{2} E\left(\delta \phi^{2}\right)\right)\right. \\
& -2 K \log (\Delta)+\text { constants }) \\
= & \frac{\Delta(c / d)^{2} E\left(\delta \mu^{2}\right)}{(\Delta c / d)^{2} E\left(\delta \mu^{2}\right)+(\sin \theta)^{2} E\left(\delta \phi^{2}\right)}-\frac{2 K}{\Delta}  \tag{4.82}\\
= & \frac{(1-2 K)(\Delta c / d)^{2} E\left(\delta \mu^{2}\right)-2 K(\sin \theta)^{2} E\left(\delta \phi^{2}\right)}{\left((\Delta c / d)^{2} E\left(\delta \mu^{2}\right)+(\sin \theta)^{2} E\left(\delta \phi^{2}\right)\right) \Delta}
\end{align*}
$$
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However the numerator is always negative for $K>1$ and the denominator is always positive. Because logarithm is a monotonically increasing function, Eqn. (4.80) monotonically decreases as $\Delta$ increases. However the identifiability conditions in Eqn. (4.78) restrict $\Delta$ to be strictly less than its upper bound. Hence, we conclude that there is no optimal $\Delta$. The more $\Delta$ is closer to its upper bound, the better the performance of the algorithm.

### 4.6 Results and Discussion

### 4.6.1 Simulation Examples

In the following, we apply the proposed algorithm to sonar. Frequency spreading is very common in sonar because signals travelled under the water are non-stationary [72]. In these simulation examples, we consider a ten-element ULA with interelement spacing of $d=1.5 \mathrm{~m}$ and the propagation speed of sonar in water $c=$ $1500 \mathrm{~m} / \mathrm{s}$. In Fig. 4.1, root mean square error (RMSE) of a LFM signal, i.e. $K=2$, is computed through 100 Monte-Carlo runs. The signal parameters ${ }^{\dagger}$ are $f_{0}=0$, $f_{1}=420 \mathrm{~Hz}, f_{2}=100 \frac{\mathrm{~Hz}}{\mathrm{~s}}, \theta=40^{\circ}$ with sampling interval $\Delta=4 \times 10^{-3} s$, number of samples, $N=256$, and $\tau=128$. In addition to that, the spatiotemporal smoothing of factor $m=64$ and $L^{\prime}=3$ together with forward-backward data extension have been incorporated in the algorithm. In Fig. 4.1, the RMSE of $f_{2}$ and DOA are plotted against the SNR. For performance comparison, the results of the ML
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method ${ }^{\ddagger}$ and the simulation results of the proposed method, as well as theoretical results of the proposed method, are shown in Fig. 4.1. The performance of the ML method is included just to show how close the performance of the proposed method to the performance of the ML method, although ML method is not a fair estimation method to be compared with. It is not fair for performance comparison because ML method estimates the three parameters, i.e., $f_{2}$, DOA and $f_{1}$, where $f_{1}$ is an unknown nuisance parameter [44], while the proposed method does not estimate $f_{1}$. By estimating nuisance parameter, ML improves the performance in estimating the parameters of interests. Therefore, the proposed method is performing much poorer than ML method as seen on right side of Fig. 4.1. Hence, in the figures following Fig. 4.1, we will not include the performance of the ML method, because in the estimation of PPS of order three, there are two unknown nuisance parameters ( $f_{2}$ and $f_{1}$ ), which will cause the performance of the proposed method become even worse than the ML method.

In Fig. 4.2, the RMSE of both $f_{2}$ and $\theta$ are plotted against $\Delta$, while SNR is held at 30 dB , to show the dependency of RMSEs toward the choice of $\Delta$. Note that the simulation for $\Delta \geqslant 4 \cdot 10^{-3}$ is not shown because it violates the ambiguity condition in Eqn. (4.78), and hence will result in significant RMSE. It can be clearly seen that the simulation results plotted are very close to the theoretical results.

In the following simulation, we show that the algorithm works well for PPS of
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Figure 4.1: Comparison of simulation results between the ML and the proposed method. RMSE of $f_{2}(\mathrm{~Hz} / \mathrm{s})$ and DOA $\left(^{\circ}\right)$ as function of SNR are in (a) and (b) respectively
order $K=3$, too. The signal parameters for the third-order PPS are $f_{0}=0, f_{1}=$ $300 \mathrm{~Hz}, f_{2}=100 \frac{\mathrm{~Hz}}{\mathrm{~s}}, f_{3}=100 \frac{\mathrm{~Hz}}{s^{2}}, \theta=40^{0}$ with a sampling interval $\Delta=4 \cdot 10^{-3}$, number of samples $N=255$ and delay $\tau=85$. The spatiotemporal smoothing factors are $m=42$ and $L^{\prime}=3$. The RMSE results are plotted against SNR in Fig. 4.3.

### 4.6.2 Discussion

The proposed algorithm demonstrates the possible application of ESPRIT-based JAFE algorithm in estimation of DOA and frequency parameters of wideband PPS. This is primarily due to SHIM, which transforms the originally wideband PPS into a narrowband sinusoidal signal. In other words, SHIM has two-fold advantages, i.e. the wideband steering array is transformed to the classical narrowband steering


Figure 4.2: RMSE of $f_{2}(\mathrm{~Hz} / \mathrm{s})$ and $\operatorname{DOA}\left({ }^{\circ}\right)$ as function of $\Delta$ at $\mathrm{SNR}=30 \mathrm{~dB}$ array and simultaneously PPS is transformed to sinusoidal signal.

Since the algorithm here is only applied to single source, the JAFE algorithm becomes very simple, because the joint diagonalization step is not necessary. However, the joint QR-decompositions in Eqn. (4.42) are still needed to obtain $\mathbf{E}_{x \phi}$, $\mathbf{E}_{y \phi}, \mathbf{E}_{x \psi}$ and $\mathbf{E}_{y \psi}$, which are all complex scalars in single source scenario. Therefore, we obtain $\lambda_{\phi}=\mathbf{E}_{y \phi} / \mathbf{E}_{x \phi}$ and $\lambda_{\psi}=\mathbf{E}_{y \psi} / \mathbf{E}_{x \psi}$.

The optimum choice of $\tau$ is assumed to have the same value as that of DPT. There is no optimum choice of $\Delta$, but the value that is closer to upper bound of its identifiable condition would give lower MSE. Large value of $\Delta$ is not recommended because one does not know how large is the actual value of $a_{K}$. If it is too large such that user's choice of $\Delta$ is larger than the upper bound, then the estimated

(a)

RMSE $\theta$

(b)

Figure 4.3: RMSE of $f_{3}\left(H z / s^{2}\right)$ and DOA $\left(^{\circ}\right)$ as function of SNR are in (a) and (b), respectively
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results will be completely erroneous.

The algorithm presented here is primarily for single component PPS. Directly extending SHIM to multi-component PPS and using JAFE algorithm to extract all of their parameters simultaneously is problematic due to the cross-terms that arise because of the non-linearity of SHIM (See Property 3 in Section 2.1.4).

### 4.7 Summary

In this chapter we have demonstrated a new algorithm to estimate the parameters of PPS that impinged on ULA, whilst in Chapter 3, the proposed algorithm only applicable for the second-order PPS. Here, we introduced the SHIM operator, which essentially transforms the wideband array problem with one PPS into the classical narrowband array problem with one sinusoidal signal. In the following chapter, we will deal with array processing with a more general class of signals, i.e. time-frequency signals, and the mixing channel is assumed to be unknown.

## Chapter 5

## Underdetermined Blind Source Separation of Time-Frequency Signals

### 5.1 Introduction

In the previous two chapters, the problems that have been dealt with are array processing of PPS with mixing matrix (channel or array manifold) of known structure. In this chapter, we deal with a more generalized class of signals than PPS, the non-stationary signals that are highly localized in TF plane or have distinct TF signatures. Also, the mixing matrix (the channel) is also completely unknown, but it is assumed to be stationary and non-convolutive. The sources are essentially non-stationary signals. Subsequently, the channel linearly mixes these signals and thereafter a set of linear sensors is used to collect the observations. The objective in this chapter is to recover each source signal from these multiple observations (mixtures) without the knowledge of the mixing matrix and
sources. This is called the blind source separation (BSS) problem. Blind source separation has been used in many applications in engineering [75], for example in radar and sonar applications [76], in communication for multiuser detection [77], in audio/speech processing [78], and in biomedical signal processing to separate EEG signals [79]. Useful theories of BSS can be found in [5,80-84]. A fundamental and necessary assumption of the BSS problem is that these sources are statistically independent, and many solutions are obtained using HOS information [82]. However, one possibly can use only SOS without resolving to HOS, if the other source information is available, such as temporal coherency [27], non-stationarity of signals [85], cyclostationarity of the signals [86] and constant modulus property of the signals [73].

BSS for non-stationary signals were introduced in $[85,87]$. They are based on the methods that combine spatial diversity with TF diversity by using STFD. The first advantage of using STFD is the capability of STFD in exploiting nonstationary information of the signals. The second advantage is the capability of STFD in separating Gaussian sources with identical spectral shape but without identical TF localization, where the use of second- and higher-order statistics algorithms are likely to fail (see [83]). The third advantage is the increase in SNR due to its capability to spread noise energy but yet localize signal energy in the TF plane [88]. Since we are dealing with the non-stationary signals, the TF-based BSS method is used in this chapter.

Generally BSS algorithms, such as those mentioned in the references above, work only in determined and overdetermined systems, where the original sources are unmixed by multiplying the inverse or pseudoinverse of the mixing matrix to the received signal vector. In these algorithms, BSS is achieved by first performing blind identification of the mixing matrix, and subsequently the signals are recovered by applying the inverse (pseudoinverse) of the determined (overdetermined) mixing matrix to the received signals. In the determined (overdetermined) system, the mixing matrix is a full column rank square (tall) matrix.

BSS of underdetermined system is a challenging problem even if its wide matrix is available through blind identification algorithms such as those reported in [8991], because separating sources by the inversion of the mixing matrix is impossible. Hence, obtaining the unmixed source signals would require additional assumptions and processing steps. The problem of underdetermined BSS in general has been studied in [92-97]. Source signals are assumed and limited to a finite set of possible signals [92, 93]. Prior knowledge of source probability density function is needed in [94-96]. However, none of them are TF-based. Similar to [97], sparseness in the TF domain is exploited in the proposed algorithm here, which does not require to know the pdf of source signals or to assume a finite set of possible signals. The methods in $[85,87]$ could be extended for the underdetermined system with condition that the signal signatures in the TF plane could be masked, or partitioned into groups so that each group contains only fewer or equal number of
signals than antenna array sensors. After performing the masking or partitioning, the BSS techniques $[85,87]$ are then applied to each of the partitioned group. In addition, there are some extra algorithmic steps that are essential to mitigate the cross-terms (CTs) generated between these groups. In this chapter we propose a method for source separation of underdetermined systems with the possibility that signal signatures in the TF plane are non-disjoint, where grouping and partitioning are not applicable.

Authors in [98] proposed to mitigate UBSS problem with disjoint signal signatures in TF plane. The algorithm uses the clustering algorithm and exploits the STFD [85] structure at the single auto points (SAPs), i.e., the location in TF plane where individual source exists alone. Also, the same algorithm was applied to signals with few overlappings in their TF signatures, and it performs well except at the multiple auto points (MAP), i.e., the location where TFDs of two or more sources intersect in TF plane [98]. In [99], the authors proposed a new subspacebased algorithm to perform separation on both the SAPs and MAPs, assuming at MAPs there are fewer number of overlapped sources than the number of sensors. However, applying this subspace-based algorithm to each of the SAPs and the MAPs could be computationally expensive.

In this chapter, we propose a separation technique which relies on pseudoinverse of the virtual array structure [100] of the vectorized STFD matrices of the SAPs. It assumes that the mixing matrix has been obtained through other means, such
as [101]. Herein, we also extend the method in [99] to cross points (CPs). The CPs are the locations of CTs. In addition to that, we also propose a new method for selecting mixtures of CPs and MAPs. With the mixture of MAPs and CPs selected, STFD matrices at these TF points are processed in a way similar to [99], at the lower computational cost resulting from fewer points being processed since only MAPs and CPs, and not the SAPs, need to be processed. Because of lower computation cost and extensibility of the subspace method, we have the luxury to use Wigner-Ville (WV)-based STFD. WV-based STFD has many unsuppressed CTs, which are advantageous for source synthesis of multicomponent signal from any single source, such as audio sources which contain harmonics.

### 5.2 Signal Model

Assume instantaneous mixing matrix $\mathbf{A} \triangleq\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{L}\right]$ with $L$ narrowband signals impinging on a set of $M$ sensors. Since we are dealing with underdetermined system, we therefore have $L>M$. It is also assumed that any $M$ of the $L$ columns of $\mathbf{A}$ are linearly independent. The received signal is modeled as

$$
\begin{equation*}
\mathbf{x}(t) \triangleq \mathbf{A} \mathbf{s}(t)+\mathbf{v}(t) \tag{5.1}
\end{equation*}
$$

where $\mathbf{v}(t)$ is the $M \times 1$ additive white Gaussian noise vector with zero mean. The vector $\mathbf{s}(t) \triangleq\left[s_{1}(t), \ldots, s_{L}(t)\right]^{T}$ is the source signal vector of size $L \times 1$ and each of
the $s_{i}(t)$ is a non-stationary source signal. Without loss of generality, the first row of $\mathbf{A}$ is assumed to be real-valued and each column of $\mathbf{A}$ has been normalized. This is to provide unique solution when estimating the mixing matrix. Before making assumptions on the sources, we first define STFD of the received signals, $\mathbf{x}(t)$, as follows:

$$
\begin{equation*}
\mathbf{D}_{\mathbf{x x}}(t, f) \triangleq \sum_{l=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \phi(m, l) \mathbf{x}(t+m+l) \mathbf{x}^{H}(t+m-l) e^{-j 4 \pi f l} \tag{5.2}
\end{equation*}
$$

where $\phi(m, l)$ is the TFD time-lag kernel which is applied to all received sensors equally and $(\cdot)^{H}$ denotes the Hermitian transpose. There are various TFD time-lag kernels to be chosen from, depending on how the cross-terms are to be suppressed. Assuming from now no noise is presence, which is also a practical assumption because noise power always spreads out evenly on the TF plane, the received signal STFD is related to the source signal STFD, $\mathbf{D}_{\mathbf{s s}}(t, f)$, in the following way,

$$
\begin{equation*}
\mathbf{D}_{\mathbf{x x}}(t, f)=\mathbf{A D}_{\mathbf{s s}}(t, f) \mathbf{A}^{H} \tag{5.3}
\end{equation*}
$$

Basically, elements of the STFDs, e.g. $\left[\mathbf{D}_{\mathbf{s s}}(t, f)\right]_{i, j} \triangleq D_{s_{i} s_{j}}(t, f)=$ $\sum_{l} \sum_{m} \phi(m, l) s_{i}(t+m+l) s_{j}^{*}(t+m-l) e^{-j 4 \pi f l}$, is an auto-TFD (if $i=j$ ) or cross-TFD (if $i \neq j$ ).

Definition 3. The two sources, $s_{i}(t)$ and $s_{j}(t)$, are disjoint if and only if $\Omega_{i} \cap \Omega_{j}=$ $\varnothing$, where $\Omega_{k}$ is the TF support* of the source $k$ 's TFD. Conversely, the two sources

[^7]are called non-disjoint.

Definition 4. Suppose there are only two sources, $s_{i}(t)$ and $s_{j}(t)$, then the $T F$ points such that $(t, f) \in\left\{\left(\Omega_{i} \cup \Omega_{j}\right)-\left(\Omega_{i} \cap \Omega_{j}\right)\right\}$ is called the SAP, and the TF such that $(t, f) \in\left\{\Omega_{i} \cap \Omega_{i}\right\}$ is called the MAP. (Note that if the sources are disjoint, then $\left.\left\{\Omega_{i} \cap \Omega_{i}\right\}=\{\varnothing\}.\right)$

Source signals in this chapter are allowed to be either disjoint or non-disjoint. It is assumed that the SAPs of each source exist, which is the requirement when estimating A. We further assumed that at most $M-1$ sources intersect at any MAPs, or mathematically $\Omega_{i_{1}} \cap \Omega_{i_{2}} \cap \ldots \cap \Omega_{i_{M}}=\varnothing$ for any sets of $M$ sources. This assumption is essential for estimating the TFDs of sources at the MAPs. Before we proceed to the next section, we define the following,

Definition 5. The $(t, f)$ point such that $D_{s_{i} s_{j}}(t, f) \neq 0$, for $i \neq j$, and is not a MAP, is defined as the CP. Both the $D_{s_{i} s_{j}}(t, f)$ which are evaluated at the $C P$ and at the MAP are called the CT.

It is important to note that, the definitions for CP and CT arise when there are at least two sources. However, CT also arise due to multicomponent signal within one source, and, it will appear as the SAP. From now on, unless it is specifically mentioned, CP and CT refer to the definition above and CT of a multicomponent signal is processed in the same way as processing STFD at the SAPs.

### 5.3 Properties of Distributions at the Time-Frequency Points

We first look at the property of STFDs at the SAPs. It has been studied in [102] that $\mathbf{D}_{\mathbf{s s}}(t, f)$ have a diagonal structure only at the SAPs. In fact, only at the $i^{\text {th }}$ diagonal element where $D_{s_{i} s_{i}}(t, f)$ is non-zero, and the rest of the entries are zero. Hence, Eqn. (5.3) becomes $\mathbf{D}_{\mathbf{x x}}(t, f)=\mathbf{A} \operatorname{diag}\left\{\left[0 \ldots, 0, D_{s_{i} s_{i}}(t, f), 0, \ldots 0\right]\right\} \mathbf{A}^{H}=$ $\mathbf{a}_{i} \mathbf{a}_{i}^{H} D_{s_{i} s_{i}}(t, f)$, which is rank one and semi-positive definite since $D_{s_{i} s_{i}}(t, f)>0$. Note that the CT due to the multicomponent signal within one source will also have this property. We next look at the property of $\mathbf{D}_{\mathbf{s s}}(t, f)$ at the MAPs. In general $\mathbf{D}_{\mathbf{s s}}(t, f)$ at the MAPs are not diagonal because the CTs at the MAPs are non-zeros, and $\operatorname{rank}\left\{\mathbf{D}_{\mathbf{s s}}(t, f)\right\}=\operatorname{rank}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}=k$ if it is at the MAP of $k$ sources, i.e. $(t, f) \in\left\{\Omega_{i_{1}} \cap \Omega_{i_{2}} \cap \ldots \cap \Omega_{i_{k}}\right\}$. In addition to that, STFDs at the MAPs are Hermitian symmetric and indefinite matrices. Lastly, we study the property of $\mathbf{D}_{\mathbf{s s}}(t, f)$ at the CPs. It will only have off-diagonal entries, because only the CTs are non-zeros. The $\operatorname{rank}\left\{\mathbf{D}_{\mathbf{s s}}(t, f)\right\}=\operatorname{rank}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}=k$ if there exist CTs resulting from $k$ sources. Note that, regardless of the kernel, the CTs near or at the MAPs are difficult to be suppressed without suppressing the signal TFD itself. We will see how these CPs will not affect the performance of the source separation in the Section 5.5. This gives the flexibility to use the original WV distribution without any suppression of the CTs.

### 5.4 TF Points for Blind Identification

There is no intention to propose a new blind identification method in this chapter, however, we will discuss briefly the method of selecting TF points for the blind identification algorithms, such as [101]. These blind identification algorithms rely on the diagonal form of the sources' STFD matrices. The objective of blind identification is to have sufficient TF points such that their sources' STFDs can be in diagonal form. This implies we need to select STFDs at the SAPs. However, only sufficient and small numbers of the SAPs are needed for blind identification. Hence, we could use a detection scheme that has low error probability when detecting for the SAPs, such as the scheme reported in [102], to avoid STFDs, which are not approximately diagonal matrices, from being processed in the blind identification. This high selectivity of the detection will also lower the computation cost of the blind identification, as a result of fewer STFDs are being processed.

The rationale behind the detection scheme in [102] is to exploit the rank one property of the STFDs at the SAPs. Therefore, we have

$$
\begin{equation*}
C(t, f) \triangleq \frac{\max \left|\operatorname{eig}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}\right|}{\sum\left|\operatorname{eig}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}\right|} \tag{5.4}
\end{equation*}
$$

with $C(t, f)=1$ for $t, f$ that belong to the SAPs. However, in practice there are almost no TF points which will satisfy $C(t, f)=1$, hence the authors in [102] suggested to search for the TF locations such that $C(t, f)$ is high, i.e., the local
maxima points of $C(t, f)$. Thus, the criteria is to categorize TF points as the SAPs if they satisfy the following

$$
\begin{cases}\left\|\operatorname{Grad}_{C(t, f)}\right\|_{2} & \leq \epsilon_{G r a d}  \tag{5.5}\\ \mathbf{H}_{C(t, f)} & \leq \mathbf{0}\end{cases}
$$

where $\operatorname{Grad}_{C(t, f)}$ and $\mathbf{H}_{C(t, f)}$ are the gradient function and the Hessian matrix of $C(t, f)$, respectively. The threshold, $\epsilon_{\text {Grad }}$ adjusts the number of the TF points, that are categorized as the SAPs, in the neighborhood of a local maximum.

### 5.5 Proposed Source Separation Algorithm

### 5.5.1 Algorithm Overview

The objective of source separation is to estimate all the individual time-domain source signals. However, if one has the source's TFD, one can invert it uniquely, up to a complex constant, to yield the source signal in time domain [103]. Thus, the estimation of sources' TFDs from STFDs is the main issue in this chapter. Initially, TF points that contain only noise are ignored and their TFDs have to be zeroed out. This is called noise-thresholding. The remaining TF points would be either SAPs, MAPs or CPs. Here, we propose a method to use the STFDs at the SAPs to obtain the individual source's TFDs at the SAPs. Apparently,
the separation method also prompts a new technique to separate the SAPs from MAPs and CPs. Now, only the STFDs at MAPs and CPs have not been treated yet. A subspace method, which is originally meant for TFD separation at MAPs and SAPs only [99], is analyzed at the CPs and then its property are exploited to process STFDs at mixture of MAPs and CPs that remained from the previous step. Finally, one could construct individual TFDs at SAPs, MAPs and CPs (the other TF points are zeros after noise-thresholding) and inverting them to estimate the source signals in time domain. In the following subsections, we will elaborate the procedure of the algorithm.

### 5.5.2 Proposed Simultaneous TFDs Separation at SAPs

Preceding any processing, the noise-thresholding step is performed by selecting the TF points that satisfy the following,

$$
\begin{equation*}
\operatorname{trace}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\} \geq \epsilon_{1} \operatorname{mean}_{(t, f)}\left\{\operatorname{trace}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}\right\} \tag{5.6}
\end{equation*}
$$

where the value of $\epsilon_{1}$ typically is 1 (see [102]). Following the noise-thresholding, blind identification of $\mathbf{A}$ is performed as discussed in Subsection 5.4. Thereafter, the proposed source separation algorithm is performed on the SAPs, in which the method of separating SAPs from the mixture of SAPs, MAPs and CPs will be presented in the next subsection. The algorithm exploits the diagonal structure at
the SAPs, and hence, by vectorizing Eqn. (5.3) gives

$$
\begin{equation*}
\mathbf{y}(t, f) \triangleq \operatorname{vec}\left\{\mathbf{D}_{\mathbf{x x}}(t, f)\right\}=\left(\mathbf{A}^{*} \odot \mathbf{A}\right) \mathbf{z}(t, f) \tag{5.7}
\end{equation*}
$$

where $\mathbf{z}(t, f) \triangleq \operatorname{diag}\left\{\mathbf{D}_{\mathbf{s s}}(t, f)\right\}$ is the vector that contains the diagonal entries of sources STFD, and $\odot$ is the Khatri-Rao product (see [104]). Note that the size of the virtual array, $\mathbf{A}^{*} \odot \mathbf{A}$, is $M^{2} \times L$. Even when $M<L$, the condition $M^{2}>L$ is easily achievable to form a full rank virtual array matrix [100], and hence solving for $\mathbf{z}(t, f)$ in Eqn (5.7) becomes a full-rank (overdetermined) least squares problem now. For example, with only three sensors, it is possible to perform separation of TFDs up to eight sources at all SAPs. Mathematically, the estimate of separated TFDs at SAPs is simply

$$
\begin{equation*}
\hat{\mathbf{z}}(t, f)=\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{\dagger} \mathbf{y}(t, f) \tag{5.8}
\end{equation*}
$$

where $\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{\dagger}$ is the pseudoinverse of the virtual array in this full-rank least squares case, i.e. $\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{\dagger}=\left[\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{H}\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)\right]^{-1}\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{H}$, where $\hat{\mathbf{A}}$ denotes an estimate of $\mathbf{A}$. Note also, one could stack $\mathbf{y}(t, f)$ from different SAPs column-wise into matrix, as follows

$$
\begin{equation*}
\mathbf{Y} \triangleq\left[\mathbf{y}\left(t_{1}, f_{1}\right), \ldots, \mathbf{y}\left(t_{K_{5}}, f_{K_{5}}\right)\right] \tag{5.9}
\end{equation*}
$$

where $K_{5}$ is the number of SAPs selected by the technique to be discussed in next subsection. Hence, with Eqn. (5.9), we can batch processes $\mathbf{Y}$ to obtain the stacked $\hat{\mathbf{z}}(t, f)$ from different SAPs, $\hat{\mathbf{Z}} \triangleq\left[\hat{\mathbf{z}}\left(t_{1}, f_{1}\right), \ldots, \hat{\mathbf{z}}\left(t_{K_{5}}, f_{K_{5}}\right)\right]$, just by one matrix multiplication, as follows

$$
\begin{equation*}
\hat{\mathbf{Z}}=\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{\dagger} \mathbf{Y} \tag{5.10}
\end{equation*}
$$

### 5.5.3 Proposed SAPs, MAPs and CPs Detection

Now, suppose that pseudoinverse of the virtual array is applied to the vectorized STFD matrix at the MAPs or the CPs as in Eqn. (5.8), then it will lead to the following equation

$$
\begin{equation*}
\hat{\mathbf{z}}(t, f)=\left(\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}\right)^{\dagger}\left(\tilde{\mathbf{A}}^{*} \otimes \tilde{\mathbf{A}}\right) \mathbf{w}(t, f) \tag{5.11}
\end{equation*}
$$

where $\otimes$ is the Kronecker product. Without lost of generality, we assumed that the MAPs or the CPs are the points where the first $L^{\prime}$ sources are overlapping. Hence, $\tilde{\mathbf{A}} \triangleq\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{L^{\prime}}\right]$ and the vectorized non-diagonal STFD matrix of the first $L^{\prime}$-sources at the MAPs or the CPs is given by $\mathbf{w}(t, f) \triangleq \operatorname{vec}\left\{\tilde{\mathbf{D}}_{\mathbf{s s}}(t, f)\right\}$. The Kronecker product arises due to non-diagonal structure of the sources' STFD at MAPs and CPs. Assuming perfect estimation of A, some of the columns of the virtual array $\mathbf{A}^{*} \odot \mathbf{A}=\left[\mathbf{a}_{1}^{*} \otimes \mathbf{a}_{1}, \mathbf{a}_{2}^{*} \otimes \mathbf{a}_{2}, \ldots, \mathbf{a}_{L}^{*} \otimes \mathbf{a}_{L}\right]$ are contained in $\tilde{\mathbf{A}}^{*} \otimes \tilde{\mathbf{A}}=$
$\left[\mathbf{a}_{1}^{*} \otimes \mathbf{a}_{1}, \mathbf{a}_{1}^{*} \otimes \mathbf{a}_{2}, \ldots, \mathbf{a}_{1}^{*} \otimes \mathbf{a}_{L^{\prime}}, \ldots, \mathbf{a}_{L^{\prime}}^{*} \otimes \mathbf{a}_{L^{\prime}}\right]$. This leads to

$$
\begin{equation*}
\left(\mathbf{A}^{*} \odot \mathbf{A}\right)^{\dagger}\left(\tilde{\mathbf{A}}^{*} \otimes \tilde{\mathbf{A}}\right)=\left[\mathbf{e}_{1}, \star, \ldots, \star, \mathbf{e}_{2}, \star, \ldots, \star, \mathbf{e}_{L^{\prime}}\right] \tag{5.12}
\end{equation*}
$$

where $\star$ 's are the arbitrary column vectors and $\mathbf{e}_{k}=[0, \ldots, 0,1,0, \ldots 0]^{T}$ is a unit vector with all the elements equal zeros except the $k^{\text {th }}$ element. Every $(k+(k-$ 1) $\left.L^{\prime}\right)^{\text {th }}$ column of $\left(\mathbf{A}^{*} \odot \mathbf{A}\right)^{\dagger}\left(\tilde{\mathbf{A}}^{*} \otimes \tilde{\mathbf{A}}\right)$ gives $\mathbf{e}_{k}$. Substituting Eqn. (5.12) into Eqn. (5.11) results in

$$
\hat{\mathbf{z}}(t, f)=\left[\begin{array}{c}
D_{s_{1} s_{1}}(t, f)+\text { cross-terms }  \tag{5.13}\\
D_{s_{2} s_{2}}(t, f)+\text { cross-terms } \\
\vdots \\
D_{s_{L^{\prime}} s_{L^{\prime}}}(t, f)+\text { cross-terms }
\end{array}\right]
$$

at the MAPs and similarly for the CPs except that $D_{s_{k} s_{k}}(t, f)=0$ for all $k$. This prompts a new way of separating the MAPs and the CPs out from the mixture of MAPs, CPs and SAPs. Keep $(t, f)$ as the SAPs and $\max _{i}\left\{\hat{z}_{i}(t, f)\right\}$ as $\hat{D}_{s_{i_{\max }} s_{\max }}(t, f)$ if,

$$
\begin{equation*}
\frac{\max _{i}\left\{\hat{z}_{i}(t, f)\right\}}{\sum_{i}\left|\hat{z}_{i}(t, f)\right|} \geq 1-\epsilon_{2}, \tag{5.14}
\end{equation*}
$$

otherwise group $(t, f)$ as a mixture of MAPs and CPs. Here, $\hat{z}_{i}(t, f)$ is the $i^{\text {th }}$ element of $\hat{\mathbf{z}}_{i}(t, f)$ and $i_{\max }$ is the index that maximizes the numerator of the Eqn (5.14). The value of $\epsilon_{2}$ is chosen to be a small value less than 1 , typically is chosen to be $0.1 \sim 0.5$. We will see in the next subsection the reason that this value is not that critical.

### 5.5.4 Subspace Separation Method at MAPs and CPs and Its Property

Originally, the subspace method is intended for source separation at the SAPs and the MAPs, but not at the CPs, which was described [99]. However, here we will show that subspace method is also applicable for source separation at the CPs as well, which means that suppression of CTs is not that crucial now. Another advantage when dealing with a source with multicomponent signal is in estimating its original TFD that contains the CTs, where suppression of CTs in this case is in disadvantage. This also means the choice of $\epsilon_{2}$ is not that crucial if all the SAPs, MAPs and CPs can be processed by using the subspace method. However, the subspace algorithm processes STFDs at each of the TF points and hence it is computationally expensive. Thus, processing more SAPs by the proposed method in subsection 5.5.2 can reduce the computational load due to its batch processing nature in Eqn. (5.10).

Now, we will observe the property of the subspace method at the MPs and the CPs. It is assumed that the number of signal sources involved in the CT at CPs , $L^{\prime}$, are less than $M-1$, which is the same assumption used for MAPs previously. Thus, at any MPs or CPs, we perform the EVD to obtain the subspace of $\tilde{\mathbf{A}}$,

$$
\begin{equation*}
\mathbf{D}_{\mathbf{x x}}(t, f)=\tilde{\mathbf{A}} \tilde{\mathbf{D}}_{\mathbf{s s}}(t, f) \tilde{\mathbf{A}}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H} \tag{5.15}
\end{equation*}
$$

where $\mathbf{U}$ corresponds to the $L^{\prime}$-largest eigenvalues in magnitude. Magnitude of the eigenvalues is used due to the Hermitian symmetric indefiniteness of MPs and CPs. Next, $\tilde{\mathbf{A}}$ could be identified by

$$
\begin{equation*}
\tilde{\mathbf{A}}=\min _{\left\{i_{1}, \ldots, i_{L^{\prime}}\right\}}\left\|\left(\mathbf{I}-\mathbf{U U}^{H}\right) \mathbf{a}_{i}\right\| \tag{5.16}
\end{equation*}
$$

which, basically finding a set of $L \mathbf{a}_{i}$ 's, which is obtained from $\hat{\mathbf{A}}$, such that their orthogonal projections to subspace of $\tilde{\mathbf{A}}$ are minimized. Following that, the TFDs at the MAPs or CPs can be extracted from the diagonal elements of the following,

$$
\begin{equation*}
\tilde{\mathbf{D}}_{\mathbf{s s}}(t, f)=\tilde{\mathbf{A}}^{\dagger} \mathbf{D}_{\mathbf{x x}}(t, f)\left(\tilde{\mathbf{A}}^{\dagger}\right)^{H} \tag{5.17}
\end{equation*}
$$

If it is the STFD of the CPs, then the diagonal entries will be small and near to zero. This is the property that allows the subspace method to be applied to STFDs at CPs. Note that CT due to multicomponent signal will not be zero because it has the spatial structure of STFDs at the SAPs as mentioned in previous section.

### 5.5.5 Synthesis of Sources

Finally the source separated TFDs are formed as follows,

$$
\hat{D}_{s_{r} s_{r}}(t, f)= \begin{cases}\hat{z}_{r}(t, f) & \text { at SAPs by (5.8) }  \tag{5.18}\\ \tilde{D}_{s_{i_{r}} s_{i_{r}}}(t, f) & \text { at MAPs/CPs by } \\ 0 & \text { elsewhere }\end{cases}
$$

where all the STFDs used in the algorithm is chosen to be Wigner-Ville-based (WV) or Modified WV-based (MWV) [88], which is needed in order to perform the inversion. Finally, source signals could be synthesized from the separated TFDs, by inverting the WVD as follows, $s_{i}(t)=\frac{1}{s_{i}^{*}(0)} \int_{-\infty}^{\infty} D_{s_{i} s_{i}}\left(\frac{t}{2}, f\right) e^{j 2 \pi f t} d f$ where its discrete time implementation could be found in [103]. It is also noteworthy to use WVD rather than the modified WVD (MWVD) in the case when sources have multicomponent signal, because the MWVD suppresses the CTs while WVD does not. The proposed algorithm is summarized in Table 5.1.

Note that the algorithm in [99] only involves steps 1-3 and 6-7, and step 6 in [99] is used to obtain TFDs at the SAPs and MAPs (c.f. step 6 of proposed method is applied to MAPs and CPs).

Table 5.1: Summary of the new STFD-based underdetermined BSS
Given sensors output $\mathbf{x}(n)$

1. Compute WV-based or MWV-based STFD in Eqn. (5.2)
2. Noise thresholding using Eqn. (5.6) to obtain signal TF points
3. Select STFDs at SAPs by [102] and estimate A by [101]
4. Separate MAPs/CPs from SAPs for BSS by applying Eqn. (5.10) and (5.14) to the STFDs at signal TF points obtained from step 2
5. Obtain source separated TFDs at SAPs using $\max _{i} \hat{z}_{i}(t, f)$, which has been evaluated in the previous step
6. Obtain TFDs at MAPs/CPs using Eqn. (5.15), (5.16) and (5.17)
7. Form source separated TFDs as in Eqn. (5.18)
8. Synthesize the source separated signals by inverting TFDs [103]

### 5.6 Simulation Results

In this section, the simulations are performed to show the effectiveness of the proposed algorithm and it is compared to the existing subspace algorithm proposed in [99]. The subspace algorithm is used for comparison, because other existing
algorithms are not applicable to the situation where TF signatures are non-disjoint. In the proposed algorithm, WV-based STFD is used while in [99] the MWV-based STFD is used. In order to make a fair comparison, both algorithms are assumed to have perfect estimation of $\mathbf{A}$, which is randomly generated. There are four sources $(L=4)$ and three sensors $(M=3)$. Three sensors are needed for both algorithms to work, because there are two sources involved at MPs/CPs and more sensors than sources are required for the subspace method to work at MPs/CPs.

In the first example, the additive noise is assumed to be zero-mean white Gaussian and the SNR is assumed to be 5 dB . There are 256 number of snapshots collected each with sampling rate one sample every second and $\epsilon_{2}=0.4$. The parameter $\epsilon_{1}$ is chosen to be the same for both algorithms. The sources are two single tones with frequencies of $0.2 \frac{\mathrm{rad}}{\mathrm{s}}$ and $2.4 \frac{\mathrm{rad}}{\mathrm{s}}$ and two linear FM signals with instantaneous frequencies of $-0.007 t+2.7 \frac{\mathrm{rad}}{\mathrm{s}}$ and $0.006 t \frac{\mathrm{rad}}{\mathrm{s}}$. With these types of sources, it is impossible to mask or to partition the TF plane into TF planes that contain less than four sources without partitioning any source's TF signature. Thus, one cannot apply the method in [85] onto each partition.

Figure 5.1 shows the original sources' TFDs in the first row, the TFDs at each sensor output in the second row, the estimated sources' TFDs using the proposed method in the third row, and the estimated sources' TFDs using the method similar to [99] in the last row. The results of both algorithms are almost identical if one observes from these plots. In fact, based on the normalized mean
square error (NMSE) with $N_{m c}=100$ Monte Carlo runs, the performance in estimating of sources $1,2,3,4$ are $-17.64,-16.95,-17.85,-17.07 \mathrm{~dB}$, respectively for the proposed algorithm, and $-16.88,-16.37,-17.21,-16.45 \mathrm{~dB}$, respectively for the existing subspace algorithm. The NMSE of source $i$ is defined as

$$
N M S E=\frac{1}{N_{m c}} \sum_{r=1}^{N_{m c}} \frac{\left\|\hat{\mathbf{s}}_{i}^{\left(\Omega_{r}\right)}(\mathbf{t})-\alpha_{i} \mathbf{s}_{i}(\mathbf{t})\right\|^{2}}{\left\|\mathbf{s}_{i}(\mathbf{t})\right\|^{2}}
$$

where $\alpha_{i}$ is a complex valued scalar to take care of the scaling invariance in the BSS, since the objective of BSS is to estimate the signals as accurate as possible while allowing scaling ambiguity. The notation $\mathbf{s}_{i}(\mathbf{t}) \triangleq\left[\mathbf{s}_{i}(0), \ldots, \mathbf{s}_{i}(N-1)\right]$ defines the $N$ snapshots of the source $i$ signal. The $N$ snapshots estimated source $i$ signal for the $r^{\text {th }}$ Monte-Carlo run is denoted as $\hat{\mathbf{s}}_{i}^{\left(\Omega_{r}\right)}(\mathbf{t})$. From the results of the first example, it can be concluded that their performances are almost the same. However, in this example the proposed algorithm is demonstrated to have the advantage of less computation speed while keeping the same performances. The reduced computation speed is due to the significantly less number of TF points at which STFD matrices need to be eigen-decomposed as in step 6 of Table 5.1, which causes most of the computational load. Denote the number of TF points selected from step 2 as $K_{2}$, and the total number of MAPs and CPs selected from step 4 as $K_{4}$, then the number of flops in step 6 in order to obtain the TFDs of MAPs and SAPs are dominated by $K_{2}$ times the complexity of EVD $\mathcal{O}\left(K_{2} M^{3}\right)$ for the algorithm in [99]. On the other hand, the number of flops in step 6 in order to
obtain TFDs of MAPs and CPs is $K_{4}$ times the complexity of EVD $\left(\mathcal{O}\left(K_{4} M^{3}\right)\right)$ in the proposed algorithm. All the other steps are the same in both algorithms except the extra steps 4 and 5 used in the proposed algorithm. However, these two steps contribute very little to the complexity. From the MATLAB profiling function, step 6 of the proposed algorithm is 2.7 times faster than that of algorithm in [99] because of the difference in computational complexity of EVD in step 6. The additional step 4 and 5 only took up $7 \%$ of the total computational time. Although step 4 and 5 cost more due to its complexity, these steps are fast, because we can perform batch processing through Eqn. (5.10).

In the second and third examples, the additive noise is assumed to be zeromean Gaussian and the SNR is varied up to 30 dB . Furthermore, the values of $\epsilon_{1}$ and $\epsilon_{2}$ are tuned such that the computational speeds of both algorithms are the same (using MATLAB profiling function) for comparison of their performance gains. The number of snapshots collected is the same as the first example. In the second example, the four sources are two single tones with frequencies of $0.2 \frac{\mathrm{rad}}{\mathrm{s}}$ and $2.2 \frac{\mathrm{rad}}{\mathrm{s}}$ and two linear FM signals with instantaneous frequencies of $0.0074 \mathrm{t} \frac{\mathrm{rad}}{\mathrm{s}}$ and $-0.008 t+2.7 \frac{\mathrm{rad}}{\mathrm{s}}$, respectively. In the third example, the four sources are two single tones with respective frequencies of $0.2 \frac{\mathrm{rad}}{\mathrm{s}}$ and $2.2 \frac{\mathrm{rad}}{\mathrm{s}}$, one linear FM signal with instantaneous frequency of $-0.008 t+2.7 \frac{\mathrm{rad}}{\mathrm{s}}$ and one multicomponent source that consists of two linear FM signals crossing each other with instantaneous frequencies of $0.009 t \frac{\mathrm{rad}}{\mathrm{s}}$ and $-0.009 t+1.148 \frac{\mathrm{rad}}{\mathrm{s}}$. With these types of sources, it is impossible
to partition the TF plane into smaller TF planes such that each plane contains less than four sources without partitioning any source's TF signature. Thus, one also cannot apply the method in [85] to each partition in these examples.

Figures 5.2 and 5.4 show the overall normalized mean square error (ONMSE) performance over $N_{m c}=100$ Monte Carlo runs. The ONMSE is just

$$
O N M S E=\frac{1}{N_{m c}} \sum_{r=1}^{N_{m c}} \frac{\left\|\hat{\mathbf{S}}^{\left(\Omega_{r}\right)}-\operatorname{diag}\left\{\alpha_{1}, \ldots, \alpha_{K}\right\} \mathbf{S}\right\|_{F}^{2}}{\|\mathbf{S}(\mathbf{t})\|_{F}^{2}}
$$

where, $\hat{\mathbf{S}}^{\left(\Omega_{r}\right)}=\left[\hat{\mathbf{s}}_{1}^{\left(\Omega_{r}\right)}(\mathbf{t})^{T}, \ldots, \hat{\mathbf{s}}_{L}^{\left(\Omega_{r}\right)}(\mathbf{t})^{T}\right]^{T}$ and $\mathbf{S}=\left[\mathbf{s}_{1}(\mathbf{t})^{T}, \ldots, \mathbf{s}_{L}(\mathbf{t})^{T}\right]^{T}$. In Fig. 5.2, the results of the second example show that the proposed method is better than the existing subspace method [99] by about 1 dB at SNR 30 dB . In Fig. 5.3, the result of the existing subspace method suffers from restoring the original sources TFDs, particularly for sources 2 and 4 . The sources in this example are non-disjoint, however, each of them is still mono-component LFM signal. The results of the proposed method are expected to be even more dramatic in the third example as shown in Fig. 5.4. The performance gains at SNR 20 dB to 30 dB are almost 3 dB . This is because the proposed algorithm uses WV-based STFD, where the useful CTs-the CTs belonging to multicomponent signal source - are not suppressed at all; on the contrary, MWV-based STFD suppresses all of the CTs indiscriminately. The strength of the proposed algorithm is its capability to retain the useful CTs and to dispose the unwanted CTs. With WV-based STFD, some of the useful TF points at the CTs are processed as SAPs because they have the same STFD
structure as SAPs. The other useful TF points at the CTs, with the proposed algorithm speed maintained at the same speed as the existing subspace algorithm through the control of $\epsilon_{1}$ and $\epsilon_{2}$, could be allowed to be included in the subspace processing in Subsection 5.5.4 (or in step 6). Fig. 5.5 shows the severe degradation in restoring source 2 occurs to the existing subspace algorithm. Especially in the region proximity to the MAPs of source 2, TFD is almost nulled completely.

### 5.7 Discussions

This chapter has demonstrated a better underdetermined source separation technique by the use of time-frequency distributions. The gain in performance is achieved without loss of the computational speed is mainly attributed by two factors. The first factor is caused by the use of WV-based STFD which do not suppress CTs resulting from either the product between different sources or from the multicomponent signal of a given source, where the latter type of CTs are not nuisance signals. To exploit these CTs from multicomponent signal, we leverage on the spatial structure of STFD, which can reveal the distinctions between these two types of CTs, by utilizing the subspace method at CPs which has not been exploited in [99]. This property of using subspace method to distinguish the CPs, whether are they resulting from multicomponent, was not discovered in [99]. With the WV-based STFD and subspace algorithm applied to SAPs, MPs and CPs, the source separation will perform well even when there is a multicomponent source.

However, now the computational speed is severely reduced if one uses the subspace algorithm alone because many CPs are included for processing. The second factor is caused by the new batch processing of (5.8), which off-loads the computational burden of the subspace method, especially for the TF points, where they are detected as SAPs.

### 5.8 Summary

In this chapter, an underdetermined blind source separation method was proposed for signals that have distinct time-frequency signatures. It exploited the sparseness of time-frequency signatures in time-frequency domain. The algorithm is robust averse to signals which overlapped in their time-frequency signatures. There are several main ideas in this proposed algorithm. Firstly, the TFDs that contains cross-terms are useful if they can be exploited properly. We have demonstrated by applying the subspace method to the CTs, one can distinguish and keep the CTs due to multicomponent signal from the CTs due to the product of two different sources. Secondly, we proposed a batch separation method at SAPs, which allowed us to increase the processing speed.

In this chapter and previous two chapters, the noise has always been assumed to be additive white Gaussian noise. In the following chapter, we will deal with Gaussian noise that could be either white or colored. Also the signal sources are
not assumed to be time-frequency signals, but just zero-mean signals.
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## Chapter 6

## Higher- and Mixed-Order Statistics based DOA Estimators

### 6.1 Introduction

In this chapter, we deal with parametric DOA estimation of non-Gaussian signal sources. The main difference between the problem in this chapter and the classical DOA estimation problem is that the noise observed by each sensor is assumed to be unknown Gaussian and spatially correlated or colored. In many applications such as in sonar, radar and seismology, neither the statistics of the signal nor the noise covariance is known [105-108]. Additionally, in many wireless communication applications, the signals usually have non-Gaussian statistics while the noise statistics often remain unknown. Although from central limit theorem, it is reasonable to assume the noise observed by each sensor to be Gaussian distributed, however the noise observed from one sensor to another may be correlated, which means that the noise is non-white.
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Fourth-order cumulant statistics have been exploited for non-Gaussian signals in many situations especially in the presence of Gaussian noise with unknown correlation [109]. In this situation, SOS-based DOA estimator fails to perform well. Another key motivation of using FOS is its ability to estimate DOA in a scenario with more sources than sensors. Furthermore, we can observe an increase in the resolution of these estimates by using FOS [100,110]. The existing FO DOA estimators which make use of the full set of FO cumulants, as in [111], are computationally intensive due to the very large set of statistics to be processed. On the other hand, downsizing the FO cumulants to a single contracted quadricovariance matrix or a diagonal slice quadricovariance matrix [112] always leads to poor estimates. In general, contracted quadricovariance can be steered to optimally estimate one particular DOA. However, this choice of contracted quadricovariance is not necessarily optimal to estimate other DOAs. In [113], a steering technique was proposed by using the inverse of signal covariance matrix. However, the SO covariance of the signal cannot be consistently estimated if the Gaussian noise has a peak power from a certain direction. This can lead to a suboptimal choice of quadricovariance when performing DOA estimation.

In this chapter, we propose a new FO DOA estimator that is based on the multiple contracted quadricovariance matrices i.e. eigenmatrices. Following that, we extend the proposed FO DOA estimator to a joint second- and fourth-order DOA estimator, which will compromise the disadvantages of SOS and FOS, and lead to
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a more robust algorithm. This is particularly useful in the case when FO DOA estimator alone degrades or performs worse than SO DOA estimator, such as in the situation when the signal statistics are nearly Gaussian and in the situation when the Gaussian noise covariance is known or nearly white [42,114]. This is because in these situations, the estimates of HOS have higher variances than the estimates of SOS. In [115], the concept of exploiting both SOS and FOS is applied to multiuser detection. Similar concept has also been applied to equalization [116], segmentation of textured surfaces [117,118], and blind source separation [119]. In the blind source separation applications [119], the FOS and SOS are weighted optimally to obtain the best estimate of the channel mixing matrix, however, the algorithm requires one column of the non-parametric channel mixing matrix to be known, which might not always available in practice. In [120], root-MUSIC algorithm is used twice, one to the quadricovariance matrix and the other to the covariance matrix, to obtain their roots respectively. These roots are classified and used to determine whether to exploit the DOA estimates from the quadricovariance-based root-MUSIC, or from the covariance-based root-MUSIC, or from both. Hence, the estimates could come from either the SOS-based estimation, the FOS-based estimation, or the average of both estimations. In this chapter, our estimates come from the weighted average of covariance and quadricovariance matrices. It is not simply by choosing one among SOS, FOS and the averaging of both (three discrete choices), but rather a linear combination of SOS and FOS. Finally, simulation results are included to justify our claims.
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### 6.2 Signal Model

Assume an ULA of $M$ sensors and $L$ narrowband signals, with $L<M$. The random circular vector of the sensors output is modeled as

$$
\begin{equation*}
\mathbf{x}(n) \triangleq \mathbf{A} \mathbf{s}(n)+\mathbf{v}(n), \quad n=1, \ldots, N \tag{6.1}
\end{equation*}
$$

where $\mathbf{A} \triangleq\left[\mathbf{a}\left(\theta_{1}\right), \ldots, \mathbf{a}\left(\theta_{L}\right)\right]$ is the $M \times L$ array manifold matrix with $\left\{\theta_{i}\right\}$ denotes the DOAs. The steering vector is defined as $\mathbf{a}(\theta) \triangleq\left[1, e^{j \frac{2 \pi d}{\lambda} \sin \theta}, \ldots, e^{j \frac{2 \pi d}{\lambda}(L-1) \sin \theta}\right]^{T}$. The zero-mean non-Gaussian source signals $\mathbf{s}(n)$ are arranged in a $L \times 1$ vector and $\mathbf{v}(n)$ is the $M \times 1$ complex zero-mean Gaussian noise vector. The variable $N$ is the number of snapshots, $d$ is the inter-element spacing of the array, $\lambda$ is the signal source wavelength and $(\cdot)^{T}$ denotes the transpose. The array covariance matrix can therefore be expressed as

$$
\begin{equation*}
\mathbf{R} \triangleq E\left[\mathbf{x}(n) \mathbf{x}^{H}(n)\right]=\mathbf{A} \mathbf{R}_{\mathbf{s}} \mathbf{A}^{H}+\mathbf{R}_{\mathbf{v}} \tag{6.2}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{s}} \triangleq E\left[\mathbf{s}(n) \mathbf{s}^{H}(n)\right]$ is the $L \times L$ covariance matrix of the signal sources, $\mathbf{R}_{\mathbf{v}} \triangleq$ $E\left[\mathbf{v}(n) \mathbf{v}^{H}(n)\right]$ is the $M \times M$ noise covariance matrix, $E[\cdot]$ denotes the expectation operator and $(\cdot)^{H}$ denotes the Hermitian transpose. The quadricovariance is given
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by the set of FO circular cumulants, which are defined as

$$
\begin{align*}
\kappa_{\mathbf{x}}(i, j, k, l) \triangleq & C u m\left(x_{i}, x_{j}^{*}, x_{k}, x_{l}^{*}\right) \triangleq E\left[x_{i} x_{j}^{*} x_{k} x_{l}^{*}\right]-E\left[x_{i} x_{j}^{*}\right] E\left[x_{k} x_{l}^{*}\right] \\
& -E\left[x_{i} x_{l}^{*}\right] E\left[x_{k} x_{j}^{*}\right]-E\left[x_{i} x_{k}\right] E\left[x_{l}^{*} x_{j}^{*}\right] \quad \text { for } 1 \leq i, j, k, l \leq M \tag{6.3}
\end{align*}
$$

where $(\cdot)^{*}$ denotes the complex conjugate, $x_{i}$ denotes the $i^{\text {th }}$ element of vector $\mathbf{x}$ and the last term vanishes if the random multivariate is circularly complex. The contracted quadricovariance matrix of $\mathbf{x}$ is defined as $\mathbf{Q}_{\mathbf{x}}(\mathbf{M})$ with its $(i, j)^{\text {th }}$ element given by

$$
\begin{equation*}
\left[\mathbf{Q}_{\mathbf{x}}(\mathbf{M})\right]_{i, j}=\sum_{k, l=1}^{M} \kappa_{\mathbf{x}}(i, j, k, l)[\mathbf{M}]_{l, k} \tag{6.4}
\end{equation*}
$$

where $[\mathbf{M}]_{i, j}$ is the $(i, j)^{\text {th }}$ element of the free parameter matrix $\mathbf{M}$. A full quadricovariance is formed by the set of parallel slices of quadricovariance matrices defined by $\mathcal{Q}^{P} \triangleq\left\{\mathbf{Q}_{\mathbf{x}}\left(\mathbf{Z}_{l, m}\right), 1 \leq l, m \leq M\right\}$ where $\mathbf{Z}_{l, m}$ is a matrix with zero entries everywhere except the $(l, m)^{\text {th }}$ entry is one.

### 6.3 Second-Order Estimator

As we have reviewed in Section 2.3, the SO DOA algorithms rely on the covariance matrix $\mathbf{R}$ which can be estimated (consistently) from its samples

$$
\begin{equation*}
\hat{\mathbf{R}}=\frac{1}{N} \sum_{n=1}^{N} \mathbf{x}(n) \mathbf{x}^{H}(n) \tag{6.5}
\end{equation*}
$$
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Its eigen-decomposition is given by

$$
\hat{\mathbf{R}} \triangleq\left[\begin{array}{ll}
\mathbf{U}_{\mathbf{s}} & \mathbf{U}_{\mathbf{v}}
\end{array}\right]\left[\begin{array}{cc}
\Lambda_{\mathbf{s}} & 0  \tag{6.6}\\
0 & \Lambda_{\mathbf{v}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}_{\mathbf{s}}{ }^{H} \\
\mathbf{U}_{\mathbf{v}}{ }^{H}
\end{array}\right]=\mathbf{U}_{\mathbf{s}} \boldsymbol{\Lambda}_{\mathbf{s}} \mathbf{U}_{\mathbf{s}}{ }^{H}+\mathbf{U}_{\mathbf{v}} \boldsymbol{\Lambda}_{\mathbf{v}} \mathbf{U}_{\mathbf{v}}{ }^{H}
$$

where matrices $\boldsymbol{\Lambda}_{\mathbf{s}}, \mathbf{U}_{\mathbf{s}}, \boldsymbol{\Lambda}_{\mathbf{v}}, \mathbf{U}_{\mathbf{v}}$ contain the eigenvalues and eigenvectors of signal subspace and the eigenvalues and eigenvectors of noise subspace, respectively. Subspace algorithms exploit either the matrix $\mathbf{U}_{\mathbf{s}}$ or $\mathbf{U}_{\mathbf{v}}$ to estimate the DOAs. This is because columns of $\mathbf{U}_{\mathbf{s}}$ and $\mathbf{U}_{\mathbf{v}}$ form orthonormal bases for $\operatorname{span}\{\mathbf{A}\}$ and noise subspace, respectively. In this chapter, we use root-MUSIC algorithm because it is a search-free approach. The DOA of ULA structure can be found by computing the $L$ roots which are closest to the unit circle of the following polynomial,

$$
\begin{equation*}
f(z)=\mathbf{a}^{T}(1 / z) \mathbf{U}_{\mathbf{v}} \mathbf{U}_{\mathbf{v}}{ }^{H} \mathbf{a}(z) \tag{6.7}
\end{equation*}
$$

which is the denominator of the search-based MUSIC spectrum given in Eqn. (2.51) with $z=e^{j \frac{2 \pi d}{\lambda} \sin \theta}$. This algorithm performs well in the situation where either white or known colored noise is present. However, in the situation when the noise is unknown colored Gaussian noise, the FO cumulant-based DOA algorithms will perform better. In the following section, we propose a new FO cumulant-based DOA algorithm.
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### 6.4 Proposed Fourth-Order DOA Estimator

The FO DOA algorithms hinge on the quadricovariance statistics which are estimated consistently by their sample estimates as follows,

$$
\begin{equation*}
\hat{\kappa}_{\mathbf{x}}(i, j, k, l)=\hat{\mu}_{i j k l}-\hat{\sigma}_{i j} \hat{\sigma}_{k l}-\hat{\sigma}_{i l} \hat{\sigma}_{k j}-\hat{\zeta}_{i k} \hat{\zeta}_{l j}^{*} \tag{6.8}
\end{equation*}
$$

where $\hat{\mu}_{i j k l} \triangleq \frac{1}{N} \sum_{n=1}^{N} x_{i}(n) x_{j}^{*}(n) x_{k}(n) x_{l}^{*}(n), \quad \hat{\sigma}_{i j} \triangleq \frac{1}{N} \sum_{n=1}^{N} x_{i}(n) x_{j}^{*}(n) \quad$ and $\hat{\zeta}_{i j} \triangleq \frac{1}{N} \sum_{n=1}^{N} x_{i}(n) x_{j}(n)$. For clarity, we have ignored the noise, which is a reasonable assumption because FO cumulant statistics are insensitive to Gaussian noise. The contracted quadricovariance of $\mathbf{x}$ defined in Eqn. (6.4) is related to the quadricovariance of $\mathbf{s}$ (after Gaussian noise rejection) by

$$
\left[\mathbf{Q}_{\mathbf{x}}(\mathbf{M})\right]_{i, j}=\sum_{k, l, \alpha, \beta, \gamma, \delta} \kappa_{\mathbf{s}}(\alpha, \beta, \gamma, \delta) a_{i, \alpha} a_{j, \beta}^{*} a_{k, \gamma} a_{l, \delta}^{*}[\mathbf{M}]_{l, k}
$$

with $a_{i, j}=[\mathbf{A}]_{i, j}$. The equation above could be written in matrix form as

$$
\begin{equation*}
\mathbf{Q}_{\mathbf{x}}(\mathbf{M})=\mathbf{A W A}^{H} \tag{6.9}
\end{equation*}
$$

where $[\mathbf{W}]_{i, j} \triangleq \sum_{k, l} \kappa_{\mathbf{s}}(i, j, k, l) \mathbf{a}^{H}\left(\theta_{l}\right) \mathbf{M a}\left(\theta_{k}\right)$. This is of the same form as in the SO covariance matrix case, except that $\mathbf{W}$ might not necessarily be Hermitian symmetric. In general, because of this Hermitian property, the covariance matrix possesses symmetric eigen-decomposition, which gives unitary eigenvectors that
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are used by many subspace-based DOA estimation methods. Furthermore, due to positive definiteness, the covariance matrix possesses positive real eigenvalues, which can be used to determine the dominant signal subspace in the presence of noise. However, the contracted quadricovariance, $\mathbf{W}$, is Hermitian if and only if $\mathbf{M}$ is Hermitian, which is due to the super-symmetry property of the FO circular cumulant. Hence, if $\mathbf{M}$ is Hermitian, then $\mathbf{Q}_{\mathbf{x}}(\mathbf{M})$ will have real eigenvalues which may be either positive or negative. However, for a weaker condition of $\mathbf{Q}_{\mathbf{x}}(\mathbf{M})$ that does not possess the Hermitian symmetry, it would then be a normal matrix (i.e. $\mathbf{B}$ is normal matrix when $\mathbf{B B}^{H}=\mathbf{B}^{H} \mathbf{B}$ ). This property allows $\mathbf{Q}_{\mathbf{x}}(\mathbf{M})$ to possess unitary eigenvectors with possibly complex eigenvalues.

Contracted quadricovariance is a method of downsizing the full quadricovariance to $M \times M$ matrix with $\mathbf{M}$ as the free parameter matrix. For example, the contracted quadricovariance $\mathbf{Q}_{\mathbf{x}}(\mathbf{I})$ is used for DOA estimations in [112] by choosing $\mathbf{M}=\mathbf{I}$. Another method of downsizing the quadricovariance is by diagonal slicing. The subspace algorithms based on the diagonal slice of quadricovariance perform worse than the subspace algorithms based on $\mathbf{Q}_{\mathbf{x}}(\mathbf{I})$. In spite of that, choosing $\mathbf{M}=\mathbf{I}$ does not exploit the freedom to choose the suitable M's which can be derived from eigenmatrices using the received signals. We will explain this shortly.

Eigenmatrices of FO tensor were introduced in [113]. Since the circular cumulant $\kappa_{\mathbf{x}}(i, j, k, l)$ acts as a linear operator $\mathbf{Q}_{\mathbf{x}}(\cdot): \mathbb{C}^{M \times M} \mapsto \mathbb{C}^{M \times M}$, which is a
compact $^{\dagger}$ and self-adjoint ${ }^{\ddagger}$ operator with inner-product $\langle\mathbf{A}, \mathbf{B}\rangle=\operatorname{trace}\left\{\mathbf{A B}^{H}\right\}$, it then takes the following eigen-structure,

$$
\begin{equation*}
\kappa_{\mathbf{x}}(i, j, k, l)=\sum_{r=1}^{M^{2}} \lambda_{r}\left[\mathbf{E}^{(r)}\right]_{i, j}\left[\mathbf{E}^{(r)}\right]_{l, k}^{*} \tag{6.10}
\end{equation*}
$$

where $\lambda_{r}$ is the eigenvalue and $\mathbf{E}^{(r)}$ is the eigenmatrix pair. The eigenmatrices are orthonormal, i.e. $\operatorname{trace}\left\{\mathbf{E}^{(r)} \mathbf{E}^{(s) H}\right\}=\delta_{r, s}$ and invariant, i.e. $\mathbf{Q}\left(\mathbf{E}^{(r)}\right)=\lambda_{r} \mathbf{E}^{(r)}$. In general the eigenmatrices span $\mathbb{C}^{M \times M}$. However, assuming no noise and the steering vectors of the signal are linearly independent, the dimension of the subspace spanned by the eigenmatrices is $L^{2}$, which could be much smaller than $M^{2}$ [113]. In the special case of statistically independent sources, the dimension of the subspace spanned by eigenmatrices is only $L$. Hence, the dimension of this subspace is in [ $L, L^{2}$ ]. The subspace spanned by these eigenmatrices is called FO signal subspace, while the orthogonal subspace from the signal subspace is called FO noise subspace, though the noise is asymptotically zero. This leads to the MUSIC-like algorithm in tensor domain $[111,113]$. This type of processing is computationally expensive because it is search-based, which requires large computational power even for single search due to the large matrix multiplication involved in each search.

This chapter utilizes the tensor eigen-decomposition in a different way. The eigenmatrices are also the contracted quadricovariances of the form of Eqn. (6.9).

[^8]
## CHAPTER 6. HIGHER- \& MIXED-ORDER DOA ESTIMATION 151

This suggests us to find an approach to estimate the common subspace, $\operatorname{span}\{\mathbf{A}\}$, or its bases from the eigenmatrices. Following that, the DOAs can be extracted in the similar fashion as the SO subspace algorithms. With $\mathcal{Q}^{e} \triangleq\left\{\lambda_{r} \mathbf{E}^{(r)}, 1 \leq r \leq\right.$ $\left.L^{2}\right\}$, we only need to find the common subspace from $L^{2}$ matrices (or $L$ matrices if sources are known to be statistically independent) instead of $M^{2}$ matrices from $\mathcal{Q}^{P}$. Finding orthonormal bases of $\operatorname{span}\{\mathbf{A}\}$ could be made through performing simultaneous eigen-decomposition of

$$
\begin{equation*}
\mathbf{Q}\left(\mathbf{E}^{(r)}\right)=\lambda_{r} \mathbf{E}^{(r)}=\mathbf{A} \mathbf{W}^{(r)} \mathbf{A}^{H}=\mathbf{U}_{s} \boldsymbol{\Gamma}^{(r)} \mathbf{U}_{s}^{H}, \quad 1 \leq r \leq L^{2} \tag{6.11}
\end{equation*}
$$

where $\mathbf{U}_{s}$ is a $M \times L$ matrix that contains the eigenvectors of signal subspace and $\Gamma^{(r)}$ is a $L \times L$ diagonal matrix that contains the eigenvalues of the signal subspace of the $r^{\text {th }}$ eigenmatrix. This eigen-decomposition with unitary eigenvector is guaranteed by the normality of the eigenmatrices. In fact, because of the horizontal symmetry of FO circular cumulants, the eigenmatrices could be chosen to be Hermitian [113], but the eigenmatrices are unique up to a phase factor. Suppose $\mathbf{E}^{(r)}$ is Hermitian then there exists an $\mathbf{E}^{\prime(r)}$ that is not Hermitian such that $\mathbf{E}^{(r)}=e^{j \phi} \mathbf{E}^{(r)}$. However, if $\mathbf{E}^{(r)}$ is Hermitian, then we have $\mathbf{E}^{\prime(r)} \mathbf{E}^{\prime(r) H}=\mathbf{E}^{\prime(r) H} \mathbf{E}^{(r)}$. This guarantees that eigenmatrices obtained through Eqn. (6.10) are normal.

In practice, the simultaneous eigen-decomposition is performed by the joint approximate diagonalization of eigenmatrices (JADE) algorithm [26], which has been successfully exploited for blind source separation. The eigenvectors of signal sub-
space, $\mathbf{U}_{s}$, is determined by a slightly different manner from the SO counterpart. Assuming the full eigenvectors as $\mathbf{U}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{M}\right]$, then

$$
\begin{equation*}
\mathbf{U}_{s}=\left[\mathbf{u}_{s_{1}}, \ldots, \mathbf{u}_{s_{L}}\right] \tag{6.12}
\end{equation*}
$$

In Eqn. (6.12), $\left\{s_{1}, \ldots, s_{L}\right\}$ is taken such that $\gamma_{s_{1}} \geq \gamma_{s_{2}} \geq \ldots \geq \gamma_{s_{L}} \geq \ldots \geq \gamma_{s_{M}}$, where $\gamma_{i} \triangleq \sum_{r}\left|\left[\Gamma^{(r)}\right]_{i, i}\right|$. The sum of the magnitude of the eigenvalues across different eigenmatrices is used because the eigenvalues are complex numbers. It can be shown that the magnitudes of the eigenvalues of a normal eigenmatrix are the same as the eigenvalues of the its equivalent Hermitian eigenmatrix, except for a difference in sign. After obtaining $\mathbf{U}_{s}$, DOAs could be estimated, in general, regardless of the structure of the array, by many existing subspace algorithms. Particularly, in this chapter root-MUSIC in (6.7) is used (assuming array structure is ULA).

### 6.5 Joint Second- and Fourth-Order DOA Estimator

Observing the structure in Eqn. (6.6) and Eqn. (6.11), a new estimator based on SOS and FOS could be derived by simultaneously performing eigen-decomposition of the eigenmatrices and autocovariance matrix, i.e. $\mathcal{Q}^{F S O} \triangleq\left\{\mathbf{R}, \lambda_{1} \mathbf{E}^{(1)}, \ldots, \lambda_{L^{2}} \mathbf{E}^{\left(L^{2}\right)}\right\}$.

In fact, as we will see later in the cost function of the JADE algorithm, it is possible to weigh the matrices, and hence, it is possible to ascertain whether can SOS be used more predominantly than FOS or vice versa, depending on whether the noise is white or colored Gaussian noise.

Assume joint diagonalization algorithm for $2 \times 2$ matrices (it can be easily extended to square matrices of any size, see Appendix E for the complete unweighted algorithm), for example, matrices of set $\mathcal{Q}^{u w}=\left\{\mathbf{G}^{(r)}, 1 \leq r \leq L^{2}\right\}$ with the entries,

$$
\mathbf{G}^{(r)}=\left[\begin{array}{ll}
a_{r} & b_{r}  \tag{6.13}\\
c_{r} & d_{r}
\end{array}\right]
$$

The objective of joint diagonalization is to get the unitary matrix $\mathbf{V}$ such that matrices $\mathbf{G}^{(r)}=\mathbf{V}^{H} \mathbf{G}^{(r)} \mathbf{V}$ are as "diagonal" as possible. Mathematically, it is the same as maximizing $\mathcal{C}$, where

$$
\begin{equation*}
\mathcal{C} \triangleq \sum_{r}\left|a_{r}^{\prime}\right|^{2}+\left|d_{r}^{\prime}\right|^{2} \stackrel{1}{=} \frac{1}{2} \sum_{r}\left|a_{r}^{\prime}-d_{r}^{\prime}\right|^{2} \tag{6.14}
\end{equation*}
$$

where $a_{r}^{\prime}, d_{r}^{\prime}$ are the diagonal elements of $\mathbf{G}^{(r)}$. Equality 1 above is due to the invariance in the trace of $\mathbf{G}^{(r)}$. The joint diagonalization uses complex Givens rotation technique,

$$
\mathbf{V}=\left[\begin{array}{cc}
\cos \theta & -e^{j \phi} \sin \theta \\
e^{-j \phi} \sin \theta & \cos \theta
\end{array}\right]
$$

and hence $\mathcal{C}$ relates the new parameters to the earlier ones by,

$$
\begin{equation*}
a_{r}^{\prime}-d_{r}^{\prime}=\left(a_{r}-d_{r}\right) \cos 2 \theta+\left(b_{r}+c_{r}\right) \sin 2 \theta \cos \phi+j\left(c_{r}-b_{r}\right) \sin 2 \theta \sin \phi \tag{6.15}
\end{equation*}
$$

From Eqns.(6.14) and (6.15), weighting each diagonalization of $\mathbf{G}_{r}$ by $w_{r}$ could be done by multiplying it with $w_{r}$ such that the weighted joint diagonalization algorithm is just a joint diagonalization on set $\mathcal{Q}^{w}=\left\{w_{r} \mathbf{G}^{(r)}, 1 \leq r \leq L^{2}\right\}$. Table. 6.1 enumerates the steps of the proposed algorithms, i.e., the new fourth-order (NFO) statistics-based algorithm and the joint fourth- and second-order (FSO) statistics-based algorithm.

Table 6.1: Summary of the new fourth-order (NFO) and mixed fourth- and secondorder (FSO) algorithms steps

Given sensors output $\mathbf{x}(n)$

1. Estimate $\hat{\mathbf{R}}$ and $\hat{\kappa}(i, j, k, l)$ as in (6.5) and (6.8)
2. Compute $L$ or $L^{2}$ largest eigen-value and -matrices of $\hat{\kappa}(i, j, k, l)$ as in [26]
3. Perform JADE [26] on matrices in:
(a) $\mathcal{Q}^{e}$ for NFO algorithm
(b) $\mathcal{Q}^{F S O}$ with weight for FSO algorithm
4. Determine $\mathbf{U}_{\mathbf{s}}$ from (6.12), and then perform the subspace-based DOA estimation on $\mathbf{U}_{\mathbf{s}}$, such as root-MUSIC
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### 6.6 Simulation Results

In this section, two simulations are provided to illustrate the effectiveness of the NFO algorithm and the FSO algorithm. For both simulations, root-MUSIC algorithm is used on the estimated subspace and the ULA of 13 sensors with $\lambda / 2$ spacing is employed. It is assumed that two sources are emitting from directions $-25^{\circ}, 17^{\circ}$ normal to broadside of antenna and the number of samples collected is 1000 . Weights for the FSO algorithm are chosen to be 1 for covariance matrix and $10^{-3}$ for eigenmatrices such that JADE is performed on $\mathcal{Q}^{F S O}=\left\{\mathbf{R}, 10^{-3} \lambda_{1} \mathbf{E}^{(1)}, \ldots, 10^{-3} \lambda_{L^{2}} \mathbf{E}^{\left(L^{2}\right)}\right\}$.

For the first simulation, signals emitted by the non-Gaussian sources are modeled as

$$
\begin{aligned}
\mathbf{s}(n) & =\operatorname{diag}\left\{f_{1}(n), \ldots, f_{L}(n)\right\} \mathbf{r}(n) \\
\mathbf{r}(n) & =\left[r_{1}(n), \ldots, r_{L}(n)\right]^{T}
\end{aligned}
$$

The zero-mean Gaussian processes $f_{i}(n)$ and $r_{i}(n)$ have unit-variance and $\sigma_{s^{-}}^{2}$ variance, respectively. This type of non-Gaussian signal is common in sonar and other applications [107]. Note that the source signals are independent and have equal power in the first simulation. The unknown colored Gaussian additive noise is assumed to have covariance matrix $\left[\mathbf{R}_{\mathbf{v}}\right]_{l k}=\sigma^{2} \rho^{|l-k|}$, with $\rho=0.9$. The noise is further assumed to be temporally correlated as, $E\left\{\mathbf{v}_{i}(n) \mathbf{v}_{i}(n+m)\right\}=\sigma \tilde{\rho}^{m}$ with

## CHAPTER 6. HIGHER- \& MIXED-ORDER DOA ESTIMATION 156

$\tilde{\rho}=0.5$. The SNR is defined as $S N R \triangleq 10 \log \left(\sigma_{s}^{2} / \sigma^{2}\right) d B$ which is varied from $-10 d B$ to $15 d B$. The simulation results in Fig. 6.1 show that at lower SNR, the NFO algorithm and FSO algorithm perform better than both the SO root-MUSIC algorithm and the fourth-order contracted quadricovariance (FO QC)-based rootMUSIC algorithm. The FO QC algorithm has been previously described in Section 6.4, which is based on evaluating the root-MUSIC of $\mathbf{Q}_{\mathbf{x}}(\mathbf{I})$ [112]. The performance of the SO algorithm is severely affected in low SNR by the colored Gaussian noise while all FO cumulant statistics based algorithms are not significantly affected by the noise. The FSO algorithm is not affected because the weights allow the inference drawn from covariance to be minimized, yet still useful. The FO QC algorithm performed worse than the NFO and FSO algorithm because it relies on a single slice of the quadricovariance matrix which might not necessary be the best slice chosen. Note that only RMSE of one DOA is shown and the RMSE of the other DOA is similar to what is shown here.

For the second simulation, signals emitted by the sources are modeled similarly as before, except that the sources are correlated with correlation coefficient of 0.4. The noise is also assumed to be the same as in the previous simulation, except that the SNR is now fixed at $0 d B$, while the correlation coefficient, $\rho$, is varied from 0 to 1. The results in Fig. 6.2 show the robustness of the proposed FSO algorithm with only slight performance degradation in the region of $\rho<0.6$ as compared to the SO algorithm. The NFO and FO QC algorithms are performing reasonably


Figure 6.1: DOA estimation RMSE's vs. SNR for two independent sources.
well for higher $\rho$ values, because they are using FOS in the presence of unknown correlated Gaussian noise. Nevertheless, NFO still performs better than FO QC.

### 6.7 Discussion

In this chapter, we have proposed two algorithms for DOA estimations in the presence of unknown Gaussian noise. The SO root-MUSIC, which is used in the comparison study, is search-free and requires $\mathcal{O}\left(M^{3}\right)$ computational complexity. If $M<L^{2}$, the computational complexity of the SO root-MUSIC is smaller than


Figure 6.2: DOA estimation RMSE's vs. spatial correlation coefficient of noise the computational complexity of our proposed methods, i.e. $\mathcal{O}\left(L^{2} M^{2}\right)$, which are also search-free. Whenever robustness against unknown Gaussian noise is required, FO based algorithms would be preferred at the expense of having additional computational complexity. Note that our proposed FO and FSO algorithms are search-free, hence, they are computationally less demanding than FO search-based algorithms [111,113], which require $\mathcal{O}\left(L^{2} M^{2}\right)$ computational load for every search. Therefore, for $N_{\text {search }}$, they require $\mathcal{O}\left(N_{\text {search }} L^{2} M^{2}\right)$ computational load.

We have shown that the application of (weighted) joint approximate diagonalization applied directly to FOS or both FOS and SOS could be utilized for
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estimating DOAs. The performance of the proposed algorithms, especially the FSO algorithm, are very promising. In the development of FSO, it is discovered that different weightings could improve the performance of the algorithm. We will discuss the optimum weights and its analysis in our future work. Another possible extension of this weighting is to weigh various autocorrelation matrices $\left\{\mathbf{R}(\tau), \tau=0, \ldots, L^{2}\right\}$, as in SO blind identification (SOBI) algorithm [27], and various eigenmatrices (quadricovariance matrices).

Albeit [121] proposed a weighted joint diagonalization in LS formulation, the weighting in this chapter is different from [121]. Suppose that $\mathbf{H}$ is any matrix, the weighting in [121], $\mathcal{W}$, is based on weighted LS with norm, $\|\mathbf{H}\|_{\mathcal{W}} \triangleq$ $\sqrt{\operatorname{vec}\{\mathbf{H}\}^{H} \mathcal{W} \operatorname{vec}\{\mathbf{H}\}}$. In this chapter, it is based on the weighted LS with norm, $\|\mathbf{H}\|_{\mathrm{W}} \triangleq \sqrt{\operatorname{tr}\left\{\mathbf{H}^{H} \mathbf{W H}\right\}}$ and W is restricted to be a diagonal matrix with $w_{r}$ as the diagonal entries.

Generally, the SOS subspace algorithms require the number of sources to be less than the number of sensors. Therefore, because the proposed NFO and FSO algorithms, as well as the existing contracted quadricovariance algorithms, use the quadricovariance matrices which are analogous to the structure of SOS's autocorrelation (see Eqn. (6.9)), the proposed algorithms may not work properly when there are more sources than sensors. The reason is that the SOS autocorrelation matrix and contracted quadricovariance matrices of the source signals are full-rank and generally non-diagonal. Therefore, the noise subspace cannot be estimated and
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subsequently, DOA also cannot be estimated. However, if the sources are independent, which make $\mathbf{W}$ becomes diagonal, estimating $\mathbf{A}$ for more sources than sensors using the proposed FO and FSO algorithm is possible by utilizing the diagonalization algorithms given in $[101,121]$. These algorithms formulate and solve for mixing matrix $\mathbf{A}$ through minimizing the LS error, hence solving wide matrix A is still possible. Assuming source signals are independent, there are also other blind identification methods which can be used to estimate the wide-matrix $\mathbf{A}$, such as those reported in $[90,122,123]$. Following that, by techniques similar to MUSIC or weighted subspace fitting algorithms, DOAs can be elicited from the estimate of A, i.e., $\hat{\mathbf{A}}$. For example, using MUSIC-like algorithm given by

$$
\begin{equation*}
\hat{\theta}_{i}=\arg \max _{\theta_{i}} \frac{1}{\tilde{\mathbf{a}}\left(\theta_{i}\right)^{H}\left(\mathbf{I}-\mathbf{P}_{\hat{\mathbf{A}}^{*} \odot \hat{\mathbf{A}}}\right) \tilde{\mathbf{a}}\left(\theta_{i}\right)} \tag{6.16}
\end{equation*}
$$

where $\tilde{\mathbf{a}}\left(\theta_{i}\right)=\mathbf{a}^{*}\left(\theta_{i}\right) \odot \mathbf{a}\left(\theta_{i}\right)$.

### 6.8 Summary

In this chapter, two new algorithms for DOA estimation that are robust to any unknown Gaussian noise have been proposed. Both algorithms exploit the insensitivity of the FOS to the Gaussian noise. Compared to existing algorithms which exploit FOS through a contracted quadricovarince matrix, our algorithms perform better, because we exploit more than one quadricovariance matrices. The
eigenmatrices we use, parsimoniously capture all the FO statistics of the observations that have significant power, which is analogous to low-rank approximation of autocorrelation matrix.

## Chapter 7

## Conclusions and Future Works

### 7.1 Conclusions

In this thesis, we have presented a variety of novel array processing algorithms to handle three problems. The approaches are mainly based on higher-order statistics and time-frequency distributions.

In Chapter 3, we considered the case where wideband LFM signals from multiple sources impinging on sensor arrays. The objective is to estimate DOAs, frequency rates and frequencies for each of the sources. The proposed solution is devised by using the DPT. The properties that received signal frequencies vary linearly and frequency rates remain constant across the antenna sensors, are exploited to estimate their DOAs, frequency rates and initial frequencies. The proposed algorithm is efficient because it does not require a multidimensional search as compared to the ML estimation method and CBF. Furthermore, it is search-free by incorporating root-MUSIC algorithm, except for the part to estimate DOAs
which uses the variant of CBF, and only one-dimensional search is needed instead of three-dimensional search as in the original CBF. From the presented simulation results, the algorithm essentially can perform near to the Cramer-Rao Bound.

In Chapter 4, the SHIM operator is formulated and derived from HIM. HIM is also using HOS, because it is basically a product between more than or equal to two realizations each of different delays. The non-linear SHIM operator transforms a wideband PPS of any order that impinged on an antenna array into a narrowband sinusoidal signal that impinged on an antenna array, which then can be processed directly by many classical array processing and harmonic retrieval algorithms. With the harmonic retrieval algorithm, one can estimate the highestorder frequency rate, followed by using array processing algorithm to estimate the spatial parameter. Classical array processing and harmonic retrieval algorithms are the same except for the difference in rearranging the data before processing. However, we opted to use a closed-form subspace algorithm that simultaneously estimates the highest-order frequency parameter and DOA because it is a searchfree algorithm and performs joint estimation in one step. We also examined the theoretical performance and the identifiability of the algorithm. It was discovered that lower sampling rate would deliver better performance in DOA estimation, provided that the identifiability conditions are satisfied.

In Chapter 5, we turned to the problem in separating/recovering more timefrequency signal sources received than receiving antenna sensors. Note that a PPS
is subset of the time-frequency signals. Assuming that the mixing matrix is nonparametric, we could apply the solution to this type of problem to the problem of recovering signals either when the sensor array is poorly calibrated or when the sensor array's structure/geometry is unknown. The structures of STFD at three different TF locations, i.e. SAPs, MAPs and CPs, are analyzed and exploited. The structures of STFDs at SAPs were exploited to form a computationally efficient algorithm and to formulate a detection algorithm to separate SAPs from MAPs and CPs. Following that, the existing subspace method, which is meant for SAPs and MAPs [99], was analyzed for its property at CPs. With a newly discovered property, the abundance of CPs in WVD-based STFD, and the simplicity of the proposed technique for SAPs, we devised a superior algorithm. While keeping the computational speed the same as the existing subspace algorithm, the proposed algorithm outperforms the existing algorithms especially when there is a multicomponent source. The existing algorithms assumed that all of the CTs are useless interfering source signals, and hence they are suppressed. However, we have selectively taken CTs that belong to multicomponent source into account through the newly discovered property of subspace algorithm at CPs, as presented in Chapter 5.

Finally in Chapter 6, we developed a new FOS-based and a mixed SOS-FOSbased DOA estimation algorithm. The FOS is advantageous because it is insensitive towards any Gaussian noise and applicable to the situation with more sources
than antenna sensors. However, many of the FOS-based DOA estimation algorithms are either too computationally expensive or performing too badly. When one uses all of the FOS, it gets computationally expensive. On the other hand, some FOS-based algorithms perform poorly because they only use a smaller set of FOS, known as the quadricovariance matrix. There are useful FOS that are not contained in the quadricovariance, and are not being utilized. In Chapter 6, we proposed a better way to choose FOS, i.e. through eigenmatrix decomposition, which gives multiple quadricovariance matrices. This method parsimoniously captures all the FO statistics that have significant energy, in the analogous way that low-rank approximation of autocorrelation matrix parsimoniously captures the statistics of the signals. Therefore, the resulting new FOS-based DOA algorithm is not too computationally expensive and yet the set of the FOS chosen is not too small. Following that, because of the similar structure between quadricovariance of FOS and covariance of SOS, we developed a mixed-order DOA estimator in addition to the FOS-based approach. This mixed-order algorithm indeed inherits the advantages of both FOS and SOS. We showed using simulations that this algorithm performs well in spatially white Gaussian noise environment as well as in spatially colored Gaussian noise environment. Although FOS-based algorithms work well in spatially white Gaussian environment, SOS-based algorithms are normally superior to FOS counterpart. The mixed-order algorithm, on the other hand, outperforms FOS-based algorithm in spatially white Gaussian noise environment. In Chapter 6, we also introduced weighting to weigh the quadricovariance and co-
variance matrices. This framework allows one to adjust the statistics information according to the level of significance between the SOS and FOS.

### 7.2 Future Works

From the comparison of the work in Chapter 3 and Chapter 4, we see that parameter estimation of multiple PPS (with order larger than two) impinging on sensor array from multiple sources has not been completely solved. The hindrance of using SHIM for multiple sources is the cross-terms generated. Further investigation is needed to understand: whether the estimation of highest-order frequency parameters alone from SHIM is always possible even in the presence of cross-terms; whether the estimation of DOAs alone from SHIM is possible. If one of these is possible, we could devise an algorithm that can estimate the highest-order frequency parameters and DOAs, of course additional processing may incur.

The work in Chapter 5 has assumed that the estimates of a wide mixing matrix is available. New algorithm can be developed to estimate the mixing matrix. In addition to that, since we only utilized quadratic TF distribution, we can explore the application of the linear TF distributions or other transformations, such as fractional Fourier transform. Linear transformation is appealing because naturally there is no cross-term interference.

In Chapter 6, the performance analysis and optimal weights were not provided.

The future work is to analyze the performance of the NFO and FSO algorithms, which will involve sixth- and eighth-order statistics. With this analysis, we could find the optimal weights, which will allow us to achieve the optimum performance regardless of whether the noise is spatially white. The optimal performance, regardless of whether the Gaussian is colored, is possible if the optimal weights rely on the data or on the statistics that could be estimated directly from the data [33], such as sample cumulants of order sixth. With these optimum weights, there is a possibility to devise mixed FO-SO blind source separation algorithm, which is expected to be more robust in unknown Gaussian noise.
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## Appendix A

## Proof that Cumulants of a Gaussian distribution is zero

We prove that the cumulant of a Gaussian distribution is zero. Suppose $\mathbf{x}$ is a random vector and is Gaussian distribution with mean $\mathbf{m}$ and covariance $\mathbf{R}$, then its pdf is given by

$$
\begin{equation*}
f(\mathbf{x})=\frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}(\mathbf{x}-\mathbf{m})^{T} \mathbf{R}^{-1}(\mathbf{x}-\mathbf{m})\right\} \tag{A.1}
\end{equation*}
$$

If $\mathbf{y}$ is a random vector of length $n$, then its moment generating function is defined as

$$
\begin{equation*}
M_{\mathbf{y}}(\boldsymbol{\lambda}) \triangleq E\left\{\exp \left(\boldsymbol{\lambda}^{T} \mathbf{y}\right)\right\} \tag{A.2}
\end{equation*}
$$

and its cumulant generating function is defined as

$$
\begin{equation*}
C_{\mathbf{y}}(\boldsymbol{\lambda}) \triangleq \ln M_{\mathbf{y}}(\boldsymbol{\lambda}) \tag{A.3}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left[\lambda_{1}, \cdots, \lambda_{n}\right]^{T}$ is a real-valued vector of size $n$. The $k^{\text {th }}$ order cumulant of $\mathbf{y}$ is defined as

$$
\begin{equation*}
\left.\operatorname{Cum}(\mathbf{y}) \triangleq \frac{\partial^{k} C_{\mathbf{y}}(\lambda)}{\partial \lambda_{i_{1}} \cdots \partial \lambda_{i_{k}}}\right|_{\boldsymbol{\lambda}=\mathbf{0}} \tag{A.4}
\end{equation*}
$$

with $i_{1}, \cdots, i_{k} \in\{1, \cdots, n\}$ and repetitive indices are allowed, e.g. $i_{1}=\cdots=i_{k}$. Hence, to prove that the cumulant of a Gaussian distribution of order greater than two is zero, one only need to show Eqn. (A.4) equals zero for $n>2$. The moment
generating function of a Gaussian vector $\mathbf{x}$ is derived as follows (by substitution of Eqn. (A.1) into Eqn. (A.2))

$$
\begin{align*}
M_{\mathbf{x}}(\boldsymbol{\lambda})= & \int \exp \left(\boldsymbol{\lambda}^{T} \mathbf{x}\right) \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}(\mathbf{x}-\mathbf{m})^{T} \mathbf{R}^{-1}(\mathbf{x}-\mathbf{m})\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left[(\mathbf{x}-\mathbf{m})^{T} \mathbf{R}^{-1}(\mathbf{x}-\mathbf{m})-2 \boldsymbol{\lambda}^{T} \mathbf{x}\right]\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left[\mathbf{x}^{T} \mathbf{R}^{-1} \mathbf{x}-2 \mathbf{m}^{T} \mathbf{R}^{-1} \mathbf{x}+\mathbf{m}^{T} \mathbf{R}^{-1} \mathbf{m}-2 \boldsymbol{\lambda}^{T} \mathbf{x}\right]\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left[\mathbf{x}^{T} \mathbf{R}^{-1} \mathbf{x}-2\left(\mathbf{m}^{T} \mathbf{R}^{-1}+\boldsymbol{\lambda}^{T}\right) \mathbf{x}+\mathbf{m}^{T} \mathbf{R}^{-1} \mathbf{m}\right]\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left[\mathbf{x}^{T} \mathbf{R}^{-1} \mathbf{x}-2\left(\mathbf{m}^{T}+\boldsymbol{\lambda}^{T} \mathbf{R}\right) \mathbf{R}^{-1} \mathbf{x}+\mathbf{m}^{T} \mathbf{R}^{-1} \mathbf{m}\right]\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}\left[(\mathbf{x}-(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda}))^{T} \mathbf{R}^{-1}(\mathbf{x}-(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda}))\right.\right. \\
& \left.\left.+\mathbf{m}^{T} \mathbf{R}^{-1} \mathbf{m}-(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda})^{T} \mathbf{R}^{-1}(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda})\right]\right\} d \mathbf{x} \\
= & \int \frac{1}{(2 \pi)^{n / 2}|\mathbf{R}|^{1 / 2}} \exp \left\{-\frac{1}{2}(\mathbf{x}-(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda}))^{T} \mathbf{R}^{-1}(\mathbf{x}-(\mathbf{m}+\mathbf{R} \boldsymbol{\lambda}))\right\} d \mathbf{x} \\
& \times \exp \left(\boldsymbol{\lambda}^{T} \mathbf{m}+0.5 \boldsymbol{\lambda}^{T} \mathbf{R} \boldsymbol{\lambda}\right) \\
= & \exp \left(\boldsymbol{\lambda}^{T} \mathbf{m}+0.5 \boldsymbol{\lambda}^{T} \mathbf{R} \boldsymbol{\lambda}\right) \tag{A.5}
\end{align*}
$$

Thus, the cumulant generating function is given by

$$
\begin{equation*}
C_{\mathbf{x}}(\boldsymbol{\lambda})=\boldsymbol{\lambda}^{T} \mathbf{m}+0.5 \boldsymbol{\lambda}^{T} \mathbf{R} \boldsymbol{\lambda} \tag{A.6}
\end{equation*}
$$

Since Eqn. (A.6) is a quadratic function of $\boldsymbol{\lambda}$, then its third-order and higher-order derivatives vanish. Q.E.D.

## Appendix B

## Derivation of Cramer-Rao Bound for Array PPS Estimation

In this appendix, we derive Cramer-Rao bound (CRB) when estimating the parameters of wideband PPS signals impinged on ULA. We first introduce the notations used in the derivation. We rearrange Eqn. (3.3) such that,

$$
\begin{equation*}
s_{i}(n)=A_{i} e^{j \alpha_{i}} g\left(\varpi_{i}, n\right) \tag{B.1}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(\varpi_{i}, n\right) \triangleq \exp \left(j \sum_{k=1}^{K} a_{i, k}(n \Delta)^{k}\right) \tag{B.2}
\end{equation*}
$$

and $\varpi_{i} \triangleq\left[a_{i, 1}, \cdots, a_{i, K}\right]^{T}$. Define $\mathbf{G}(\varpi, n) \triangleq \operatorname{diag}\left\{g\left(\varpi_{1}, n\right), \cdots, g\left(\varpi_{L}, n\right)\right\}$ and $\boldsymbol{\beta} \triangleq\left[A_{1} e^{j \alpha_{1}}, \cdots, A_{L} e^{j \alpha_{L}}\right]^{T}$ such that, the PPS impinged on ULA is given by

$$
\begin{equation*}
\mathbf{x}(n)=\mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n) \boldsymbol{\beta}+\mathbf{v}(n) \tag{B.3}
\end{equation*}
$$

where $\boldsymbol{\theta} \triangleq\left[\theta_{1}, \cdots, \theta_{L}\right]^{T}, \varpi \triangleq\left[\boldsymbol{\varpi}_{1}^{T}, \cdots, \varpi_{L}^{T}\right]^{T}$, and $\mathbf{A}(\boldsymbol{\theta}, \varpi, t)$ is the same as* $\mathbf{A}(n)$ in Eqn. (3.4). Since we have assumed that $\mathbf{v}(n) \sim \mathcal{N}\left(\mathbf{0}, \sigma_{n}^{2} \mathbf{I}\right)$ (complex circularly and white Gaussian distributed), then

$$
\begin{equation*}
\mathbf{x}(n) \sim \mathcal{N}\left(\mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) \mathbf{G}(\boldsymbol{\varpi}, n) \boldsymbol{\beta}, \sigma_{n}^{2} \mathbf{I}\right) \tag{B.4}
\end{equation*}
$$

[^9]We group all the unknown parameters, including $\sigma_{n}^{2}$ which is not of our interest in this estimation, as follows

$$
\begin{equation*}
\boldsymbol{\psi} \triangleq\left[\boldsymbol{\beta}_{\|}^{T}, \boldsymbol{\beta}_{\angle}^{T}, \boldsymbol{\theta}^{T}, \boldsymbol{\varpi}^{T}, \sigma_{n}^{2}\right]^{T} \tag{B.5}
\end{equation*}
$$

where $\boldsymbol{\beta}_{\|} \triangleq|\boldsymbol{\beta}|=\left[A_{1}, \cdots, A_{L}\right]^{T}$ and $\boldsymbol{\beta} Ц \triangleq\{\boldsymbol{\beta}\}=\left[\alpha_{1}, \alpha_{2}, \cdots, \alpha_{L}\right]^{T}$
In order to get CRB, we need Fisher Information Matrix (FIM) because its inverse is the CRB. The elements of the FIM, $\mathbf{F}_{l, k}$, of a complex circularly Gaussian process $\mathbf{x}(n) \sim \mathcal{N}(\boldsymbol{\mu}(n), \mathbf{R})$ are given by $[24,44]$,

$$
\begin{equation*}
\mathbf{F}_{l, k}=N \operatorname{tr}\left(\mathbf{R}^{-1} \frac{\mathbf{R}}{\partial \boldsymbol{\psi}_{l}} \mathbf{R}^{-1} \frac{\mathbf{R}}{\partial \boldsymbol{\psi}_{k}}\right)+2 \Re\left(\sum_{n=0}^{N-1} \frac{\partial \boldsymbol{\mu}(n)^{H}}{\partial \boldsymbol{\psi}_{l}} \mathbf{R}^{-1} \frac{\partial \boldsymbol{\mu}(n)^{H}}{\partial \boldsymbol{\psi}_{k}}\right) \tag{B.6}
\end{equation*}
$$

Applying above Eqn. (B.6) to our model in Eqn. (B.4), gives

$$
\begin{align*}
\mathbf{F}_{l, k} & =\frac{M N}{\sigma_{n}^{4}} \frac{\partial \sigma_{n}^{2}}{\partial \boldsymbol{\psi}_{l}} \frac{\partial \sigma_{n}^{2}}{\partial \boldsymbol{\psi}_{k}} \\
& +\frac{2}{\sigma_{n}^{2}} \Re\left(\sum_{n=0}^{N-1} \frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial \boldsymbol{\psi}_{l}} \frac{\partial\{\mathbf{A}(\boldsymbol{\theta}, \varpi, n) \mathbf{G}(\varpi, n) \boldsymbol{\beta}\}}{\partial \boldsymbol{\psi}_{k}}\right) \tag{B.7}
\end{align*}
$$

Below, we will derive the elements that is required to build each FIM sub-block.
First, we derive the expression related to the derivative with respect to $\boldsymbol{\beta}_{\|}$. Direct computations yield,

$$
\begin{equation*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial \boldsymbol{\beta}_{\|}}=\operatorname{diag}\left(e^{-j \boldsymbol{\beta}_{\iota}}\right) \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \tag{B.8}
\end{equation*}
$$

where $e^{-j \boldsymbol{\beta} \angle} \triangleq\left[e^{-j \alpha_{1}}, e^{-j \alpha_{2}}, \cdots, e^{-j \alpha_{L}}\right]^{T}$ and, hence, $\operatorname{diag}\left(e^{-j \boldsymbol{\beta}_{\angle}}\right)$ is a diagonal matrix containing elements of vector $e^{-j \boldsymbol{\beta}_{L}}$ on its diagonal.

Next expression related to the derivative with respect to $\boldsymbol{\beta}_{\angle}$, also by straightforward computations, is given by

$$
\begin{equation*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial \boldsymbol{\beta} \angle}=-j \mathcal{B}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \tag{B.9}
\end{equation*}
$$

where $\mathcal{B} \triangleq \operatorname{diag}(\boldsymbol{\beta})$. Subsequent expression related to the derivative with respect
to $\theta_{l}$ is given by

$$
\begin{align*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial \theta_{l}} & =\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H}\left\{\frac{\partial \mathbf{a}\left(\theta_{l}, \varpi_{l}, n\right)^{H}}{\partial \theta_{l}}\right\}  \tag{B.10}\\
& =\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{e}_{l} \mathbf{e}_{l}^{T}\left\{\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \varpi, n)\right\}^{H} \\
& =\boldsymbol{\beta}^{H} \mathbf{e}_{l} \mathbf{e}_{l}^{T} \mathbf{G}(\varpi, n)^{H}\left\{\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \varpi, n)\right\}^{H}
\end{align*}
$$

where $\odot$ is Khatri-Rao column-wise Kronecker product and $\mathbf{e}_{l}$ is a vector containing one in the $l^{\text {th }}$ position and zeros elsewhere. Note that,

$$
\begin{equation*}
\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)=\left[\frac{\partial \mathbf{a}\left(\theta_{1}, \varpi_{1}, n\right)}{\partial \theta_{1}}, \cdots, \frac{\partial \mathbf{a}\left(\theta_{L}, \varpi_{L}, n\right)}{\partial \theta_{L}}\right] \tag{B.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \mathbf{a}\left(\theta_{l}, \varpi_{l}, n\right)}{\partial \theta_{l}}=p\left(\theta_{l}, \varpi_{l}, n\right) \mathbf{U a}\left(\theta_{l}, \varpi_{l}, n\right) \tag{B.12}
\end{equation*}
$$

In Eqn. (B.12) above, we have used the following definitions

$$
\begin{align*}
\mathbf{U} & \triangleq \frac{d}{c} \operatorname{diag}\{0,1, \cdots, M-1\}  \tag{B.13}\\
p\left(\theta_{l}, \varpi_{l}, n\right) & \triangleq j \cos \theta_{l}\left(\sum_{k=1}^{K} k a_{l, k}(\Delta n)^{k-1}\right) \tag{B.14}
\end{align*}
$$

By stacking Eqn.(B.10) over different l's and using Eqn. (B.13) and (B.14), yields

$$
\begin{align*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial \boldsymbol{\theta}} & =\left[\begin{array}{c}
\boldsymbol{\beta}^{H} \mathbf{e}_{1} \mathbf{e}_{1}^{T} \mathbf{G}(\boldsymbol{\varpi}, n)^{H}\left\{\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)\right\}^{H} \\
\vdots \\
\boldsymbol{\beta}^{H} \mathbf{e}_{L} \mathbf{e}_{L}^{T} \mathbf{G}(\boldsymbol{\varpi}, n)^{H}\left\{\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)\right\}^{H}
\end{array}\right] \\
& =\mathcal{B}^{H} \mathbf{G}(\varpi, n)^{H}\left(\frac{\partial}{\partial \boldsymbol{\theta}^{T}} \odot \mathbf{A}(\boldsymbol{\theta}, \varpi, n)\right)^{H} \\
& =\mathcal{B}^{H} \mathbf{P}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U}^{H} \quad \text { B. } 1 \tag{B.15}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{P}(\boldsymbol{\theta}, \varpi, n)=\operatorname{diag}\left\{p\left(\theta_{1}, \varpi_{1}, n\right), \cdots, p\left(\theta_{L}, \varpi_{L}, n\right)\right\} \tag{B.16}
\end{equation*}
$$

Before proceeding with the last expression related to the derivatives with respect
to $a_{l, k}$, let us define the following notations:

$$
\begin{align*}
\boldsymbol{\eta}_{k} & \triangleq\left[a_{1, k}, a_{2, k}, \cdots, a_{L, k}\right]^{T}  \tag{B.17}\\
h_{k}\left(\varpi_{l}, n\right) & \triangleq \frac{\partial g\left(\boldsymbol{\varpi}_{l}, n\right)}{\partial a_{l, k}} \\
& =j(\Delta n)^{k} g\left(\varpi_{l}, n\right)  \tag{B.18}\\
\mathbf{g}(\varpi, n) & \triangleq\left[g\left(\varpi_{1}, n\right), g\left(\varpi_{2}, n\right), \ldots, g\left(\varpi_{L}, n\right)\right]^{T}  \tag{B.19}\\
\mathbf{H}_{k}(\varpi, n) & \triangleq \frac{\partial \mathbf{g}^{T}(\boldsymbol{\varpi}, n)}{\partial \boldsymbol{\eta}_{k}} \\
& =\operatorname{diag}\left\{h_{k}\left(\varpi_{1}, n\right), h_{k}\left(\varpi_{2}, n\right), \cdots, h_{k}\left(\varpi_{L}, n\right)\right\} \\
& =j(\Delta n)^{k} \mathbf{G}(\varpi, n)  \tag{B.20}\\
\mathbf{b}_{k}\left(\theta_{l}, \varpi_{l}, n\right) & \triangleq \frac{\partial \mathbf{a}\left(\theta_{l}, \varpi_{l}, n\right)}{\partial a_{l, k}} \\
& =j k(\Delta n)^{k-1} \sin \theta_{l} \mathbf{U} \mathbf{a}\left(\theta_{l}, \boldsymbol{\varpi}_{l}, n\right)  \tag{B.21}\\
\mathbf{B}_{k}(\boldsymbol{\theta}, \varpi, n) & \triangleq\left[\mathbf{b}_{k}\left(\theta_{1}, \varpi_{1}, n\right), \cdots, \mathbf{b}_{k}\left(\theta_{L}, \boldsymbol{\varpi}_{L}, n\right)\right] \\
& =j k(\Delta n)^{k-1} \mathbf{U A} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) \mathbf{C}  \tag{B.22}\\
\mathbf{C} & \triangleq \operatorname{diag}\left\{\sin \theta_{1}, \sin \theta_{2} \cdots, \sin \theta_{L}\right\}  \tag{B.23}\\
\mathbf{T}_{k}(n) & \triangleq j k(\Delta n)^{k-1}\left(\frac{\Delta n}{k} \mathbf{1}_{M} \mathbf{1}_{L}^{T}+\mathbf{u c} \mathbf{c}^{T}\right)  \tag{B.24}\\
\mathbf{u} & \triangleq \operatorname{diag}\{\mathbf{U}\}=\frac{d}{c}[0,1, \cdots, M-1]^{T}  \tag{B.25}\\
\mathbf{c} & \triangleq \operatorname{diag}\{\mathbf{C}\}=\left[\sin \theta_{1}, \sin \theta_{2} \cdots, \sin \theta_{L}\right]^{T} \tag{B.26}
\end{align*}
$$

where $\mathbf{1}_{M}$ is a $(M \times 1)$-vector containing ones in all rows. Using above Eqns.(B.17)(B.26), we derive the following

$$
\begin{align*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial a_{l, k}}= & \frac{\partial\left\{\mathbf{g}(\varpi, n)^{H} \mathcal{B}^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial a_{l, k}} \\
= & \frac{\partial\left\{\mathbf{g}(\varpi, n)^{H}\right\}}{\partial a_{l, k}} \mathcal{B}^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \\
& +\mathbf{g}(\varpi, n)^{H} \mathcal{B}^{H} \frac{\partial\left\{\mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H}\right\}}{\partial a_{l, k}} \\
= & \mathbf{e}_{l}^{T} \mathbf{H}_{k}(\varpi, n)^{H} \mathcal{B}^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \\
& +\mathbf{g}(\varpi, n)^{H} \mathcal{B}^{H} \mathbf{e}_{l} \mathbf{e}_{l}^{T} \mathbf{B}_{k}(\boldsymbol{\theta}, \varpi, n)^{H} \tag{B.27}
\end{align*}
$$

By stacking Eqn.(B.27) over different l's into vector form, we obtain

$$
\begin{align*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}\right\}}{\partial \boldsymbol{\eta}_{k}}= & \mathbf{H}_{k}(\boldsymbol{\varpi}, n)^{H} \mathcal{B}^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \\
& +\mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathcal{B}^{H} \mathbf{B}_{k}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \tag{B.28}
\end{align*}
$$

By using the relationship given in Eqn.(B.20) and (B.22), Eqn. (B.28) simplifies to

$$
\begin{align*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}\right\}}{\partial \boldsymbol{\eta}_{k}}= & -j(\Delta n)^{k} \mathbf{G}_{k}(\boldsymbol{\varpi}, n)^{H} \mathcal{B}^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}  \tag{B.29}\\
& -j k(\Delta n)^{k-1} \mathbf{G}(\varpi, n)^{H} \mathcal{B}^{H} \mathbf{C}^{H} \mathbf{A}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U}^{H}
\end{align*}
$$

By exploiting diagonal structure of $\mathbf{C}, \mathbf{U}$ and $\mathcal{B}$, as well as the definitions given in Eqn. (B.25) and (B.26), we can rewrite

$$
\begin{equation*}
\mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathcal{B}^{H} \mathbf{C}^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H} \mathbf{U}^{H}=\left(\mathcal{B}^{H} \mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}\right) \circ\left(\mathbf{c u}^{T}\right) \tag{B.30}
\end{equation*}
$$

where $\circ$ is Schur-Hadamard (element-wise) matrix product. Using Eqn.(B.30) above, we obtain Eqn. (B.29) as follows,

$$
\begin{equation*}
\frac{\partial\left\{\boldsymbol{\beta}^{H} \mathbf{G}(\varpi, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}\right\}}{\partial \boldsymbol{\eta}_{k}}=\left(\mathcal{B}^{H} \mathbf{G}(\boldsymbol{\varpi}, n)^{H} \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n)^{H}\right) \circ \mathbf{T}_{k}(n)^{H} \tag{B.31}
\end{equation*}
$$

Now, we are ready to derive sub-blocks of FIM by using Eqn. (B.7), (B.8), (B.9), (B.15), and (B.31), as follows:

$$
\begin{align*}
F_{\sigma_{n}^{2} \sigma_{n}^{2}} & =\frac{N M}{\sigma_{n}^{4}}  \tag{B.32}\\
\mathbf{F}_{\boldsymbol{\theta} \sigma_{n}^{2}} & =\mathbf{F}_{\boldsymbol{\beta}_{\|} \sigma_{n}^{2}}=\mathbf{F}_{\boldsymbol{\beta}_{\angle} \sigma_{n}^{2}}=\mathbf{F}_{\boldsymbol{\eta}_{k} \sigma_{n}^{2}}=\mathbf{0}  \tag{B.33}\\
\mathbf{F}_{\boldsymbol{\beta}_{\|} \boldsymbol{\beta}_{\|}} & =\frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \operatorname{diag}\left(e^{-j \boldsymbol{\beta}_{\angle}}\right) \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \operatorname{diag}\left(e^{j \boldsymbol{\beta}_{\angle}}\right)\right\}  \tag{B.34}\\
\mathbf{F}_{\boldsymbol{\beta}_{\|} \boldsymbol{\beta}_{\angle}} & =\frac{2}{\sigma_{n}^{2}} \Re\left\{j \sum_{n=0}^{N-1} \operatorname{diag}\left(e^{-j \boldsymbol{\beta}_{\angle}}\right) \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B}\right\}  \tag{B.35}\\
\mathbf{F}_{\boldsymbol{\beta}_{\|} \boldsymbol{\theta}} & =\frac{2}{\sigma_{n}^{2}} \Re\left\{j \sum_{n=0}^{N-1} \operatorname{diag}\left(e^{-j \boldsymbol{\beta} \angle}\right) \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U} \tilde{\tilde{\mathbf{A}}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B}\right\} \tag{B.36}
\end{align*}
$$

$$
\begin{align*}
\mathbf{F}_{\boldsymbol{\beta}_{\|} \boldsymbol{\eta}_{k}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{j \sum_{n=0}^{N-1} \operatorname{diag}\left(e^{-j \boldsymbol{\beta}_{\angle}}\right) \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H}\right. \\
& \left.\cdot\left\{\mathbf{T}_{k}(n) \circ(\tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B})\right\}\right\}  \tag{B.37}\\
\mathbf{F}_{\boldsymbol{\beta}_{\angle \boldsymbol{\beta}}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \mathcal{B}^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B}\right\}  \tag{B.38}\\
\mathbf{F}_{\boldsymbol{\beta}_{\angle} \boldsymbol{\theta}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \mathcal{B}^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U} \tilde{\tilde{\mathbf{A}}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B}\right\}  \tag{B.39}\\
\mathbf{F}_{\boldsymbol{\beta}_{\angle \boldsymbol{\eta}}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \mathcal{B}^{H} \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H}\left\{\mathbf{T}_{k}(n) \circ(\tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B})\right\}\right\}  \tag{B.40}\\
\mathbf{F}_{\boldsymbol{\theta} \boldsymbol{\theta}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \mathcal{B}^{H} \tilde{\tilde{\mathbf{A}}}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U}^{H} \mathbf{U} \tilde{\tilde{\mathbf{A}}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B}\right\}  \tag{B.41}\\
\mathbf{F}_{\boldsymbol{\theta} \boldsymbol{\eta}_{k}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1} \mathcal{B}^{H} \tilde{\tilde{\mathbf{A}}}(\boldsymbol{\theta}, \varpi, n)^{H} \mathbf{U}^{H}\left\{\mathbf{T}_{k}(n) \circ(\tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B})\right\}\right\}  \tag{B.42}\\
\mathbf{F}_{\boldsymbol{\eta}_{m} \boldsymbol{\eta}_{k}}= & \frac{2}{\sigma_{n}^{2}} \Re\left\{\sum_{n=0}^{N-1}\left\{\mathcal{B}^{H}\left(\tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n)^{H}\right) \circ \mathbf{T}_{m}(n)^{H}\right\}\right. \\
& \left.\cdot\left\{\mathbf{T}_{k}(n) \circ(\tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathcal{B})\right\}\right\} \tag{B.43}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{\mathbf{A}}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) & \triangleq \mathbf{A}(\boldsymbol{\theta}, \boldsymbol{\varpi}, n) \mathbf{G}(\varpi, n)  \tag{B.44}\\
\tilde{\mathbf{A}}(\boldsymbol{\theta}, \boldsymbol{\boldsymbol { A }}, n) & \triangleq \tilde{\mathbf{A}}(\boldsymbol{\theta}, \varpi, n) \mathbf{P}(\boldsymbol{\theta}, \varpi, n) \tag{B.45}
\end{align*}
$$

With Eqn.(B.7) and Eqns.(B.32)-(B.43), the FIM possesses the following block structure

$$
\mathbf{F}=\left[\begin{array}{cc}
\mathcal{F} & \mathbf{0}  \tag{B.46}\\
\mathbf{0}^{T} & F_{\sigma_{n}^{2} \sigma_{n}^{2}}
\end{array}\right]
$$

where

Finally, the CRB could be obtained as follows

$$
\mathrm{CRB} \triangleq \mathbf{F}^{-1}=\left[\begin{array}{cc}
\mathcal{F}^{-1} & \mathbf{0}  \tag{B.48}\\
\mathbf{0}^{T} & \frac{1}{F_{\sigma_{n}^{2} \sigma_{n}^{2}}}
\end{array}\right]
$$

where the second equality came from the partitioned matrix inversion formula [44].

## Appendix C

## Statistical Analysis for the Estimates of PPS frequency parameters in Array Setting

We analyze the asymptotic mean and variance of the estimated highest-order frequency parameter, which is the estimated frequency rate in case of LFM. Following that, we will analyze the asymptotic mean and variance of the estimated frequency in LFM. The analysis in this appendix is assumed focused on the single source case. The multicomponent or multiple sources case is too complicated to be analyzed. However, we can still make inferences from the result of single component case.

## C. 1 Statistical Analysis of Estimated Highestorder Frequency Parameters

Let us define

$$
\begin{equation*}
\delta a_{i, K}^{(m)} \triangleq \hat{a}_{i, K,(m)}-a_{i, K,(m)} \tag{C.1}
\end{equation*}
$$

which is the error perturbation on the estimated highest-order ( $K^{\text {th }}$ order) frequency parameter of source $i^{\text {th }}$ at sensor $m$ (advert to Eqn. (3.3) for PPS signal model). We will drop notation $i$ from here on, since we consider only single component. Under first-order perturbation analysis, we recall the explicit expression of (C.2) from [18], which is for single sensor case and being adopted to multi-sensor
case here*, as follows

$$
\begin{align*}
\delta a_{K,(m)} \approx & \frac{12}{K!\tau^{K-1} L^{\prime}\left(L^{\prime 2}-1\right) \Delta^{K}} \\
& \cdot \Im\left\{\sum_{n=(K-1) \tau}^{N-1}\left((K-1) \tau+0.5 L^{\prime}-0.5-n\right) \eta_{(m)}^{*}(n)\right\} \tag{C.2}
\end{align*}
$$

where $L \triangleq N-(K-1) \tau$,

$$
\begin{equation*}
\eta_{(m)}(n) \triangleq \prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{i}\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right]-1 \tag{C.3}
\end{equation*}
$$

and $s(n)$ is the PPS given in Eqn. (3.3), $\mathbf{a}(\theta, n)$ is the wideband steering array given in Eqn. (3.4). We have also used the following notations: the even/odd-conjugation notation is given as

$$
s^{\{q\}}(n)=\left\{\begin{array}{llll}
s(n) & , & q & \text { even }  \tag{C.4}\\
s^{*}(n) & , & q & \text { odd }
\end{array}\right.
$$

and the binomial coefficient is given as $\binom{p}{q}=\frac{p!}{q!(p-q)!}$, as well as the $m^{\text {th }}$ element of vector $\mathbf{v}(n)$ is $[\mathbf{v}(n)]_{m}$. Under high SNR, where SNR is defined as SNR $\triangleq$ $A^{2} / \sigma_{n}^{2}$ with $A$ is the PPS amplitude as defined in Eqn. (3.3), Eqn. (C.3) could be approximated as follows,

$$
\begin{equation*}
\eta_{(m)}(n) \approx \sum_{q=0}^{K-1}\binom{K-1}{q} \frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}} \tag{C.5}
\end{equation*}
$$

Hence, under high SNR assumption, $E\left\{\eta_{(m)}(n)\right\}=0$. Consequently, from Eqn. (C.2), we have

$$
\begin{equation*}
E\left\{\delta a_{K,(m)}\right\}=0 \quad \text { for all } m \tag{C.6}
\end{equation*}
$$

which means the estimate of the $K^{\text {th }}$ order frequency parameter is asymptotically unbiased. Similarly, by taking expectation of the squared Eqn. (C.2) and with Eqn. (C.5) substituted in Eqn. (C.2), we could obtain the covariance of the perturbation error as

$$
\begin{equation*}
E\left\{\delta a_{K,(m)} \delta a_{K,(l)}\right\}=\delta_{m, l} E\left\{\left(\delta a_{K,(m)}\right)^{2}\right\} \tag{C.7}
\end{equation*}
$$

[^10]where
\[

$$
\begin{align*}
E\left\{\left(\delta a_{K,(m)}\right)^{2}\right\} \approx & \frac{6}{(K!)^{2} \tau^{2 K-2} L^{\prime}\left(L^{\prime 2}-1\right) \Delta^{2 K} \mathrm{SNR}}\binom{2 K-2}{K-1} \mathbf{1}(L-1) \\
& -\frac{12}{(K!)^{2} \tau^{2 K-2} L^{\prime 2}\left(L^{\prime 2}-1\right)^{2} \Delta^{2 K} \mathrm{SNR}} \sum_{k=1}^{K-1}(-1)^{k+1}\left(L^{\prime}-k \tau\right) \\
& \times\left(L^{\prime 2}-2 L^{\prime} k \tau-2 k^{2} \tau^{2}-1\right)\binom{2 K-2}{K-1-k} \mathbf{1}\left(L^{\prime}-k \tau-1\right), \quad(\text { C. } \tag{C.8}
\end{align*}
$$
\]

$\delta_{m, l}$ is the Kronecker delta function (it equals to one if $m=l$, and zero otherwise) and $\mathbf{1}(n)$ is the discrete step function (it equals to one if $n \geq 0$, and zero ,otherwise). The derivation of Eqn. (C.8) is lengthy, hence, is not going to be reproduced here, but the details can be found in [18]. Note that, because the noise is spatially uncorrelated the $E\left\{\eta_{(m)}(n) \eta_{(l)}(n)\right\}=0$ and $E\left\{\eta_{(m)}(n) \eta_{(l)}^{*}(n)\right\}=0$. Consequently, the covariance of the perturbation error is also spatially uncorrelated as denoted by $\delta_{m, l}$ in Eqn. (C.7).

The asymptotic mean and variance (MSE) of the estimate derived above are under the assumption SNR is high and for any values of $\tau$. However, it has been studied in [124] that the optimum value for $\tau$, which produces smallest MSE of the estimate in Eqn. (C.8), is $\tau \approx N / K$. With these optimum values of $\tau$, the authors in [18] have derived the MSE of the estimates without assuming high SNR.

Without assuming high SNR, the mean of Eqn. (C.3) is given by

$$
\begin{align*}
E\left\{\eta_{(m)}(n)\right\} & =E\left\{\prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{i}\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right]\right\}-1 \\
& =\prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\left(\begin{array}{c}
\left(\begin{array}{c}
K-1 \\
q \\
i
\end{array}\right)
\end{array}\right) E\left\{\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right\}\right]-1 \\
& =1-1=0 \tag{C.9}
\end{align*}
$$

where the equality in the second line above is due to $\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}$ are statistically independent for different $q$ 's, and the equality in the third line is because for any $\left.i, E\left\{\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}\right\}=0$ except for $i=0$ takes a value of 1 . Hence, Eqn. (C.2) is also of zero mean and consequently the estimates of $a_{K,(m)}$ are unbiased.

Similarly, by using the fact that $[\mathbf{v}(n)]_{m}$ and $[\mathbf{v}(l)]_{m}$ are independent for $n \neq l$
and the facts that $E\left\{\left([\mathbf{v}(n)]_{m}\right)^{i}\right\}=0$ and $E\left\{\left([\mathbf{v}(n)]_{m}\right)^{i}\left(\left[\mathbf{v}^{*}(n)\right]_{m}\right)^{i}\right\}=i!\sigma_{n}^{2 i}$ for all $i>0$, using the results from [18] gives

$$
\begin{align*}
E\left\{\left(\delta a_{K,(m)}\right)^{2}\right\} \approx & -\frac{36 K^{2 K+4}}{(K!)^{2} N^{2 K}\left(N^{2}-K^{2}\right)^{2} \Delta^{2 K}} \\
& \times \sum_{n=(K-1) \tau}^{N-1} \sum_{l=(K-1) \tau}^{N-1}\left((K-1) \tau+0.5 L^{\prime}-0.5-n\right) \\
& \times\left((K-1) \tau+0.5 L^{\prime}-0.5-l\right)  \tag{C.10}\\
& \times\left(E\left\{\eta_{(m)}(n) \eta_{(m)}(l)\right\}-2 E\left\{\eta_{(m)}(n) \eta_{(m)}^{*}(l)\right\}+E\left\{\eta_{(m)}^{*}(n) \eta_{(m)}^{*}(l)\right\}\right) \\
\approx & -\frac{36 K^{2 K+4}}{(K!)^{2} N^{2 K}\left(N^{2}-K^{2}\right)^{2} \Delta^{2 K}} \\
& \times \sum_{n=(K-1) \tau}^{N-1}\left((K-1) \tau+0.5 L^{\prime}-0.5-n\right)^{2}  \tag{C.11}\\
& \times\left(E\left\{\left[\eta_{(m)}(n)\right]^{2}\right\}-2 E\left\{\eta_{(m)}(n) \eta_{(m)}^{*}(n)\right\}+E\left\{\left[\eta_{(m)}^{*}(n)\right]^{2}\right\}\right)
\end{align*}
$$

We have that

$$
\begin{align*}
& E\left\{\left[\eta_{(m)}(n)\right]^{2}\right\}= \\
& \left.E\left\{\left(\prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\left(\begin{array}{c}
\left(\begin{array}{c}
K-1 \\
q \\
i
\end{array}\right)
\end{array}\right)\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right]-1\right)\right)^{2}\right\} \\
& =0 \tag{C.12}
\end{align*}
$$

and

$$
\begin{align*}
& E\left\{\eta_{(m)}(n) \eta_{(m)}^{*}(n)\right\}= \\
& E\left\{\left(\prod_{q=0}^{K-1}\left[\sum_{i=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{i}\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right]-1\right)\right. \\
& \left.\times\left(\prod_{q=0}^{K-1}\left[\sum_{j=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{j}\left(\frac{\left[\mathbf{v}^{\{q+1\}}(n-q \tau)\right]_{m}}{s^{\{q+1\}}(n-q \tau)\left[\mathbf{a}^{\{q+1\}}(\theta, n-q \tau)\right]_{m}}\right)^{j}\right]-1\right)\right\} \\
& =E\left\{\prod_{q=0}^{K-1} \sum_{i=0}^{\binom{K-1}{q}} \sum_{j=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{j}\binom{\binom{K-1}{q}}{i}\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right. \\
& \left.\left(\frac{\left[\mathbf{v}^{\{q+1\}}(n-q \tau)\right]_{m}}{s^{\{q+1\}}(n-q \tau)\left[\mathbf{a}^{\{q+1\}}(\theta, n-q \tau)\right]_{m}}\right)^{j}\right\}-1-1+1 \\
& =\mathcal{K}_{a_{K}}(K, \text { SNR }) \tag{C.13}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{K}_{a_{K}}(K, \mathrm{SNR}) \triangleq & \prod_{q=0}^{K-1} \sum_{i=0}^{\binom{K-1}{q}}\binom{\binom{K-1}{q}}{i}^{2} E\left\{\left(\frac{\left[\mathbf{v}^{\{q\}}(n-q \tau)\right]_{m}}{s^{\{q\}}(n-q \tau)\left[\mathbf{a}^{\{q\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right. \\
& \left.\times\left(\frac{\left[\mathbf{v}^{\{q+1\}}(n-q \tau)\right]_{m}}{s^{\{q+1\}}(n-q \tau)\left[\mathbf{a}^{\{q+1\}}(\theta, n-q \tau)\right]_{m}}\right)^{i}\right\}-1 \\
= & {\left[\prod_{q=0}^{K-1} \sum_{i=0}^{K-1}\binom{\binom{K-1}{q}}{i}^{2} i!\left(\frac{1}{\mathrm{SNR}}\right)^{i}\right]-1 } \tag{C.14}
\end{align*}
$$

Hence, by assuming $\tau=\frac{N}{K}$ and using summation of series equality given in Eqn. (3.23), and Eqn. (C.14), we can obtain MSE estimate of the highest order frequency parameter as follows,

$$
\begin{equation*}
E\left\{\left(\delta a_{K,(m)}\right)^{2}\right\} \approx \frac{6 K^{2 K+1}}{(K!)^{2} N^{2 K-1}\left(N^{2}-K^{2}\right) \Delta^{2 K}} \mathcal{K}_{a_{K}}(K, \mathrm{SNR}) \tag{C.15}
\end{equation*}
$$

Considering only the second order PPS as in Chapter 3, we will derive the bias and MSE estimate of the frequency rate of the signal using the optimal value of $\tau=N / 2$. Combining Eqns.(3.17) and (C.9) with $K=2$, we obtain the bias of the
estimate as follows,

$$
\begin{align*}
E\{\delta b\} & =\hat{b}-b \\
& =\frac{1}{M} \sum_{m=0}^{M-1} E\left(\nu_{m}+\delta \nu_{m}\right)-b \\
& =\frac{1}{M} \sum_{m=0}^{M-1} E\left\{\delta \nu_{m}\right\} \\
& =E\left\{\delta \nu_{m}\right\}=0 \tag{C.16}
\end{align*}
$$

where $\nu_{m} \triangleq a_{2,(m)}$ and $\delta \nu_{m} \triangleq \delta a_{2,(m)}$ are the frequency rate measured at sensor $m$ and its perturbation error, respectively. Hence, the estimate of $b$ is unbiased. Finally, by using Eqn. (C.15) with $K=2$, the MSE of estimate of the frequency rate of the signal is straightforwardly given by

$$
\begin{align*}
E\left\{(\delta b)^{2}\right\} & =E\left\{\left(\frac{1}{M} \sum_{m=0}^{M-1} \delta \nu_{m}\right)^{2}\right\} \\
& =\frac{1}{M^{2}} \sum_{m=0}^{M-1} E\left\{\left(\delta \nu_{m}\right)^{2}\right\} \\
& \approx \frac{48}{M N^{3}\left(N^{2}-4\right) \Delta^{4}} \mathcal{K}_{a_{2}}(2, \mathrm{SNR}) \\
& \approx\left(1+\frac{1}{2 \mathrm{SNR}}\right) \frac{96}{M N^{3}\left(N^{2}-4\right) \Delta^{4}} \\
& \approx\left(1+\frac{1}{2 \mathrm{SNR}}\right) \frac{96}{M N^{5} \Delta^{4}} \tag{C.17}
\end{align*}
$$

## C. 2 Statistical Analysis of Estimated Initial Frequency Parameters

Statistical performance analysis of the estimated initial frequency for second-order discrete polynomial transform (DPT) algorithm in single sensor case has been derived in [125]. Let us recall from [125] the error perturbation analysis on the initial frequency estimate at the $m^{\text {th }}$ sensor, $\delta \omega_{m} \triangleq \hat{\omega}_{m}-\omega_{m}$, which is adopted for
multi-sensors case, as follows

$$
\begin{equation*}
\delta \omega_{m}=\frac{12}{\Delta A^{2} N^{3}}\left(\Im\left\{\vartheta_{m}\right\}-8 \Im\left\{\chi_{m}\right\}\right) \tag{C.18}
\end{equation*}
$$

where $A$ is the amplitude of PPS as defined in Eqn. (3.3) with the subscript $i$, which denotes $i^{\text {th }}$ source, dropped. Similarly, the subscripts $i$ in the observed initial frequency at sensor $m^{\text {th }}$ and its estimate, $\omega_{m}$ and $\hat{\omega}_{m}$, are also dropped (see Definition 1 in Chapter 3 for the original definition). The other parameters, $\vartheta_{m}$ and $\chi_{m}$, are defined as follows,

$$
\begin{align*}
\vartheta_{m} \triangleq & \sum_{n=1}^{N}\left(n-\frac{N}{2}\right) s^{*}(n)[\mathbf{v}(n)]_{m}  \tag{C.19}\\
\chi_{m} \triangleq & \kappa \sum_{n=1}^{N-\tau}\left[n-\frac{1}{2}(N-\tau)\right] \times  \tag{C.20}\\
& \left(s^{*}(n+\tau)[\mathbf{v}(n)]_{m}+s(n)\left[\mathbf{v}^{*}(n+\tau)\right]_{m}+\left[\mathbf{v}^{*}(n+\tau)\right]_{m}[\mathbf{v}(n)]_{m}\right) e^{j 2 a_{2(m)} \tau \Delta^{2} n}
\end{align*}
$$

where $\kappa \triangleq e^{j a_{1} \tau \Delta+a_{2} \tau^{2} \Delta^{2}}$. The means and joint moments the last two parameters are given as follows,

$$
\begin{align*}
E\left\{\chi_{m}\right\} & =E\left\{\vartheta_{m}\right\}=0  \tag{C.21}\\
E\left\{\chi_{m} \chi_{l}^{*}\right\} & \approx \frac{1}{96}\left(2 A^{2}+\sigma_{n}^{2}\right) \sigma_{n}^{2} N^{3} \delta_{m, l}  \tag{C.22}\\
E\left\{\vartheta_{m} \vartheta_{l}^{*}\right\} & \approx \frac{1}{12} A^{2} \sigma_{n}^{2} N^{3} \delta_{m, l}  \tag{C.23}\\
E\left\{\chi_{m}^{2}\right\} & =E\left\{\vartheta_{m}^{2}\right\}=0  \tag{C.24}\\
E\left\{\chi_{m} \vartheta_{l}^{*}\right\} & =E\left\{\chi_{m} \vartheta_{l}\right\} \approx \frac{1}{96} A^{2} \sigma_{n}^{2} N^{3} \delta_{m, l} \tag{C.25}
\end{align*}
$$

where $\delta_{m, l}$ is being used again due to spatially uncorrelated noise assumption in our problem. Thus, by Eqn. (C.21), the initial frequency estimate at sensor $m, \hat{\omega}_{m}$, is unbiased and the mean of the vectorized errors in initial frequencies estimation, $\boldsymbol{\delta} \boldsymbol{\omega}=\left[\delta \omega_{0}, \cdots, \delta \omega_{M-1}\right]^{T}$, is given by

$$
\begin{equation*}
E\{\boldsymbol{\delta} \boldsymbol{\omega}\}=E\{\hat{\boldsymbol{\omega}}\}-\boldsymbol{\omega}=\mathbf{0} \tag{C.26}
\end{equation*}
$$

where $\boldsymbol{\omega}=\left[\omega_{0}, \cdots, \omega_{M-1}\right]^{T}$.
The joint covariance of the perturbation error between two sensors could be ob-
tained by substituting Eqns.(C.22)-(C.25) into Eqn. (C.18) as follows,

$$
\begin{equation*}
E\left\{\delta \omega_{m} \delta \omega_{n}\right\}=E\left\{\delta \omega_{m}^{2}\right\} \delta_{m, n} \tag{C.27}
\end{equation*}
$$

where the MSE of the initial frequency estimate at sensor $m^{\text {th }}$ is given by

$$
\begin{align*}
E\left\{\delta \omega_{m}^{2}\right\} & =E\left\{\left[\frac{6}{\Delta A^{2} N^{3}} 2\left(\Im\left\{\vartheta_{m}\right\}-8 \Im\left\{\chi_{m}\right\}\right)\right]^{2}\right\} \\
& \approx \frac{36}{\Delta^{2} A^{4} N^{6}} E\left\{\left[-j\left(\vartheta_{m}-\vartheta_{m}^{*}\right)+j 8\left(\chi_{m}-\chi_{m}^{*}\right)\right]^{2}\right\} \\
& \approx \frac{36}{\Delta^{2} A^{4} N^{6}} E\left\{-\left(\vartheta_{m}-\vartheta_{m}^{*}\right)^{2}-8\left(\chi_{m}-\chi_{m}^{*}\right)^{2}+2\left(\vartheta_{m}-\vartheta_{m}^{*}\right) 8\left(\chi_{m}-\chi_{m}^{*}\right)\right\} \\
& \approx \frac{36}{\Delta^{2} A^{4} N^{6}}\left[E\left\{2 \vartheta_{m} \vartheta_{m}^{*}\right\}+E\left\{128 \chi_{m} \chi_{m}^{*}\right\}\right] \\
& \approx\left(\frac{17}{16}+\frac{1}{2 \operatorname{SNR}}\right) \frac{96}{\operatorname{SNR} \Delta^{2} N^{3}} \tag{C.28}
\end{align*}
$$

Hence, the covariance matrix of the perturbation error is given as,

$$
\begin{equation*}
E\left\{\boldsymbol{\delta} \omega \boldsymbol{\omega} \boldsymbol{\omega}^{T}\right\} \approx\left(\frac{17}{16}+\frac{1}{2 \mathrm{SNR}}\right) \frac{96}{\operatorname{SNR} \Delta^{2} N^{3}} \mathbf{I}=\mathcal{K}_{\omega}(N, \mathrm{SNR}) \mathbf{I} \tag{C.29}
\end{equation*}
$$

where $\mathcal{K}_{\omega}(N, \mathrm{SNR}) \triangleq\left(\frac{17}{16}+\frac{1}{2 \operatorname{SNR}}\right) \frac{96}{\operatorname{SNR} \Delta^{2} N^{3}}$.
Finally, given the perturbation error of the initial frequency at each sensor, we can now derive the perturbation error of the initial frequency of signal $a_{i}$. Looking at Eqn. (3.29), the perturbation error of the initial frequency, $a_{i}$, is given by the first row of $\hat{\mathcal{A}}^{\dagger} \delta \omega_{i}$. To simplify notation, we drop the subscript ${ }_{i}$. Using the result in Eqn. (C.28) and Eqn. (3.24), we get

$$
\hat{\mathcal{A}}^{\dagger} \boldsymbol{\delta} \boldsymbol{\omega}=\frac{1}{\varrho}\left[\begin{array}{cc}
\frac{2}{3} \hat{b}^{2}(M-1) M(2 M-1) & -\hat{b} M(M-1)  \tag{C.30}\\
-\hat{b} M(M-1) & M
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}^{T} \\
2 \hat{b} \boldsymbol{\zeta}^{T}
\end{array}\right] \boldsymbol{\delta} \boldsymbol{\omega}
$$

Thus, the perturbation error of the initial frequency of the signal is given by the
first row of Eqn. (C.30) above as follows

$$
\begin{align*}
\delta a & =\frac{1}{\varrho}\left[\frac{2}{3} \hat{b}^{2}(M-1) M(2 M-1)-\hat{b} M(M-1)\right]\left[\begin{array}{c}
\mathbf{1}^{T} \boldsymbol{\delta} \boldsymbol{\omega} \\
2 \hat{b} \boldsymbol{\zeta}^{T} \boldsymbol{\delta} \boldsymbol{\omega}
\end{array}\right] \\
& =\frac{3}{\hat{b}^{2} M^{2}\left(M^{2}-1\right)}\left[\frac{2}{3} \hat{b}^{2}(M-1) M(2 M-1) \mathbf{1}^{T} \boldsymbol{\delta} \boldsymbol{\omega}-2 \hat{b}^{2} M(M-1) \boldsymbol{\zeta}^{T} \boldsymbol{\delta} \boldsymbol{\omega}\right] \\
& =\frac{3}{M(M+1)}\left[\frac{2}{3}(2 M-1) \mathbf{1}^{T} \boldsymbol{\delta} \boldsymbol{\omega}-2 \boldsymbol{\zeta}^{T} \boldsymbol{\delta} \boldsymbol{\omega}\right] \\
& =\frac{6}{M(M+1)}\left[\frac{(2 M-1)}{3} \sum_{m=0}^{M-1} \delta \omega_{m}-\sum_{m=0}^{M-1} m \delta \omega_{m}\right] \tag{C.31}
\end{align*}
$$

Subsequently, by the Eqn. (C.26), the bias of initial frequency estimate of the source signal is given by

$$
\begin{equation*}
E\{\delta a\}=\frac{6}{M(M+1)}\left[\frac{(2 M-1)}{3} \sum_{m=0}^{M-1} E\left\{\delta \omega_{m}\right\}-\sum_{m=0}^{M-1} m E\left\{\delta \omega_{m}\right\}\right]=0 \tag{C.32}
\end{equation*}
$$

Using Eqn. (C.29), the MSE of $\hat{a}$ is, therefore, given by

$$
\begin{align*}
E\left\{\delta a^{2}\right\} & =\frac{36}{M^{2}(M+1)^{2}} E\left\{\left[\sum_{m=0}^{M-1}\left(\frac{(2 M-1)}{3}-m\right) \delta \omega_{m}\right]^{2}\right\} \\
& =\frac{36}{M^{2}(M+1)^{2}}\left[\sum_{m=0}^{M-1}\left(\frac{(2 M-1)}{3}-m\right)^{2} E\left\{\delta \omega_{m}^{2}\right\}\right] \\
& \approx \frac{36 \mathcal{K}_{\omega}(N, \mathrm{SNR})}{M^{2}(M+1)^{2}} \sum_{m=0}^{M-1} \frac{(2 M-1)^{2}}{9}-2 m \frac{(2 M-1)}{3}+m^{2} \tag{C.33}
\end{align*}
$$

By using summation of series equalities in Eqn. (3.23), we get

$$
\begin{align*}
E\left\{\delta a^{2}\right\} & \approx \mathcal{K}_{\omega}(N, \mathrm{SNR}) \frac{2(2 M-1)}{M(M+1)} \\
& \approx\left(\frac{17}{16}+\frac{1}{2 \operatorname{SNR}}\right) \frac{192(2 M-1)}{\operatorname{SNRM}(M+1) \Delta^{2} N^{3}} \tag{C.34}
\end{align*}
$$

In summary, the proposed estimation method in Chapter 3, which uses the secondorder DPT, gives unbiased estimates for frequency rate and initial frequency. Their MSE are given by Eqns.(C.17) and (C.34), respectively.

## Appendix D

## Statistical Analysis for DOA Estimate of DPT-based Algorithm

We analyze the asymptotic performance of the proposed algorithm presented in Chapter 3 in estimating DOA. Firstly, since DOA estimation method in Eqn. (3.32) is given by the maxima of a random function, we will review the perturbation analysis for maxima of random functions in general. Secondly, first-order perturbation analysis of the non-parametric estimate of source $k$ 's data is detailed. Finally, based on perturbation analysis on the maxima of random functions, we derive the perturbation analysis of the proposed DOA estimation in Chapter 3.

## D. 1 First Order Perturbation Analysis of Maxima of Random Functions

Let $g(\psi)$ be a complex function of a real variable $\psi$, and

$$
\begin{equation*}
f(\psi) \triangleq|g(\psi)|^{2}=g(\psi) g^{*}(\psi) \tag{D.1}
\end{equation*}
$$

Supposed that $f(\psi)$ achieves global maximum at $\psi=\psi_{k}$. Let us denote the random perturbation of $g(\psi)$ as $\delta g(\psi)$, which is relatively small, i.e.,

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|\frac{\delta g(\psi)}{g\left(\psi_{k}\right)}\right|=0 \quad \text { with probability } 1, \text { for all } \psi \tag{D.2}
\end{equation*}
$$

Note that the dependency of the functions $f(\psi), g(\psi)$ and $\delta g(\psi)$ on the number of samples $N$ will not be explicitly expressed hereafter to simplify the notations.

Since $\psi_{k}$ is a maximum point, we have

$$
\begin{equation*}
\left.\frac{\partial f(\psi)}{\partial \psi}\right|_{\psi=\psi_{k}}=2 \Re\left\{g\left(\psi_{k}\right) \frac{\partial g\left(\psi_{k}\right)}{\partial \psi}\right\}=0 \tag{D.3}
\end{equation*}
$$

If the random perturbation function $\delta g(\psi)$ is added to $g(\psi)$, then the global maxima's point will shift accordingly, say to $\psi_{k}+\delta \psi$. Hence,

$$
\begin{equation*}
\left[\frac{\partial f(\psi)}{\partial \psi}+\frac{\partial \delta f(\psi)}{\partial \psi}\right]_{\psi=\psi_{k}+\delta \psi}=0 \tag{D.4}
\end{equation*}
$$

The first-order perturbation $\delta f(\psi)$ is given by

$$
\begin{align*}
\delta f(\psi) & \approx g(\psi) \delta g^{*}(\psi)+g^{*}(\psi) \delta g(\psi) \\
& =2 \Re\left\{g(\psi) \delta g^{*}(\psi)\right\} \tag{D.5}
\end{align*}
$$

By applying first-order Taylor expansion of Eqn. (D.4) about $\psi_{k}$ we get

$$
\begin{equation*}
\frac{\partial f\left(\psi_{k}\right)}{\partial \psi}+\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}} \delta \psi+\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi} \approx 0 \tag{D.6}
\end{equation*}
$$

By rearranging Eqn.(D.6) and by substitution of Eqn.(D.3), we obtain the perturbation error of the parameter estimate,

$$
\begin{equation*}
\delta \psi \approx-\left[\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}\right]^{-1} \frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi} \tag{D.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}=2 \Re\left\{g\left(\psi_{k}\right) \frac{\partial^{2} g^{*}\left(\psi_{k}\right)}{\partial \psi^{2}}+\frac{\partial g\left(\psi_{k}\right)}{\partial \psi} \frac{\partial g^{*}\left(\psi_{k}\right)}{\partial \psi}\right\}  \tag{D.8}\\
& \frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}=2 \Re\left\{g\left(\psi_{k}\right) \frac{\partial \delta g^{*}\left(\psi_{k}\right)}{\partial \psi}+\frac{\partial g\left(\psi_{k}\right)}{\partial \psi} \delta g^{*}\left(\psi_{k}\right)\right\} \tag{D.9}
\end{align*}
$$

Therefore, the bias and the mean square error of the estimate are given by

$$
\begin{equation*}
E\{\delta \psi\} \approx-\left[\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}\right]^{-1} E\left\{\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}\right\} \tag{D.10}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left\{(\delta \psi)^{2}\right\} \approx-\left[\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}\right]^{-2} E\left\{\left[\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}\right]^{2}\right\} \tag{D.11}
\end{equation*}
$$

respectively.

## D. 2 First Order Perturbation Analysis of Nonparametric Estimate of $k^{\text {th }}$ Source's Data

In this section, we will first analyze the first-order perturbation analysis of $\hat{\mathbf{x}}_{k}(n)$, the non-parametric estimate of the source $k$ 's data, (see Eqn. (3.32)), which will be used in the next section. Meanwhile, assuming there are only two sources, i.e. source $k$ and $l$, then the non-parametric estimate of the source $l$ 's data obtained by using Eqns.(3.33), (3.34) and (3.35) is summarized as follows,

$$
\begin{equation*}
\left[\hat{\mathbf{x}}_{l}(n)\right]_{m}=\left[\mathbf{x}_{l}(n)\right]_{m}+\left[\mathbf{x}_{k}(n)\right]_{m}+[\mathbf{v}(n)]_{m}-\frac{1}{N} \sum_{n^{\prime}}\left\{\left[\mathbf{x}\left(n^{\prime}\right)\right]_{m}+\left[\mathbf{v}\left(n^{\prime}\right)\right]_{m}\right\} e^{-j \tilde{\varphi}_{k}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{k}(n)} \tag{D.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varphi}_{l}(n)=\hat{b}_{l}(\Delta n)^{2}+\hat{\omega}_{m, l} \Delta n \tag{D.13}
\end{equation*}
$$

and $\hat{b}_{l}$ and $\hat{\omega}_{m, l}$ are the estimated frequency rate of the source signal $l$ and the estimated initial frequency of source signal $l$ for $m^{\text {th }}$ sensor, respectively (refer to Definition 1 in Chapter 3). Note that, if we use the non-parametric estimate of source l's data to get the non-parametric estimate of source $k$, we will obtain the
following,

$$
\begin{align*}
& {\left[\hat{\mathbf{x}}_{k}(n)\right]_{m}=} {\left[\mathbf{x}_{k}(n)\right]_{m}+\left[\mathbf{x}_{l}(n)\right]_{m}+[\mathbf{v}(n)]_{m}-\frac{1}{N} \sum_{n^{\prime}}\left[\hat{\mathbf{x}}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)} } \\
&= {\left[\mathbf{x}_{k}(n)\right]_{m}+\left[\mathbf{x}_{l}(n)\right]_{m}+[\mathbf{v}(n)]_{m} } \\
&-\frac{1}{N} \sum_{n^{\prime}}\left\{\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m}+\left[\mathbf{x}_{k}\left(n^{\prime}\right)\right]_{m}+\left[\mathbf{v}\left(n^{\prime}\right)\right]_{m}\right\} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)} \\
&+\frac{1}{N^{2}} \sum_{n^{\prime \prime}} \sum_{n^{\prime}}\left\{\left[\mathbf{x}\left(n^{\prime}\right)\right]_{m}+\left[\mathbf{v}\left(n^{\prime}\right)\right]_{m}\right\} e^{-j \tilde{\varphi}_{k}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{k}\left(n^{\prime \prime}\right)} e^{-j \tilde{\varphi}_{l}\left(n^{\prime \prime}\right)} e^{j \tilde{\varphi}_{l}(n)} \\
& {\left[\hat{\mathbf{x}}_{k}(n)\right]_{m} \approx\left[\mathbf{x}_{k}(n)\right]_{m}+\left[\mathbf{x}_{l}(n)\right]_{m}+[\mathbf{v}(n)]_{m}-\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)} } \tag{D.14}
\end{align*} \text { (D.1 }
$$

The last approximation gives the estimated source l's data, $\hat{\mathbf{x}}_{l}\left(n^{\prime}\right)$, is assumed to be approximately equal to its source data. This assumption is reasonable for large value of $N$. For large $N$, the following terms in the second equality of Eqn. (D.14), i.e. $\quad \frac{1}{N^{2}} \sum_{n^{\prime \prime}, n^{\prime}}\left[\mathbf{x}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{k}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{k}\left(n^{\prime \prime}\right)} e^{-j \tilde{\varphi}_{l}\left(n^{\prime \prime}\right)} e^{j \tilde{\varphi}_{l}(n)} \quad$ and $\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{k}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)}$, diminish asymptotically. This is the result of applying the Absolute Convergence Test using the facts that the absolute values of the terms inside these two sums, i.e., $\left|\left[\mathbf{x}_{k}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)}\right|$ and $\left|\left[\mathbf{x}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{k}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{k}\left(n^{\prime \prime}\right)} e^{-j \tilde{\varphi}_{l}\left(n^{\prime \prime}\right)} e^{j \tilde{\varphi}_{l}(n)}\right|$ are finite and the fact that $\frac{1}{N} \rightarrow 0$ and $\frac{1}{N^{2}} \rightarrow 0$ for large $N$.

By the Weak Law of Large Numbers, the following random variable terms in the second equality of Eqn. (D.14) are given by,

$$
\begin{gather*}
\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{v}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)} \xrightarrow{p} 0  \tag{D.15}\\
\frac{1}{N^{2}} \sum_{n^{\prime \prime}, n^{\prime}}\left[\mathbf{v}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{k}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{k}\left(n^{\prime \prime}\right)} e^{-j \tilde{\varphi}_{l}\left(n^{\prime \prime}\right)} e^{j \tilde{\varphi}_{l}(n)} \xrightarrow{p} 0 \tag{D.16}
\end{gather*}
$$

i.e., converge in law (probability) to zeros as $N \rightarrow \infty$. By rearranging the Eqn. (D.14), we obtain

$$
\begin{equation*}
\left[\delta \mathbf{x}_{k}(n)\right]_{m} \triangleq\left[\hat{\mathbf{x}}_{k}(n)\right]_{m}-\left[\mathbf{x}_{k}(n)\right]_{m} \approx\left[\mathbf{x}_{l}(n)\right]_{m}-\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)}+[\mathbf{v}(n)]_{m} \tag{D.17}
\end{equation*}
$$

If there are more than two sources, the equation above could be simply modified
to

$$
\begin{equation*}
\left[\delta \mathbf{x}_{k}(n)\right]_{m} \approx \sum_{\substack{l=1 \\ l \neq k}}^{L}\left\{\left[\mathbf{x}_{l}(n)\right]_{m}-\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} e^{j \tilde{\varphi}_{l}(n)}\right\}+[\mathbf{v}(n)]_{m} \tag{D.18}
\end{equation*}
$$

where $L$ is the number of sources.
Note that $\sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{q}_{l}\left(n^{\prime}\right)}$ is intuitively estimate of $A_{l} e^{j \phi_{m, l}}$, mathematically

$$
\begin{equation*}
\hat{A}_{l} e^{j \hat{\phi}_{m, l}}=\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)} \tag{D.19}
\end{equation*}
$$

because, $e^{-j \tilde{\varphi}_{l}\left(n^{\prime}\right)}$ removes the second order phase and first-order phase using the estimates of frequency rate and initial frequency and $\frac{1}{N} \sum_{n^{\prime}}$ is just sample averaging that is applied to complex variables that approximately contain only the zeroth order phase. The bias of the estimates, $\hat{A}_{l}$ and $\hat{\phi}_{m, l}$, are asymptotically zeros (for derivation see [125]), mathematically

$$
\begin{equation*}
E\left\{\delta A_{l}\right\} \triangleq E\left\{\hat{A}_{l}-A_{l}\right\}=0 \quad \text { and } \quad E\left\{\delta \phi_{m, l}\right\} \triangleq E\left\{\hat{\phi}_{m, l}-\phi_{m, l}\right\}=0 \tag{D.20}
\end{equation*}
$$

Therefore, the first two terms on the right-hand side of Eqn. (D.18) give the estimation error between source l's data, $\left[\mathbf{x}_{l}(n)\right]_{m}$, and its estimate, $\hat{A}_{l} e^{j \hat{\phi}_{m, l}} e^{j \tilde{\varphi}_{l}(n)}$, which is constructed by the estimated parameters, i.e., $\hat{A}_{l}, \hat{\phi}_{m, l}, \hat{\omega}_{m, l}$ and $\hat{b}_{l}$. Hence, we can approximate these two terms with first-order perturbation analysis of estimation error of source l's data, as follows,

$$
\begin{align*}
& \frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j\left\{\tilde{\varphi}_{l}\left(n^{\prime}\right)+\tilde{\varphi}_{l}(n)\right\}}-\left[\mathbf{x}_{l}(n)\right]_{m} \approx \\
&\left(\frac{\delta A_{l}}{A_{l}}+j\left(\delta \hat{\phi}_{m, l}+\delta b_{l}(\Delta n)^{2}+\delta \omega_{l, m} \Delta n\right)\right)\left[\mathbf{x}_{l}(n)\right]_{m} \tag{D.21}
\end{align*}
$$

where

$$
\begin{equation*}
E\left\{\frac{1}{N} \sum_{n^{\prime}}\left[\mathbf{x}_{l}\left(n^{\prime}\right)\right]_{m} e^{-j\left\{\tilde{\varphi}_{l}\left(n^{\prime}\right)+\tilde{\varphi}_{l}(n)\right\}}-\left[\mathbf{x}_{l}(n)\right]_{m}\right\} \approx 0 \quad N \rightarrow \infty \tag{D.22}
\end{equation*}
$$

as a result of Eqns.(D.20), (C.32) and (C.16). Subsequently, we have unbiased estimate of source $k$ 's data

$$
\begin{equation*}
E\left\{\left[\delta \mathbf{x}_{k}(n)\right]_{m}\right\} \approx 0 \tag{D.23}
\end{equation*}
$$

as a result of Eqn. (D.22) and $E\left\{[\mathbf{v}(n)]_{m}\right\}=0$.

## D. 3 First Order Perturbation Analysis of DOA Estimate

In the first section of this appendix, we have seen the first-order perturbation analysis of maxima of random functions. Herein this section, we will apply it to DOA estimate. Observing Eqn. (3.32), we identified that

$$
\begin{equation*}
g(\psi)=\frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left[\mathbf{x}_{k}(n)\right]_{m}^{*} e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}} \tag{D.24}
\end{equation*}
$$

where $\psi \triangleq \frac{d}{c} \sin \theta, \varphi_{k}^{\prime}(n) \triangleq a_{k}+2 b_{k} \Delta n$ and $\varphi_{k}(n) \triangleq a_{k} \Delta n+b_{k}(\Delta n)^{2}$. Hence, by evaluating $g(\psi)$ at $\psi=\psi_{k}$, we obtain the following

$$
\begin{equation*}
g\left(\psi_{k}\right)=M A_{k} e^{-j \alpha_{k}} \tag{D.25}
\end{equation*}
$$

because $\left[\mathbf{x}_{k}(n)\right]_{m}^{*} e^{j\left\{\psi_{k} \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}}=A_{k} e^{-j \alpha_{k}}$. Subsequently, the first-order error perturbation on $g(\psi)$ is given as

$$
\begin{align*}
\delta g(\psi)= & \frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*} e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}}  \tag{D.26}\\
& +\left[\mathbf{x}_{k}(n)\right]_{m}^{*} j\left[\left(2 \psi \Delta m n+(\Delta n)^{2}\right) \delta b_{k}+(\psi m+\Delta n) \delta a_{k}\right] e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}}
\end{align*}
$$

and, for $\psi=\psi_{k}$, simplified to
$\delta g\left(\psi_{k}\right)=\frac{A_{k} e^{-j \alpha_{k}}}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \frac{\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*}}{\left[\mathbf{x}_{k}(n)\right]_{m}^{*}}+j\left[\left(2 \psi \Delta m n+(\Delta n)^{2}\right) \delta b_{k}+(\psi m+\Delta n) \delta a_{k}\right]$
The first-order partial derivative of $g(\psi)$ with respect to $\psi$ is given by

$$
\begin{equation*}
\frac{\partial g(\psi)}{\partial \psi}=\frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left[\mathbf{x}_{k}(n)\right]_{m}^{*} j \varphi_{k}^{\prime}(n) m e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}} \tag{D.28}
\end{equation*}
$$

By evaluating Eqn. (D.28) at $\psi=\psi_{k}$ and using Eqn. (3.23), we obtain

$$
\begin{equation*}
\frac{\partial g\left(\psi_{k}\right)}{\partial \psi}=j A_{k} e^{-j \alpha_{k}} \frac{M(M-1)\left(a_{k}+b_{k} \Delta(N-1)\right.}{2} \tag{D.29}
\end{equation*}
$$

Next, the second order partial derivative of $g(\psi)$ with respect to $\psi$ is given by

$$
\begin{equation*}
\frac{\partial^{2} g(\psi)}{\partial \psi^{2}}=-\frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left[\mathbf{x}_{k}(n)\right]_{m}^{*}\left(\varphi_{k}^{\prime}(n)\right)^{2} m^{2} e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}} \tag{D.30}
\end{equation*}
$$

Again by evaluating it at $\psi=\psi_{k}$ and using the series summation formulas in Eqn. (3.23), we obtain

$$
\begin{equation*}
\frac{\partial^{2} g\left(\psi_{k}\right)}{\partial \psi^{2}}=-\frac{A_{k} e^{-j \alpha_{k}}(M-1) M(2 M-1)\left\{3 a_{k}^{2}+6 a_{k} b_{k} \Delta(N-1)+2 b_{k}^{2} \Delta^{2}(N-1)(2 N-1)\right\}}{18} \tag{D.31}
\end{equation*}
$$

Therefore, Eqn. (D.8) for DOA estimation is derived, by using Eqns.(D.25), (D.29), (D.31) and (3.23), as follows

$$
\begin{align*}
\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}= & \frac{A_{k}^{2} M^{2}(M-1)}{6}\left[(7 M-5) a_{k}^{2}+2(7 M-5) a_{k} b_{k} \Delta(N-1)\right. \\
& \left.+\frac{1}{3}(25 N M-17 N-17 M+13)(N-1) b_{k}^{2} \Delta^{2}\right] \tag{D.32}
\end{align*}
$$

which could be approximated by

$$
\begin{equation*}
\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}} \approx \frac{A_{k}^{2} M^{2}(M-1)}{6}\left[(7 M-5) a_{k}^{2}+2(7 M-5) a_{k} b_{k} \Delta N+\frac{1}{3}(25 M-17) N^{2} b_{k}^{2} \Delta^{2}\right] \tag{D.33}
\end{equation*}
$$

for $N \gg M$, i.e. the number of samples is much greater than the number of sensors (which is typically the case in practice). The partial derivative of the perturbation error $\delta g(\psi)$ with respect to $\psi$ is given by

$$
\begin{align*}
& \frac{\partial \delta g(\psi)}{\partial \psi}=\frac{1}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left\{\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*} e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}} j \varphi_{k}^{\prime}(n) m\right.  \tag{D.34}\\
& +j m\left[\mathbf{x}_{k}(n)\right]_{m}^{*}\left[2 \Delta n \delta b_{k}+\delta a_{k}+j \varphi_{k}^{\prime}(n)\left[\left(2 \psi \Delta m n+(\Delta n)^{2}\right) \delta b_{k}+(\psi m+\Delta n) \delta a_{k}\right]\right] \\
& \left.\times e^{j\left\{\psi \varphi_{k}^{\prime}(n) m+\varphi_{k}(n)\right\}}\right\}
\end{align*}
$$

and for $\psi=\psi_{k}$ it is simplified to

$$
\begin{align*}
& \frac{\partial \delta g\left(\psi_{k}\right)}{\partial \psi}=\frac{A_{k} e^{-j \alpha_{k}}}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1}\left\{\frac{\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*}}{\left[\mathbf{x}_{k}(n)\right]_{m}^{*}} j \varphi_{k}^{\prime}(n) m\right.  \tag{D.35}\\
& \left.+j m\left(2 \Delta n \delta b_{k}+\delta a_{k}\right)-m \varphi_{k}^{\prime}(n)\left[\left(2 \psi \Delta m n+(\Delta n)^{2}\right) \delta b_{k}+(\psi m+\Delta n) \delta a_{k}\right]\right\}
\end{align*}
$$

Therefore, Eqn. (D.9) for DOA estimation is derived, by using Eqns.(D.25), (D.29), (D.27), (D.35) and (3.23), and by assuming $N \gg M$,

$$
\begin{align*}
\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi} \approx & \frac{A_{k}^{2} M}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \frac{\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*}}{\left[\mathbf{x}_{k}(n)\right]_{m}^{*}}\left\{\frac{M-1}{2}\left(a_{k}+b_{k} \Delta N\right)-\left(a_{k}+2 b_{k} \Delta n\right) m\right\} \\
& -\mathcal{K}_{a} \delta a_{k}-\mathcal{K}_{b} \delta b_{k} \tag{D.36}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{K}_{a} \triangleq \frac{A_{k}^{2} M^{2}(M-1)}{12}\left[a_{k} \psi_{k}(M+1)+b_{k} \psi_{k} \Delta N(M+1)-b_{k} \Delta^{2} N^{2}\right]  \tag{D.37}\\
& \mathcal{K}_{b} \triangleq \frac{A_{k}^{2} M^{2}(M-1) N \Delta}{36}\left[3 a_{k} \psi_{k}(M+1)+b_{k} \psi_{k} \Delta N(7 M+1)-3 b_{k} \Delta^{2} N^{2}\right] \text { (D.38) } \tag{D.38}
\end{align*}
$$

By Eqn. (C.32) and (C.16), the mean of Eqn. (D.36) is simplified to

$$
\begin{equation*}
E\left\{\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}\right\} \approx \frac{A_{k}^{2} M}{N} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} \frac{E\left\{\left[\delta \mathbf{x}_{k}(n)\right]_{m}^{*}\right\}}{\left[\mathbf{x}_{k}(n)\right]_{m}^{*}}\left\{\frac{M-1}{2}\left(a_{k}+b_{k} \Delta N\right)-\left(a_{k}+2 b_{k} \Delta n\right) m\right\} . \tag{D.39}
\end{equation*}
$$

However, due to Eqn. (D.23),

$$
\begin{equation*}
E\left\{\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}\right\}=0 \tag{D.40}
\end{equation*}
$$

Subsequently, the bias of the estimate of $\psi$ is given by Eqn. (D.10) for large $N$, as follows

$$
\begin{equation*}
E\{\delta \psi\} \approx-\left[\frac{\partial^{2} f\left(\psi_{k}\right)}{\partial \psi^{2}}\right]^{-1} E\left\{\frac{\partial \delta f\left(\psi_{k}\right)}{\partial \psi}\right\}=0 \tag{D.41}
\end{equation*}
$$

and hence $\hat{\psi}_{k}$ is asymptotically unbiased. By Taylor expansion, we have $\delta \psi \approx$ $\frac{d}{c} \cos \theta_{k} \delta \theta$, which implies that $\hat{\theta}_{k}$ is also asymptotically unbiased.

The analysis of the MSE of the estimate of $\psi$ is not performed here because of the
complexity in calculating the cross correlations between many error perturbation parameters.

## Appendix E

## Joint Approximate Diagonalization Algorithm

In this appendix we review the joint diagonalization algorithm [26] for $2 \times 2$ matrices only. However, it can be easily extended to square matrices of any size in an analogous way as Jacobi technique (see [70]). Suppose that we want to diagonalize a set matrices $\mathcal{Q}^{u w}=\left\{\mathbf{G}^{(r)}, 1 \leq r \leq L^{\prime}\right\}$ with the entries,

$$
\mathbf{G}^{(r)}=\left[\begin{array}{ll}
a_{r} & b_{r}  \tag{E.1}\\
c_{r} & d_{r}
\end{array}\right]
$$

The objective of the joint diagonalization is to get unitary matrix $\mathbf{V}$ such that $\mathbf{G}^{\prime(r)}=\mathbf{V}^{H} \mathbf{G}^{(r)} \mathbf{V}$ is as diagonal as possible. Mathematically, it is the same as maximizing $\mathcal{C}$, where

$$
\begin{equation*}
\mathcal{C} \triangleq \sum_{r}\left|a_{r}^{\prime}\right|^{2}+\left|d_{r}^{\prime}\right|^{2} \stackrel{\ddagger}{=} \frac{1}{2} \sum_{r}\left|a_{r}^{\prime}-d_{r}^{\prime}\right|^{2} \tag{E.2}
\end{equation*}
$$

where $a_{r}^{\prime}, d_{r}^{\prime}$ are the diagonal elements of $\mathbf{G}^{\prime(r)}$. Equality $\ddagger$ above is due to the invariance of the trace of $\mathbf{G}^{\prime(r)}$. The joint diagonalization uses complex Givens rotation technique,

$$
\mathbf{V}=\left[\begin{array}{cc}
\cos \theta & -e^{j \phi} \sin \theta \\
e^{-j \phi} \sin \theta & \cos \theta
\end{array}\right]
$$

and hence $\mathcal{C}$ relates the new parameters to the old ones as follows,

$$
\begin{equation*}
a_{r}^{\prime}-d_{r}^{\prime}=\left(a_{r}-d_{r}\right) \cos 2 \theta+\left(b_{r}+c_{r}\right) \sin 2 \theta \cos \phi+j\left(c_{r}-b_{r}\right) \sin 2 \theta \sin \phi \tag{E.3}
\end{equation*}
$$

for $r=1, \ldots, L^{\prime}$.
Let us define the following notations,

$$
\begin{align*}
\mathbf{u} & \triangleq\left[a_{1}^{\prime}-d_{1}^{\prime}, \ldots, a_{L^{\prime}}^{\prime}-d_{L^{\prime}}^{\prime}\right]^{T}  \tag{E.4}\\
\mathbf{v} & \triangleq[\cos 2 \theta, \sin 2 \theta \cos \phi, \sin 2 \theta \sin \phi]^{T}  \tag{E.5}\\
\mathbf{g}_{r} & \triangleq\left[a_{r}-d_{r}, b_{r}+c_{r}, j\left(c_{r}-b_{r}\right)\right]^{T}  \tag{E.6}\\
\mathbf{G}^{T} & \triangleq\left[\mathbf{g}_{1}, \ldots, \mathbf{g}_{L^{\prime}}\right] \tag{E.7}
\end{align*}
$$

With these definitions, we can rewrite Eqn.(E.3) as $\mathbf{u}=\mathbf{G v}$. Therefore, the cost function, $\mathcal{C}$, in Eqn.(E.2) can be rewritten as follows

$$
\begin{equation*}
\mathcal{C}=\mathbf{u}^{H} \mathbf{u}=\mathbf{v}^{T} \mathbf{G}^{H} \mathbf{G} \mathbf{v}=\mathbf{v}^{T} \Re\left\{\mathbf{G}^{H} \mathbf{G}\right\} \mathbf{v} \tag{E.8}
\end{equation*}
$$

where the last equality of the Eqn. (E.8) is due to the fact that $\mathbf{G}^{H} \mathbf{G}$ is Hermitian by construction, which means its imaginary part is antisymmetric, and hence contributes nothing to the above quadratic form.

Finally, since $\|\mathbf{v}\|=1$, finding $\mathbf{v}$ that maximize Eqn. (E.8) is equivalent to solving for eigenvector that corresponds to largest eigenvalue of $\Re\left\{\mathbf{G}^{H} \mathbf{G}\right\}$. With this optimum $\mathbf{v} \triangleq\left[v_{1}, v_{2}, v_{3}\right]^{T}$, we can get the entries of $\mathbf{V}$, without the need to find $\theta$ and $\phi$, as follows

$$
\begin{align*}
\cos \theta & =\sqrt{\frac{1+v_{1}}{2}}  \tag{E.9}\\
e^{-j \phi} \sin \theta & =\frac{v_{2}-j v_{3}}{2 \cos \theta}=\frac{v_{2}-j v_{3}}{\sqrt{2\left(1+v_{1}\right)}} \tag{E.10}
\end{align*}
$$

To get Eqn. (E.9), one could use $\cos 2 \theta=1+2 \cos ^{2} \theta$, and to get Eqn. (E.10) one could use $e^{-j \phi}=\cos \phi-j \sin \phi$ and $\sin 2 \theta=2 \sin \theta \cos \theta$.

The algorithm could be summarized as follows:

1. Construct $\Re\left\{\mathbf{G}^{H} \mathbf{G}\right\}$ by using Eqns.(E.6) and (E.7)
2. Find eigenvector, $\mathbf{v}=\left[v_{1}, v_{2}, v_{3}\right]^{T}$, that corresponds to the largest eigenvalue
```
of }\Re{\mp@subsup{\mathbf{G}}{}{H}\mathbf{G}
```

3. Form $\mathbf{V}$ by its entries by using Eqns.(E.9) and (E.10).
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[^0]:    ${ }^{\dagger \dagger}$ Here we explicitly denote its dependency on $\boldsymbol{\theta}$ and $\boldsymbol{\varpi}$ for derivation purpose

[^1]:    ${ }^{\ddagger}$ subscript $i$ has been dropped because CBF is an ML estimation technique for single source

[^2]:    ${ }^{\S}$ The subscript $i$ has been suppressed for notational convenience in this chapter. The algorithm in this chapter are to be applied to each source individually.

[^3]:    ${ }^{\ddagger}$ The variable $\boldsymbol{\alpha}$ is different from $\alpha_{i}$, which is the complex phase of source $i$ defined in Eqn. (3.3)

[^4]:    ${ }^{*}$ It is called initial sample because for $n^{\prime}<N_{i}$ the $D P_{K}\left[s\left(n^{\prime}\right), \tau\right]$ could not be constructed (see Eqn. (4.3))

[^5]:    ${ }^{\dagger}$ here we use the frequency parameters instead of angular frequency parameters which are related by $a_{i}=2 \pi f_{i}$

[^6]:    ${ }^{\ddagger}$ The ML method for single component PPS of order 2 is actually CBF method (see Section CBFsection).

[^7]:    ${ }^{*}$ Assume source $s_{i}(t)$ has TFD, $D_{s_{i}}, s_{i}(t, f)$, then $\Omega_{i}$ denotes its TF support, if and only if

[^8]:    ${ }^{\dagger}$ because the range of the operator is finite dimension space
    ${ }^{\ddagger}$ self-adjoint if the operator satisfies $\langle\mathbf{Q}(\mathbf{A}), \mathbf{B}\rangle=\langle\mathbf{Q}(\mathbf{B}), \mathbf{A}\rangle, \forall(\mathbf{A}, \mathbf{B})$, this is satisfied by super-symmetry property of the circular cumulant

[^9]:    ${ }^{*}$ Here we explicitly denote its dependency on $\boldsymbol{\theta}$ and $\boldsymbol{\varpi}$ for derivation purpose

[^10]:    ${ }^{*}$ The notation $(m)$ is appended here and it denotes the observation at the $m^{\text {th }}$ sensor.

