
MODELING AND DESIGNING CONTROL CHART FOR 
MONITORING TIME-BETWEEN-EVENTS DATA 

 

 

 

 

 

 

 

ZHANG HAIYUN 

(B.Sc., Huazhong University of Science and Technology) 

 

 

 

 

 

 

 

A THESIS SUBMITTED 

FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 

DEPARTMENT OF INDUSTRIAL & SYSTEMS ENGINEERING 

NATIONAL UNIVERSITY OF SINGAPORE 

2009 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by ScholarBank@NUS

https://core.ac.uk/display/48632835?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


I 

 

ACKNOWLEDGEMENTS 

The PhD study in National University of Singapore is a fruitful journey for me. Not only 

I have learnt much professional knowledge, but also I have met a lot of new friends. At 

the end of the PhD study, I would like to show my gratitude to all the people who have 

generously offered their help, encouragement and care to me.  

First, I would like to express my deepest gratitude and appreciation to my two 

supervisors, Prof. Goh Thong Ngee and Prof. Xie Min, for their invaluable advice, 

guidance, patience and encouragement. Without them, this thesis would not be possible.  

Besides, I would like to thank National University of Singapore for offering me the 

research scholarship. I would also like to thank all the faculty members in the Industrial 

& Systems Engineering Department, from whom I have leant both knowledge and 

teaching skills. My thanks also extend to all my friends Liu Jiying, Pan Jie, Hendry, Long 

Quan, Jiang Hong, Wu Yanping,  Zhu Zhecheng, Yao Zhishuang, Yuan Le, Qu Huizhong, 

Wei Wei, Shen Yan, Li Yanfu, Xiong Chengjie, Zhu Xiaoying, Fu Yinghui, Xie Yujuan, 

Li Xiang, Wu Jun, Peng Rui, Jiang Jun, Ye Zhisheng for their help and accompany.  

Last, but not the least, my special thanks go to my parents, my sister and Mr. Han 

Dongling. Their love, support and understanding are the major motivation for me to 

pursue my PhD.  

 
 



II 

 

Table of Contents 

ACKNOWLEDGEMENTS ................................................................................................. I 

Table of Contents ................................................................................................................ II 

Summary ............................................................................................................................ V 

List of Tables ................................................................................................................... VII 

List of Figures ................................................................................................................ VIII 

NOMENCLATURE ......................................................................................................... IX 

Chapter 1 Introduction ........................................................................................................ 1 

1.1 Control Chart ............................................................................................................. 3 

1.2 Inadequacies of traditional Shewhart control charts ................................................. 8 

1.3 Time-between-events chart ..................................................................................... 13 

1.4 Objective and structure of the study ........................................................................ 14 

Chapter 2 Literature Review ............................................................................................. 17 

2.1 Cumulative count of conformance chart and its extensions .................................... 17 

2.1.1 Cumulative count of conformance chart .......................................................... 17 

2.1.2 Extensions to cumulative count of conformance chart ..................................... 23 

2.2 Cumulative quantity control chart and its extensions ............................................. 28 

2.2.1 Cumulative quantity control chart .................................................................... 28 

2.2.2 Extensions to cumulative quantity control chart .............................................. 31 

2.3 Time-between-events EWMA Chart ....................................................................... 34 

2.4 Time-between-events CUSUM Chart ..................................................................... 36 

2.5 Design of Control Chart .......................................................................................... 39 

2.6 Preventive Maintenance .......................................................................................... 40 

Chapter 3 Economic Design of Exponential Chart for Monitoring Time-between-Events 
Data under Random Process Shift .................................................................................... 44 



III 

 

3.1 Model formulation................................................................................................... 46 

3.2 Numerical studies .................................................................................................... 55 

3.2.1 Comparison between statistical design and economic design .......................... 56 

3.2.2 A numerical example ........................................................................................ 58 

3.2.3 Sensitivity analysis ........................................................................................... 60 

3.3 Summary ................................................................................................................. 63 

Chapter 4 Economic Design of the Integrated Model of Time-between-Events Chart and 
Preventive Maintenance .................................................................................................... 64 

4.1 Introduction of integrated model of control chart and preventive maintenance ..... 64 

4.2 Assumptions and problem statement ....................................................................... 68 

4.2.1 Assumptions ..................................................................................................... 69 

4.2.2 Problem statement ............................................................................................ 69 

4.3 Model formulation................................................................................................... 71 

4.4 Sensitivity analysis .................................................................................................. 80 

4.4.1 Analysis approach............................................................................................. 81 

4.4.2 Results for the analysis of input parameters on the integrated model .............. 83 

4.4.3 Results for the comparison of models .............................................................. 85 

4.4.4 Results for the analysis of shift and failure distribution ................................... 86 

4.4.5 Numerical example ........................................................................................... 92 

4.5 Summary ................................................................................................................. 93 

Chapter 5 Statistical Design of Time-between-Events Control Chart System ................. 95 

5.1 Introduction of time-between-events control chart system ..................................... 95 

5.2 Optimization design of the TBE control chart system ............................................ 99 

5.2.1 Assumptions ................................................................................................ 99 

5.2.2 Input parameters ........................................................................................ 100 



IV 

 

5.2.3 Optimization model ................................................................................... 103 

5.2.4      Derivation of ATS ...................................................................................... 104 

5.2.5 Optimization search ................................................................................... 109 

5.3 Performance analysis ............................................................................................. 112 

5.3.1 Comparative study ..................................................................................... 113 

5.3.2 Sensitivity study ........................................................................................ 117 

5.3.3 An example ................................................................................................ 120 

5.4 Summary ................................................................................................................... 123 

Chapter 6 Economic Design of Time-between-Events Control Chart System ............... 125 

6.1 Economic design of the TBE control chart system ............................................... 126 

6.1.1. Assumptions .............................................................................................. 126 

6.1.2. Input parameters ........................................................................................ 126 

6.1.3. Optimization model ................................................................................... 127 

6.1.4. Calculation of expected profit per unit time, O in an operational cycle .... 129 

6.1.5. Optimization algorithm .............................................................................. 132 

6.2 Performance analysis ............................................................................................. 135 

6.2.1. Sensitivity study I ...................................................................................... 136 

6.2.2. Sensitivity study II ..................................................................................... 139 

6.2.3.  An example ................................................................................................ 143 

6.3 Summary ............................................................................................................... 147 

Chapter 7 Conclusions and Future Research .................................................................. 149 

7.1 Conclusions ........................................................................................................... 149 

7.2 Future Research ..................................................................................................... 152 

Reference ........................................................................................................................ 157 



V 

 

 

Summary 

This thesis aims to improve the existing time-between-events chart by making it more 

practical, enhance the effectiveness of the time-between-events chart by integrating it 

with other techniques and at the same time increase the average profit per unit time or 

reduce the average cost per unit time.  

Chapter 1 gives a brief introduction of the basic principles of control chart and introduces 

the time-between-events chart. Chapter 2 reviews the existing time-between-events charts 

according to the classification of time-between-events charts.  

Chapter 3 and chapter 4 focus on improving a single time-between-events chart. In 

chapter 3 an economic model of the time-between-events chart under the random process 

shift is developed. Design of the proposed control chart scheme has been demonstrated 

and properties have been compared with those of the time-between-events chart under the 

fixed process shift. In chapter 4 an integrated model of time-between-events chart and 

preventive maintenance is developed. The implementing cost of time-between-events 

chart and preventive maintenance is considered and the cost minimization criterion is 

used to find optimal values for decision variables. Then the performance of the integrated 

model is compared with the pure time-between-events chart model and pure preventive 

maintenance model. 

Chapters 5 and 6 develop a control chart system consisting of several time-between-

events charts, each of which is used to monitor the time between successive events at 

different process stages in a multistage manufacturing system. Chapter 5 focuses on the 
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statistical properties of time-between-events chart system. Out-of-control average time to 

signal is used as the optimization objective and in-control average time to signal is used 

as the constraint. Chapter 6 focuses on the economical properties of time-between-events 

chart system. Minimization of average profit per unit time is used as the optimization 

objective and in-control average time to signal is used as the constraint.  

Chapter 7 concludes this thesis and some possible future research directions are 

suggested according to the limitations of this thesis.  

This thesis focuses not only on theoretical study but also on the practical application. 

Results from each chapter show that approaches proposed here do make the time-

between-events chart more practical, improve the effectiveness of the time-between-

events chart and increase the profit or reduce the cost per unit time.  
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The history of quality control can be traced back to the origin of industry. From the time 

people began to manufacture, there has been an interest in the quality of the product. But 

statistical quality control (SQC) is new because the history of statistics itself is only two 

to three centuries and the greatest development of statistics was in the early 20th century. 

It was not until the 1920s that statistical theory began to be applied effectively to quality 

control. A good summary of historical background of SQC can be found in Duncan 

(1986).  

SQC is a branch of industrial statistics which includes, primarily, the areas of acceptance 

sampling, statistical process control (SPC), design of experiment (DOE), and capability 

analysis. Briefly speaking, acceptance sampling methods are used in industry to make 

decisions regarding the disposition of “lots”; SPC techniques are employed to monitor 

production processes over time to detect changes in the process performance; DOE is 

applied to identify specific levels of important factors that lead to optimum (or near-
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optimum) performance; capability analysis is to assess whether or not a process is 

capable of meeting specification limits on key quality characteristics (Woodall and 

Montgomery, 1999).  

As an important branch of SQC, SPC has been adopted and widely used in many areas, 

such as manufacturing industry (Wu and Tian, 2005; Zantek, 2006; Wu and Wang, 2007; 

Zantek et al. 2007; Marcellus, 2008), health care (Grigg et al., 2003; Woodall, 2006; 

Coory et al., 2008; Biswas and Kalbfleisch, 2008), service management (Herbert et al., 

2003 and Pettersson, 2004) and finance (Shin and Sohn, 2007). It is a powerful collection 

of problem-solving tools useful in achieving process stability and improving capability 

through the reduction of variability (Montgomery, 2005). Its seven major tools, often 

called “the magnificent seven” are:                                                                                                  

• Histogram or stem-and-leaf plot: a graphical display of tabulated frequencies. 

• Check sheet: a simple document used to collect operating data. 

• Pareto chart: a special type of bar chart used to separate the significant aspects of 

a problem from the trivial ones.  

• Cause-and-effect diagram: a diagram shows the causes of a certain event and 

identifies desirable factors leading to an overall effect.  
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• Defect concentration diagram: a plot to show the location of errors or defects.  

• Scatter diagram: a plot for identifying a potential relationship between two 

variables.  

• Control chart: a tool for detecting the occurrence of assignable causes of process 

shift.  

Of these seven tools, control chart is probably the most technically sophisticated. The rest 

of this chapter will focus on principles of control chart, problems with traditional control 

chart, the newly developed control chart and the motivation of this research.  

1.1 Control Chart 

Control chart was first invented by Walter A. Shewhart while working for Bell Labs in 

the 1920s. It is a graphical display of a quality characteristic that has been measured or 

computed from a sample versus the sample number or time (Montgomery, 2005). The 

chart usually consists of a center line (CL) which represents the average value of the 

quality characteristic, upper control limit (UCL) and lower control limit (LCL). In the 

recent years, researchers propose adding warning limits to the control chart, which will 

increase the efficiency of the control chart (De Magalhaes and Moura Neto, 2005; De 
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Magalhaes et al., 2006; Lin and Chou, 2007; Costa and Machado, 2008). A general 

model for a control chart can be given as below:  

 

ww

w

ww

kLCL
CL

kUCL

σμ
μ

σμ

−=
=

+=
     (1.1) 

w is a sample statistic that measures some quality characteristic of interest. wμ and wσ are 

mean and standard deviation of w. k is the distance of the control limits from the center 

line expressed in standard deviation units.  

Specifying control limits (choosing value for k) is an important decision for designing a 

control chart. Before explaining how to specify control limits, two types of error should 

be introduced first:  

• Type I error: the risk of a point falling beyond control limits when the process is 

in control.  

• Type II error: the risk of a point falling between control limits when the process is 

out of control.  

When control limits are far from the centre line, Type I error is small but Type II error is 

large. When control limits are near to the centre line, Type II error is small but Type I 

error is large. As a result, optimal control limits are determined based on the tradeoff 
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between Type I error and Type II error. In practice, k is set to be three so that 99.73% of 

the data will be within control limits when the process is in control and data is normally 

distributed.  

Analyzing patterns on control charts can help us to identify problems for the process. The 

Western Electric Handbook (1956) suggests a set of decision rules for detecting 

nonrandom patterns on control charts. If control charts show any of the patterns listed 

below, it suggests the process is out of control.  

• One point plots outside the three-sigma control limits; 

• Two out of three consecutive points plot beyond the two-sigma warning limits; 

• Four out of five consecutive points plot at a distance of one-sigma or beyond from 

the center line; 

• Eight consecutive points plot on one side of the center line.  

The above rules apply to one side of the center line at a time. They can enhance the 

sensitivity of control charts. But they will also increase the Type I error if several rules 

are applied simultaneously.  



Chapter 1 Introduction 

6 

 

Measuring the efficiency of control charts can help us to better design control charts. 

There are two criterions for measuring the efficiency of control charts. One is the average 

run length (ARL). ARL is the average number of points that must be plotted before a 

point indicates an out-of-control condition. If the process observations are uncorrelated, 

the ARL for any Shewhart control chart is:  

 
P

ARL 1
=   (1.2) 

where P is the probability for any point beyond control limits. Then, the in-control ARL 

( 0ARL ) and out-of-control ARL ( 1ARL ) are expressed as:  

 

β

α

−
=

=

1
1

1

1

0

ARL

ARL
  (1.3) 

where α is the Type I error and β is the Type II error. When designing control charts, we 

should try our best to maximize 0ARL while at the same time to minimize 1ARL . The other 

one is average time to signal (ATS). The relationship between ARL and ATS can be 

expressed in the following equation: 

 hARLATS ⋅=    (1.4) 
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The condition for this equation is that samples must be collected at a fixed interval of 

time that are h hours apart.  

Since Dr. Shewhart invented control charts in the 1920s, control charts have been widely 

used in industry. The classification of Shewhart control charts is summarized in Figure 

1.1. Because of using control charts for more than 80 years, quality of processes has been 

improved significantly. Nowadays, many processes’ fraction nonconforming rate (FNR) 

can achieve parts per million or parts per billion levels. This kind of process is called high 

yield process. For high yield processes, traditional Shewhart control charts face a lot of 

problems. In the next part, these problems will be discussed in detail.  
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Figure 1.1 Classification of Shewhart control chart 

 

1.2 Inadequacies of traditional Shewhart control charts 

For high yield processes, many traditional Shewhart control charts would face a lot of 

practical problems and the situation is more serious with attribute control charts (Xie et al. 

2002a). There are three main problems for attribute control charts.  

• High false alarm rate 

Traditional attribute control charts are based on normal approximation. But for high 

yield processes, normal approximation to binomial (for p and np-charts) and poisson 
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(for c and u-charts) does not work well because p and c are quite small. Let’s take np-

chart for example. Control limits for np-chart are as below:  

 
)1(3

)1(3

pnpnpLCL

npCL
pnpnpUCL

−−=

=

−+=

  (1.5) 

The equation for calculating false alarm rate is listed below:  

 )(1) ( UCLXLCLPalarmFalseP ≤≤−=   (1.6) 

X follows binominal distribution with parameters n and p. Table 1.1 shows the exact 

false alarm probability for np-chart with different n and p. From Table 1.1, we can see 

the exact false alarm probability is much higher than 0.0027 when n is less than 50.  

 

Table 1.1 Exact false alarm rate for np-chart with 3-sigma limits 

p n=5 n=10 n=20 n=50 n=100 

0.01 0.9520 0.9086 0.8189 0.6066 0.3695 

0.02 0.9078 0.8179 0.6747 0.3674 0.1367 

0.03 0.8672 0.7402 0.5465 0.2218 0.0508 

0.04 0.8160 0.6710 0.4494 0.1335 0.0191 

0.05 0.7749 0.5998 0.3611 0.0801 0.0074 

0.06 0.7359 0.5406 0.2957 0.0480 0.0047 

0.07 0.6988 0.4876 0.2362 0.0287 0.0023 

0.08 0.6636 0.4402 0.1925 0.0171 0.0026 

0.09 0.6304 0.3904 0.1529 0.0103 0.0015 

0.10 0.5910 0.3503 0.1240 0.0084 0.0023 
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• Meaningless control limits 

For high yield processes, LCL may always be negative. For negative LCL, it will be 

replaced by zero. In this case, process improvement cannot be detected unless some 

run rules are used. UCL may be smaller than one for np-chart and c-chart, which 

means the chart will signal whenever there is one nonconforming item in the sample.  

It is obviously an over-reaction to noises. Let’s take c-chart for example. The 

equations for calculating control limits for c-chart are as below:  

 
ccLCL

cCL
ccUCL

3

3

−=

=
+=

  (1.7) 

When the in-control c equals 0.05, the calculated upper control limit and lower 

control limit equal 0.072082 and -0.62082. Since the calculated LCL is negative, it is 

replaced by zero. 100 simulated data with c=0.05 is plotted in Figure 1.2. Because the 

upper control limit is less than 1, there are many false alarms as shown in Figure 1.2.  
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Figure 1.2 c-chart with c=0.05 

 

 

• Depend on sample size 

With the same dataset, the frequency of signaling out of control depends heavily on 

the choice of sample size. For a certain value of sample size, there may be very 

frequent signals for out of control; while for a slightly larger value of sample size, 

there may be very infrequent or no signal for out of control. Let’s take an example 

from Chan et al. (2003) to illustrate this point. Suppose a total of 8160 items are 

inspected and the items at the following 48 positions in sequence are found to be 

nonconforming: 113, 218, 282, 505, 664, 792, 963, 1110, 1184, 1341, 1547, 1733, 

1808, 1861, 2030, 2186, 2337, 2569, 2704, 2889, 3063, 3263, 3373, 3433, 3559, 3809, 



Chapter 1 Introduction 

12 

 

4021, 4206, 4472, 4517, 4833, 5032, 5325, 5375, 5553, 5729, 5988, 6338, 6424, 6692, 

6996, 7201, 7227, 7314, 7578, 7703, 7879, 7963. The fraction of nonconforming 

items for this process is estimated as p=48/8160=0.00588. When the sample size 

equals 15, UCL for the np-chart according to Equation (1.5) is 0.979<1, which means 

all these 48 items will trigger out of control signal. But when the sample size equals 

16, UCL is 1.014>1, which means the np-chart will signal if there are two or more 

nonconforming items in a sample size of 16. In this case, none of the above 48 items 

will signal out of control.  

In order to overcome the above problems, there are two methods. The first method is to 

transform the non-normally distributed data into normally distributed data. Many 

transformation methods have been proposed by researchers, such as power transformation 

method (McCool and Joyner-Motley, 1998; Batson et al. 2006), fourth root 

transformation method (Kittlitz, JR., 1999), minimizing the sum of the absolute 

difference transformation method (Kao et al. 2006) and minimizing the sum of the 

squared difference transformation method (Kao and Ho, 2007). But transformation 

methods have been subjected to much criticism because of their difficulty in interpreting 
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data. The second method is to introduce a new type of control chart called time-between-

events chart which will be discussed in the next section in detail.  

1.3 Time-between-events chart 

In order to solve the inefficiency of traditional Shewhart control charts for monitoring 

high yield processes, Calvin (1983) proposed monitoring the cumulative number of 

conforming items between two nonconforming items. This is the origin of time-between-

events chart. The words ‘time’ and ‘event’ can have different meanings in different 

situations. In the manufacturing industry, ‘event’ means the occurrence of a 

nonconforming item and ‘time’ means the time between two nonconforming items or the 

cumulative number of conforming items between two nonconforming items. In the 

service industry, ‘event’ means the arrival of a customer and ‘time’ means the time 

between the arrival of customers. In the reliability area, ‘event’ means the failure of the 

system and ‘time’ means the time between the failures of the system.  
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Figure 1.3 Classification of Time-between-Events Chart 

 

Figure 1.3 gives a broad classification of time-between-events chart. In the next chapter, 

each kind of time-between-events chart (CCC, CQC, time-between-events CUSUM chart 

and time-between-events EWMA chart) will be reviewed in detail. 

1.4 Objective and structure of the study 

Time-between-events chart has been studied by many researchers after its introduction in 

the 1980s. Although time-between-events chart has solved a lot of inefficiencies of 
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traditional Shewhart control charts for monitoring high yield processes, it still has some 

problems. First the existing time-between-events chart is designed under an unrealistic 

assumption that process shift is fixed all the time. Second, the design of time-between-

events chart doesn’t consider the effect of preventive maintenance although time-

between-events chart and preventive maintenance exist at the same time quite often. 

Third, although time-between-events charts are used to monitor multistage manufacturing 

system, they are designed independently without considering the quality dependence 

between them.  These problems are the motivation for this these. The major objective of 

the study is to solve these problems and improve the existing time-between-events chart 

by making it more practical and to enhance the effectiveness of the time-between-events 

chart by integrating it with other techniques. This thesis will focus on the following topics 

regarding time-between-events chart to fulfill the stated objective.  

• Random process shift idea is taken into consideration, which makes the time-

between-events chart more practical.  

• Preventive maintenance technique is integrated with time-between-events chart, 

which makes the monitoring system more effective and more economical.  
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• Algorithm for designing time-between-events chart for monitoring multistage 

problem is developed, which greatly improves the effectiveness of the time-

between-events chart system.  

The remainder of this thesis is organized as follows. Chapter 2 reviews the existing time-

between-events chart.  

Chapter 3 and chapter 4 focus on designing and improving a single time-between-events 

chart. In chapter 3, the economic model of time-between-events chart under random 

process shift is constructed. In chapter 4, the economic design of the integrated model of 

time-between-events chart and preventive maintenance is developed. 

Chapters 5 and 6 focus on designing a control chart system which consists of several 

individual time-between-events charts. Each time-between-events chart is used to 

monitor one process stage in a multistage manufacturing system. Chapter 5 focuses on 

the statistical properties of the time-between-event charts system while chapter 6 focuses 

on the economical properties of the time-between-events chart system.  

Finally, chapter 7 concludes this thesis and suggests some possible future research 

directions according to the limitations of this thesis.  
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Chapter 2 Literature Review 

 

 

Each of the four kinds of time-between-events chart (CCC, CQC, time-between-events 

CUSUM chart and time-between-events EWMA chart) will be reviewed in detail in this 

chapter, with each section focusing on one kind.  

2.1 Cumulative count of conformance chart and its extensions 

In this part, the review will be classified into two sub parts: the cumulative count of 

conformance chart and the extensions to cumulative count of conformance chart. 

2.1.1 Cumulative count of conformance chart 

The cumulative count of conformance chart (CCC-chart) was first proposed by Calvin 

(1983) to monitor zero-defects processes. Then, it was further studied by Goh (1987) who 

gave it the name CCC-chart. The usefulness of CCC-chart was pointed out in Woodall 

(1997) and Woodall and Montgomery (1999). Although CCC-chart was designed for 

zero-defects processes in manufacturing industry, the application of CCC-chart is not 



Chapter 2 Literature Review 

 

 

18

limited to the manufacturing industry. Benneyan (2001a, 2001b) applied CCC-chart in 

the healthcare area. The application of CCC-chart is also not limited to zero-defects 

processes. Schwertman (2005) showed the effectiveness of CCC-chart for monitoring 

processes with lesser quality.  The basic idea of a CCC-chart is that the cumulative count 

of conformance should be plotted instead of the number of nonconforming items for high 

yield processes.  

Suppose a production process is operating in a stable condition, the probability for the 

occurrence of an item to be nonconforming is 0p . The successive items produced are 

assumed to be independent. Then each item produced is a realization of a Bernoulli 

random variable with parameter 0p . The cumulative count of conforming items between 

two nonconforming items N is geometric distributed, with  

 ,...2,1,0for  ,)1(][ 00 =−== nppnNP n   (2.1) 

The method for setting up CCC-chart is similar to the method for common Shewhart 

control chart. Kaminsky et al. (1992) proposed using three sigma limits for CCC-chart. 

But there are some serious problems for this method, such as higher false alarm rate than 

expected and meaningless lower control limit (Xie and Goh, 1997). In order to overcome 

these problems, Xie and Goh (1997) proposed using probability limits for CCC-chart. If 
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the acceptable false alarm rate is α , control limits for CCC-chart based on probability 

limits method are as below:  
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Based on this set of control limits, the average run length (ARL) for CCC-chart is 

calculated as below:  

 UCLLCL pp
ARL
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=

−
=

−β
  (2.3) 

where β is the Type II error or the probability of no alarm when the process is out of 

control. By studying the properties of this equation, we find that the ARL may initially 

increase when the process has deteriorated. As a result, it will take a longer time to 

trigger an alarm when the process has deteriorated than it is in control. Xie et al. (2000) 

proposed a method to eliminate this undesirable property for ARL. By multiplying an 

adjustment factor αγ  to the previous control limits, ARL will be maximized when the 

process is in control. As a result ARL will always decrease when the process has shifted. 

The new optimal control limits for CCC-chart are:  
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Before the above equation for calculating control limits of CCC-chart can be used, the 

value of 0p  should be given or estimated. The usual estimator is  

 
M
mp =0  (2.5) 

where m is the number of nonconforming items among a total of M items sampled. Yang 

et al. (2002) investigated the sample size M effect on the false alarm rate and ARL when 

0p is estimated by Eq. (2.5). Yang et al. (2002) showed that the actual false alarm rate 

can deviate significantly from its desired value of 0.0027, especially when 0p is very 

small. But the influence on average run length is milder than on false alarm rate. 

The estimator in Eq. (2.5) has one problem that the estimate is biased under sequential 

sampling (Girshick et al. 1946), and the problem becomes more serious for small M. 

Tang and Cheong (2004) suggested using the unbiased estimator given by Haldane 

(1945):  
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=
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Further, it is suggested that the estimate and control limits are sequentially updated 

according to the number of nonconforming items observed. Their results showed that the 

performance of CCC-chart with sequentially updated parameters is comparable with that 

of the known value CCC-chart.  

Until now, the procedures and techniques on how to set up and measure the efficiency of 

CCC-chart have been covered. However, studies on CCC-chart are not limited to these 

scopes. Extensive studies on CCC-chart have extended to the following four aspects.  

The first aspect is the study of serial correlation on CCC-chart. When the production 

process exhibits a serial correlation, the false alarm rate will be much higher than the 

false alarm rate calculated under the independent assumption. Lai et al. (1998) used 

Madsen (1993)’s correlation binomial model to solve the correlation problem for CCC-

chart. Lai et al. (2000) applied the Markov model which was studied by Broadbent 

(1958), Sampath Kumar & Rajarshi (1987) and McShane & Turnbull (1991) to 

investigate the correlation problem. Tang and Cheong (2006) proposed a new chart called 

the cumulative chain-conforming count ( 4C ) chart to solve the correlation problem 

within each inspection group. An inspection group is categorized as a chain-conforming 



Chapter 2 Literature Review 

 

 

22

group when it contains zero nonconforming item or one nonconforming item and there 

were no non-conforming items in the previous i groups. Then 4C chart plots the 

cumulative number of chain-conforming groups before a non-chain-conforming group 

surfaces. Chen and Cheng (2007) studied CCC-chart for monitoring Markov dependent 

processes. In their paper, the variable sampling procedure is applied to CCC-chart.  

The second aspect is the study of variable sampling interval (VSI) for CCC-chart. VSI 

scheme has been studied extensively by many researchers (Lee and Bai, 2000; Bai and 

Lee, 2002; Carot et al. 2002; Wu and Luo, 2004; Chen, 2004; Lin and Chou, 2005; 

Villalobos et al. 2005). The reason for applying VSI is that the cost of sampling can be 

reduced and the sensitivity of the chart can be increased with proper design parameters. 

Considering the successful application of VSI in other charts, Liu et al. (2006a) applied 

VSI scheme in CCC-chart. Her results showed that VSI scheme was also effective in 

CCC-chart.   

The third aspect is the study of random shift mode of CCC-chart. The random shift mode 

means the occurrence of process shift can occur at any point between two nonconforming 

items. The fixed shift mode means the occurrence of process shift can only occur 

immediately after a nonconforming item. Wu and Spedding (1999) studied the properties 
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of ATS for both fixed and random shift mode. Their results told us that ATS under fixed 

shift mode may produce notable error while ATS under random shift mode is more 

accurate.  

The fourth aspect is economic design of CCC-chart. Duncan (1956) was the pioneer work 

in economic design of control chart. Later, Lorenzen and Vance (1986) gave a more 

general model for economic design of control chart. Xie et al. (2001) applied Lorenzen 

and Vance’s model to CCC-chart and used Chung (1991)’s simplified procedure to derive 

the optimal solution. Zhang et al. (2008) developed an economic model of CCC-chart 

when the original production order is not preserved. Instead of monitoring the cumulative 

number of conforming items, the CCC-chart in Zhang et al. (2008) monitors  the 

cumulative number of conforming samples, which a sample is considered conforming if it 

contains no nonconforming item.  

2.1.2 Extensions to cumulative count of conformance chart   

Although the cumulative count of conformance chart is much more efficient than the 

traditional Shewhart chart for monitoring high yield processes, this does not mean that it 

cannot be further improved. In order to increase the efficiency and sensitivity of the 
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CCC-chart, researchers have proposed many extensions to CCC-chart. These extensions 

can be generally classified into the following four kinds.  

The first kind of extension is to use CCC-r chart which monitors the cumulative count of 

conforming items produced before r nonconforming ones are observed. CCC-r chart was 

first proposed by Xie et al. (1999) to detect further process improvement and avoid 

excessive false alarms. If the occurrence probability of a nonconforming item is 0p  and 

the successive items produced are assumed to be independent, each item produced is a 

realization of a Bernoulli random variable with parameter 0p . The cumulative count of 

conforming items N until r nonconforming items is negative binomial distributed, with  

 ,...1,for  ,)1(
1
1

][ 00 +=−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

== − rrnpp
r
n

nNP rnr   (2.7) 

The cumulative distribution function can be derived as:  

 rir
n

ri

n

ri

pp
r
i

iNPprnF −

= =

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

=== ∑ ∑ )1(
1
1

)(),,( 000   (2.8) 

If the acceptable false alarm rate isα , the exact probability control limits for CCC-r chart 

are the solutions of the following equations:  
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 (2.9) 

But Chen (2009) pointed out that control limits calculated from Eq. (2.9) may cause non-

optimal or biased in control ARL. In Chen (2009) a new approach to set control limits 

with near optimal and near unbiased ARL is proposed.  

Ohta et al. (2001) developed the economic model of CCC-r chart and proposed a 

simplified method to determine the optimal design variables. Wu et al. (2001) and Zhang 

et al. (2007) studied the average time to signal (ATS) properties of CCC-r chart under 

random shift mode. The random shift mode means process shift is not restricted to occur 

immediately after a sample is collected, but can occur at any time.  Bucchianico et al. 

(2005) studied the implementation aspects of CCC-r in the real situation.  

The second kind of extension is to use a conditional decision procedure for CCC-chart. 

Since the conventional CCC-chart only uses a single count to make a decision about the 

process, Kuralmani et al. (2002) suggested that incorporating a certain number of 

previous runs or observations in the decision procedure can increase the sensitivity of the 
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CCC-chart. In this case, the process is considered to be in control if the count of 

conforming items between two nonconforming items is within control limits or s previous 

runs were in control although the current count is not within the control limits. The 

comparison of the OC curve and ARL between the conventional CCC-chart and the 

CCC-chart under conditional decision procedure in Kuralmani et al. (2002) proved that 

the CCC-chart under conditional decision procedure is more sensitive. Noorossana et al. 

(2007) pointed out the implicit assumption in Kuralmani et al. (2002) that run lengths are 

independent and geometric distributed. But actually this assumption does not hold for the 

CCC-chart under conditional decision procedure because it considers a certain number of 

the previous observations. Noorossana et al. (2007) derived the formula for calculating 

exact ARL. Comparing the ARL derived in Kuralmani et al. (2002) with the exact ARL, 

it is found that procedures in Kuralmani et al. (2002) always underestimate ARL values.  

The third kind of extension is to combine conforming run length (CRL) chart which is 

equivalent to CCC-chart with np-chart. Wu et al. (2001) proposed this idea and called it a 

synthetic control chart. Actually the synthetic control chart functions the same way as 

CRL chart except that each item in the CRL chart is replaced by a sample. The np-chart is 

used to identify whether the sample is conforming or nonconforming. Then CRL chart is 
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used to plot the cumulative number of conforming samples between two nonconforming 

samples. The results of Wu et al. (2001) showed that by using the synthetic control chart, 

the out of control ATS can be reduced by 50% or greater. But Bourke (2008) pointed out 

that “the good performance of the synthetic chart was due to the implicit inclusion of a 

‘head-start’ feature when computing the reported values of ATS. Without the head-start 

feature, the performance of the synthetic chart is not much better than that of the np-

chart.” In Bourke (2008), the ATS of synthetic chart was compared with np-chart, RL2 

chart and RL-CUSUM chart.  

The fourth kind of extension is to use a two-stage decision procedure for CCC-chart. The 

CCC-r chart (r>=2) which cumulates r counts is more reliable than CCC-chart which 

only uses a single count to make the decision of the process. But it requires inspection of 

a large number of items before a decision can be made. Facing this dilemma, Chan et al. 

(2003) proposed a γ+1CCC chart which was inspired by double sampling. A γ+1CCC chart 

is a two-stage CCC-chart with false alarm rate αγ )1( − for the first stage and γα for the 

second stage. Let n be the number of items inspected and N(r, 0p ) be the number of items 

inspected until r nonconforming items occur. There are two LCLs for a γ+1CCC chart for 
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detecting upward shift: 1n for the first stage and 2n for the second stage. The process is 

considered to be out of control either when 10 ),1( npN ≤ or 2001 ),2(),1( npNpNn ≤<< .  

2.2 Cumulative quantity control chart and its extensions 

In this part, the review will also be classified into two sub parts: the cumulative quantity 

control chart and the extensions to cumulative quantity control chart. 

2.2.1 Cumulative quantity control chart 

Cumulative quantity control chart (CQC-chart) which is the counterpart of CCC-chart, 

was proposed by Chan et al. (2000).  

Supposing nonconformities in a process occur according to a Poisson process with mean 

occurrence rate λ per unit quantity of product. The number of units Q between two 

nonconformities is exponentially distributed with probability density function, cumulative 

distribution function and mean as below:  
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If the false alarm rate is set atα , the probability control limits for CQC-chart are as 

below:  
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Before control limits can be calculated according to Eq. (2.11), the value ofλ needs to be 

estimated, which is called Phase-I stage of CQC-chart. There are two estimation methods. 

The first method is to collect a certain size of preliminary samples to estimate the 

parameter value (Jones and Champ, 2002). The equation is as below:  

 
M
m

=λ  (2.12) 

where M is the number of units inspected until m nonconformities are observed. This 

method requires the determination of an appropriate number of preliminary samples to be 

collected. Usually it will take a long time to collect samples before control limits can be 

set up, and this estimator is biased. The second method is to sequentially update the 

estimator and control limits each time a new nonconformity is observed. The sequentially 

updating method is first proposed by Tang and Cheong (2004) and then applied to Phase I 

CQC-chart by Zhang et al. (2006). In Zhang et al. (2006), the unbiased estimator λ was 

used:  

 
M

m 1−
=λ  (2.13) 
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Before Eq. (2.13) can be used, at least two nonconformities should be collected.  

The ARL of CQC-chart for a given λ is calculated as below:  
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But ARL calculated in this manner will first increase and then decrease as λ increases, 

which is the same as the ARL for CCC-chart. Following the same suggestion of Xie et al. 

(2000) for ARL of CCC-chart, Zhang et al. (2006) developed a factor to adjust the 

control limits for CQC-chart so that the ARL won’t be biased.  

Following the model of Duncan (1956), Zhang et al. (2005) developed an economic 

model of CQC-chart (which was called exponential chart in their paper). The statistical 

design, economic design and statistical-economic design were compared in Zhang et al. 

(2005). The results showed that the statistical-economic design identifies an optimal 

tradeoff the between statistical objective and the economic objective.  

One common problem for both CCC-chart and CQC-chart is that n or Q will grow larger 

and larger, and eventually exceed the boundary of the plot as the process continues. In 

order to solve this problem, Xie et al. (1995) proposed using the logarithmic scale, which 

means log n or log Q is plotted. But plotting log n or log Q distorts the shape of the chart 

and it is hard to interpret the data. To overcome this problem, Chan et al. (2002) proposed 
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a new chart called cumulative probability control charts (CPC-chart). In the CPC-chart, 

the cumulative probability is plotted against the sample number, and so the vertical axis is 

scaled to [0, 1].  

2.2.2 Extensions to cumulative quantity control chart   

How to improve the sensitivity of CQC-chart attracts a lot of researchers. The extensions 

to CQC-chart can be classified into the following three kinds.  

The first kind of extension is to use CQC-r chart which monitors the cumulative number 

of units inspected until r nonconformities occur. CQC-r chart was proposed by Xie et al. 

(2002b). But it was called rT -chart in his paper because the chart was used for reliability 

monitoring. Instead of monitoring the cumulative number of units inspected until r 

nonconformities, the cumulative time till r failures was monitored.  

If process failure is modeled by a Poisson process, the time between failures will be 

exponential. It is well known that the sum of r exponentially distributed random variables 

follows the Erlang distribution, so the cumulative time until r failures, rT , follows Erlang 

distribution with probability density function and cumulative density function as below:  
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If the false alarm rate isα , control limits for rT -chart are as below:  
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Xie et al. (2002b) also derived the equation for calculating ARL for rT -chart:  
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Surucu and Sazak (2009) extend the Tr-chart by assuming that the time between failures 

follows a three-parameter Weibull distribution. Since the distribution of the sum of 

independent Weibull random variables is not known, the moment approximation method 

is used. Although it is more appropriate to model the time between events by a Weibull 

distribution, Khoo and Xie (2008) showed that the failure time distribution can be 

approximated by the exponential distribution for the regularly maintained system.  
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The second extension is to use a two-stage decision procedure for CQC-chart, which is 

called rCQC +1 -chart. Similar to rCCC +1 -chart, the false alarm rate is divided into two 

parts: αγ )1( − for the first stage and γα for the second stage. Then the lower control limit 

for the first stage 1LCL and the lower control limit for the second stage 2LCL should 

satisfy the following equation:  
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The process will be considered to be out of control if 11 LCLQ < or 

2211 LCLQQLCL <<≤ , where iQ is the cumulative number of units inspected until i 

nonconformities occurred. Lai et al. (2001) studied the distribution for ARL and AQI 

(average quantity inspected). Chan et al. (2007) compared the properties of ARL and 

AQI between 1CQC , 2CQC and rCQC +1 .  

The third extension is to combine a CQC-chart with x-chart. When CQC-chart is used to 

monitor the time between the occurrences of the events, it is called t-chart. Wu et al. 

(2008) proposed combining a CQC-chart with x-chart and called it a t&x chart. The t-

chart is used to plot the time between the occurrences of the events, while the x-chart is 

used to plot the magnitude of the event. The results of Wu et al. (2008) showed that t&x 
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chart is more effective in detecting process shift compared with t-chart or individual x-

chart, particularly for detecting downward shifts. When the magnitude of the event is an 

attribute data, t&c chart can be constructed similarly. But Liu et al. (2009) showed that 

t&c chart is not as effective as the ratio chart, which plots the ratio of c/t.    

2.3 Time-between-events EWMA Chart 

EWMA chart, which was introduced by Roberts (1959), is viewed as a compromise 

between the Shewhart chart and the CUSUM chart by Hunter (1986). The reason is that 

the classical Shewhart chart only uses the last point plotted and the ordinary CUSUM 

chart gives equal weight to all historical data while the EWMA chart uses all historical 

data but giving different weights to different data.  

Let ,..., 21 xx be a series of sequential time-between-events data. Then the statistic of 

EWMA chart is:  

 1)1( −−+= iii ZxZ λλ  (2.19) 

where λ is a constant, 10 ≤< λ . The initial value of iZ should be 1Z and is taken as the 

mean of x. It is easy to obtain the mean and variance of the EWMA chart statistic:  
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According to the distribution of time-between-events data, time-between-events EWMA 

chart can be classified into geometric EWMA chart, negative binomial EWMA chart, 

exponential EWMA chart, gamma EWMA chart and Weibull EWMA chart. Gan (1999) 

developed one and two-sided exponential EWMA chart. Gan and Chang (2000) 

published a computer program for computing ARL of the exponential EWMA chart. Liu 

et al. (2007) suggested transforming exponentially distributed time-between-events data 

into normally distributed data and then using the ordinary EWMA chart to monitor it. Sun 

and Zhang (2000) set up the geometric EWMA chart and compared it with the two-stage 

CCC-chart. Results showed that the geometric EWMA chart is more efficient than the 

two-stage CCC-chart. Kotani et al. (2005) designed an EWMACCC-r chart which the 

cumulative count of conforming items between r nonconforming items is plotted in the 

EWMA chart. A Markov chain approach is used to calculate the average number of 

observations to signal. Zhang and Chen (2004) used EWMA chart to monitor the 

censored Weibull time-between-events data. The method of Steiner and Mackay (2000, 

2001) that replaces censored data with conditional expected values is used in Zhang and 

Chen (2004). But the EWMA chart in Zhang and Chen (2004) can only detect one-side 

shift at a time. Lu and Tsai (2008) improved the EWMA chart proposed by Zhang and 
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Chen (2004) so that only a single EWMA chart can detect a two-side shift. The improved 

EWMA chart was used to monitor the censored gamma distributed data.  

2.4 Time-between-events CUSUM Chart 

Cumulative sum (CUSUM) control chart was first proposed by Page (1954). Monitoring 

time-between-events data by CUSUM chart was first proposed by Lucas (1985). But 

Lucas (1985) only focused on attribute time-between-events data. The typical attribute 

time-between-events CUSUM is a geometric CUSUM chart which was first proposed by 

Bourke (1991) for the case of 100% inspection. Bourke (2001a) extended geometric 

CUSUM chart to the sampling inspection. Geometric CUSUM chart was proposed to 

monitor the fraction defective of a process. Binomial CUSUM chart (Gan, 1993; 

Reynolds and Stoumbos, 1998, 1999; Bourke, 2001b) can also be used to monitor the 

fraction defective of a process by forming a CUSUM chart of the number of defectives 

found in successive samples of size n. But many researchers, such as Gan (1993), 

Reynolds and Stoumbos (1998), Bourke (2001b), recommended the sample size n to be 1. 

In this case, the Binomial CUSUM chart becomes the Bernoulli CUSUM chart.  
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Let ,..., 21 YY be a sequence of independent and identically geometrically distributed 

random variables. The geometric CUSUM chart for detecting an upward shift in the 

fraction defective can be formed as follows:  

  ,...2,1for   )],(,0[ 1 =−+= − iYkGMaxG iGii   (2.21) 

where Gk is the reference value of the geometric CUSUM chart and 0G is the initial value. 

According to SPRT analysis, Gk can be calculated as below:  
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where 0p is the in control defective rate and 1p  is the out of control defective rate.  

The sensitivities of geometric CUSUM chart, Bernoulli CUSUM chart and Binomial 

CUSUM chart are compared in Chang and Gan (2001). Wu et al. (2000) compared 

geometric CUSUM chart (called CRL-CUSUM chart in the paper) with rCCC -chart 

(called SCRL chart in the paper). Their results showed that geometric CUSUM chart 

outperforms rCCC -chart in detecting downward shift and large-scale upward shift, while 

rCCC -chart is superior in detecting the small and moderate scale upward shift.  

The typical variable time-between-events CUSUM chart was exponential CUSUM which 

was first studied by Vardeman and Ray (1985). Let ,..., 21 XX be a sequence of 
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independent and identically exponentially distributed random variables. The lower-sided 

and upper-sided exponential CUSUM chart can be formulated as below:  
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where k is a positive constant and h  is the control limit, huvh <≤≤<− 0 ,0 . The lower-

sided exponential CUSUM chart is used to detect the downward shift and it will signal if 

hTt −≤ . The upper-sided exponential CUSUM chart is used to detect the upward shift 

and it will signal if hSt ≥ . The exact run length distribution for exponential CUSUM 

chart is given by Gan (1992). The robustness of exponential CUSUM chart was studied 

by Borror et al. (2003). It was found that exponential CUSUM chart is very robust, so 

there is no need to worry about departures from exponential distribution.   

Liu et al. (2006b) proposed another method to monitor the exponentially distributed 

random variable by CUSUM chart. It was suggested that exponentially distributed 

random variable be transformed to normally distributed random variable by SQRT 

transformation method proposed by Kittlitz (1999). Then the ordinary CUSUM chart is 

used to monitor the data after transformation. The results showed that CUSUM chart with 

transformed exponential data has comparable performance with exponential CUSUM 

chart. 
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2.5 Design of Control Chart 

Designing a control chart means choosing values for control chart parameters, like 

sample size, sampling interval and control limits. Usually, there are two methods to 

design the control chart, statistical design and economic design. For the statistical design, 

control chart parameters are determined based on requirement Type I or Type II error or 

their requirement on ARL or ATS. Many authors have used statistical design method to 

design control chart. Saniga (1984) used statistical design to determine the optimal 

parameters for X-bar and R-charts. Woodall and Adams (1993) applied statistical design 

to CUSUM chart. Aparisi and Garcia-Diaz (2007) used statistical design method to 

design EWMA chart. Although statistical design can help us to achieve good results in 

the ARL or ATS, it is criticized for not taking cost into consideration. As a result, 

economic design is proposed. For the economic design, different cost is taken into 

considering when designing control charts, like sampling cost, cost of removing 

assignable cause and cost of producing nonconforming products. Control chart 

parameters are chosen either to minimize the average cost per unit time or to maximize 

the average profit per unit time. Duncan (1956) was the first to develop the economic 

model of X-bar chart. Then Lorenzen and Vance (1986) proposed a unified approach to 

model the economic control chart design. Economic design has been used to design many 
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different types of control chart. Xie et al. (2001) followed Lorenzen and Vance’s model 

and constructed the economic model of CCC-chart. Zhang et al. (2005) used economic 

design method to find the optimal control limits for exponential chart. Although 

economic design can help us to minimize the cost or maximize the profit, it is at the cost 

of scarifying statistical properties, like ARL or ATS. In order to have a balance between 

statistical properties and economic properties, Saniga (1989) proposed an economic-

statistical model. This model has also been used by many researchers, like Chou et al. 

(2002), Chen and Cheng (2007).  

2.6 Preventive Maintenance 

Equipment used in the production of goods and delivery of services are usually subject to 

deterioration with usage and age. If the equipment breaks down suddenly, it will increase 

the production cost due to the down time and increased nonconforming product. As a 

result, preventive maintenance is a very important topic. Until now, many researchers 

have done a lot of studies on preventive maintenance. The existing research on preventive 

maintenance can be classified into three groups: inspection models, minimal repair 

models and shock models.  
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Inspection models are models help to determine the optimal inspection intervals because 

it is not feasible to observe the condition of the equipment all the time. For the inspection 

model, usually it is assumed that the status of the equipment is completely unknown until 

an inspection is done and every inspection is assumed to be perfect. There are two 

decision variables for the inspection models. One is what maintenance action to be taken, 

replace, repair, or do nothing. The other is when the next inspection is. Many researchers 

have provided different methods to solve inspection models. Barlow et al. (1963) 

provided a basic pure inspection model. Beichelt (1981) provided a model to determine 

the optimal inspection times when the equipment can only be replaced or be left as it is. 

Luss (1976) introduced a degree of deterioration which made the model more practical.  

Ciriaco and Richard (1989) defined minimal repair as: if a repair or replacement of the 

failed component restores function to the entire system but the proneness of system 

failure remains as it was just before failure, then the repair is called minimal repair. 

Barlow and Hunter (1960) was the first to study minimal repair using a periodic 

replacement model. Sheu et al. (2001) and Juang and Anderson (2004) used a Bayesian 

method to find an optimal adaptive preventive maintenance policy with minimum repair.  
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The typical scenario for a shock model is the equipment is subject to the shocks randomly. 

The shocks will cause certain damage to the equipment. The damage will accumulate 

until repair or replacement. Taylor (1975) gave a general shock model which assumed 

that shocks occur according to a Poisson process and the damages caused by shocks are 

independent and identically exponentially distributed. Zuckerman (1977) extended 

Taylor’s model by not restricting the damage to be exponentially distributed. Most of the 

existing research in the shock models assumes that the equipment is new and operates 

successively like new after replacement. Qian et al. (2005) released this assumption and 

developed a shock model with a pre-defined damage level.  

Summarizing the literature review in this chapter, it can be seen that a lot of research has 

been done on time-between-events chart. But there is still some research gap needed to be 

filled. First, all existing time-between-events charts assume process shift size is fixed, 

which is not true in the real life. Second, when designing the existing time-between-

events charts, nobody considers the impact of preventive maintenance on time-between-

events charts. In the practice, control charts and preventive maintenance are used at the 

same time. Third, research on time-between-events chart focuses on designing single 

time-between-events chart. No research has been done on designing time-between-events 



Chapter 2 Literature Review 

 

 

43

chart system, which includes several time-between-events charts. All these problems will 

be solved one by one in the following chapters. 
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Chapter 3 Economic Design of Exponential Chart for 

Monitoring Time-between-Events Data under Random Process 

Shift  

 

 

From the literature review in Chapter 2, it can be seen that there is one common 

assumption for control charts monitoring time-between-events data. The assumption is 

that process shift is fixed in all papers, which means the process characteristic will shift 

to a fixed value after the assignable cause happens (e.g. 0λ shift to 1λ ).  

There are some problems with this assumption. Firstly, the value of the out of control 

characteristic is usually determined subjectively. As a result, the design procedure may 

not reflect practical process conditions. Secondly, the control chart designed under this 

assumption may achieve optimal performance under the predetermined value of process 

shift, but may not work satisfactorily for other process shifts.  
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In order to solve the above problems, random process shift which means the out of 

control process characteristic is a random variable following a certain probability 

distribution should be introduced. A few researchers have considered random process 

shift in their papers. Wu et al. (2002) incorporated random process shift when designing 

X-bar & S charts for monitoring process capability. In Wu et al. (2002), random process 

shift means there is an infinite number of pairs of ( ), σμ δδ for a fixed process capability. 

Wu et al. (2004a) considered random process shifts when designing X-bar chart based on 

Taguchi’s loss function, where process shift follows a Rayleigh distribution. Jiao and 

Helo (2008) applied random process shift to CUSUM control chart. Zeifman and Ingman 

(2005) used a continuous-state Markov chain to model the unexpected shift in SPC. All 

these papers show great improvement after introducing random process shift.  

In this chapter, random process shift is applied to control chart for monitoring time-

between-events data. The economic model of time-between-events chart under random 

process shift is constructed and optimal control limits for different shift sizes are given. 

The effectiveness of time-between-events chart under random process shift is compared 

with time-between-events chart under fixed process shift. Finally the sensitivity of the 

input cost parameters is studied.  
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3.1 Model formulation 

In this chapter, it is assumed that there is only one assignable cause, the occurrence of 

which is modeled by a homogenous Poisson process. The occurrence of the event is 

assumed to follow Poisson distribution, so time between events follows exponential 

distribution. The control chart for monitoring exponentially distributed time-between-

events data is called exponential chart here. 

The optimization design is carried out using the following optimization model:  

 Maximize: O = P/L     (3.1) 

 Design variable: LCL           (3.2) 

O is the expected profit per unit time when the process is operating. It equals the expected 

profit from an operating cycle divided by the expected operating cycle length. Since 

control limits are designed to monitor the time between two events, usually the larger the 

time, the better it is. Furthermore, producers are more concerned with the deterioration of 

the product quality than its improvement. Therefore, for simplicity, only the lower control 

limit LCL is considered in this chapter. The lower control limit LCL is given by  

 
0

)1ln(-
λ

α−
=LCL    (3.3) 
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The probability density function f(λ1) of the random process shift λ1 can be obtained from 

Rayleigh distribution (Wu et al. 2004a).   
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The characteristics of the Rayleigh distribution is determined by the single parameter 1λ , 

mean of the process shift λ1. Figure.3.1 illustrates the density function of a Rayleigh 

distribution with 1λ equals one.  

The mean of the process shift, 1λ  can be estimated easily. Assuming that an out-of-

control signal is detected at the k2th point on the control chart, and after searching, it is 

found that the assignable cause happened between the (k1-1)th point and k1th point. 

Taking the arithmetic average of these (k2 - k1) Ts (random time T denotes the 

occurrence time of the assignable cause), 
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Figure 3.1 Density function of a Rayleigh distribution 

 

By cumulating x such cases, 1λ can be estimated by the arithmetic average of these 
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The equation for calculating the expected profit per unit time, O is formulated below. 

Duncan (1956) first introduced the concept of economic design of a control chart which 

means considering the costs of sampling and testing, costs of investigating out of control 

signals and correcting assignable causes and costs of the occurrence of nonconforming 

items when choosing the control chart parameters. The same concept has been followed 

and applied in the proposed model. An operational cycle is composed of several parts of 

time as shown in the following figure (Figure 3.2).  

 

 

 

Cycle 

Last sample 

Occurrence

First sample 

out of control

Out of 

control 

Assignable 

cause 

Cycle ends 

t2 t3 t4 t5 t1 

m events 

ATS0 
In control 

n events 
ATS1

Out of control 

Figure 3.2 Diagram of an operational cycle 
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The meaning of the five time components of an operational cycle t1, t2, t3, t4 and t5 are 

self-explanatory as shown in Figure 3.2. It is noted that all of these five parameters are 

random variables and thus we can only get the expected values for them.   

Since the occurrence of the assignable cause can be modeled by a homogenous Poisson 

process, the time between the occurrences of the assignable causes follows an exponential 

distribution. According to the properties of the exponential distribution, the mean time 

between the occurrences of the assignable cause is 1/λa, hence 

 att λ/121 =+   (3.7) 

The in-control mean time between events is 1/λ0 and the expected number of events 

occurred when the process is in-control is m, therefore,  

 01 /λmt =   (3.8) 

According to Duncan (1956), if the assignable cause occurs between the jth and (j +1)th 

event, then the expected time 2t  is given by  
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which is independent of j.  

Thus,           
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or              
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If M is the expected number of false alarms, then,  
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where LCLe 0-1 λα −= .                                                                                           

When the process is in-control, the probability that an event is a false alarm is α, which 

means for every α1/  events, one would be a false alarm. Hence, the in-control ATS0
 of 

the chart is,  
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After the assignable cause occurs, the occurrence rate of the event will be randomly 

shifted to a certain value 1λ  other than 0λ , where 1λ follows a Rayleigh distribution. Then, 

according to the memoryless property of the exponential distribution,    
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The expected time 4t  can be obtained by,   
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The equation for calculating n will be explained shortly.  

In this study, it is assumed that the expected time t5 to locate and remove the assignable 

cause is a known parameter. The process continues operating during searching for the 

assignable cause. 

The expected number of observed events n, when the process is out-of-control, can be 

obtained by Zhang et al. (2005), 

 ...])(E)1(E4)(E)1(E3)1(E2[)1( 2 +−⋅+⋅−⋅+−⋅⋅−+= βββββxx ppn  (3.16) 
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where, px is the power of the first sample and (1 - β) is the power of each of the 

subsequent samples (β is the type II error probability). The expected power E(1 - β) can 

be obtained by, 

 

( )

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
Γ⎟

⎠
⎞

⎜
⎝
⎛Γ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
⋅=

−=

∫ ∫

∫

∫

∞ ∞

∞

∞

2

2__

1
22

11

0 0
12

1

2
1

2
1

1-
12

1

2
1

2
1

1

0
12__

1

2
1

2__

1

1-

11
0

,
2
1-

2
1exp            

)
4

exp(-
2

e
4

-exp
2

            

4
-exp

2
e-1              

)()1()-E(1

1

1

LCLLCLLCL

dd

d

df

LCL

LCL

π
λ

π
λ

π
λ

λ
λ
πλ

λ
πλλ

λ
πλ

λ
πλ

λ
λ

πλ

λ

πλ

λλββ

λ

λ

 (3.17) 

The power px of the first sample Tx of time between events after the occurrence of the 

assignable cause can be obtained by,      

 ∫
∞
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11 )(}Pr{ λλ dfLCLTp xx  (3.18) 

To determine the power px, it is assumed that the random variable Ta denotes the 

occurrence time of the assignable cause, which follows exponential distribution with 

parameter λa. It is also assumed that the random variable T2 denotes the time from the 

occurrence of the last event before the assignable cause to the occurrence of the 
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assignable cause, and random variable T3 denotes the time from the occurrence of the 

assignable cause to the observation of the first event after the assignable cause (see 

Figure 3.2). Then, due to the memoryless property of the exponential distribution, T3 

follows an exponential distribution with parameter λ1. Since, Tx is the first sample of time 

between events, then, Tx = 32 TT + . It is difficult to determine the distributions of Tx and T2, 

as T2 is a randomly truncated exponential random variable. However, they are determined 

approximately as follows.         
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where,  
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The out-of-control average time to signal, 1ATS  is then given by,   
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The equation for calculating the expected length of an operational cycle L can now be 

obtained by summing up all the parts t1, t2, t3, t4 and t5 together.   
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Thus, the expected profit from an operational cycle P is, 
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According to Ross (1970), this is a renewal reward process, so the expected profit per 

unit time O during an operational cycle is equal to the ratio of the expected profit P to the 

expected length L during the cycle, O = P/L (Eq.3.1).                    

3.2 Numerical studies 

This section includes three parts. Firstly, a comparison between statistical design of 

exponential chart under random process shift and economic design of exponential chart 

under random process shift is conducted. Then, an example is given to show the 
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exponential chart under random process shift is more realistic than the exponential chart 

under fixed process shift. Finally, the sensitivities of the input parameters on average 

profit per unit time are studied.  

Before moving on to the next part, let’s first specify the values of some parameters,  

           ,0001.0=aλ ,150B0 = ,50B1 = 0.5,C = ,10A0 = ,30A1 = 3.0t5 =  

These values are chosen for the illustrative purpose. Xie et al. (1997) used the same set of 

values to illustrate the similar problem.   

3.2.1 Comparison between statistical design and economic design 

The comparison between statistical design and economic design under random process 

shift is conducted in this part. The expected profit per unit time O is compared between 

statistical design and economic design. The percentage of increase in O from using 

statistical design to economic design is calculated. Since there is only one decision 

variable for this economic model (Eq. 3.2), it can be easily solved by Matlab. For the 

statistical design, the false alarm rate α is set to 0.0027 as the usual case. Results of the 

comparison are shown in Table 3.1.  
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Table 3.1 A comparison between statistical design and economic design 

  Statistical  Design Economic Design Increase 

In O 
(%) 

0λ  1λ  α  LCL 0ATS  1ATS  O α  LCL 0ATS  1ATS  O 

0.01 0.02 0.0027 0.27 37037 14653 90.55 0.7907 156.40 126.47 78.57 149.13 64.69 

0.01 0.03 0.0027 0.27 37037 6541.1 110.45 0.7557 140.94 132.33 52.36 149.39 35.26 

0.01 0.05 0.0027 0.27 37037 2375.4 130.79 0.7182 126.66 139.24 31.42 149.60 14.38 

0.01 0.07 0.0027 0.27 37037 1222.4 139.10 0.6983 119.83 143.20 22.44 149.70 7.62 

0.01 0.1 0.0027 0.27 37037 606.71 144.27 0.6499 104.95 153.87 16.36 149.76 3.81 

0.01 0.2 0.0027 0.27 37037 158.13 148.43 0.4083 52.48 244.92 9.79 149.85 0.96 

0.01 0.3 0.0027 0.27 37037 73.15 149.26 0.2952 34.98 338.75 6.88 149.89 0.42 

0.01 0.4 0.0027 0.27 37037 42.77 149.56 0.2307 26.23 433.46 5.34 149.91 0.23 

 

Table 3.1 shows that the average profit per unit time O for economic design is larger than 

the statistical design. The increase in O from statistical design to economic design as 

shown in the last column of Table 3.1 decreases as 1λ / 0λ increases.  When 1λ / 0λ is less 

than 10, the increase in O is quite significant from statistical design to economic design. 

When 1λ / 0λ is larger than 10, the increase in O is very minor and can be ignored.  
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3.2.2 A numerical example 

In this part, a numerical example is given to show that the exponential chart under the 

random process shift design is more realistic than the exponential chart under fixed shift 

design.  

A complex system is adopted by a manufacturing company. The time between the 

breaking down of the system can be well approximated by an exponential distribution. 

The in control failure rate of the exponential distribution 0λ  is estimated to be 0.01. An 

exponential chart with only lower control limit and false alarm rate set at 0.0027 is used 

to monitor the time between the breaking down of the system. During the operation of 

this exponential chart, 20 out of control cases have been observed. The increased failure 

rate id  (in terms of 0λ ) and its corresponding out of control failure rate 1λ ( 1λ = (1+ id ) 0λ ) 

have been listed in Table 3.2. The data are taken from Jiao et al. 2006. For each of the 20 

out of control cases, simulation method is used to get the time to signal. Summarizing the 

20 times to signal and dividing it by 20, it is considered to be the ‘practical’ ATS when 

the process is out of control. In this problem the simulated result is ATS=8139.9.  
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Table 3.2 Increased failure rate and corresponding out of control failure rate 

 

From Table 3.2, the average out of control failure rate can be calculated, 
__

1λ =0.025. The 

theoretical ATS when the system is out of control for the exponential chart under fixed 

shift design is ATS=5977.9. (The equations for calculating ATS can be found in Zhang et 

al. 2005)  The theoretical ATS when the system is out of control for the exponential chart 

under random shift design is ATS=9398.7 (Eq. 3.21).  

No. id  1λ  No. id  1λ  

1 1.845 0.02845 11 1.549 0.02549 

2 0.588 0.01588 12 1.929 0.02929 

3 1.722 0.02722 13 1.940 0.02940 

4 0.642 0.01642 14 1.102 0.02102 

5 0.622 0.01622 15 0.449 0.01449 

6 1.756 0.02756 16 0.418 0.01418 

7 2.958 0.03958 17 1.444 0.02444 

8 2.208 0.03208 18 0.597 0.01597 

9 3.623 0.04623 19 1.320 0.02320 

10 1.950 0.02950 20 1.370 0.02370 
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Comparing the theoretical ATS for the fixed shift design and random shift design with the 

‘practical’ ATS, it is found that the theoretical ATS for the random shift design is much 

closer to the ‘practical’ ATS than the fixed shift design. This finding shows that random 

process shift model is more realistic than the fixed process shift model. Also the random 

process shift model underestimates the detection power of the TBE chart a little while the 

fixed process shift model overestimates the detection power of the TBE chart a lot 

because the theoretical ATS under the random process shift is slightly larger than the 

‘practical’ ATS and the theoretical ATS under the fixed process shift is significantly 

smaller than the ‘practical’ ATS.   

3.2.3 Sensitivity analysis 

In reality it is really hard to estimate the values for the cost parameters because of the 

complexity involved, and so errors would always exist in calculating O. But how large 

these errors would be and whether they are acceptable or not are unknown. This is why a 

sensitivity study is needed here. In this part, we will investigate the sensitivity of the 

input parameters ( aλ , 0B , 1B , C, 0A , 1A , 5t  ) on O by using “one-factor-at-a-time” 

method. The fixed parameters are 01.00 =λ  and 1.0
__

1 =λ . Each time only one parameter 

is chosen to vary around its reference value given at the beginning of this section, while 
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other parameters are kept constant at the reference value. The high value is chosen as two 

times of the reference value while the low value is chosen as half of the reference value. 

The results are shown in Table 3.3. Only 0B  has a significant effect on O. When 0B  

changes from 75 to 300, O changes from 74.89 to 299.51. aλ , 1B , 0A  have little effect on 

O. When aλ  changes from 0.00005 to 0.0002, O only changes from 149.85 to 149.59. 

When 1B  changes from 25 to 100, O only changes from 149.72 to 149.84. When 

0A changes from 5 to 20, O only changes from 149.79 to 149.70. C, 1A and 5t  don’t have 

effects on O. O keeps constant at 149.76 no matter how these parameters change.  
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Table 3.3 Sensitivity analysis 

Input Parameters Economic Design 

aλ   0B   1B   C  0A 1A 5t   α LCL  0ATS   1ATS   O 

0.00005  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.85

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0002  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.59

0.0001  75  50  0.5  10  30  0.3  0.2262 25.64  442.08  31.43  74.89 

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  300  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  299.51

0.0001  150  25  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.72

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  300  100  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.84

0.0001  150  50  0.25  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  1  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.25   5  30  0.3  0.6499 104.95 153.87  16.36  149.79

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  1  20  30  0.3  0.6499 104.95 153.87  16.36  149.70

0.0001  150  50  0.5  5  15  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  20  60  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  10  15  0.15 0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  10  30  0.3  0.6499 104.95 153.87  16.36  149.76

0.0001  150  50  0.5  10  60  0.6  0.6499 104.95 153.87  16.36  149.76
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3.3 Summary 

In this chapter, the idea of random process shift is applied to the exponential chart. The 

economic model of the exponential chart under random process shift is constructed. The 

effectiveness of economic design is compared with statistical design. Results show that 

when 1λ / 0λ is less than 10, the increase in average profit per unit time is quite significant 

from statistical design to economic design. However when 1λ / 0λ is larger than 10, the 

increase is very minor. A comparison of exponential chart between random process shift 

and fixed process shift is also conducted. The results of comparison show that the 

exponential chart under random process shift is more realistic than the chart under fixed 

process shift. Finally, the sensitivity of the input parameters is evaluated. It is shown that 

only 0B has a significant influence on O (the average profit per unit time). 
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Chapter 4 Economic Design of the Integrated Model of Time-

between-Events Chart and Preventive Maintenance 

 

 

In Chapter 3, the introduction of random process shift idea does improve the time-

between-events chart to be more effective and more practical. In this chapter, the 

objective is still to improve the effectiveness of time-between-events chart. The 

difference is that chapter 3 only focuses on optimizing time-between-events chart itself 

while this chapter will combine time-between-events chart with preventive maintenance.  

4.1 Introduction of integrated model of control chart and preventive 
maintenance 

Integrated model of control chart and preventive maintenance is a model which considers 

both control chart and preventive maintenance. But control chart and preventive 

maintenance have always been treated as two independent topics. Although in some cases 

it is justifiable to separate them, in most cases it is advisable to integrate them. Tagaras 

(1988) said “Information obtained in the course of control chart determines possible 
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restoration actions to be taken and thus affects the preventive maintenance schedule. 

Similarly, maintenance activities interfere with the deterioration pattern of the production 

process, thus changing the control chart requirements.” As the relationship between 

control chart and preventive maintenance is gradually realized by people, some 

researchers begin to integrate control chart and maintenance. To the best of the author’s 

knowledge, Tagaras (1988) was the first to give the integrated model of process control 

and maintenance for X-bar chart. Wu and Makis (2008) extended the integration of 

control chart and maintenance to multivariate process and designed a chi-square chart 

under condition-based maintenance. Panagiotidou and Nenes (2008) further studied the 

integration of control chart and maintenance on the adaptive Shewhart chart. One 

common assumption for the above papers is that the time to shift to the out of control 

state and the time to failure are all exponentially distributed. Although failure rates are 

different when the process is in the in-control state and out-of-control state, such an 

assumption neither reflects the characteristic that the process usually deteriorates with 

time nor justifies the motivation of introducing preventive maintenance to quality control 

(Tagaras 1988).  
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A few more papers which integrate control chart and maintenance can be found. Cassady 

et al. (2000) used an X-bar chart in conjunction with age-based preventive maintenance 

to reduce the operating cost. The simulation method is used to demonstrate the cost 

reduction. Yeung et al. (2008) modified Cassady et al (2000)’s model and developed a 

solution algorithm to find the optimal solution instead of using simulation. Ben-Daya and 

Rahim (2000) studied the effect of maintenance levels on the economic design of X-bar 

chart. Linderman et al. (2005) constructed a model to show the significant cost reduction 

by integrating the control chart and preventive maintenance. However, all these papers 

assume that the process is not subject to failures which result in stoppage of the process. 

Wu and Makis (2008) said “For quality control problems, it is reasonable and usually 

sufficient to consider a simple two-state model (in-control and out-of-control) because 

system failure of preventive replacement is not considered. However, for maintenance 

optimization, the main issue is to effectively plan maintenance activities and avoid costly 

system failure, which means the system failure cannot be ignored”.  

Summarizing the above references and the literature review in Chapter 2, some research 

gap can be found. First, for the single variable model, the integration of control chart and 

preventive maintenance is restricted to the X-bar chart. But as it is pointed out in Chapter 
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1, X-bar chart has subjected to much criticism for its inefficiency in monitoring high 

yield processes. Second, process failure in the integrated model is either not considered or 

considered but exponentially distributed. 

This chapter aims to fill the above gap by providing a more general and practical 

integrated model of control chart and preventive maintenance. There are three main 

contributions of this chapter. Firstly, a time-between-events (TBE) chart, instead of X-bar 

chart, is used in the integrated model. The reason why we use a TBE chart is used in this 

chapter is that the TBE chart is effective whether the defect rate of the process is low or 

not, although it is designed to monitor high yield processes (Chan et al. 2000). Secondly, 

both the assignable cause and process failure are considered in the integrated model. The 

occurrences of assignable cause and failure are modeled by the versatile Weibull 

distribution which can generate decreasing, constant and increasing failure rate by 

adjusting the values of shape parameters.  Thirdly, the cost aspect of control chart and 

preventive maintenance is considered. The economic model is developed based on the 

pioneer work of Duncan (1956) and the cost minimization criterion is used to find the 

optimal values for decision variables.  
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4.2 Assumptions and problem statement  

Additional nomenclature 

emaintenanc preventive perform  to timeScheduled      pT  

cause assignable of  timeOccurrence      aT  

process  theof  timeFailure      fT  

alarm false a inginvestigaton spent   timeExpected      FT  

failure processafter  emaintenanc reactive perform  to timeExpected      RT  

shiftquality after  emaintenanc reactive perform  to timeExpected      AT  

 emaintenanc preventive perform  to timeExpected    PMT  

failure processafter  emaintenanc reactive perform cost to Expected    RC  

shiftquality after  emaintenanc reactive perform cost to Expected    AC  

emaintenanc preventive perform cost to Expected    PC  

otherwise) 0 alarm, false  theinginvestigat when ceases production if (1 variableIndicator      1γ
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4.2.1 Assumptions 

1. Time to the occurrence of the assignable cause follows a Weibull distribution 

va
aatva

a
va

aa evattf )(1)( λλ −−= with mean aa va λθ /)/11( +Γ= .  

2. Time to the occurrence of the failure also follows a Weibull distribution 

vtvv evttf )(1)( λλ −−=  with mean λθ /)/11( v+Γ= .  

3. Time between occurrences of defects follows an exponential distribution with the 

occurrence rate 0λ when process is in control and 1λ when process is out of control.  

4. It is assumed process failure is independent of quality shift, which means the mean 

time to failure remains constant whether the shift occurs or not. Makis and Fung (1995, 

1998) had made the same assumption.  

5. Both preventive maintenance and reactive maintenance can restore the process to an 

“as-good-as-new” condition.  

4.2.2 Problem statement 

Suppose a production process is subjected to quality shift and process failure. There are 

three states for the process, “in-control state”, “out-of-control state” and “failure state”. 

The process is assumed to be in the in-control state at startup. When the process is in the 
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in-control state, the occurrence of defects can be modeled by a homogenous Poisson 

process with the occurrence rate 0λ . However, after a period of time, the process may 

shift to the out-of-control state because of the occurrence of the assignable cause. When 

the process is in the out-of-control state, the occurrence of defects can still be modeled by 

a homogenous Poisson process but with a larger occurrence rate 1λ . Since out-of-control 

state is not observable, a time-between-events (TBE) chart is used to detect the quality 

shift. If the TBE chart signals, a search for the assignable cause takes place. If the signal 

is found to be a true signal, a reactive maintenance is taken to restore the process to the 

in-control state. The process may break down after a period of time. The failure state is 

observable because the process stops working in the failure state. Once failure happens, a 

reactive maintenance is taken to restore the process to the in-control state. Reactive 

maintenance after quality shift and process failure costs different time and money 

respectively. If neither process failure nor signal from the TBE chart occurs before 

time pT , preventive maintenance occurs at pT . When the time for preventive maintenance 

comes, the process can be in the in-control state or in the out-of-control state. Cost for 

preventive maintenance in the out-of-control state is assumed to be the same as cost for 

reactive maintenance after quality shift.   



Chapter 4 Economic Design of the Integrated Model of Time-between-Events Chart and 
Preventive Maintenance 

 

 

71

Since either the reactive maintenance after quality shift, reactive maintenance after 

process failure or preventive maintenance restores the process to an “as-good-as-new” 

condition, a production cycle is defined as the time period from the startup or 

reinstatement of the process until the completion of maintenance. In the next part, 

different forms of production cycle are illustrated. The expected cycle time and cycle cost 

corresponding to each form are calculated. Since this is a renewal-reward process in 

which a renewal occurs at the completion of maintenance, the long-run average cost per 

unit time is expressed as the expected cost per cycle divided by the expected cycle length 

(Ross, 1996).  

4.3 Model formulation 

 There are five possible scenarios for an operating cycle. The operating cycle is repeated 

again and again within the production process. The expected cycle time and cycle cost for 

each of the five scenarios are derived clearly as below:  

Scenario 1: Process fails before the quality shift and preventive maintenance 
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Expected cycle time for scenario 1(S1) consists of mean time to failure, average time 

spent on investigating false alarms and reactive maintenance time. First, let’s calculate 

mean time to failure: 

 

∫ ∫
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Then the expression for expected cycle time is:  

 RF TT +⋅⋅⋅⋅+= S1]|failure  toE[timeS1]|failure  toE[timeS1]| timeE[cycle 01 λαγ   (4.2) 

Expected cycle cost for scenario 1(S1) includes: cost of quality loss during production, 

cost of observing defects, cost of investigating false alarms and cost of reactive 

maintenance. In this scenario, production time equals mean time to failure. Moreover, 

since failure happens before quality shift, mean time to failure equals in-control time. 

Then the expression for expected cycle cost is:  

 
RCA

CD
+⋅⋅⋅+
⋅⋅+⋅=

]S1|failure  toE[time                            
]S1|failure  toE[time]S1|failure  toE[timeS1]|cost  E[cycle

00

00

λα
λ

  (4.3) 

The probability for the occurrence of scenario 1(P1) equals:  
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Scenario 2: Process fails in the out of control state but before the chart signals and 

preventive maintenance 

Expected cycle time for scenario 2(S2) consists of mean time to failure, average time 

spent on investigating false alarms and reactive maintenance time. Since process fails 

after quality shift, mean time to failure equals sum of in-control time and out-of-control 

time. First let’s calculate the in-control time: 
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Then mean time to failure equals: 
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So, average out-of-control time is:  
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 E[out-of-control time|S1]=E[time to failure|S2]-E[in-control time|S2]  (4.7) 

Finally, the expression for expected cycle time is: 

  RT+⋅⋅⋅⋅+= F01 TS2]| timecontrol-E[inS2]|failure  toE[timeS2]| timeE[cycle λαγ   (4.8) 

Expected cycle cost for scenario 2 (S2) includes: cost of quality loss while production is 

in-control, cost of quality loss while production is out-of-control, cost of observing 

defects, cost of investigating false alarms and cost of reactive maintenance. 
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The probability for the occurrence of scenarios 2 equals: 
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⎣ ⎦ integer.)largest     theis (

 

Scenario 3: Quality shifts and the TBE chart signals before the process fails and 

preventive maintenance
 

Expected cycle time for scenarios 3(S3) consists of expected in-control time, expected 

out-of-control time, average time spent on investigating false alarms and reactive 
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maintenance time. In this scenario, the TBE chart signals so expected out-of-control time 

equals average time to signal (ATS).  The equations for calculating each part are provided 

below:  
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Let ⎣ ⎦])| timecontrolin [(1 fpap TTTETM <<−= λ , M is the maximum number of defects 

which can be seen when the occurrence order of quality shift, failure and preventive 

maintenance follows a p fT T T< < . 
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where
1

i
λ

is mean time to see the ith defect when process is out-of-control and 

1(1 ) iβ β −− is the probability for the ith defect signaling (Since occurrences of defects 

follow Poisson distribution with 1λ , time between occurrences of defects follows 

exponential distribution with mean
1

1
λ

).  

When the occurrence order of quality shift, failure and preventive maintenance 

follows a f pT T T< < , mean time to failure should be calculated before we can calculate 

average time to signal.  

∫ ∫
∫ ∫

∫ ∫
∫ ∫

∫

⋅−−−−

⋅−−−

⋅⋅⋅⋅⋅⋅⋅

⋅⋅⋅⋅⋅⋅⋅
=

⋅

⋅⋅
=<<⋅=<<

p f v
f

va
aa

p p

a

v
f

va
aa

p p

a

p p

a

T T

fa
tv

f
vtva

a
va

a

T T

T af
tv

f
vtva

a
va

a

T T

T afaf

T T

T afaff

fpfaffpfa

dtdtetvetva

dtdtetvetva

dtdttftf

dtdttftft
dtTTTtftTTTE

0 0

)(1)(1

0

)()(1

0

0

                                                    

)()(

)()(
)|(]|failure  totime[

λλ

λλ

λλ

λλ
(4.15)

 

Let 1 ( [time to failure| ] [in control time| ])a f p a f pN E T T T E T T Tλ⎢ ⎥= < < − < <⎣ ⎦ , N is the 

maximum number of defects which can be seen when the occurrence order of quality 

shift, failure and preventive maintenance follows a f pT T T< < . 
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Then the expression for expected cycle time is:  

 
AT+⋅⋅⋅⋅+

+=

F01 TS3]|  timecontrol-E[in                                
S3]|  timecontrol-of-E[outS3]|  timecontrol-E[inS3]|  timeE[cycle

λαγ
  (4.18) 

Expected cycle cost for scenario 3(S3) includes: cost of quality loss while production is 

in-control, cost of quality loss while production is out-of-control, cost of observing 

defects, cost of investigating false alarms and cost of reactive maintenance. 
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The probability for the occurrence of scenario 3 is:  
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Scenario 4: Preventive maintenance happens before the quality shifts and process failure.  
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Expected cycle time for scenario 4 consists of time until preventive maintenance, average 

time spent on investigating false alarms and preventive maintenance time. Since 

preventive maintenance happens before quality shifts, scenario 4 keeps in control all the 

time.  

  PMpFp TTTT +⋅⋅⋅⋅+= 01S4]| timeE[cycle λαγ   (4.21) 

Expected cycle cost includes: cost of quality loss while production is in-control, cost of 

observing defects, cost of investigating false alarms and cost of preventive maintenance. 

  pppp CTATCTD +⋅⋅⋅+⋅⋅+⋅= 0000S4]|cost E[cycle λαλ   (4.22) 

The probability for the occurrence of scenario 4 is:  
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3.5 Scenario 5: Preventive maintenance happens between quality shifts and process 

failures but the TBE chart doesn’t signal the shift.  

Expected cycle time for scenario 5 consists of time until preventive maintenance, average 

time spent on investigating false alarms and preventive maintenance time. Since quality 
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shift happens before preventive maintenance, time until preventive maintenance includes 

in-control time and out-of-control time. First let’s calculate the expected in-control time:  
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So:  
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Then the expression for the expected cycle time is: 

  AFp TTT +⋅⋅⋅⋅+= S5]| timecontrol-E[inS5]| timeE[cycle 01 λαγ   (4.26) 

Expected cycle cost includes: cost of quality loss while production is in-control, cost of 

quality loss while production is out-of-control, cost of observing defects, cost of 

investigating false alarms and cost of reactive maintenance for quality shift.  
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The probability for the occurrence of scenario 5 is:  
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Summing up the above 5 scenarios, the expected cycle time and cost for the integrated 

model of TBE chart and preventive maintenance are as follows:  

 
]S5| timecycle[*5]S4| timecycle[*4                       

]S3| timecycle[*3]S2| timecycle[*2]S1| timecycle[*1] timecycle[
EPEP

EPEPEPE
++

++=
(4.29)

 

 
S5]|cost E[cycle*P5S4]|cost E[cycle*P4                      

S3]|cost E[cycle*P3S2]|cost E[cycle*P2S1]|cost cycle[*1cost] cycle[
++

++= EPE
   (4.30)

 

Since this is a renewal-reward process, the expected cost per unit time O for the 

integrated model is:  

 
 time]cycle[
cost] cycle[

E
EO =   (4.31) 

The objective function and decision variables for the integrated model are listed below:  

Objective function: minimize 
 time]cycle[
cost] cycle[

E
EO =  

Decision variables: α and pT , 0≥α , 0≥pT  

4.4 Sensitivity analysis 

Sensitivity analysis in this section aims at analyzing the influence of input parameters on 

the integrated model, comparing the integrated model with two alternative models and 

analyzing the influence of shift and failure distributions on the expected cost per unit time. 

Results from sensitivity analysis not only promote our understanding of the model but 
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also help to develop some insights into the situation when the integrated model should be 

used.  

4.4.1 Analysis approach 

Design of Experiment (DOE) method is used to analyze the sensitivity of the integrated 

model’s parameters on the expected cost per unit time (O) and decision variables pT andα . 

There are 17 input parameters, but two of them 1γ and C are kept constant with 

values 01 =γ and 5=C . Low and high values for the remaining 15 input parameters are 

listed in Table 4.1.  

 

Table 4.1 Low and High values for input parameters 

Factor         A       B       C     D     E        F      G      H      J     K      L        M          N         O        P 
Variable     aθ     va       θ     v      0λ      1λ      0V      1V     RT    AT    PMT     RC         AC        PC       0A  
Low          100     1     200    2    0.01    0.1   100   300    2      1      1     10000    5000    2400    200 
High          300    2      600   4    0.05    0.5   200   600    4       2      2      20000   10000  4800    500 

 

Since the number of input parameters is quite large, a fractional factorial design 10-15
IV2 is 

applied to do the sensitivity analysis, which results in 32 experimental runs. Main effects 

can be separated with resolution IV, but two and above interactions are aliased. The 
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generators for this design are F=ABC, G=ABD, H=ABE, J=ACD, K=ACE, L=ADE, 

M=BCD, N=BCE, O=BDE and P=CDE.  

Normal probability plot suggested by Neter et al. (1990) is used to identify important 

input variables. Since there is no replication, we cannot estimate experimental error. 

Furthermore, high order interactions are aliased with main effects, so we cannot estimate 

experimental error by high order interactions either. The significance of each input 

variable can only be estimated by its contribution to the total sum of squares. Variables 

lie close to the line are negligible while variables deviating from the line have significant 

effect on the response.  

The simplex method (Murray 1972) is used to search for the optimal solution. In order to 

show the effectiveness of the integrated model in reducing the expected cost per unit time, 

two alternative models: preventive maintenance model and TBE-chart model are 

provided for comparison. For preventive maintenance model, only preventive 

maintenance with no TBE-chart, is used. The production process will stop either because 

of failure or time for preventive maintenance. Actually preventive maintenance model is 

a special case of the integrated model. When 0=α , the integrated model reduces to 

preventive maintenance model with only one decision variable pT . For TBE-chart model, 
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only TBE-chart with no preventive maintenance is used. The production process will stop 

either because of failure or true signal from TBE-chart. When ∞→pT , the integrated 

model tends to TBE-chart model with only one decision variableα . The optimal decision 

variables and cost for the integrated model, preventive maintenance model and TBE-chart 

model are recorded for each of the 32 runs.  

4.4.2 Results for the analysis of input parameters on the integrated model 

*
pT , *α and *Cost represent the optimal decision variables and cost for the integrated 

model. Results for the influence of the 15 input parameters on *
pT , *α and *Cost are 

summarized in Figures 4.1,4.2 and 4.3.  

Figure 4.1 shows that three parameters have significant effects on *α . F ( 1λ ) and B ( va ) 

have negative effects on *α , which means increasing of F and B will result in decreasing 

of *α . H ( 1V ) has positive effect on *α , which means increasing of H results in increasing 

of *α . Similarly, Figure 4.2 shows that F ( 1λ ), C (θ ), O ( PC ) have positive effect on 

*
pT while B ( va ) has negative effect on *

pT . Figure 4.3 tells us that N ( AC ) and G ( 0V ) 

have positive effect on *Cost while A ( aθ ), B ( va ), C (θ ) and F ( 1λ ) have negative effect 

on *Cost . Interestingly, B ( va ), shape parameter of the assignable cause, has a negative 

effect on all *
pT , *α and *Cost . This is because as B ( va ) increases, it becomes easier to 
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predict the occurrence of assignable cause. This result is consistent with the result of 

Linderman et al. (2005).  
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Figure 4.1 Normal Probability Plot for Alpha 
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Figure 4.2 Normal Probability Plot for Tp 



Chapter 4 Economic Design of the Integrated Model of Time-between-Events Chart and 
Preventive Maintenance 

 

 

85

151050-5-10

99

95

90

80

70

60

50

40

30

20

10

5

1

Standardized Effect

P
e
r
c
e
n
t

Normal Plot of the Standardized Effects
(response is cost, Alpha = 0.05)

G

N

A

C

B

F

 

Figure 4.3 Normal Probability for Cost 

 

4.4.3 Results for the comparison of models 

Comparison of optimal cost between integrated model, preventive maintenance model 

and TBE-chart model can help to develop some insights into the situation when the 

integrated model should be used. Let *
1Cost  and *

2Cost represent optimal cost for 

preventive maintenance model and TBE-chart model respectively. Optimal cost of 

integrated model *Cost is compared with ) , (min *
2

*
1 CostCost .  If ) , (min *

2
*

1
* CostCostCost < , 

it is necessary to use integrated model. Otherwise, there is no need to use integrated 

model. The percentage of decrease in cost is calculated for each of the 32 runs.  

%100
-) , (min 

costin  decrease of percentage *

**
2

*
1 ⋅=

Cost
CostCostCost  
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Among these 32 runs, 14 runs show that there is decrease in cost by using the integrated 

model. The percentage of decrease in cost ranges from 1.19% to 18.74%. For the 

remaining 18 runs, either preventive maintenance model or TBE-chart model is a better 

option. Two results can be drawn by examining values of 15 input parameters for 14 runs:  

• When reactive maintenance cost after failure is very high compared with 

preventive maintenance cost and reactive maintenance cost after signal, it is better 

to use integrated model.  

• When production in the out-of-control condition is very costly compared with 

production in the in-control condition, it is better to use integrated model.  

The above two results are very intuitive. In practice, many processes satisfy the above 

conditions, and so the integrated model can be used widely.  

4.4.4 Results for the analysis of shift and failure distribution 

Throughout this chapter, Weibull distribution is used to model time to the occurrence of 

assignable cause and failure. The reason why Weibull distribution is chosen is that it is so 

versatile that it can not only represent Weibull distribution but also can represent 

exponential distribution by adjusting the value of shape parameter (McWilliams, 1989 
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and Dodson, 1994). In this part, the effect of shift and failure distributions’ shape 

parameters on the expected cost per unit time for integrated model, TBE-chart model and 

preventive maintenance model is analyzed.  

 

Table 4.2 Values for constant parameters 

aθ   va    θ    v      0λ    1λ     0D     1D    RT   AT   PMT  RC       AC        PC     0A    1γ      C  
  
100       300        0.01  0.1  100   600    2    2     2   20000  5000    2400   200     0     5 

 

Values for constant parameters are provided in Table 4.2. Results for the effect of shift 

and failure distributions’ shape parameters on the expected cost per unit time for all 

models are summarized in Table 4.3 to Table 4.5 and Figure 4.4 to Figure 4.6.  
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Table 4.3 Effect of failure distribution's shape parameter on cost when va=1 

va v 
integrated-

cost 
TBE-
cost PM-cost

Percentage 
of decrease 

1 1.5 221.5052 222.5176 268.5301 0.46% 
1 2 209.587 212.7549 257.9707 1.51% 
1 2.5 203.43 207.7831 254.9335 2.14% 
1 3 199.8887 204.9055 254.0131 2.51% 
1 3.5 197.659 203.0937 253.728 2.75% 
1 4 196.1549 201.88 253.6388 2.92% 
1 4.5 195.0852 201.0289 253.6107 3.05% 
1 5 194.2923 200.4096 253.6018 3.15% 
1 5.5 193.6848 199.9457 253.599 3.23% 
1 6 193.2081 199.5886 253.5981 3.30% 

 

 

 

Figure 4.4: Effect of failure distribution's shape parameter on cost when va=1 
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Table 4.4 Effect of failure distribution's shape parameter on cost when va=2 

va v 
integrated-

cost 
TBE-
cost PM-cost

Percentage 
of decrease 

2 1.5 189.6231 213.3972 196.7537 3.76% 
2 2 177.3112 202.9926 184.895 4.28% 
2 2.5 172.7097 197.7069 180.9877 4.79% 
2 3 170.8348 194.7081 179.6265 5.15% 
2 3.5 170.0574 192.88 179.1401 5.34% 
2 4 169.7345 191.7044 178.9643 5.44% 
2 4.5 169.5988 190.9161 178.9003 5.48% 
2 5 169.5414 190.3707 178.87 5.50% 
2 5.5 169.5202 189.9825 178.8684 5.51% 
2 6 169.5077 189.6983 178.8652 5.52% 

 

 

 

Figure 4.5: Effect of failure distribution's shape parameter on cost when va=2 
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Table 4.5 Effect of shift distribution's shape parameter on cost when v=2 

va v 
integrated-

cost 
TBE-
cost PM-cost

Percentage 
of decrease 

1.5 2 191.4416 205.6384 207.894 7.42% 
2 2 177.3112 202.9926 184.895 4.28% 

2.5 2 167.7748 191.1398 172.253 2.67% 
3 2 161.513 190.3341 164.4529 1.82% 

3.5 2 157.1984 189.8571 159.2433 1.30% 
4 2 154.0795 189.5488 155.5584 0.96% 

4.5 2 151.8237 189.3365 152.8364 0.67% 
5 2 149.9845 189.184 150.7562 0.51% 

5.5 2 149.1225 189.0702 149.1225 0% 
6 2 147.8106 188.9826 147.8106 0% 

 

 

 

Figure 4.6 Effect of shift distribution's shape parameter on cost when v=2 
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Looking at Tables 4.3 to 4.5 and Figures 4.4 to 4.6, three conclusions can be drawn. 

Firstly, the failure distribution’s shape parameter (v) and assignable cause’s shape 

parameter (va) have a negative effect on the expected cost per unit time for integrated 

model, TBE-chart model and preventive maintenance model, which means cost will 

decrease as either v or va increases. Secondly, the expected cost per unit time for 

integrated model is the lowest no matter how the parameters change. When va=1(Figure 

4.4), the expected cost per unit time for TBE-model is always smaller than the expected 

cost for preventive maintenance model.  But when va=2(Figure 4.5), the result is opposite. 

When v=2 (Figure 4.6), the expected cost line for TBE-model intersects the expected cost 

line for preventive maintenance model at a point in the region of 1.5<va<2. After the 

point of intersection, the expected cost per unit time for preventive maintenance model is 

smaller than the expected cost for TBE-model. Thirdly, the amount of decrease in cost 

(the last column in Tables 4.3, 4.4 and 4.5) by using integrated model increases as failure 

distribution’s shape parameter (v) increases for both va=1 and va=2. This is because as v 

increases, the occurrence of failure becomes more and more predictable. But the amount 

of decrease in cost by using integrated model decreases as the shift distribution’s shape 
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parameter (va) increases. This is because as va increases, more and more problems for the 

process are resulted from the assignable cause.  

4.4.5 Numerical example 

Suppose a quality engineer is considering what kind of monitoring actions should be used 

for a process with the parameters shown in Table 4.6. Now there are three options: pure 

preventive maintenance, pure TBE-chart and a combination of preventive maintenance 

and TBE-chart. 

Table 4.6 Values for process parameters 

 

For each of the three options, optimal decision variables and corresponding cost can be 

calculated according to Sections 4.3 and 4.4.1. Results are summarized in Table 4.7.  

Table 4.7 Summary of results 

 Pure Preventive Maintenance Pure TBE-Chart       Combination  
pT  41.7156  62.9375 

α   0.447 0.3964 
Cost 178.8697 188.6986 169.5831 

 

aθ      va    θ      v     0λ      1λ       0D     1D     RT     AT   PMT      RC        AC        PC        0A   1γ    C
 
100    2    600    4   0.01     0.1    100   600     2      2       2      20000    5000    2400   200     0      5 
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Table 4.7 shows a combination of preventive maintenance and TBE-chart gives the 

lowest cost. The percentage of decrease in cost is 5.48%, which is significant. As a result, 

the engineer should use a combination of preventive maintenance and TBE-chart for this 

process.  

4.5 Summary 

In this chapter, an integrated model of TBE-chart and preventive maintenance is proposed. 

The implementing cost of control chart and preventive maintenance is considered and the 

cost minimization criterion is used to find the optimal values for decision variables. Both 

assignable cause and failure are considered, the occurrences of which are modeled by the 

versatile Weibull distribution. In the sensitivity analysis part, Design of Experiment 

(DOE) method is used to analyze the sensitivity of the integrated model’s parameters on 

the expected cost per unit time and decision variables. Two alternative models, 

preventive maintenance model and TBE-chart model are provided for the purpose of 

comparison with the integrated model. The influence of shift and failure distributions on 

the expected cost per unit time is studied. Results of the sensitivity analysis help us to 

find the significant parameters for the expected cost per unit time and decision variables, 

identify the situations where integrated model is justifiable and know the effects of shift 
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and failure distributions’ shape parameters on the expected cost per unit time for 

integrated model, TBE-chart model and preventive maintenance model. Finally, a 

numerical example is given to show the application of the integrated model.  
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Chapter 5 Statistical Design of Time-between-Events Control 

Chart System 

 

 

Chapter 3 and chapter 4 work on improving the effectiveness of time-between-events 

chart. But both chapters focus on optimizing a single time-between-events chart. In this 

chapter, the scope is extended to time-between-events control chart system which 

consists of several time-between-events charts.  

5.1 Introduction of time-between-events control chart system 

The fabrication of a product usually goes through several process stages in series. The 

integration of all these stages constitutes a multistage manufacturing system. For example, 

in the manufacturing of a mechanical part, each stage usually pertains to the machining of 

a dimension. Some of the dimensions are critical to the overall quality of the product and 

the corresponding process stages have to be monitored by control charts. A TBE control 

chart system is the combination of all the TBE charts that are used to monitor the time 

between successive events at different process stages of a manufacturing system. Due to 
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the difference between production rates and other factors, some of the process stages may 

have more than one parallel stream or machine. In some applications, a single chart or a 

group chart is used to monitor the outputs from all the streams of a stage. However, in 

this chapter, a separate chart will be applied to the output of each individual stream. This 

scenario helps to detect and diagnose the out-of-control stream (Montgomery, 2005). 

Typically, the quality characteristics in parallel streams in a single stage have the same 

mean, standard deviation and target (Runger et al. 1996). Therefore, in this chapter, 

without loss of generality, a group of identical TBE charts (with the same rate of 

occurrences of the events) are used to monitor the quality characteristics of the parallel 

streams in a stage.  

Even though many manufacturing systems consist of a series of process stages, the 

literature on the design of control chart systems that monitor multistage manufacturing 

systems is still limited. Many authors developed the group control chart for monitoring 

the output from multiple streams of a single stage (Runger et al. 1996; Nelson, 1986; 

Mortell and Runger, 1995). Peters and Williams (1987) developed a control scheme for a 

three-stage manufacturing system based on a lost-cost model. Williams and Peters (1989) 

presented an np-control scheme for a multistage production process. Several papers have 
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been published studying the multistage processes and the diagnosis problems (Ding et al. 

2002; Zantek et al. 2002, 2006; Zhou et al. 2004). However, none of these approaches 

considered the multistage manufacturing processes as a whole and designed the charting 

parameters in an integrative and optimal manner.   

Since the processes in different stages in a manufacturing system have different precision 

and other characteristics (e.g. rate of occurrences of the events, magnitudes of shifts), the 

importance of each stage is different. Currently the design of control chart assigns equal 

power to each stage without considering the quality dependence and importance of each 

stage. If all charts in a chart system are designed in an integrative and optimal manner, 

which means design the charts according to their importance and quality dependence with 

other charts, the performance of the chart system as a whole will be improved 

significantly. Wu et al. (2004b), Lam et al. (2005), Shamsuzzaman et al. (2005), Wu and 

Shamsuzzaman (2005) and Wu et al. (2007) developed integrated X  and X &S control 

chart systems for monitoring multistage manufacturing systems. Results show that the 

performance of charts has been improved significantly by designing them in an 

integrative and optimal manner. Although the good results achieved for designing charts 

in an integrative and optimal manner, to the best of the author’s knowledge, the 
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integrated control chart system based on TBE data has not been reported in the literature 

yet. As it is introduced in Chapter 1, control chart based on TBE data which is called 

TBE chart is very effective for monitoring high-yield processes and is now widely used 

in practical. Since the manufacturing system usually consists of a series of process stages 

with quality dependence between each other, it would be very useful and necessary to 

develop the integrated control chart system based on TBE data.  

This chapter presents statistical design of the control chart system for monitoring 

multistage manufacturing processes based on TBE data. It designs control limits of all the 

TBE charts in the system in an integrative and optimal manner. The false alarm rate is 

used as the constraint.  

It is convenient to evaluate the performance of a control chart in terms of out-of-control 

Average Time to Signal, ATS (Montgomery, 2005). Following Woodall and Ncube 

(1985), the ATS value of the TBE control chart system is defined as the average time that 

one of the control charts in the chart system gives an out-of-control signal subsequent to 

any process in the manufacturing system going out of control. When any process is out of 

control, the control chart system should signal quickly (i.e. minimum out-of-control ATS). 
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But when the whole manufacturing system is in control, the chart system should produce 

large in-control Average Time to Signal, ATS0 (i.e. minimum false alarms). 

5.2 Optimization design of the TBE control chart system  

5.2.1 Assumptions  

A few assumptions are adopted in this chapter. 

(1) Since the processes will often operate in the in-control condition for most of the 

time or relatively long periods (Montgomery, 2005), it is assumed that only one 

process is out of control at any moment in a manufacturing system. It is a 

conservative assumption, because, if more than one process are out of control 

simultaneously (e.g., due to some common mode failures), the out-of-control ATS 

will be even smaller compared with the ATS under this assumption (Wu et al. 

2004b). 

(2) The underlying probability distribution of the quality characteristic Ti (i.e. the 

mean time between successive events) in each process follows exponential 

distribution with known in-control rate of occurrence of the event λ0,i and out-of-

control rate of occurrence of the event λδ,i.   
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(3) The gi parallel streams in the ith stage are assumed to have the same mean, 

standard deviation and target (Runger et al. 1996). Each of the gi streams is 

monitored by a separate but identical control chart (with the same in-control and 

out-of-control parameters).       

 

5.2.2 Input parameters   

The design of the TBE chart system requires some additional input parameters as below. 

s number of process stages in the control chart system 

gi number of streams or machines in the ith stage 

λ0,i  rate of occurrence of the event in the ith stage when the process is in-control    

λδ,i rate of occurrence of the event in the ith stage when the process is out-of-control 

(λ0,i < λδ,i)      

pi probability of out-of-control occurrence in the ith stage  

τ  minimum allowable in-control ATS0 of the chart system  
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Vi a vector [v1, v2, …]T indicating the cause stage (upstream influencing stage) 

numbers. The rate of occurrence of the event in the ith stage is directly dependent 

on the rate of occurrences of the events in all of these cause stages. 

Δi induced rate of occurrence of the event. It is the rate of occurrence of the event 

undergone by the ith stage due to the shifts in the rate of occurrence of the event 

(from its in-control value to the out-of-control value) of the cause stages. Δi is 

expressed as a function ),,( 21 vvif λλ  in terms of the output rate of occurrence of 

events of all cause stages.    

 

Most of above parameters can be obtained from manufacturing records or can be 

estimated. The numbers s and gi can be determined from the corresponding process 

planning.  

The value of the parameter λ0,i at different stages can be estimated using the method of 

maximum likelihood. As an example, let τ1, τ2,…, τr be the r observed values of time-

between-events T1 when the process in stage 1 is in-control. Then the maximum 

likelihood estimate of λ0,1 in stage 1 is given by (Zhang et al. 2005), 
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 ∑
=

=
r

k
kr

1
1,0 /ˆ τλ  (5.1) 

Similarly, the value of parameterλδ,i at different stages can be estimated from the data on 

the time-between-events Ti when the corresponding process is out-of-control. 

The probability pi that an out-of-control case occurs in the ith stage can be estimated from 

the historical data of the out-of-control cases. If such historical data are not available, pi 

may be reasonably estimated by the following formula (Wu et al. 2004b).    

 ∑
=

=
s

j
jii ggp

1
/  (5.2) 

This means that the estimated probability that the out-of-control case happens in the ith 

stage is proportional to the number of parallel streams in this stage.   

The specification τ is decided based on the trade-off between the false alarm rate and the 

detection power. If the cost of handling the false alarms is high, a larger τ should be used 

in order to reduce the false alarm frequency. However, a large τ may impair the 

effectiveness of the control chart at the same time. The actual in-control ATS0 must be 

greater than or equal toτ. Finally, the vectors Vi and the formulae for Δi can be 

determined based on the information of design dimensioning and process planning (Wu 

et al. 2004b). The determination of Vi and Δi are explained in the section of example. 
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5.2.3 Optimization model 

Based on the above parameters, the optimization design of the TBE control chart system 

can be conducted by using the following nonlinear optimization model. 

 Objective function: ATS = minimum (5.3) 

  Constraint function:   ATS0 ≥ τ (5.4) 

Design variables:       LCLi, UCLi (i = 1, 2,…, s) 

 

where, ATS is the average time to signal of the control chart system when any process in 

the manufacturing system is out of control (more specifically, when the rate of 

occurrence of the event in any process is shifted from its in-control value λ0,i to the out-

of-control value λδ,i). ATS0 is the average time to signal when the whole system is in-

control (or the rate of occurrences of the events of all processes remain in λ0,i). The 

detailed formulae are derived in the next part. 

The optimization algorithm optimizes the Lower and Upper Control Limits, LCLi and 

UCLi in order to minimize the out-of-control ATS of the chart system. These LCLi and 

UCLi are utilized to monitor the time-between-events Ti (or the rate of occurrence of the 
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event) at different stages in the manufacturing system. Upon each occurrence of the event, 

the observed value of Ti is plotted on the corresponding chart. If the plotted point falls 

between the LCLi and UCLi, it indicates that the process is in the state of statistical 

control and no action is warranted. If the plotted point falls below the LCLi, it indicates 

that a possible decrease in the mean of Ti, or, equivalently, a possible increase in the rate 

of occurrence of the event. This means that the process may have deteriorated due to 

assignable cause and thus action should be taken to identify and remove it. If the point 

falls above the UCLi, it indicates that a possible increase in the mean of Ti, or, 

equivalently, a possible decrease in the rate of occurrence of the event. This is an 

important indication of possible process improvement. If this happens, the management 

should look for possible causes for the improvement. If the causes for this are discovered, 

then action should be taken to maintain them. 

5.2.4 Derivation of ATS 

Calculation of the in-control ATS0 

In a single time unit, the probability that a control chart in the ith stage produces a false 

alarm is approximately equal to αiλ0,i, where, αi is the type I error probability and λ0,i is 
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the in-control rate of occurrence of the event (i.e. the in-control mean time between two 

successive events is equal to 1/λ0,i). The type I error probability αi is given by  

 )exp()exp(-1 ,0,0 iiiii UCLLCL λλα −+−=   (5.5) 

Now, the probability that a control chart in the ith stage does not produce a false alarm is 

equal to )1( ,0 iiλα− . Since each of the gi streams in the ith stage runs a duplicate of the ith 

control chart, therefore, the probability P0 that the whole control chart system generates a 

false alarm in a unit time is 
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Finally, 

 00 /1 PATS =                  (5.7) 

 

Calculation of the out-of-control ATS 

Suppose that one of the gj streams in the jth stage (1 ≤ j ≤ s) is out of control (i.e. the rate 

of occurrence of the event in this stage has been shifted from its in-control value λ0,j to 
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the out-of-control value λδ,j). Now, the probability wi that control charts in the ith stage 

do not give a signal in a unit time is calculated differently for the following three cases.  

Case 1 (i = j, the out-of-control stage)  

The probability βj that the control chart monitoring the out-of-control stream j fails to 

give a signal in a unit time is  

 ))exp()exp(1(1 ,,, jjjjjj UCLLCL δδδ λλλβ −+−−−=  (5.8) 

Thus, the probability that none of the charts in the jth stage gives a signal in a unit time 

on the condition that exactly one of the gj streams is out-of-control and all other streams 

are in-control is  

 j
g

jjj
jw βλα 1

,0 )1( −−=  (5.9) 

Case 2 (i ≠ j, and stage i is independent of stage j)  

The probability (in a unit time) that a duplicate of the ith chart gives a signal due to the 

type I error can be approximated by αiλ0,i. Thus, the probability that none of the charts in 

the ith stage gives a signal in a unit time is  

 ig
iiiw )1( ,0λα−=  (5.10) 
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Case 3 ( i ≠ j, but stage i depends directly or indirectly on stage j) 

Each of the gi streams of stage i will undergo an induced rate of occurrence of the event 

as  

 ,...),( 21 vviii f λλλ =Δ=  (5.11) 

where ( ,, 21 vv λλ ) are the output rate of occurrences of the events of the cause stages (or 

the immediate upstream stages having impact on the ith stage). The cause stages can be 

found from the dependent relationship vector Vi. Sometimes, a cause stage of the ith stage 

is, by itself, influenced by another stage. Consequently, λi has to be determined by a 

recursive procedure. Moreover, if a cause stage is the out-of-control stage j, the output 

rate of occurrence of the event from this cause stage (or in other words, the induced rate 

of occurrence of the event received by stage i from the out-of-control stage j) is, 

  
j

jjj
i g

g )1(,0, −+
=

λλ
λ δ  (5.12) 

This is because that one, and only one, of the gj streams in the jth stage goes out-of-

control (having in-control rate of occurrence of the event λ0,j and out-of-control rate of 

occurrence of the event λδ,j). Then, the resultant rate of occurrence of the events of stage i 

is    
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  iii ,0λλλ +=′  (5.13) 

Thus, the probability that none of the charts in the ith stage gives a signal in a unit time 

can be evaluated by  

 ii g
iiiii

g
ii UCLLCLw )))exp()exp(1(1()( λλλβ ′−+′−−′−==  (5.14) 

Combining all of the three cases, the probability that an out-of-control signal is produced 

in a unit time in stage j is calculated as follows.   

 ∏
=

−=
s

i
ij wq

1

|(1 stage j is out-of-control) (5.15) 

Therefore, given that one process in the jth stage goes out-of-control, the value of the out-

of-control ATS is 

 jj qats /1=  (5.16) 

Since an out-of-control case may occur in any of the s stages, the final ATS for the control 

chart system is  

 ∑
=

⋅=
s

j
jj patsATS

1
)(  (5.17) 

where, pj is the probability that the out-of-control case takes place in the jth stage. 
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In the control chart system, a chart monitoring a process that is currently in control may 

produce an out-of-control signal (a misleading signal). It is mainly because of the induced 

rate of occurrence of the event discussed in case 3. Therefore, whenever a control chart 

produces an out-of-control signal, not only must the process being monitored by this 

chart, but also all upstream processes having direct or indirect impacts on this process be 

investigated. More advanced diagnostic methods can be found in many references (Ding 

et al. 2002; Zantek et al. 2002). The type I error may also generate misleading signal, but 

it is negligible.  

5.2.5 Optimization search  

In the actual optimization search, design variables LCLi and UCLi are replaced by the 

corresponding type I error probabilities α1, α2, …, αs associated with the s control charts. 

The variable αi is the probability that the ith control chart produces an out-of-control 

signal when the ith process is in fact in control.  

 iiiiii UCLLCL ,0,0 /)5.0ln(       /)5.01ln( λαλα −=−−=  (5.18) 

Optimizing αi is equivalent to optimizing LCLi and UCLi, as there is a one-to-one 

relationship between them. The parameter αi is easier to handle during the optimization 

search, because it has finite lower bound (0) and upper bound (1) for the search and that a 
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simple equation among α1, α2, …, αs (Eq. 5.19) can be established easily (Wu et al. 

2004b).    
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This equation is used to determine the range of possible αi value in the ith level search.  

The optimization design can be carried out by using any software for constrained 

nonlinear programming. In our implementation, a dynamic search algorithm proposed by 

Wu et al. (2004b) is employed. In this algorithm, the optimal values of αi of the first (s –1) 

control charts are searched step by step in (s –1) levels, using the same step size dα. The 

last αs is finally determined so that the resultant ATS0 is exactly equal to the specified τ 

(i.e. satisfies constraint (Eq.5.4)). The overall optimization search is depicted in Fig. 5.1. 
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Fig. 5.1 Optimization algorithm 

No 

Yes 

No 

Yes 

Specify ),...2,1( ,,,,,, ,,0 sivpgs iiiiii =Δδλλ  

Initialize ATSmin=106. Search_point=105. 

Find max,1α from Eq. 5.19 by setting ),...,( 2 sαα equal to zero.  

).5.0(.int)_/( min,1
1/1

max,1 αααα dposearchd s ×== −  

.min,11 ααα d+=  For the given value of 1α , search )( max,22min,22 αααα ≤≤  

using Eq.5.19. For the given value of 1α and 2α , search 3α . Repeat the same 

procedure until 1−sα . Finally, sα is directly determined by Eq. 5.19 without any 

search. Each set of ),...,,( 21 sααα ensures that .0 τ=ATS  

For any set of ),...,,( 21 sααα , calculate ATS by Eq. 5.17  

ATS<ATSmin 

Set ATSmin=ATS. Save corresponding ),...,,( 21 sααα  as the temporary optimal solution 

max,11 αα >

Calculate LCLi, UCLi by Eq.5.18. Show corresponding ATSmin as the optimal solution. 
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A computer program in C language has been developed to carry out the optimization 

design. The value of the step size dα is decided so that the total number of search points 

is always limited to 105 regardless of the number of αi. Usually an optimal solution is 

obtained in less than one CPU second using a personal computer. 

5.3 Performance analysis 

This section compares the performance (measured by the out-of-control ATS) of the 

following two control chart systems. 

1.  Traditional chart system. In this system, the αi values of the control charts are 

made equal and set at 0.0027 in each stage of the chart system. 

2. Integrated chart system. In this system, the αi values (or equivalently the control 

limits) of the control charts are determined by the optimization design proposed in this 

chapter.  

This section also investigates the effects of different input parameters on the performance 

of the chart systems through sensitivity study. In both studies, the in-control ATS0 of the 

traditional chart systems is calculated by Eq. 5.7 and set as constraint in the optimization 

process, that is, both of the chart systems (integrated chart system and traditional chart 
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system) produce the same in-control ATS0 (= τ) in each of the studies. Finally, the design 

of the integrated chart system is illustrated through an example.        

5.3.1 Comparative study 

The performance of the control chart systems is examined over one thousand cases. For 

each of the thousand cases, the value of the input parameter s (i.e. the number of stages in 

the manufacturing system) is first decided randomly. Then the values of the other four 

parameters at each of the s stages are generated, also randomly, within the following 

ranges.   

s [2, 10] 

gi [1, 3] 

λ0,i [0.001, 0.009] 

λδ,i [0.01, 0.09] 

pi [0.1, 0.9] 

The dependence between the stages (i.e. the vectors Vi and the induced failure rate 

functions Δi) is also randomly decided. Each stage may have up to two dependent stages 

and Δi is equal to either (+λνi) or (-λνi). 
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For each of the thousand cases, the traditional chart system and the integrated chart 

system are designed. The following response is investigated for each case.   

 ltraditionaintegrated / ATSATSR =   (5.20) 

Obviously, if the value of R is less than one, the integrated chart system will outperform 

the traditional system in a particular case in terms of the out-of-control ATS, and vice 

versa.  

The execution of the comparative study in each of the thousand cases is summarized in 

the following steps.  

1. Decide the input parameters (s, gi, λ0,i, λδ,i, pi, Vi, Δi) values randomly within the 

ranges prescribed above. 

2. Design the traditional chart system. 

 2.1 Calculate in-control ATS0 of the chart system by Eq. 5.7. 

 2.2 Calculate out-of-control ATS of the chart system by Eq. 5.17.    

3. Design the integrated chart system. 

 3.1 Set τ = ATS0. 
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3.2 Identify the optimal set of (α1, α2, …, αs) and corresponding LCLi, UCLi 

(i = 1, 2, …, s) and out-of-control ATS following the optimization search 

presented in Fig.5.1.  

4. Calculate ratio R by Eq. 5.20. 

 

Table 5.1 displays the R (under column (5)) values of the two schemes of the chart 

systems in the first 4 cases. It is observed that in each of the 4 cases, the out-of-control 

ATS is considerably reduced by the integrated chart system compared to the traditional 

chart system. 

The grand average R  of the response R over the thousand runs is 0.81882. The value of 

R  indicates that, from an overall viewpoint (considering different combinations of s, gi, 

λ0,i, λδ,i and pi), the integrated chart system reduces the out-of-control ATS by about 18% 

compared to the traditional chart system. This improvement is achieved by the 

optimization of the charting parameters LCLi and UCLi, suggesting that the integrated 

design algorithm is an effective method to achieve better results in SPC.  
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Table 5.1 Comparative study 

(1) (2) (3) (4) (5) 
Case 
No. 

Input parameters ATSintegrated ATStraditional Ratio  
R s λ0,i λδ,i pi gi

1 7 0.0080 0.051 0.21 1 269.9 404.6 0.6670 
0.0031 0.054 0.01 1
0.0079 0.067 0.28 1
0.0073 0.071 0.22 1
0.0042 0.038 0.03 2
0.0021 0.066 0.09 1
0.0048 0.077 0.16 1

2 3 0.0048 0.019 0.31 2 1821.6 2191.1 0.8313 
0.0079 0.089 0.29 2
0.0035 0.087 0.40 1

3 9 0.0048 0.023 0.15 3 1613.6 1798.3 0.8973 
0.0040 0.082 0.23 1
0.0015 0.067 0.03 2
0.0028 0.088 0.12 1
0.0044 0.030 0.07 1
0.0024 0.028 0.06 1
0.0089 0.067 0.02 1
0.0053 0.032 0.22 1
0.0014 0.021 0.10 2

4 5 0.0059 0.074 0.35 2 851.9 938.3 0.9079 
0.0057 0.088 0.33 2
0.0050 0.022 0.08 1
0.0054 0.066 0.12 1
0.0066 0.071 0.12 3
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5.3.2 Sensitivity study 

The effects of four input parameters (gi, λ0,i, λδ,i and pi) on the performance of the control 

chart systems are investigated in this section. Each of these parameters has a low value, a 

nominal value and a high value, as shown below. 

 

Parameter Low Nominal High 

gi 1 3 5 

λ0,i 0.01 0.03 0.05 

λδ,i 0.03 0.06 0.09 

pi 0.1 0.3 0.6 

 

The nominal value of the probability of out-of-control cases pi is rounded down to ensure 

that the sum of the pi values for all stages is equal to 1.  

The performance of a three-stage manufacturing system is studied for four different cases. 

It is assumed that stage 2 is dependent on stage 1, and stage 3 is dependent on stage 2. 

Therefore, if any out-of-control case occurs in stage 1, stage 2 will be affected directly 

and stage 3 will be influenced indirectly through the change in stage 2. On the other hand, 
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if stage 2 goes out-of-control, only stage 3 will be affected. In each case, all the 

parameters take their nominal values in both stages, except that one selected parameter 

(called the active parameter) takes its low value in stage 1, nominal value in stage 2, and 

high value in stage 3. For example, in case one, the first parameter gi is designated as the 

active parameter. Therefore, 

g1 = 1, g2 = 3, g3 = 5 

λ0,1 = λ0,2 = λ0,3 = 0.03, λδ,1 = λδ,2 = λδ,3 = 0.06, p1 = p2 = p3 = 0.3    

In each of the four cases, the values of the input parameters (s, gi, λ0,i, λδ,i, pi, Vi, Δi) 

values are first decided according to the above mentioned descriptions. Then the two 

control chart systems, i.e. the integrated chart system and the traditional chart system are 

designed (following the steps 2 to 4 in the comparative study).   

The R values for all four cases are listed in Table 5.2 under column (6). It can be 

observed that in all of the four cases, the integrated chart system achieves obvious 

improvement in effectiveness compared to the traditional system. It is especially the case 

if any of the three parameters (gi, λ0,i or pi) has different values in the three stages, the 

integrated control chart system will have a substantially smaller ATS than that of the 

traditional system. The performance of the integrated chart system is relatively less 
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sensitive to the parameter λδ,i.  From Table 5.2, some general guidelines about how to 

allocate the power of the SPC system to different stages can be given. First, more power 

should be given to the stage which has the highest probability to be out of control. Second, 

more power should be given to the stage which has larger process shift. Third, more 

power should be given to the stage which has more streams.  

The actual R value would differ for different systems and circumstances. However, it is 

believed that the integrated control chart system would be effective in general and 

beneficial to many real systems. The reason is that, in any manufacturing system, the 

influential parameters would be in general different among several stages.  

Table 5.2 Sensitivity study 

(1) (2) (3) (4) (5) (6) 
Case 
No. 

Active parameter Optimal αi ATSintegrated ATStraditional Ratio 
R α1 α2 α3

1 g1 = 

1 

g2 = 

3 

g3 = 

5 

0.00003841 0.00003841 0.00482912 587.654 667.638 0.8802

2 λδ,1 

= 

0.03 

λδ,2 

= 

0.06 

λδ,3 

= 

0.09 

0.00000776 0.00000776 0.00489042 906.335 911.668 0.9942

3 λ0,1 

= 

0.01 

λ0,2 

= 

0.03 

λ0,3 

= 

0.05 

0.01498123 0.00089036 0.00136648 853.457 1092.642 0.7811

4 p1 = 

0.1 

p2 = 

0.3 

p3 = 

0.6 

0.00002725 0.00002725 0.01718253 387.357 587.472 0.6594
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5.3.3 An example 

A part is machined in a four-stage manufacturing system. Stage 1 and stage 2 of the 

manufacturing system turn surface 1 and surface 2 (datum: surface zero) of the part, 

respectively; stage 3 drills the hole (datum: surface 2); and stage 4 mills the slot (datum: 

surface 2). Since the process in stage 4 is much more time consuming, two machines are 

used in parallel. The four dimensions that are formed at the four stages are monitored by 

TBE charts. The specifications of the system are summarized below.   

Number of stages in the system: s = 4 

Number of streams: g1 = g2 = g3 = 1, g4 = 2 

In-control rate of occurrence of the event:  

λ0,1 = 0.01, λ0,2 = 0.03, λ0,3 = 0.02, λ0,4 = 0.04 

Out-of-control rate of occurrence of the event:  

λδ,1 = 0.05, λδ,2 = 0.06, λδ,3 = 0.04, λδ,4 = 0.06  



Chapter 5 Statistical Design of Time-between-Events Control Chart System 

 

 

121

The probabilities pi of the out-of-control occurrences are estimated from historical 

records, which show that the numbers of out-of-control cases occurring in each of the 

four stages are 2, 3, 5 and 4, respectively. Therefore,  

286.0)4532/(4
357.0)4532/(5
214.0)4532/(3
143.0)4532/(2

4

3

2

1

=+++=
=+++=
=+++=
=+++=

p
p
p
p

 

From the description of the production planning it is revealed that stage 3 and stage 4 are 

directly dependent on stage 2. Therefore, the dependent relationship vectors Vi and the 

formulae for Δi are determined as follows (Wu et al. 2004b).  

V3 = [2]T,   V4 = [2]T 

Δ3 = λ2,   Δ4 = λ2 

So, if stage 2 goes out of control (i.e. the rate of occurrence of the event in this stage is 

shifted from its in-control value λ0,2 (= 0.03) to the out-of-control value λδ,2 (= 0.06)), 

stages 3 and 4 will be affected directly (i.e. the rate of occurrences of the events in these 

stages will be changed). According to Eq. 5.12, the induced rate of occurrences of the 

events received by stages 3 and 4 are,  

06.01/))11(03.006.0(/))1(( 222,02,33 =−+=−+==Δ ggλλλ δ  
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06.01/))11(03.006.0(/))1(( 222,02,44 =−+=−+==Δ ggλλλ δ  

Originally, a traditional TBE chart system that adopts the same type I error probability of 

0.0027 for all TBE charts is used to monitor the manufacturing processes. As a result, the 

in-control ATS0 of the chart system is equal to 2645.86 (Eq. 5.7). 

In order to improve the effectiveness of the chart system, an integrated chart system is 

designed (following the optimization algorithm presented in Fig. 5.1). The QA (Quality 

Assurance) manager requires that the false alarm rate of the integrated chart system be 

maintained at the same level as for the traditional system. Thus, τ is specified as 2645.86. 

The computer program works out the integrated chart system for this example in 0.031 

CPU second in a personal computer (Pentium IV, CPU 2.40 GHz). The results are listed 

below (the Center Line CLi is computed by iiCL ,0/)2ln( λ= ).  

Stage 1: LCL = 0.38752, CL = 69.31472, UCL = 555.50880 (α = 0.0077355) 

Stage 2: LCL = 0.00679, CL = 23.10491, UCL = 283.31757 (α = 0.0004071) 

Stage 3: LCL = 0.35751, CL = 34.65736, UCL = 247.20895 (α = 0.0142495) 

Stage 4: LCL = 0.00053, CL = 17.32868, UCL = 268.87495 (α = 0.0000427) 

ATS0 = 2645.86, ATS = 1501.52 
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It can be observed that, while both the integrated chart system and the traditional chart 

system have the same ATS0 (= τ = 2645.86) value, the out-of-control ATS of the 

integrated system is 1501.52 and that of the traditional system is 1936.17. It means that 

the out-of-control ATS of the integrated system has been reduced by about 22% 

compared to the traditional system. This is a significant improvement in effectiveness.     

In the optimal solution, majority of the type I error probability (or the power) is allocated 

to stage 3. The reason is that, this stage has relatively small allowable shift in the rate of 

occurrence of the event and high probability of out-of-control occurrences. 

5.4 Summary 

This chapter develops the integrated TBE control chart system for monitoring multistage 

manufacturing processes. It is found that, by properly allocating the power among the 

individual charts based on the values of the influential parameters, the effectiveness of 

the system as a whole can be significantly improved. Therefore, the product quality is 

further guaranteed. 

Few input parameters that can be obtained from manufacturing information and records 

are required for the optimization design of the integrated TBE control chart system. 
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Furthermore, the use of the integrated control chart system will not in any sense increase 

the difficulties for the shop floor operators to run and understand the control charts, 

because the control charts in the integrated system are almost the same as that in the 

traditional system, except that the positions of the control limits have been adjusted. 

The design algorithm of the integrated control chart system can be easily computerized. 

The design of a chart system has to be conducted only once, and the resultant system can 

be used continuously until the process parameters have changed. It is also noted that the 

actual model, layout, scenario and interactions between stages of a particular system may 

be somewhat different from the model discussed here, but the proposed algorithm will be 

generally applicable. The procedures and formulae can be easily modified to cope with 

different models.  
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In Chapter 5 the integrated TBE control chart system for monitoring multistage 

manufacturing processes is developed. Results show that by properly allocating the 

power among the individual charts based on the values of the influential parameters, the 

effectiveness of the system as a whole can be significantly improved. But in Chapter 5 

only the statistical properties of the control chart system are considered, such as ATS. 

However, the implementation of the TBE chart system has significant economic impact 

as it involves various costs, such as the cost incurred by the occurrence of events, cost of 

false alarms, cost of locating and removing the assignable cause and cost of allowing the 

system to operate in an out-of-control state. Therefore, it is quite reasonable to take the 

economic issues into account when designing the TBE chart system.   

This chapter presents an economic design of the integrated control chart system for 

monitoring multistage manufacturing processes based on TBE data. It designs control 
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limits of all the TBE charts in the system in an integrative and optimal manner in order to 

maximize the profit associated with the implementation of the SPC system. The false 

alarm rate is used as the constraint.  

6.1 Economic design of the TBE control chart system 

6.1.1. Assumptions   

Other than the three assumptions listed in Chapter 5, section 5.2.1, two more assumptions 

are needed for this chapter.  

(1) There is a single assignable cause shifting the system from an in-control state to  

the out-of-control state. The occurrence rate of the assignable cause, λa,i in each 

stage is independent and known (Zhang et al., 2005).   

(2) The system continues operating during searching for possible assignable cause 

and the expected time to locate and remove the assignable cause in each stage is 

known.   

6.1.2. Input parameters 

The input parameters for this chapter can be divided into two parts: process parameters 

and cost parameters. Process parameters are just the input parameters in Chapter 5. The 

estimation method for process parameters is the same as that introduced in Chapter 5. 
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Cost parameters are listed in the nomenclature part at the beginning of this thesis. Cost 

parameters B0, B1, A0, Ai and C can be estimated from the data on the in-control and out-

of-control cases and the information obtained from financial department. Admittedly, 

there are some difficulties in estimating the cost parameters. However, a higher degree of 

accuracy in estimating the cost parameters may not be essential as the errors associated 

with the estimation of the cost parameters are negligible; results from Sensitivity Study II 

will show this. 

6.1.3. Optimization model 

Based on the above parameters, economic design of the TBE control chart system can be 

conducted by using the following nonlinear optimization model. 

 

 Objective function:  O = maximum (6.1) 

 Constraint function:     ATS0 ≥ τ (6.2)  

 Design variables: LCLi (i = 1, 2,…, s) 

Control charts are most often used to detect deterioration in process quality (Reynolds 

and Glosh, 1981). Therefore, for simplicity, only the lower control limit LCLi is 
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considered in this chapter. However, the requirement for both lower and upper control 

limits (LCLi and UCLi) can easily be fulfilled by a simple modification to the proposed 

model. The proposed TBE chart system is utilized to monitor the time-between-events Ti 

(or the rate of occurrence of the event) at different stages in the manufacturing system. 

Upon each occurrence of the event, the observed value of Ti is plotted on the 

corresponding chart. If the plotted point falls below the LCLi, it indicates a possible 

decrease in the mean of Ti, or, equivalently, a possible increase in the rate of occurrence 

of the event. This means that the process may have deteriorated due to the assignable 

cause and thus action should be taken to identify and remove it. If the plotted point falls 

above the LCLi, it indicates that the process is in the state of statistical control and no 

action is needed. The larger value of Ti, the better it is. The reason is that the larger value 

of Ti indicates a possible increase in the mean of Ti, or, equivalently, a possible decrease 

in the rate of occurrence of the event.  This means that the process may have improved.  

The design algorithm optimizes LCLi in order to maximize the expected profit per unit 

time, O in an operational cycle. The calculation of the profit O will be described shortly. 

The calculation of the in-control ATS0 and the out-of-control Average Time to Signal ATS 

is the same as in Chapter 5, section 5.2.4, so there is no need to repeat it here.  
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6.1.4. Calculation of expected profit per unit time, O in an operational cycle 

An operational cycle is defined as the time period from the startup or re-instatement of 

the system until the location and removal of the assignable cause (Zhang et al., 2005). 

That means, the operational cycle consists of the expected in-control time, t1 (the 

expected time from the startup of the cycle to the occurrence of the assignable cause), the 

expected out-of-control time, t2 (the expected time from the occurrence of the assignable 

cause to the detection of the lack of control), and the expected assignable cause location 

and removal time, t3 (the time from the detection of the lack of control to the location and 

removal of the assignable cause).      

Expected length of an operational cycle, L 

The system is assumed to be in-control if all the stages are in-control. The time of 

occurrence of the assignable cause for the ith stage is assumed to follow an exponential 

distribution with parameter λa,i. The random variable X denotes the in-control time of the 

whole system. Then the probability that the variable X takes on a value larger than or 

equal to y is, 
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Therefore,   

 ∑
=

=
s

i
iat

1
,1 /1 λ  (6.4) 

The system is assumed to be out-of-control if any of the process stage is out-of-control, 

and the state of out-of-control will continue until a chart gives a signal. Thus, the 

expected out-of-control time for the whole system is equal to the out-of-control ATS of 

the system.  

 t2 = ATS (6.5)                              

Since the expected time to locate and remove an assignable cause for the ith stage is di 

and the probability that this stage is out of control is pi, then, the expected time to locate 

and remove an assignable cause for the whole system in an operational cycle is, 

 ∑
=

=
s

i
ii pdt

1
3  (6.6) 

Thus, the expected length of an operational cycle, L is, 
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Expected profit in an operational cycle, P 
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The expected number of false alarms, M can be estimated from the in-control ATS0 and 

the expected in-control time t1 of the system. 

 01 / ATStM =                                                  (6.8)                              

When the system is in-control, the expected time to the occurrence of an event for the ith 

stage is 1/λ0,i. Thus the expected number of events, mi can be calculated by  
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When the system is out-of-control, the expected time to the occurrence of an event would 

be different for different stages depending on which stage goes out-of-control and the 

interdependency between the process stages. Suppose the ith stage goes out-of-control 

(detailed descriptions are given in the calculation of the out-of-control ATS in Chapter 5, 

section 5.2.4), then the expected number of events, ni observed during the occurrence of 

the assignable cause to the detection of the out of control condition can be calculated by  
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where, λj is the induced rate of occurrence of the event received by stage j from the out-

of-control stage i and can be approximated by Eq.5.12 in Chapter 5. Eq. 6.10 can be 

rewritten as, 

 jj

s

ijj
jiiiiii gATSpgATSpATSpn ⋅′⋅⋅+−⋅⋅+⋅⋅= ∑
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λλλδ
,1
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Now, the expected profit in an operational cycle, P can be calculated by (Duncan, 1956),  

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+⋅−−⋅−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+⋅+⋅= ∑ ∑∑∑∑

= ====

s

i

s

i
ii

s

i
ii

s

i
ii

s

i
ia nmCApMApdATSBBP

1 11
0

1
1

1
,0 /1 λ  (6.12)       

 Since a renewal reward process is considered (Ross, 1970), the average profit per unit 

time in an operational cycle, O can be calculated by,   
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6.1.5. Optimization algorithm 

The optimization algorithm is similar to the algorithm in Chapter 5. But as the current 

optimization model has changed, the optimization algorithm is repeated here with some 

modifications.  

A dynamic search algorithm (Wu et al., 2004b) is employed to find the optimum value of 

the design variable LCLi (i = 1, 2,…, s). In the actual optimization process, the variable 
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LCLi is replaced by the corresponding type I error probabilities α1, α2, …, αs associated 

with s control charts. The variable αi is the probability that the ith control chart produces 

an out-of-control signal when the ith process is in fact in control.   

 iiiLCL ,0/)1ln( λα−−=  (6.14) 

Optimizing αi is equivalent to optimizing LCLi, but the former is easier to handle during 

the optimization search. It is because that αi has finite lower bound (0) and upper bound 

(1) for the search and that a simple equation among α1, α2, …, αs (Eq. 6.15) can be 

established easily (Wu et al., 2004b).  
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This equation is used to determine the range of possible αi values in the ith level search. 

The objective of the optimization search is to identify the optimal values for (α1, α2, …, 

αs) that will jointly maximize the profit O and ensure ATS0 (the false alarm rate) equals to 

the specification (i.e. ATS0 = τ).   

The overall optimization search is outlined as follows. 
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(1) Specify s, gi, λa,i, λ0,i, λδ,i, pi, di, Vi, Δi, τ, B0, B1, A0, Ai, and C  

(2) Initialize Omax as a small number, say 10-5. Omax is used to record the maximum O.   

(3) Carry out the searches in (s – 1) levels. 

(3.1) Each design point (α1, α2, …, αs) will automatically make ATS0 equal to τ. 

(3.2) Calculate O by Eq. 6.13. 

(3.3) If this O value is larger than the current Omax, replace Omax by O and 

record the current design point (α1, α2, …, αs) as the temporary optimal 

solution. 

(4) When the whole search is completed, the optimal design point (α1, α2, …, αs) is 

finalized. 

(5) Calculate the control limits of the s control charts by Eq. 6.14. 

A computer program in C language has been developed to carry out the optimization 

design. The value of the step size dα is decided so that the total number of search points 

is always limited to 100000 regardless of the number of iα . Usually, an optimal solution 

is obtained in less than one CPU second using a personal computer.   
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6.2 Performance analysis   

This part studies the effects of different input parameters on the performance of the 

control chart system. Firstly, the effects of the process parameters (λa,i, λ0,i, λδ,i, gi, pi, di) 

on the profit O are investigated. Then, errors associated with the estimation of the cost 

parameters (B0, B1, A0, Ai, C) are analyzed. Two different control chart systems, i.e., a 

traditional chart system and an integrated chart system are designed. For the traditional 

chart system, the αi values of the control charts are made equal and set at 0.0027 in each 

stage of the chart system, and for the integrated chart system, the αi values (or 

equivalently the control limits) of the control charts are determined by the optimization 

design proposed earlier. In both of the sensitivity studies, the in-control ATS0 of the 

traditional system is calculated and set as a constraint in the optimization process, that is, 

both of the chart systems (integrated chart system and traditional chart system) produce 

the same in-control ATS0 (= τ ) in each of the studies. Finally, the economic design of the 

integrated chart system is illustrated through an example.             
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6.2.1. Sensitivity study I  

This section studies the effects of six process parameters (λa,i, λ0,i, λδ,i, gi, pi, di) on the 

performance (measured by the profit O) of the control chart system. Each of these six 

parameters has a low value, a nominal value and a high value, as shown below. 

Parameter Low Nominal High 

λa,i 0.0001 0.0005 0.0009 

λ0,i 0.001 0.005 0.009 

λδ,i 0.01 0.05 0.09 

gi 1 1 4 

pi 0.1 0.5 0.9 

di 0.1 0.5 0.9 

 

The nominal value denotes the value under normal circumstances. The nominal value of 

gi is equal to its low value, because it is assumed that there is usually only one stream in a 

stage, unless the production rate in this stage is much lower than that in other stages. It is 

noted that the values of λa,i, λ0,i and λδ,i are decided in order of (λa,i < λ0,i < λδ,i). The 
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occurrence of nonconforming items is a very common phenomenon in many kinds of 

industries, and the occurrence rate λδ,i of nonconforming items increases when process 

shifts from in control to out of control, so λ0,i < λδ,i. Comparing with the occurrence of 

nonconforming items, the occurrence of assignable causes is not so often, so it is assumed 

that λa,i < λ0,i.   

The performance of a two-stage manufacturing system, where stage 2 is influenced by 

stage 1, is studied for six different cases. In each case, all the parameters take their 

nominal values in both stages, except that one selected parameter (called the active 

parameter) takes its low value in stage 1 and high value in stage 2. For example, in case 

one, the first parameter λa,i is designated as the active parameter. Therefore, 

λa,1 = 0.0001, λa,2 = 0.0009 

λ0,1 = λ0,2 = 0.005, λδ,1 = λδ,2 = 0.05, g1 = g2 = 1, p1 = p2 = 0.5, d1 = d2 = 0.5 

For each of the six cases, a traditional chart system and an integrated chart system are 

designed. The cost parameters’ values (B0 = 150.0, B1 = 50.0, A0 = 10.0, A1 = A2 = 20, C 

= 0.5) are kept constant for both systems. The ratio R between O values resulting from 

each chart system is calculated as follows.   



Chapter 6 Economic Design of Time-between-Events Control Chart System 

 

 

138

 ltraditionaintegrated / OOR =  (6.16) 

Obviously, if the value of R is greater than one, the integrated system will outperform the 

traditional system in a particular case in terms of the profit O, and vice versa.  

The R values for all six cases are listed in Table 6.1 under column (6). It can be observed 

that in all of the six cases, the integrated system achieves an obvious improvement in 

effectiveness compared to the traditional system. It is especially the cases when each of 

the five parameters λa,i, λδ,i, gi, pi or di has different values in the two stages, that the 

integrated system considerably improves the profit compared to the traditional system. 

The performance of the integrated chart system is relatively less sensitive to the 

parameter λ0,i. The actual R value would differ for different systems and circumstances. 

However, it is believed that the integrated chart system would be effective in general and 

beneficial to many real systems. The reason is that, in any manufacturing system, the 

influential parameters would be in general different among several stages.  
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Table 6.1 Sensitivity study I 
 

(1) (2) (3) (4) (5) (6) 

Case Active parameter Optimal αi Ointegrated Otraditional Ratio R 

No.   α1 α2    

1 λa,1 = 0.0001 λa,2 = 0.0009 0.000000027 0.005399937 124.157 114.819 1.08133 

2 λ0,1 = 0.001 λ0,2 = 0.009 0.002324019 0.002741775 107.570 107.527 1.00040 

3 λδ,1 = 0.01 λδ,2 = 0.09 0.000000027 0.005399937 81.924 75.140 1.09029 

4 g1 = 1 g2 = 3 0.000000054 0.003599974 123.718 119.109 1.03870 

5 p1 = 0.1 p2 = 0.9 0.000000027 0.005399937 122.750 108.683 1.12943 

6 d1 = 0.1 d2 = 0.9 0.000000027 0.005399937 124.157 114.819 1.08133 

 

6.2.2. Sensitivity study II  

In practice, there may be some errors in estimating different cost parameters (B0, B1, A0, 

Ai, and C). The deviation of the ratio R (Eq.6.16) (or in other words, the deviation of 

improvement in profit obtained by the integrated system compared to that obtained by the 

traditional system) incurred by the error associated with the estimation of the cost 

parameters is evaluated and analyzed in this section.    

Similar to the previous study, a two stage manufacturing system is considered where 

stage 2 is influenced by stage 1. The process parameters at both stages are assumed to be 

equal and set at their nominal values.  
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λa,1 = λa,2 = 0.0005, λ0,1 = λ0,2 = 0.005, λδ,1 = λδ,2 = 0.05, g1 = g2 = 1, p1 = p2 = 0.5,  

d1 = d2 = 0.5 

The reference values of the cost parameters are decided as follows.    

  B0 = 100, B1 = 30, A0 = 6, A1 = 15, A2 = 25, C = 0.4 

The investigation is carried out by one-factor-at-a-time basis (Xie et al. 2001, Zhang et al. 

2005), i.e., each time one (the active parameter), of the six cost parameters is picked out 

to vary from its reference value, while all others are kept constant at their reference 

values. The traditional and integrated chart systems are designed and the ratio Rr is 

calculated (Eq. 6.16). The subscript “r” denotes “real”. For example, in the first case, B0 

is the active parameter. Therefore,    

 B0,r = 100, B1,r = 30, A0,r = 6, A1,r = 15, A2,r = 25, Cr = 0.4, Rr = 1.086769292   

Now, suppose B0 has been underestimated by 30%, that is, 0B̂ = 0.7B0,r. If this 0B̂  is used 

in the optimization process, the ratio R0.7 is found to be 1.066843297.  The relative error 

in R0.7 due to the underestimated 0B̂  can be calculated as follows.  



Chapter 6 Economic Design of Time-between-Events Control Chart System 

 

 

141

  

018335074.0
21.08676929

21.0867692971.06684329
      

7.0
7.0

=
−

=

−
=

r

r

R
RR

e
 (6.17) 

Following this procedure similarly, it is found that the relative error in R1.3 due to 

overestimating B0 by 30% is 0.010810639.  

If the real value of B0 is different from 100, the relative errors will differ correspondingly. 

All of these individual errors (e) and the average errors ( e ) are calculated and listed in 

Table 6.2. Similarly, the average errors associated with all other active parameters (B1, A0, 

A1, A2, and C) are calculated and listed in Table 6.3. It is found that the average errors 

incurred by under estimating or overestimating different cost parameters are not quite 

notable (< 3%). It may be concluded that the improvement in profit obtained by the 

integrated design compared to that obtained by the traditional design is not significantly 

affected by slight or moderate error in the estimation of the cost parameters. 
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Table 6.2 Relative and average errors in R when B0 is the active parameter 

 
Active 

parameter 
Parameters values constant at 

their reference values  Relative error, e 

B0 B1 A0 A1 A2 C e0.7 e1.3 

100 30 6 15 25 0.4 0.018335074 0.010810639 

110 30 6 15 25 0.4 0.017104371 0.010013553 

120 30 6 15 25 0.4 0.016024738 0.009324665 

130 30 6 15 25 0.4 0.015070752 0.008723605 

140 30 6 15 25 0.4 0.014222182 0.008194747 

150 30 6 15 25 0.4 0.013462796 0.007725925 

160 30 6 15 25 0.4 0.012779455 0.007307536 

170 30 6 15 25 0.4 0.012161434 0.006931906 

180 30 6 15 25 0.4 0.011599900 0.006592834 

190 30 6 15 25 0.4 0.011087526 0.006285256 

200 30 6 15 25 0.4 0.010618182 0.006004995 

210 30 6 15 25 0.4 0.010186709 0.005748582 

220 30 6 15 25 0.4 0.009788733 0.005513106 

230 30 6 15 25 0.4 0.009420523 0.005296111 

240 30 6 15 25 0.4 0.009078879 0.005095510 

Average error, e      0.012729417 0.007304598 
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Table 6.3 Average error in R for different active parameters  
 

Active 

parameter 

Average error, e  

7.0e  3.1e  

B0 0.012729417 0.007304598

B1 0.020816521 0.018223566

A0 0.000000037 0.000000037

A1 0.000001734  0.000001734

A2 0.000002891  0.000002829

C 0.000023767 0.000023772

 

6.2.3.  An example 

A part is machined in a four-stage manufacturing system. Stage 1 turns the upper surface 

1 (datum: surface 0); stage 2 turns surface 2 (datum: surface 1); stage 3 drills the hole 

(datum: surface 2); and stage 4 mills the slot (datum: surface 2). Since the process in 

stage 4 is much more time consuming, two machines are used in parallel. The four 

dimensions that are formed at the four stages are monitored by TBE charts. The 

specifications of the system are summarized below.    
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Average profit per unit time when the system is in-control: B0 = 250 

Average profit per unit time when the system is out-of-control: B1 = 60 

Average cost associated with one false alarm: A0 = 15 

Average costs for locating and removing the assignable causes: A1 = 15, A2 = 25, A3 = 30, 

A4 = 20     

Average cost for observing and plotting a sample: C = 0.5  

Number of stages in the manufacturing system:  s = 4 

Number of streams: g1 = g2 = g3 = 1, g4 = 2 

Out-of-control rate of occurrence of the event:  

λδ,1 = 0.04, λδ,2 = 0.06, λδ,3 = 0.03, λδ,4 = 0.05  

In-control rate of occurrence of the event:  

λ0,1 = 0.002, λ0,2 = 0.003, λ0,3 = 0.002, λ0,4 = 0.003 

Rate of occurrence of the assignable cause:  

λa,1 = 0.0001, λa,2 = 0.0002, λa,3 = 0.0002,  λa,4 = 0.00015  
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The probabilities pi of the out-of-control occurrences are estimated from historical 

records, which show that the numbers of out-of-control cases occurring in each of the 

four stages are 2, 3, 5 and 4, respectively. Therefore, 

286.0)4532/(4
357.0)4532/(5
214.0)4532/(3
143.0)4532/(2

4

3

2

1

=+++=
=+++=
=+++=
=+++=

p
p
p
p

 

From the description of the production planning it is revealed that stage 2 is directly 

dependent on stage 1, and stages 3 and 4 are directly dependent on stage 2. Therefore, the 

dependent relationship vectors Vi and the formulae for Δi are determined as follows (Lam 

et al., 2005).  

V2 = [1]T, V3 = [2]T, V4 = [2]T 

Δ2 = λ1, Δ3 = λ2, Δ4 = λ2 

So, if stage 1 goes out of control (i.e. rate of occurrence of the event in this stage is 

shifted from its in-control value λ0,1 (= 0.002) to the out-of-control value λδ,1 (= 0.04)), 

stage 2 will be affected directly. According to Eq.5.12 in Chapter 5, the induced rate of 

occurrence of the event received by stage 2 is,   

04.01/))11(002.004.0(/))1(( 111,01,22 =−+=−+=Δ= ggλλλ δ  
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Meanwhile, stages 3 and 4 will be influenced indirectly through the changes in stage 2 

(Eq.5.11 in Chapter 5), and the induced rate of occurrence of the event received by stages 

3 and 4 are,  

λ3 = Δ3 = λ2 = 0.04, λ4 = Δ4 = λ2 = 0.04  

On the other hand, if stage 2 is out of control, only stages 3 and 4 will be affected, and the 

induced rate of occurrences of the events received by stages 3 and 4 are,  

06.01/))11(003.006.0(/))1(( 222,02,33 =−+=−+=Δ= ggλλλ δ  

06.01/))11(003.006.0(/))1(( 222,02,44 =−+=−+=Δ= ggλλλ δ  

Originally, a traditional TBE chart system that adopts the same type I error probability of 

0.0027 for all TBE charts is used to monitor the manufacturing processes. As a result, the 

in-control ATS0 of the chart system is equal to 28490 (Eq.5.7 in Chapter 5).  

Now, the QA (Quality Assurance) manager decides to design an integrated chart system 

in order to improve the expected profit O. He requires that the false alarm rate of the 

integrated chart system be maintained at the same level as for the traditional system. Thus, 

τ is specified as 28490. The computer program works out the integrated chart system for 
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this example in 0.156 CPU second in a personal computer (Pentium IV, CPU 2.40 GHz). 

The results are listed below. 

Stage 1: LCL = 0.09453 (α = 0.0001890) 

Stage 2: LCL = 0.06302 (α = 0.0001890) 

Stage 3: LCL = 4.08116 (α = 0.0081291) 

Stage 4: LCL = 0.99573 (α = 0.0029827) 

ATS0 = 28490,  O = 224.067     

It can be observed that, while both the integrated chart system and the traditional system 

have the same ATS0 value (= τ = 28490), the profit O resulting from the integrated 

system and the traditional system are 224.047 and 206.939, respectively. It indicates that 

the integrated system improves the profit by about 8.3%, on average, compared to the 

traditional system.  

6.3 Summary 

This chapter proposes the economic design of the control chart system based on time-

between-events (TBE) data. The design algorithm optimizes the control limits of each 

chart in the chart system in order to maximize the profit associated with the monitoring of 
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a multistage manufacturing system. It is found that, by properly allocating the power 

among the individual charts based on the values of the influential parameters, the profit of 

the SPC system can be significantly improved.  
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7.1 Conclusions 

Time-between-events chart has shown to be very useful in manufacturing systems, in 

reliability and maintenance monitoring, and also in service-related applications in general. 

Examining the existing time-between-events chart, it is found that the existing time-

between-events chart can be improved in many aspects. This thesis focuses on improving 

the existing time-between-events chart by making it more practical, enhancing the 

effectiveness of the time-between-events chart by integrating it with other techniques and 

at the same time increasing the average profit per unit time or reducing the average cost 

per unit time.  

Chapter 3 and chapter 4 focus on improving a single time-between-events chart. Process 

shift size is always assumed fixed for the existing time-between-events chart and shift 

size is always determined subjectively. The time-between-events chart designed under 

this assumption may not reflect real situation and can only achieve optimal performance 
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for the particular shift size while work unsatisfactorily for other shift sizes. In order to 

make the time-between-events chart more practical and more effective for a range of 

process shifts, chapter 3 develops the model of time-between-events chart under the 

random process shift which follows Rayleigh distribution. Economic aspects of the 

process have been considered. Two comparisons have been conducted. The first 

comparison is between the statistical design and economic design of time-between-events 

chart under random process shift. The results show that there is significant improvement 

in average profit per unit time by using economic design but the improvement decreases 

as 01 /λλ increases. The second comparison is between the random process shift and fixed 

process shift of time-between-events chart. The results show that the time-between-events 

chart under random process shift is more realistic than the chart under fixed process shift. 

Finally, the sensitivity of input parameters on the average profit per unit time is evaluated.  

Tagaras (1988) pointed out that in most cases, it is advisable to integrate control chart and 

preventive maintenance. Following this suggestion, there are a lot of papers which 

integrate control chart and preventive maintenance. But these papers either do not 

consider process failure or only consider exponentially distributed process failure. Until 

now, no one has developed a general model which considers both assignable cause and 
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process failure and both of them are Weibull distributed. Furthermore, no one has 

integrated time-between-events chart and preventive maintenance. Chapter 4 fills this gap. 

In chapter 4, an integrated model of time-between-events chart and preventive 

maintenance is developed. Both assignable cause and failure are considered, and their 

occurrences are modeled with Weibull distribution. The implementing cost of the control 

chart and preventive maintenance is considered and the cost minimization criterion is 

used to find the optimal values of decision variables. Design of Experiment technique is 

used to study the parameter sensitivity of the integrated model with respect to the 

expected cost per unit time and the decision variables. Two alternative models, 

preventive maintenance model and TBE-chart model are used for the purpose of 

comparison with the integrated model. The results of comparison show that by adopting 

the integrated model, the average cost per unit time can be decreased in about half of the 

time. Suggestions for when to use the integrated model have also been provided. Finally 

the influence of shift and failure distributions on the expected cost per unit time is studied. 

Chapters 5 and 6 develop a time-between-events chart system consisting of several 

individual time-between-events charts, each of which is used to monitor the time between 

successive events at different process stages in the manufacturing of a product in a 
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multistage manufacturing system. Previously each of the time-between-events charts in 

the system is designed individually. This design does not take the quality linkage between 

each stage into consideration. Furthermore, the false alarm rate for the entire system is 

increased. Chapters 5 and 6 propose a new design algorithm which considers all the time-

between-events charts within a system in an integrative and optimal manner so that the 

quality linkage can be considered. Chapter 5 focuses on studying the statistical properties 

of the system while chapter 6 focuses on the economical properties. Results from Chapter 

5 and 6 show that by designing all the time-between-events charts in the system in an 

integrative manner, the out of control ATS (in chapter 5) and average profit per unit time 

(in Chapter 6) can be significantly improved.   

Results from each chapter show that the methods used in this thesis improve the 

effectiveness of the existing time-between-events chart and make it more practical. 

However, this thesis also has its limitations. The limitations of this thesis and future 

research directions are discussed in the next section.  

7.2 Future Research 

This part discusses the limitations of this thesis and proposes some possible future 

research directions.  
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The first limitation is that the random process shift in Chapter 3 is restricted to modeling 

by Rayleigh distribution only. Although the Rayleigh distribution is easier to estimate 

because there is only one parameter involved, several commonly used distributions 

should also  be taken into consideration and compared with the Rayleigh distribution, 

which can make the model more robust and widely applicable. This is a possible future 

research direction.  

The second limitation is that in Chapter 4, it is assumed that preventive maintenance and 

reactive maintenance can restore the system to an as good as new condition. The reason 

for making this assumption is to simplify the model. However, this assumption is seldom 

satisfied in reality. As possible future work, the integration of time-between-events chart 

and preventive maintenance model can be extended to imperfect maintenance situation, 

and the Markov chain method may be used to solve the problem.  

The third limitation is related to Chapters 5 and 6. In Chapters 5 and 6, one time-

between-events chart is assigned to each stage. Although all the time-between-events 

charts are designed in an integrative manner, the number of time-between-events chart 

can be quite large if there are many stages. For the time-between-events chart, two 

decision variables (upper control limit and lower control limit) are required before 
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implementing the chart, and so the total number of decision variables is n2 (n is the 

number of stages in the system). Since the manufacturing system is always very complex, 

the number of stages n is always very large, resulting in many decision variables. It 

would thus be very complex to design this kind of control chart system. How to reduce 

the number of charts to monitor the whole system would be a useful and interesting topic. 

One possible solution for this problem is to treat it as a multivariate problem, with each 

variable denoting the quality characteristic at each stage. But new problems arise for such 

a multivariate problem, which are the number of stages cannot be too large because 

otherwise the size of the covariance matrix would be very large and how to identify 

which stage is out of control. These problems are worth researching in the future.  

The fourth limitation is that Chapters 3, 5, 6 assume the time between events follows 

exponential distribution. Although it is a common assumption in many research works, it 

is actually not practical. In reality, most of the time between events actually follows 

Weibull distribution. Although in Chapter 4, both of the occurrences of assignable cause 

and failure are modeled by Weibull distribution, the time between the occurrences of 

events is still modeled by exponential distribution. As possible future work, the time 

between events should be modeled by Weibull distribution, and both the scale parameter 
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and shape parameter can be changed when the assignable cause happens, instead of 

keeping one variable fixed as in the case of some of the existing research work.  

The fifth limitation is that it is assumed that 100% inspection is done for the time-

between-events chart here. But in the reality, this assumption is seldom satisfied. In the 

future, sampling frequency and sampling size should be taken into consideration when 

designing time-between-events chart.   

The sixth limitation is that the improving techniques, such as random process shift, 

preventive maintenance and multistage system, are applied one at a time in this thesis. 

The results of this thesis show that introducing random process shift, integrating time-

between-events chart with preventive maintenance and designing the time-between-

events charts in the system in an integrative manner can significantly improve the 

effectiveness of the monitoring system, but only one method at a time has been taken in 

this thesis. In reality, the monitoring techniques usually include both control chart and 

maintenance, and the manufacturing system always consists of multi-stage processes.  As 

a result, designing a monitoring system which considers control chart, preventive 

maintenance and multi-stage problems all at the same time can be quite useful. How to 
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combine all the improving techniques proposed in this thesis and apply them at the same 

time would be worth exploring in the future.  
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