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Abstract 

The key problem of video transmission over the existing wireless mobile networks is 

the incompatibility between the time-varying and error-prone network conditions and 

the QoS requirements of real-time video applications. As new directions in the design 

of wireless systems do not necessarily attempt to minimize the error rate but to 

maximize the throughput, this thesis first proposes a novel adaptive H.264/AVC 

Network Abstraction Layer (NAL) packetization scheme in terms of adaptive slice 

partition and “Simple Packetization” with 2 motivations: i) To take advantage of slice-

coding in assisting error control techniques by localizing the burst errors occurred in 

wireless environment so that the end-user quality can be improved with the assistance 

of error concealment techniques; ii) To facilitate throughput adaptation in time-varying 

wireless environment so that the network or system efficiency can be improved in 

conjunction with lower layer error control mechanisms under cross layer optimization. 

This thesis also proposes a channel adaptive H.264/AVC video transmission 

framework under cross layer optimization. The novel adaptive H.264/AVC NAL 

packetization scheme works as built-in block with other channel adaptive blocks in the 

proposed framework to facilitate system throughput adaptation in time-varying 

wireless environment. Simulation results show that compared to the system with fixed 

NAL packetization under fixed error control configuration, the proposed framework 

can adapt system throughput to the variations of channel capacity with acceptable end-

user quality such that channel usage and system efficiency can be enhanced whenever 

the channel condition is improved. And the proposed framework also shows better 

end-user quality compared to the system with fixed NAL packetization under channel 

adaptive error control configuration. 
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Chapter 1 

Introduction 

Wireless video applications and services have undergone enormous development due 

to the continuous growth of wireless communications, especially after the great 

successful deployment of second generation (2G) and 2.5 generation (2.5G) cellular 

mobile networks such as Global System for Mobile Communications /General Packet 

Radio Service (GSM/GPRS). There is a tremendous demand of delivery video contents 

over wireless mobile networks due to the dramatic development of wireless access 

technology when the third generation (3G) cellular mobile networks was introduced in 

the first time. The demands for fast and location-independent access to video services 

require most current and future wireless mobile networks to support a large variety of 

packet-oriented transmission modes such that the transports of internet protocol (IP)-

based video data traffic among mobile terminals or between mobile terminals and 

multimedia servers are flexible enough with Quality of Service (QoS) guaranteed. 

From end-user point of view, QoS means the video displayed quality, video 

playback flexibility, user initial waiting time, and delay jitter, etc. More precisely, once 

the play starts, it must be continuous, smooth with guaranteed image quality. On the 

other hand, from network point of view, QoS means those pertaining to bandwidth, 

end-to-end delay, and packet error rate (PER), block error rate (BLER), or bit error 

rate (BER), etc. In order to fulfill the bandwidth requirement for wireless transmission, 

the video data are usually compressed prior to transmission. This compressed video 
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data are error sensitive so that it poses many challenges for video transmission in the 

time-varying and highly error-prone wireless environment. Therefore, the future 

system design of video transmission over wireless mobile networks should provide 

guaranteed QoS with efficient resource allocation in wireless environment. 

1.1 Video Applications in Wireless Environment 

1.1.1 Wireless Video Applications 

There are three mayor service categories identified by most recent video coding 

standardization process [1]. The first service category is circuit-switched [2] and 

packet-switched conversational services (PCS) [3] for video telephony and 

conferencing. Such applications are characterized by very strict delay constraints—

significantly less than one second end-to-end latency, with less than 100 ms being the 

goal [4]. Therefore, in conversational services, the end-to-end delay has to be 

minimized and the synchronization between audio and video streams has to be 

maintained in order to avoid any perceptual disturbance. The encoding, transmission, 

decoding and playing are performed in real time, with full-duplex. 

The second category is live or pre-recorded video packet-switched streaming (PSS) 

services [5]. In PSS application, the user typically requests pre-coded sequences stored 

in a server. Such services have relaxed delay constraints compared to conversational 

services [4]. It allows video playback before the whole video stream has been 

transmitted. In other words, the encoding and transmission are usually separated, 

decoding and display start during the transmission with a initial delay of a few seconds 

used for buffering, and in a near real time fashion. 

The third category is video in multimedia messaging services (MMS) [6]. In MMS 

applications, the bit stream is transmitted as a whole using reliable transmission 
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protocols, such as ftp or http. It does not obey the delay constraints and it is not real-

time processing [4,7]. The encoding, transmission, and decoding are completely 

separated. The recorded video signal is off-line encoded and locally stored. The 

transmission could start at any time upon user demands, while the decoding process at 

the receiver in general does not start until the completion of download. 

The transmission requirements for the three identified applications can be 

distinguished with respected to requested data rate, the maximum allowed end-to-end 

delay and the maximum delay jitter. This results in different system architectures for 

each of these applications. Figure 1.1 shows a simplified illustration [7]. 

 

Figure 1.1: Wireless video application MMS, PSS and PCS differentiated by real-

time or off-line processing for encoding, transmission and decoding 

1.1.2 H.264/AVC Video Coding Standard 

Digital video coding techniques, also known as video compression techniques, have 

played an important role in the world of telecommunication and multimedia systems 

where bandwidth is still a valuable commodity. Video compression techniques aim to 

reduce the amount of information needed for picture sequence without losing much of 

its quality. Currently, video coding technology is standardized by two separate 

standardization groups, namely the ITU-T Video Coding Expert Group (VCEG) and 

ISO/IEC Moving Picture Expert Group (MPEG). VCEG is older and more focusing on 

conventional video coding goals, such as low delay, good compression, and packet-

loss/error resilience. MPEG is larger and taking on more ambitious goals, such as 
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“object-oriented video”, “synthetic-natural hybrid coding”, and digital cinema. The 

ITU-T video coding standards are called recommendations, and they are denoted with 

H.26x (e.g., H.261, H.262, H.263, H.26L and H.264). The ISO/IEC standards are 

denoted with MPEG-x (e.g., MPEG-1, MPEG-2, MPEG-4, MPEG-7, and MPEG-21). 

In early 1998, ITU-T VCEG SG16 Q.6 issued a call for proposals on a project 

called H.26L [8], which targeted to double the coding efficiency compared to previous 

coding standards. In other words, H.26L could half the bit rate necessary for a given 

level of fidelity in comparison to any other existing video coding standards for a broad 

variety of applications. The first draft design for that new standard was adopted in 

October 1999. In December of 2001, VCEG and the MPEG ISO/IEC JTC 1/SC 

29/WG 11 formed a Joint Video Team (JVT), with the mission to finalize the draft new 

video coding standard. The new video coding standard [9] is known as H.264/AVC, 

where AVC stands for MPEG-4 part 10 Advanced Video Codec. H.264/AVC 

represents a number of advances in standard video coding technology, in terms of both 

coding efficiency enhancement and flexibility for effective use over a broad variety of 

network types and application domains [10]. Its Video Coding Layer (VCL) provides 

slice-coded video streams with high compression efficiency, and its Network 

Abstraction Layer (NAL) provides network-friendly capability by packetizing the 

slice-coded video stream into independent and adaptive network packets, known as 

NAL units (NALUs). When use well together the new features, this latest video coding 

standard can provide approximately a 50% [11] bit rate saving for equivalent 

perceptual quality relative to the performances of previous standards. 

1.1.3 H.264/AVC Video Transmission over Wireless Mobile Networks 

Similar to data services, the transmission of multimedia contents such as image, audio, 

and video over wireless mobile networks relies on the current, recently proposed, and 
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emerging network protocols and architectures. Figure 1.2 shows H.264/AVC video 

transmission system with 7 major components: i) The source H.264/AVC encoder that 

compresses video into media streams in VCL, and sends the stream to NAL where 

NALUs are formed and ready to be delivered or uploaded to the media server for 

storage and later transmission on demand; ii) Application layer in charge of channel 

coding and packetization; iii) Transport layer performs congestion control and delivers 

media packets from the sender to the receiver for the best possible user experience, 

while sharing network resources fairly with other users; iv) Network layer realizes IP-

based packet delivery; v) Data link layer provides radio resource allocation and media 

access control; vi) Physical layer where packets are delivered to the client through air 

interface; and vii) The receiver decompresses the video packets, and implements the 

interactive user controls based on the specific applications [12]. 

 

Figure 1.2: H.264/AVC video transmission system 
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Above system model is the simplified Open System Interconnection (OSI) 7-layer 

communication model, where application layer is the combination of traditional 

application layer, presentation layer and session layer. At the sender end, source bits 

are allocated to each video frame in VCL with bit rate constraint (e.g., available 

channel bandwidth) reported by lower layers. NALUs are generated in NAL by 

packetizing slice-coded video stream produced by VCL. After passing NALUs through 

the network protocol stack (e.g. RTP/UDP/IP), NALUs become transport packets, and 

enter a packet lossy network which can be a wired network, a wireless network, or a 

heterogeneous network. Some packets may be dropped in the network due to 

congestion, or at the receiver due to excessive delay or unrecoverable bit errors 

occurred in the network. To combat packet losses, packet-based Forward Error 

Correction (FEC) may be employed at application layer. In addition, lost packets may 

be retransmitted at transport layer or in terms of smaller blocks at data link layer if 

applicable. Packets that reach H.264/AVC video decoder on time are buffered in the 

decoder buffer. Then application layer is responsible for de-packetizing the received 

packets to NALUs from the decoder buffer, FEC decoding, and forwarding the intact 

and recovered NALUs to NAL. NAL de-packetizes NALUs to coded slices, and VCL 

decompresses the coded slices and displays the decoded video frames in real-time. The 

H.264/AVC video decoder may employ error concealment techniques to mitigate the 

end-user quality degradation due to loss of NALUs. 

1.2 Challenge for Real-time Video Transmission 

The main challenge to the real-time video communications over wireless mobile 

networks is how to reliably transmit video data over time-varying and highly error-

prone wireless links, where fulfilling the transmission deadline is complicated by the 

variability in throughput, delay, and packet loss in the network. In particular, a key 
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problem of video transmission over the existing wireless mobile networks is the 

incompatibility between the nature of wireless channel conditions and the QoS 

requirements (such as those pertaining to bandwidth, delay, and packet loss) of video 

applications. With a best-effort approach, the current IP core network was originally 

designed for data transmission, which has no guarantee of QoS for video applications. 

Similarly, the current wireless mobile networks were designed mainly for voice 

communication, which does not require as large bandwidth as video applications do. 

For the deployment of multimedia applications with video stream, which is more 

sensitive to delay and channel errors, the lack of QoS guarantees in today's wireless 

mobile networks introduces huge complications [4,7,11]. Several technological 

challenges need to be addressed in designing a high-quality and efficient video 

transmission system in wireless environment. 

First of all, to achieve acceptable delivery quality, transmission of a real-time video 

stream typically has a minimum loss requirement. However, compared to wired links, 

wireless channel is much noisier due to path loss, multi-path fading, log-normal 

shadowing effects, and noise disturbance [13], which result in a much higher BER and 

consequently a lower system throughput. 

Secondly, in wireless mobile networks, a packet with unrecoverable bit errors is 

usually discarded at data link layer according to the current standards [14]. This 

mechanism is not severe for traditional IP applications such as data transfer and email, 

where reliable transmission can always be achieved through retransmission at transport 

layer. However, for real-time video applications, retransmission-based techniques may 

not be always available due to the tight delay and bandwidth constraints.  

Thirdly, since bandwidth is the scarce resource in wireless mobile communication, 

video data should be compressed prior to transmission. Most recent video coding 



Chapter 1 Introduction 

 8

standards adopt predictive coding in the sense of motion compensation to remove 

spatial and temporal redundancies within frame itself or among consecutive frames, 

which are technically known as intra-frame coding and inter-frame coding. In addition, 

variable length coding (VLC) is adopted to compress residue video data even further. 

Predictive coding and VLC make the compressed video data sensitive to wireless 

channel errors. Even single bit error can cause the loss of synchronization between 

encoder and decoder due to VLC, and error propagation among frames due to 

predictive coding in motion compensation [15-18]. Both loss of synchronization and 

error propagation degrade end-user perceptive quality significantly although error 

concealment techniques [4,7,11,32,42] at decoder are implemented. 

In the literature, above challenges could be addressed intuitively by enforcing error 

control, especially through unequal error protection (UEP) for video data that are 

usually of different importance. One of the main characteristics of video is that 

different portions of the bitstream have different importance in their contribution to the 

end-user quality of the reconstructed video. For example, intra-coded frames are more 

important than inter-coded frames. If the bitstream is partitioned into packets, Intra-

coded packets are usually more important than Inter-coded packets [19]. If error 

concealment [32,38] is used, the packets that are hard to conceal are usually more 

important than easily concealable ones. In the scalable video bitstream, the base layer 

is more important than the enhancement layer [20]. Error control techniques [20-21], 

in general, include error resilient video coding, FEC, retransmission/Automatic Repeat 

reQuest (ARQ), power control, and error concealment. 

Besides error control techniques, above challenges can also be addressed by slice-

based source coding. The concept of slice-coding is introduced to reduce error 

propagation by localizing channel errors to smaller region in the video frame. If the 
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slice is lost, error concealment techniques can conceal the loss within small areas. And 

the error propagation due to loss of slices can be minimized because slice is encoded 

and decoded independently. In H.264/AVC, each slice can be encapsulated into one 

network packet, and the smaller the network packet, the less probability it will be 

corrupted by channel burst errors [7]. Therefore, partitioning video frame into large 

number of slices is helpful to enhance error resilience of video data. However, large 

amount of slices per video frame will reduce the source coding efficiency and 

introduce additional overheads from network protocol headers. Hence, bandwidth 

requirement may not be fulfilled and system efficiency is reduced.  

 The above channel and source approaches could be jointly considered to design a 

high-quality and efficient video transmission system over wireless environment. Here, 

an efficient system is defined as system can transmit video data with acceptable end-

user quality by using less source, channel, and network resources. Since new research 

directions in the design of wireless systems do not necessarily attempt to minimize the 

error rate but to maximize the throughput [7], an efficient system should be able to 

adapt its throughput to the variation of channel capacity so that the source, channel, 

and network resources are allocated subject to channel conditions. 

Although current H.264/AVC wireless video transmission system [4,7,25-27] with 

fixed NAL packetization under fixed error control configuration has less computation 

and implementation complexities, in deed, it has low system throughput and end-user 

quality degradation due to most likely occurred over and under channel protections, 

which is less efficient because wireless channel is also time-varying and such system 

cannot response to channel variations. Meanwhile, the traditional layered protocol 

stack, where various protocol layers only communicate with each other in a restricted 

manner, has proved to be inefficient and inflexible in adapting to the constantly 
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changing network conditions [22]. Furthermore, conventional video communication 

systems have focused on video compression, namely, rate-distortion optimized source 

coding, without considering other layers [22-23]. While these algorithms can produce 

significant improvements in source-coding performance, they are inadequate for video 

communications in wireless environment. This is because Shannon's separation 

theorem [24], that source coding and channel coding can be separately designed 

without any loss of optimality, does not apply to general time-varying channels, or to 

systems with a complexity or delay constraint. Therefore, for the best end-to-end 

performance, multiple protocol layers should be jointly designed to react to the channel 

conditions in order to make the end-system network-adaptive. Recent research [22,59-

60,70] has been focused on the investigation of joint design of end-system application 

layer source–channel coding with manipulations at other layers. 

1.3 Contributions of the Thesis 

As recent research on H.264/AVC [25-27] does not address the issues on NAL 

packetization to enhance error resilience and system efficiency, this thesis first 

proposes a novel adaptive H.264/AVC NAL packetization scheme with 2 motivations: 

i) To take advantage of slice-coding in assisting error control techniques by 

localizing the burst errors occurred in wireless environment so that the end-user 

quality can be improved with the assistance of error concealment techniques; 

ii) To facilitate throughput adaptation in time-varying wireless environment so 

that the network or system efficiency can be improved in conjunction with 

lower layer error control mechanisms under cross layer optimization. 

With above motivations, this thesis further explores the possible solutions to the 

problem of coordinating slice-coding and error control mechanisms to design high 
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quality and efficient video transmission system over wireless environment. More 

precisely, this thesis also incorporates the novel adaptive H.264/AVC NAL 

packetization scheme to video transmission system over wireless mobile networks and 

proposes a channel adaptive H.264/AVC video transmission framework under cross 

layer optimization. Unlike the traditional approach that is trying to allocate source and 

channel resources by minimizing end-to-end video distortion, this framework aims to 

efficiently perform slice partition for NAL packetization and incorporate application 

layer FEC and data link layer selective ARQ to improve the system efficiency at 

multiple network layers. 

The channel adaptive H.264/AVC video transmission framework focuses on the 

end-to-end system design. Such end-to-end system consists of five major channel 

adaptive components, namely adaptive H.264/AVC NAL packetization, end-to-end 

distortion estimation, channel quality measurement, bit rate estimation and error 

control adaptation. More specifically, the focus is on the interaction between the video 

codec and the underlying layers. At application layer, this framework selects slice 

partitions for NAL packetization and assigns FEC according to importance of the 

NALUs. The channel protected NALUs are attached with network protocol headers 

and processed by lower layers. At data link layer, selective ARQ is performed for each 

transport block. Here, the throughput is used as cost function in the optimization. In 

other words, with acceptable end-user quality, the slice partition for NAL packetization, 

level of FEC, and the number of allowed retransmission at data link layer within 

adaptation period are selected based on channel conditions such that the system 

throughput is adapted to variation of channel capacity with bandwidth as constraint. 

Furthermore, for completeness and flexibility, the proposed framework includes 

traditional approach of minimizing end-to-end video distortion as well. 
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1.4 Organization of the Thesis 

The rest of the thesis is organized as follows: 

Chapter 2 describes the overview of image processing and video compression 

techniques. Information such as color spaces, color conversions, spatial and temporal 

compression techniques, scalable video coding, error resilient coding, and error 

concealment techniques are introduced. 

Chapter 3 introduces H.264/AVC video transmission in wireless environment. 

Concepts of NAL as well as the underlying network protocols are discussed. 

Mathematical models that describe the wireless environment are introduced followed 

by short discussion of error control techniques in terms of FEC and ARQ. 

In Chapter 4, the novel adaptive H.264/AVC NAL packetization scheme is 

proposed. The motivation of proposing such scheme is discussed first followed by the 

detailed descriptions of the proposed scheme in terms of “simple packetization” and 

adaptive slice partition.  

Chapter 5 proposes the channel adaptive H.264/AVC video transmission 

framework under cross layer optimization. The overall system is introduced follow by 

detailed discussion and analysis of each critical channel adaptive block. 

Chapter 6 presents the performances of the proposed channel adaptive H.264/AVC 

video transmission framework in high-error and low-error channel conditions. The 

perfromances are also compared to video transmission system with fixed NAL 

packetization under fixed error control configuration and the system with fixed NAL 

packetization under channel adaptive error control configuration. 

Chapter 7 draws to the closure of this thesis by giving the conclusion and the 

comments for the future work. 
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Chapter 2 

Video Coding Techniques 

Compressed video data have hierarchical organized bitstream which is different from 

conventional data service. In order to facilitate reliable and efficient video transmission 

in wireless environment, the characteristics of compressed video data should be 

explored. Although video coding terminology varies from standards to standards, the 

basic techniques are remained unchanged: i) as video is basically a sequence of images, 

each image should follow image processing principles; ii) for video compression 

techniques, spatial domain transformation and temporal domain predictive coding 

known as motion compensation are adopted; iii) for reliable transmission of video data, 

scalable video coding, error resilient video coding, and error concealment techniques 

are applied. 

2.1. Image Processing Techniques 

2.1.1. Color Spaces 

Image data are represented by array of square pixels, in the form of row and columns, 

and the value of each pixel consists of three color components, which can be 

categorized into two color spaces. In computer graphic, these three color components 

are Red, Green and Blue, which are formally known as RGB values. In image and 

video processing, people are more familiar with luminance (Y for brightness) and 

chrominance (U and V or Cb and Cr for blue and red color components, respectively). 
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RGB uses additive color mixing and is the basic color model used in television or any 

other medium that projects color with light. Specifically, RGB can be thought of as 

three grayscale images (usually referred to as channels) representing the light values. 

The grayscale takes intensity value from 0 to 255, where 0 represents total black and 

255 represents complete white, which can be represented by 8 bits in binary. A normal 

grayscale image has 8-bit color depth (256 grayscales), and a “true color” image has 

24-bit color depth. 

Y (352x288) U (176x144) V (176x144) 

 

RGB (352x288) 

  
Figure 2.1: YUV image with separate components and RGB image 

YUV is the color space used in the television broadcasting. The reasons to use the 

YUV decomposition are multiple. Firstly, a conversion of an RGB to YUV requires 

just a linear transform, which is really easy to do with analog circuitry and it is fast to 

compute numerically. Secondly, YUV allows separating the colour information from 

the luminance component. Since the human eye is much more responsive to luminance, 

chrominance components can be heavily compressed which are less likely to cause 



Chapter 2 Video Coding Techniques 

 15

perceptible differences in the resulting image. For this reason YUV is used worldwide 

for television and motion picture encoding standards. Figure 2.1 shows YUV separate 

image components and its original RGB image. The image has dimensions of 352x288 

pixels, and the YUV image is sampled at 4:2:0, which means that the U and V 

components are obtained by sampling half the dimentions of Y component in both 

horizontal and vertical directions. 

2.1.2. YUV Sampling Techniques 

Numerous YUV formats are defined throughout the video industry. The most common 

format is the 8-bit YUV formats that are recommended for video rendering in the 

Microsoft® Windows® operating system. One of the advantages of YUV is that the 

chrominance UV components can have a lower sampling rate than the luminance Y 

component without a dramatic degradation of the perceptual quality. A notation called 

the A: B: C notation is used to describe how often U and V are sampled relative to Y: 

• 4:4:4 means no down-sampling of the chrominance components; 

• 4:2:2 means 2:1 horizontal downsampling, with no vertical downsampling. 

Every scan line contains four Y samples for every two U or V samples; 

• 4:2:0 means 2:1 horizontal downsampling, with 2:1 vertical downsampling; 

• 4:1:1 means 4:1 horizontal downsampling, with no vertical downsampling. 

Every scan line contains four Y samples for every U or V sample. 4:1:1 

sampling is less common than other formats. 

Figure 2.2 shows the sampling grid used in above YUV sampling formats. 

Luminance samples are represented by a cross, and chrominance samples are 

represented by a circle. There are two common variants of 4:2:0 sampling. One of 

these is used in MPEG-2 video, and the other is used in MPEG-1 and in ITU-T H.26x. 
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4:4:4 4:2:2 4:2:0  
(MPEG-1, H.26x) 

4:2:0 
(MPEG-2) 

Figure 2.2: YUV sampling 

2.1.3. Color Space Conversion 

Consultative Committee for International Radio (CCIR) 601 [28] defines the 

relationship between YCrCb 4:4:4 and digital gamma-corrected 24-bit RGB values: 

BGRY 114.0587.0299.0 ++=        (2.1) 

BGRCr 081.0419.05.0 −−=        (2.2) 

BGRCb 5.0331.0169.0 +−−=        (2.3) 

)128(402.1 −+= rCYR         (2.4) 

)128(71414.0)128(34414.0 −−−−= rb CCYG      (2.5) 

)128(772.1 −+= bCYB .        (2.6) 

2.1.4. Image Quality Evaluation Metric 

Image reconstructed after lossy compression or transmission over error-prone 

environments usually has quality degradation compared to original images. Quality 

evaluation between the reconstructed and original images could be either subjective or 

objective. Subjective evaluation depends on human visual system (HVS) using quality 

rating scale, such as excellent, good, fair, poor, and bad, which varies person by person. 

Objective evaluation is widely used in image processing. Image distortion 
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measurement in the sense of Mean Square Error (MSE), Normalized MSE (NMSE), 

Mean Absolute Error (MAE), Sum of Absolute Difference (SAD), Signal-to-Noise 

Ratio (SNR) and Peak-Signal-to-Noise Ratio (PSNR) is the one of most common 

evaluation metrics. In [29], MSE is defined as: 
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where M  and N  are the resolutions of the image, ),( jix and ),(ˆ jix are the luminance 
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By jointly considering luminance and chrominance components, the objective fidelity 

metric [30] is defined as: 

 
rrbb ccCCYY MSEwMSEwMSEwMSE ⋅+⋅+⋅= .    (2.9) 

Observe that the distortion is weighted by Yw , 
bCw and 

rCw respectively. It is generally 

accepted that luminance components contributes more to the overall quality of the 

reconstructed frame than either of chrominance components do. In [31], 6.0=Yw  

and 2.0==
rb CC ww . 

2.2. Video Compression Techniques 

2.2.1. Principle behind Video Compression 

A common characteristic of most images is that the neighboring pixels are most likely 

correlated and therefore contain redundant information. The foremost task then is to 
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find less correlated representation of the image. The most important components of 

compression are redundancy reduction, which aims at removing duplication from the 

signal source (image/video). In general, four types of redundancy can be identified: 

• Spectral Redundancy between different color planes or spectral bands; 

• Spatial Redundancy between neighboring pixel values; 

• Temporal Redundancy between adjacent frames in a sequence of images; 

• Statistical Redundancy, removed by Universal Variable Length Coding 

(UVLC), and Context-based Adaptive Binary Arithmetic Coding (CABAC). 

Video compression techniques remove the redundant information in both spatial and 

temporal domains, and represent video sequences in minimum number of data while 

acceptable fidelity is maintained. 

2.2.2. Spatial Domain Compression Techniques 

Spatial domain compression techniques are referred as intra-frame (I-frame) coding. I-

frame is coded independent without the knowledge from other frames. Predictive 

coding, scalar and vector quantization, transform coding, and entropy coding are 

common intra-frame coding techniques. Modern video coding standards employ most 

of them. Predictive coding and transform coding are highlighted as follows. 

Predictive coding is originally widely used in voice communication systems known 

as Differential Pulse Code Modulation (DPCM). In intra-frame coding, it explores the 

mutual redundancy among neighboring pixels. Rather than encoding the pixel intensity 

directly, its value is first predicted from previous encoded pixels. Then the predicted 

pixel value is subtracted from the actual pixel value. In other words, only the 

prediction error is encoded instead of absolute value. 
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From frequency domain point of view, image data consist of low and high 

frequency coefficients.  Human eyes are sensitive to low frequency coefficients while 

high frequency coefficients have less contribution to image quality. Hence, transform 

coding transforms image from spatial domain to frequency domain and exploits the 

fact that for typical images a large amount of signal energy is concentrated in a small 

number of coefficients at low frequencies. More precisely, image is partitioned into 

blocks, such as 4x4, 8x8, and 16x16, and transform coding is operated on the block 

basis. Transform matrix is basically a group of low pass, band pass and high pass 

filters which partition the power spectrum into distinct frequency band. Most image 

signal energy is within the low pass band and concentrates to the upper left corner of 

the image block as large coefficients. On the other hand, high frequency bands have 

less signal energy and their coefficients appearing as smaller numbers concentrate to 

lower right corner of the block. After quantization, the smaller high frequency band 

coefficients will become zero and are discarded in entropy coding. Many transform 

algorithms are proposed for transform coding, Discrete Cosine Transform (DCT) is 

typically used for signal has low pass characteristics, such as video and image. 

2.2.3. Temporal Domain Compression Techniques 

Temporal domain compression techniques are referred as inter-frame coding. Motion 

compensated predictive coding is the most important inter-frame coding technique. It 

consists of two core processes. The first core process is motion estimation, which 

attempts to find the most matched image regions between previous frame and current 

frame. After obtain the motion information, compression can be achieved by the 

second core process, the compensated predictive coding. Compensated predictive 

coding encodes the pixel block with motion vectors which respect to the best matched 

block in previous frame. There are 2 types of inter-frames, namely P-frames, which 
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stands for predicted frame, and B-frame, which stands for bi-directional predicted 

frame. P-frame is coded based on the previous coded frame, and B-frame is coded 

based on both previous and future coded frames. Figure 2.3 shows the I-frame, P-

frame and B-frames. In video transmission, two frame orders are defined, namely the 

transmission order and display order. Transmission order is the order that encoder 

encodes the video sequence and decoder decodes the video data, displays order is the 

raw video sequence order that is arranged by time. Figure 2.4 shows the group of 

pictures (GOP), the arrows indicate the prediction dependencies between frames. The 

display order is {I0, B1, B2, P3, B4, B5, P6, B7, B8, I9}, and the transmission order is 

{I0, P3, B1, B2, P6, B4, B5, I9, B7, B8}. 

 

Figure 2.3: I-frame, P-frame and B-frame 

 

Figure 2.4: Prediction dependencies between frames 
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2.2.4. Scalable Video Coding Techniques 

Scalable video coding techniques have many advantages over non-scalable video 

coding [20,31], such as compress efficiency, robustness with respect to packet loss due 

to channel errors or congestions, adaptability to different available bandwidths, and 

adaptability to memory and computational power for different mobile clients. 

Generally speaking, video data are coded into base layer and enhancement layers. Base 

layer carries video information with the minimum end-user quality requirement, and 

can be independently encoded, transmitted, and decoded to obtain basic video quality.  

Enhancement layers carry the additional video information such that the end-user 

quality could be improved based on that the base layer or the previous enhancement 

layers are received correctly.  

Conceptually, scalable video coding can be classified into four categories, namely 

spatial scalability, temporal scalability, SNR scalability and hybrid scalability. In 

spatial scalability, the base layer is designed to generate bitstream of reduced-

resolution pictures. When combined with the enhancement layer, pictures at the 

original resolution are produced. In temporal scalability, the input video is temporally 

demultiplexed into two pieces, with each layer carries one piece at different frame rate. 

In SNR scalability, at the base layer, a coarse quantization of the DCT coefficients is 

employed which results in fewer bits and a relatively low quality video. The coarsely 

quantized DCT coefficients are then inversely quantized (Q-1) and fed to the 

enhancement layer to be compared with the original DCT coefficients. Their difference 

is finely quantized to generate a DCT coefficient refinement, which, after VLC, 

becomes the bitstream in enhancement layer. In hybrid scalability, any two of above 

scalable coding techniques could be combined, such as spatial-temporal scalability, 

SNR-spatial scalability, and SNR-temporal scalability. 
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2.2.5. Error-Resilient Video Coding Techniques 

In wireless mobile networks, it is important to devise video encoding/decoding 

schemes that can make the compressed bitstream resilient to transmission errors. Many 

error-resilient video coding techniques [15] have been proposed in the literature. These 

techniques insert redundancy into the bitstream or reorder the symbols to increase the 

video quality in the error prone environment. Data partition [32] is proposed in both 

MPEG-4 and H.263++ onwards. Without data partition, all the syntax of the bitstream 

from picture level to block lever are placed nearby. Since the error can cause symbol to 

lose synchronization, any data after the first error are useless. In data partition mode, 

important data, such as headers, and motion vectors are placed at front side with 

stronger protection. Data partition usually works with ARQ and FEC since it only 

reorders the bitstream symbols. The resynchronization marker [33] is used to regain 

symbol synchronization between encoder and decoder when error occurs. It can be 

optimized to get a better video quality by using the rate-distortion synchronization 

marker insertion scheme. Reversible variable-length codes (RVLC) [34-35] are 

variable length codes that can be decoded from the opposite side. When error occurs in 

the middle of two resynchronization markers, the decoder can decode from forward 

and backward directions. RVLC results in longer codeword, which reduces the 

compression efficiency. Error resilience entropy coding (EREC) [36] is used to 

achieve symbol synchronization at the start of the fixed-length packet. Unlike 

resynchronization marker, EREC imposes little overhead which is efficient in wireless 

transmission where small packets are preferred. Multiple-description coding (MDC) 

[37] uses multiple video streams to represent a video sequence. It is usually combined 

with scalable video coding techniques. This technique results quite high overhead, and 

is not suitable for low bit rate applications. 
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2.2.6. Error-Concealment Techniques 

Whenever the errors in the video bitstream cannot be corrected, error concealment 

techniques [32,38] can be applied. The simplest error concealment technique is to 

replace the current corrupt frame with previous decoded frame. Advanced error 

concealment techniques can be specified into spatial concealment and temporal 

concealment, such as spatial and temporal interpolation. Maximally smooth recovery 

and Projection onto convex sets [21] are proposed in literature recently. Most of error 

concealment techniques could be combined with error-resilient techniques, but the 

computation complexity would be of great concern on the portable devices. 

2.3. Video Coding Hierarchy 

Unlike conventional data service, video data is represented hierarchically. Input video 

picture is referred to as frame.  Frame is partitioned into block, which usually has 4x4 

pixels or 8x8 pixels. Several blocks form Macroblocks (MBs), for example, one MB 

has 16x16 pixels, which is equivalent to four 4x4 blocks. MBs are the basic building 

elements where the spatial and temporal coding techniques are normally carried on, 

such as motion estimation. A sequence of MBs forms slice, and a frame can be splitted 

into one or several slices. Within a frame, different slices can be grouped into slice 

groups. The final video bitstream will have a layered structure as follows: 

• Video Sequence Layer 

• Group of Pictures (GOP) Layer 

• Picture Layer 

• Group of Block (GOB) / Slice layer 

• Macroblock Layer 
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• Block Layer 

With this hierarchy, input video frames are either intra-frame coded or inter-frame 

coded at encoder side. Intra-frame is intra predicted, DCT transformed, zig-zag 

scanned, quantized, and entropy coded. Inter-frame is motion compensated predicted, 

and subtracted with original input fame to produce residue coefficients, which are also 

DCT transformed, zig-zag scanned, quantized, and entropy coded with motion vectors. 

Finally, the header information for respective hierarchical layers, control information, 

motion vectors, and residue coefficients for both intra-frames and inter-frames form 

the video bitstream. At decoder, the header and control information are extracted for 

decoder configurations. Intra-frame residue coefficients are entropy decoded, inverse 

quantized, and inverse DCT transformed to reconstruct the original frame. The residue 

coefficients for inter-frame are entropy decoded, inverse quantized, inverse 

transformed, and motion compensated with entropy decoded motion vectors to 

reconstruct the original frame. One example of video codec is shown in Figure 2.5. 

 

Figure 2.5: H.264/AVC video codec 
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In most video coding standards, the spatial and temporal domain compression 

techniques are employed in the implementation of encoder and decoder. Scalable 

coding, error-resilient coding, and error concealment coding serving as enhanced and 

robust coding tools, are implemented according to the requirements of applications. 

Encoder is much more complicated compared to decoder in the sense that the 

combination of various coding techniques and motion estimations consume significant 

computational power. In order to evaluate the features of different encoder and decoder 

configurations, profiles and levels are specified as conformance points. Profile defines 

a set of coding tools or algorithms that can be used in generating a conforming 

bitstream, whereas level places constraints on certain key parameters of bitstream. In 

H.264/AVC, three profiles [9] are defined, namely Baseline, Main, and Extended 

profile. All decoders conforming to a specific profile must support all features in that 

profile. Encoder is not required to make use of any particular set of features supported 

in a profile, but has to provide conforming bitstreams which can be decoded by 

conforming decoders. 

2.4. Summary 

This chapter reviews the image processing and video coding techniques. Image 

processing techniques include color spaces, sampling techniques, space conversion and 

quality evaluation metrics. Video coding techniques refer to spatial and temporal 

compression techniques, scalable video coding techniques, error-resilience coding, and 

error concealment video coding techniques. Finally, the video coding hierarchy 

employed in most video coding standards is presented with an example of H.264/AVC 

codec architecture. 
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Chapter 3 

H.264/AVC Video Transmission in Wireless Environment 

The transmission of video in wireless environments requires not only coding efficiency, 

but also the seamless and easy integration of the coded video into all current and 

possible future protocols, multiplexing and delivery architectures. H.264/AVC has 

been designed and proved to be attractive for wireless applications due to its low bit 

rate and network friendly adaptation.  The low bit rate characteristic comes from the 

superior compression in Video Coding Layer (VCL) and the network friendly 

adaptation capability is due to the design of Network Abstraction Layer (NAL). NAL 

generates independent H.264/AVC slice-coded NAL units (NALUs) and deliver them 

as video packets to the underlying wireless networks. Various transport protocols 

dedicated to different network layers are designed to transmit video packets reliably 

and efficiently. Furthermore, mathematical models are employed to analyze the time-

varying and highly error-prone characteristics of wireless channel to facilitate the 

performance analysis of error control techniques employed at different network layers. 

3.1. H.264/AVC Network Abstraction Layer 

3.1.1. Motivation of H.264/AVC NAL 

The NAL is designed to provide “network friendliness”. The main motivation for 

introducing NAL, and its separation from VCL can be explained in twofold. First of all, 

the H.264/AVC recommendation [9] defines an interface between the signal 
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processing methodology of the VCL, and the transport oriented mechanisms of the 

NAL. This allows for a clean design of a VCL implementation, probably on a different 

processor platform than the NAL. Secondly, both VCL and NAL are designed in such 

way that in heterogeneous transport environments, no source-based transcoding is 

necessary. In other words, gateways never need to reconstruct and re-encode a VCL bit 

stream because of different networks environment. The NAL adapts the bitstream 

generated by VCL to various network and multiplex environments. It covers all 

syntactical levels above the slice level. In particular, it includes mechanisms [7] for:  

• The representation of the data required to decode individual slices (Data that 

reside in picture and sequence headers in previous video coding standards); 

• The start code emulation prevention; 

• The support of supplementary enhancement information (SEI); 

• The framing of the bitstream that represent coded slice for the use over bit-

oriented networks. 

Unfortunately, the full degree of customization of video contents to fit the needs of 

each particular application is outside the scope of H.264/AVC coding standard [9], but 

it does anticipate a variety of mappings in conceptual level. The key concepts behind 

NAL are NAL unit, parameter sets, access unit, and coded video sequence, which are 

described in following sections. 

3.1.2. NAL Unit 

NAL organizes the code video stream into NALUs, which contains syntax elements of 

a certain class. The first byte of each NALU is the header byte which indicates the data 

type of NALU. The 1-byte NALU header has three fixed-length bit fields in following 

formats: 
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• NALU type (T): 5-bit field indicating NALU as one of 32 different types; 

• nal_reference_idc (R): 2-bit field employed to signal the importance of a 

NALU for the reconstruction process. A value of 0 indicates that the NALU is 

not used for prediction, and hence can be discarded by the decoder or by 

network elements without risking drifting effects. Values higher than 0 indicate 

that the NALU is required for a drift-free reconstruction, and the higher the 

value, the higher the impact of a loss of that NALU would be; 

• forbidden_bit: 1-bit field specified to be zero in H.264/AVC encoding, which is 

reserved for error indication. 

The remaining bytes are the payload data of the type indicated by header. NALU can 

be classified into VCL or non-VCL NALU. The VCL-NALU contains the data that 

represented by the values of samples in the video frames. For example, NALUs carry a 

coded slice, a type A, B, C data partition [39]. The non-VCL NALU contains any 

associated additional information such as parameter sets and SEI. 

3.1.3. Parameter Sets 

Parameter sets contains information that is expected to be rarely changed in decoding 

of a large number of VCL-NALU. This mechanism decouples the transmission of 

infrequently changing information from the transmission of frequently changed coded 

samples in the video pictures. There are two types of parameter sets: sequence 

parameter sets apply to a series of consecutive video pictures called coded video 

sequence whereas picture parameter sets apply to one or more individual pictures 

within a coded video sequence. Each VCL-NALU contains an identifier that refers to 

the relevant picture parameter set and each picture parameter set contains an identifier 

that refers to the content of the relevant sequence parameter set. In this manner, a small 
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amount of data (the identifier) can be used to refer to a larger amount of information 

(the parameter set) without repeating that information within each VCL-NALU. 

Parameter sets can be sent either “in-band” or “out-of-band” well ahead of the 

VCL-NALU that they apply to, and can be repeated to provide robustness against data 

loss. In “in-band” applications, parameter sets may be sent within the channel that 

carries the VCL-NALUs. In “out-of-band” applications, it can be advantageous to 

convey the parameter sets using a more reliable transport mechanism than the video 

channel itself, for example, through Real-time Transport Control Protocol (RTCP) 

during video session initialization or feedback. Figure 3.1 shows the mechanism of the 

“out-of-band” transmission. 

 

Figure 3.1: “out-of-band” transmission of parameter sets 

3.1.4. Access Unit 

A set of NALUs in a specified form is referred to as an access unit. The decoding of 

each access unit results in one decoded picture. Each access unit contains a set of 

VCL-NALUs that together make up a primary coded picture. It may also be prefixed 

with an access unit delimiter to aid in locating the start of the access unit. Some SEI 

containing data such as picture timing information may also precede the primary coded 
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picture. Following the primary coded picture, there may be some additional VCL-

NALUs that contain redundant representations of areas of the same video picture. They 

are referred to as redundant coded pictures, and are available for use by a decoder in 

recovering from loss or corruption of the data in the primary coded pictures. Finally, if 

the coded picture is the last picture of a coded video sequence (a sequence of pictures 

that is independently decodable and uses only one sequence parameter set), an end of 

sequence NALU may be present to indicate the end of the sequence. And if the coded 

picture is the last coded picture in the entire NALU stream, an end of stream NALU 

may be present to indicate that the stream is ending. 

3.1.5. Coded Video Sequence 

A coded video sequence is similar to a GOP in previous video coding standards. It 

consists of a series of access units that are sequential in the NALU stream, and use 

only one sequence parameter set. Each coded video sequence can be decoded 

independently of any other coded video sequence, given the necessary parameter set 

information. At the beginning of a coded video sequence is an instantaneous decoding 

refresh (IDR) access unit. An IDR access unit contains an I-frame at the beginning, 

and the presence of an IDR access unit indicates that no subsequent frame in the 

stream will require reference to frames prior to the I-frame it contains in order to be 

decoded. A NALU stream may contain one or more coded video sequences. 

3.2. Protocol Environment for Transport H.264/AVC Video 

Protocols adopted in different network layers are usually dedicated to a particular 

service and referred as protocol stack. Table 3.1 shows the examples of protocol stacks 

for various services up to network layer. The protocols in data link layer and physical 

layer are network dependent. 
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Table 3.1: Protocol stacks for various services 

Video 
Audio 
Speech 

Capacity Exchange 
Scene Description 

Presentation Description 
Image, Graphics 

Text 

Capacity Exchange 
Presentation Description 

Payload Formats 
RTP HTTP RTSP 

UDP TCP TCP UDP 
IP 
 

3.2.1. Application Layer 

Application layer protocols consist of data protocols and control protocols. Real-time 

Transport Protocol (RTP) [40] is the typical data protocol. It provides end-to-end 

network transport suitable for transmitting real-time data over multicast or unicast 

networks. It can be used for media-on-demand as well as interactive services. Each 

RTP packet consists of a 12-byte RTP header, optional payload header, and the 

payload itself. For H.264/AVC, NALU is mapped as RTP payload. 

Control protocols are used to announce the availability of a media stream, to 

establish virtual or physical connections, to negotiate the capabilities between sender 

and receivers, and to control a running session. RTCP [41] is a control protocol which 

cooperates with RTP. RTCP provides support for data delivery in terms of time-

stamping, sequence numbering, identification, as well as multicast-to-unicast 

translators. It offers QoS feedback from the receivers to the multicast group as well as 

support for the synchronization of different media streams. Another example of control 

protocol is Real Time Streaming Protocol (RTSP) [42], which acts as a network 

remote control for multimedia servers. It establishes and controls one or more time-

synchronized continuous media delivery with real-time constraints. Such controls 

include absolute positioning within the media stream, such as play, stop, pause, fast 

forward and possibly device control. One example of RTSP applications is RealPlayer. 
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RTSP does not depend on any specific transport mechanisms, although typically RTSP 

requests are sent using TCP. However, for real-time video and audio applications, 

RTSP can be used in conjunction with RTP/UDP. 

3.2.2. Transport Layer 

There are two protocols at transport layer, namely the Transport Control Protocol 

(TCP) and User Datagram Protocol (UDP) dedicated to transport layer. TCP offers a 

connection-oriented and guaranteed transport service, which is based on fully duplex 

error retransmission and timeout mechanisms for error control. Due to its 

unpredictable delay characteristics, it is not suitable for real-time video applications [7]. 

UDP offers a simple, but unreliable transport service. The 8-byte UDP header contains 

a checksum, which can be used to detect and remove packets corrupted by channel 

errors. UDP offers the same best effort service, where packets may be lost, duplicated, 

or reordered during transmission. In other words, packets are either perfectly received 

or completely lost. In wireless environment, packet loss rate are extremely high since 

UDP does not provide any error recovery, and traditional UDP is not efficient because 

it fails to incorporate the properties of the wireless channel, where channel errors only 

corrupt one part of the packet. UDP discards the whole packet which contains only 

small part of corrupt data, at such, it also throws out error-free data within the packet. 

Indeed, the current and emerging multimedia coding technologies are focusing on 

providing error resilience so that the media decoder can tolerate a certain amount of 

channel errors. To support this feature, wireless systems revise the UDP protocol to 

reduce or avoid unnecessary packet discarding. Reliable UDP (RUDP) [43] was 

proposed to provide reliable in-order delivery up to a maximum number of 

retransmissions for virtual connections. RUDP can calculate the Cyclic Redundancy 

Check (CRC) based on packet header or header plus payload. UDP Lite protocol [44] 
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was proposed to prevent unnecessary packet loss at the receiver if channel errors are 

located only in the packet payload. The CRC is constructed based on packet header, so 

that only corrupt packet headers result in packet loss. UDP Lite protocol delivers 

packet payload, whether perfect or erroneous to the upper layers. Those erroneous 

packets will be corrected by application layer FEC. However, Zheng et al. [45] point 

out that existing UDP and UDP Lite protocols fails to incorporate all the channel 

information from physical layer so that FEC coding cannot be utilized to full 

effectiveness. In [45], a complete UDP (CUDP) protocol was proposed to capture 

channel information from the physical and data link layers for assistance in error 

recovery at the packet level by using Maximal Distance Separable (MDS) codes. 

3.2.3. Network Layer 

IP-based networks use Internet Protocol. It provides connectionless delivery services. 

Each packet is routed separately and independently regardless of its source or 

destination. IP provides best-effort and thus unreliable delivery services. Splitting and 

recombining of service data units (SDU) larger than maximum transfer unit (MTU) 

size is handled by IP. IP header is 20 bytes long in IPv4 and 40 bytes in IPv6. 

3.2.4. Data Link Layer 

Protocols in data link layer vary on different networks where circuit-switched or 

packet-switched transmission modes are adopted. For real-time video services over 3G 

mobile networks, two protocol stacks are of major interest. 3GPP has specified a 

multimedia telephony service for circuit-switched channels [2] based on ITU-T 

Recommendation H.324M [46]. For IP-based packet-switched communication, 3GPP 

has chosen to use Session Initiation Protocol (SIP) and Session Description Protocol 

(SDP) for call control [47] and RTP/UDP/IP for media transport. While the H.324 and 
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the RTP/UDP/IP stacks have different roots, the loss and delay effects on media data 

transmitting over wireless dedicated channels are very similar. Figure 3.2 shows a 

typical packetization of a NALU encapsulated in RTP/UDP/IP through 3GPP2 user 

plane protocol stack. After Robust Header Compression (RoHC) [48], this 

RTP/UDP/IP packet is encapsulated into a Packet Data Convergence Protocol / Point-

to-Point Protocol (PDCP/PPP) packet that becomes a Radio Link Control (RLC) SDU. 

As video packets are of variable lengths by nature, the lengths of RLC-SDUs vary as 

well. If an RLC-SDU is larger than a RLC-protocol data unit (PDU), the RLC-SDU is 

segmented into several RLC-PDUs. 

 

Figure 3.2: Packetization through the 3GPP2 user plane protocol stack (CDMA-

2000) 

The RLC protocol can operate in three modes, namely Transparent, 

Unacknowledged and Acknowledged mode [49]. The RLC protocol provides 

segmentation and retransmission services for both users and control data. The 

transparent and unacknowledged mode RLC entities are defined to be unidirectional 

and acknowledged mode entities are described as bi-directional. For all RLC modes, 

CRC error detection is performed on the physical layer and the result is delivered to 

the RLC together with the actual data. In the transparent mode, no protocol overhead 

is added to higher layer data. Erroneous PDUs can be discarded or marked as 

erroneous. In the unacknowledged mode, no retransmission protocol is in use and data 

delivery is not guaranteed. Received erroneous data are either marked or discarded 
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depending on the configuration. In the acknowledged mode, ARQ mechanism is used 

for error correction. Hence, in unacknowledged mode, if any of the RLC-PDUs 

containing data from a certain RLC-SDU has not been received correctly, the RLC-

SDU is typically discarded. In acknowledged mode, the RLC/Radio Link Protocol 

(RLP) layer can perform retransmissions. 

3.3. Mathematical Models for Wireless Channel 

An analytical model of a wireless communication environment is a mathematical 

representation that describes the way signals are affected by interference, path loss, 

fading, and noise. The error performance of wireless channels is usually modeled by 

capturing the statistical nature of the interactions among reflected radio waves. Such 

statistical calculation for BER, which is generally used to characterize channel errors at 

the physical layer, is a well known practice in physical-layer oriented modeling [50]. 

From the perspective of higher layers, network protocol developers and algorithm 

designers are interested in block/packet errors, as most of the higher-layer applications 

(running on top of data link layers) exchange blocks of data between peers. For 

example, bit errors in a data link layer packet may result in the loss of the entire packet. 

Therefore, it is desirable to have accurate error models for wireless channels, which 

can be used by network protocol developers and network system engineers to simulate 

and analyze the end-to-end performance at the packet level. Such modeling is known 

as higher-layer oriented modeling [50]. Since this thesis focuses on the end-to-end 

video transmission through cross layer design, higher-layer oriented model is preferred. 

Starting from the physical layer, there are many analytical channel models, such as 

Binary Symmetric Channel (BSC), Gilbert-Elliot Channel (two-state Markov model) 

[50-52], and Rayleigh fading channel [53]. The BSC is the simplest type of Discrete 
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Memoryless Channel (DMC) model, but if fails to explore the channel with memory. 

Rayleigh fading channel has been a good representation of physical layer 

characteristics, but it is mainly for physical layer design approaches. It has been 

observed empirically [54] that errors in wireless Rayleigh fading channel can be 

approximated by a first order two-state Markov process. Specifically, a well designed 

channel may enter a state where burst errors occur for a small time interval. Therefore, 

Gilbert-Elliot Channel model is applied in following analysis. In a simplified two-state 

Markov process, good state and bad state are defined as shown in Figure 3.3. 

 

Figure 3.3: Two-state Markov model describing fading channel 

The transition probability matrix is given by: 
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The expected length that the system stays in either good state or bad state is given by: 
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The average BER is defined as the sum of all the products between the steady state 

probability and the probability of error for each state and is given by: 
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Furthermore, Markov model possesses a characteristic distribution of error-free 

intervals, or known as gaps. Let a correct bits gap of length i  be the event that after an 

error of )1( −i  bits is received correctly, and then an error occurs again. The correct 

bits gap density function )(ip  gives the probability of a correct bits gap length i , 

i.e. ]1|10Pr[)( 1−= iip , where '1'  denotes an error, and '0' 1−i  denotes )1( −i  consecutive 

correctly received bits. The correct bits gap distribution function )(iP  gives the 

probability of a correct bits gap length greater than )1( −i , i.e. ]1|0Pr[)( 1−= iiP . Hence, 

the following relations are hold: 
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Similarly, let an error gap of length i  be the event that after a correct bit, )1( −i  

errors occurs and then again a correct bits received. The error gap density function 

)(iq  gives the probability of a gap length i , i.e. ]0|01Pr[)( 1−= iiq , where '0'  denotes a 

correct bit, and '1' 1−i  denotes )1( −i  consecutive errors. The error gap distribution 

function )(iQ  gives the probability of an error gap length greater than )1( −i , i.e. 

]0|1Pr[)( 1−= iiQ . Therefore, the following relations hold: 
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Now let ),( knR  be the probability of )1( −k  erroneous bits within the next )1( −n  bits 

following an error bit. It can be calculated using the recursion: 

 
⎪⎩

⎪
⎨
⎧

−−⋅= ∑
+−

=

1

1
)1,()(

)(
),( kn

i
kinRip

nP
knR  

nk
k

≤≤
=

2
1

.              (3.12) 

Therefore, the probability of k  errors within a block of n  bits is given by: 
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where BP  is the steady state probability in bad state. 

3.4. Error Control Techniques 

Compressed video stream has strong inter-dependencies in both spatial and temporal 

domain. Motion compensated predictive coding and variable length coding make 
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compressed video stream sensitive to even single bit error. The error corrupt video 

packets can be discarded at the transport layer by UDP to avoid clash of the video 

decoder at application layer. In addition, error resilient source coding and error 

concealment are proposed in most video coding standards. However, they are still not 

sufficient to combat errors in wireless environment [17]. This is because adaptation at 

the source cannot always overcome the large variations in channel condition and is 

also limited by the delay in the feedback as well as low level of accuracy in estimating 

the bottleneck bandwidth. Therefore, error control techniques are employed at different 

layers in conjunction with UDP, error-resilient source coding, and error concealment 

techniques. Error control techniques generally refer to FEC and ARQ. The assignment 

of error control components in a video transmission system is illustrated in Figure 3.4. 

 

Figure 3.4: Error control techniques in video transmission system 
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3.4.1. Forward Error Correction 

FEC is usually preferred for real-time video applications due to the strict delay 

requirements and its semi-reliable nature. FEC can usually be applied across packets 

(in the application or transport layer) [55-57] and within packets (in the data link layer) 

[58-60]. In applying packet-level FEC, parity packets are usually generated in addition 

to source packets to perform cross-packet protection. At data link layer, redundant bits 

are added within packet to perform byte-level FEC. 

Packet-level FEC is popular in packet-switched networks [21]. A video stream is 

first partitioned into segments, and each segment is packetized into a group of m  

packets. A block code is then applied to the k packets to generate additional 

l redundant/parity packets resulting in a n  packets block, where lkn += . With such a 

code, the receiver can recover the original m packets if a sufficient number of packets 

in the block are received. The most commonly studied erasure codes are Reed-Solomon 

(RS) codes [63-64], which have good erasure correcting properties, and have been 

widely used in practice. This thesis considers systematic RS codes, but the basic 

framework could be applied to other codes, such as BCH code and convolutional code. 

A RS code is represented as ),( knRS , where k  is the number of source symbols 

and )( kn −  is the number of parity symbols. The code rate of a ),( knRS  code is 

defined as nk / .The protection capability of an RS code depends on the block size and 

the code rate. These values are limited by the extra delay introduced by FEC. A RS 

code can be used to correct both errors and erasures, if an erasure occurs at where the 

position of an error symbol is known. A ),( knRS  decoder can correct up to 2/)( kn −  

errors or up to )( kn −  erasures, regardless of which symbols are lost. For a packet-

level RS code, channel errors are typically in the form of packet erasure, so a ),( knRS  
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code applied across packets can recover up to )( kn −  lost packets. Thus, with packet 

losses modeled by a Bernoulli random process, the packet group failure probability 

(i.e., the probability that at least one of the original k  packets is in error) is given by: 
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where pε  is the individual packet loss probability, and ),( jnP  represents probability 

of j  packet loss in transmission of n  packets. 

In a byte-level RS code, source bits in a packet are first partitioned into k  symbols, 

and then )( kn −  parity symbols are generated and added to the source bits to form a 

packet. In this case, the noisy wireless channel causes symbol error within packets (but 

not erasure). As a result, the packet error probability for a ),( knRS  code can be 

expressed as: 
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where sε  is symbol error probability. 

3.4.2. Retransmission 

Although FEC is preferred for real-time video applications due to the strict delay 

requirements, it cannot completely avoid packet loss due to error correction capability. 

FEC also incurs constant overhead even when there are no losses in the channel. In 

addition, the appropriate level of FEC heavily depends on the accurate estimation of 

the channel's behavior. On the other hand, ARQ [12,15,59-62] can automatically adapt 

to the channel loss characteristics by transmitting only as many redundant packets as 

they are lost. Thus, if the application has a relatively loose end-to-end delay constraint 
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(e.g., on-demand video streaming which can tolerate relatively large delay due to a 

large receiver buffer and long delay for playback), ARQ may be more applicable. Even 

for real-time applications, delay constrained application-layer ARQ has been shown to 

be useful for some situations where Round Trip Time (RTT) is relatively small. 

There are three ARQ retransmission schemes, Stop and Wait ARQ, Selective ARQ, 

and Go-Back-N ARQ. This thesis assumes local retransmission is available at video 

proxy server located at the base station in wireless mobile networks, and Selective 

ARQ is adopted. Assume that at steady state, the packet loss probability is pε , let the 

maximum number of retransmissions for a packet be maxN , the probability of 

successful transmission after j  times retransmission is given by: 

 )1()( P
j

Psucc jP εε −=     max0 Nj ≤≤ .                         (3.16) 

The probability of successful transmission within maxN  retransmissions is given by: 
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When ∞→maxN  such as in TCP, 1≈succP , which means TCP ensures the reliable 

transmission. When 1max ≥N  the expected number of transmissions or the 

average/mean number of transmissions is given by: 
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If 0max =N , then 

1]1[ =+= jiE .                  (3.19) 

If ∞→maxN , then 
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3.5. Summary 

This chapter reviews the H.264/AVC NAL architecture, protocol environments, 

wireless channel models, and error control techniques that are necessary to design a 

reliable and efficient transport mechanism to deliver H.264/AVC video over wireless 

mobile networks. The transport mechanism should be dedicated to the hierarchical 

video stream characteristics, QoS requirements, network architecture, and wireless 

environments. Proper error control techniques should be chosen such that wireless 

channel errors can be effectively eliminated with the consideration of real-time delay 

and network resource constraints.  
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Chapter 4 

Adaptive H.264/AVC Network Abstraction Layer 

Packetization 

In H.264/AVC, slice-coded video stream is generated at VCL and packetized as 

independent NALUs at NAL such that NALUs can be transmitted over wireless 

mobile networks without any source-based transcoding at video proxy or gateways.  It 

has been shown that partitioning video frame into many slices can improve end-user 

quality by localizing channel errors to smaller regions and using error concealment 

techniques to conceal the lost slices to minimize error propagation among video frames 

in hostile wireless environment. However, large number of slices per video frame will 

reduce VCL compression efficiency, and introduce additional overheads during NAL 

packetization. Hence, system efficiency is reduced even though the wireless channel 

condition may be improved. To deal with this dilemma, this chapter proposes a novel 

adaptive H.264/AVC NAL packetization scheme which partitions video frame into 

slices according to channel condition and encapsulates slices into NALUs through 

“Simple Packetization” with error indication. 

4.1. The Pros and Cons of Slice-Coding in NAL Packetization 

The introduction of slices to represent parts of video frame has two beneficial aspects 

when video data are transmitted in wireless environment. The first positive effect is to 

reduce the NALU error probability by using shorter packets from NAL packetization. 

There are two types of errors in error-prone environment, known as burst error and 
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random error. Burst error has the characteristics that the received data bits are in 

consecutive errors between two correct received bits. In other words, if one bit is in 

error, it is most likely that the next bit is in error too. Likewise, if one bit is correctly 

received, it is most likely that the next bit is correct. Random error is where the error 

occurs in random. Unlike burst error, each bit has an equal probability of getting in 

error, regardless of whether previous bit is in error or not.  In wireless environment, 

errors usually occur in burst due to multipath fading [13]. Hence, wireless channel has 

been modeled as channel with memory in Chapter 3. Research has shown that the 

smaller the packet size, the less likely it will be hit by the burst errors [7]. 

The second positive effect is the resynchronization possibility within one video 

frame, which allows restarting the decoding process at each slice, and applying error 

concealment if the slice is lost. This is because each slice can be decoded 

independently without using the data from other slices. Hence, it can effectively 

minimize error propagation in such a way that burst error can be localized in a small 

region represented by error slices whereas other parts of video frame remain correct.  

 

Figure 4.1: Slice partition to localize burst errors 

Figure 4.1 shows the advantage of slice partition to localize the burst errors. There 

are two burst errors within one video frame. In both case (a) and case (b), defining 1 

slice and 2 slices per video frame cannot localize the errors, and the whole video frame 

is corrupt. In case (c), by partitioning video frame into 3 slices, only Slice 2 is corrupt, 

Slice 1 

Slice 1

Slice 2

Slice 1

Slice 2 

Slice 3 

Burst error

Case (a) Case (b) Case (c) 
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and both Slice 1 and Slice 3 are received correctly. The error video frame can be 

decoded with acceptable end-user quality by concealing Slice 2. Figure 4.2 shows the 

reconstructed error video frames by using intra- and inter- error concealments. 

 

Figure 4.2: Intra and inter error concealments with slice-coding 

Figure 4.3 shows the PSNR performances for transmitting 400-frame “Foreman” 

sequence under JVT test conditions [65] error pattern 1. Error pattern 1 has 

BER 3103.9 −× , which can be considered as a high-error channel. Figure 4.4 shows the 

PSNR performances under JVT test conditions error pattern 2. Error pattern 2 has 

BER 3109.2 −× , which can be considered as low-error channel. In these two 

simulations, FEC is disabled and only maximum 3 times RLC/RLP retransmissions 

[60] are set. It can be seen that with the increased number of slices per video frame, the 

end-user quality is improved if loss of slices occurs in hostile wireless environment. 

Therefore, the benefit of introducing slice-coding with multiple slices per video 

frame for NAL packetization to trade off constant channel protection such as FEC is 

obvious. The gains come from error concealment, and increase with increasing number 

of slices per video frame, because better concealment is possible due to increased 

number of correctly received neighboring MBs in case of losing a NALU with a single 

slice [7] encapsulated. 

Intra error concealment Inter error concealment 
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Figure 4.3: PSNR performances resulted from the transmission of “Foreman” 

sequence with different number of slices per video frame in high-error channel 
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Figure 4.4: PSNR performances resulted from the transmission of “Foreman” 

sequence with different number of slices per video frame in low-error channel 

On the other hand, although the slice-coding with multiple slices per video frame 

for NAL packetization has benefits in hostile wireless environment, it adversely affects 

source coding efficiency due to reduced prediction within the video frame, because 

motion vector prediction and spatial intra prediction are not allowed over slice 
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boundaries. The direct effect of this drawback is the sharply increase in the source bit 

rate. Figure 4.5 shows that the source bit rate increases as the number of slices per 

video frame increases in Foreman (400 frames, 36=QP , dBYPSNR 88.30_ = ), 

Carphone (382 frames, 36=QP , dBYPSNR 88.31_ = ), Suzie (150 frames, 38=QP , 

dBYPSNR 90.31_ = ) and Claire (494 frames, 42=QP , dBYPSNR 83.30_ = ) video 

sequences. 

0

5

10

15

20

25

30

35

40

0 5 10 15

Number of slices per video frame

So
ur

ce
 c

od
in

g 
bi

t r
at

e 
in

 k
bp

s

Foreman 400
Carphone 382
Suzie 150
Claire 494

 

Figure 4.5: Source coding bit rate vs.  Number of slices per video frame 

All the video sequences are encoded at 10 frames per second (fps). Foreman and 

Carphone sequences represent scenes which have highest motion information. Suzie 

sequence represents scenes with moderate motion information, while Claire is a simple 

“head and shoulder” sequence with only lips and head movement. These four video 

sequences typically cover a wide range of scenes with different level of motion 

information. From Figure 4.5, it can be observed that for scenes with high motion, 

such as Foreman and Carphone, the source coding bit rate when there are 13 slices per 

video frame increases up to 51.5% over “one frame-one slice” case. And for moderate 

motion scene, such as Suzie, the source bit rate increases up to 94.4%. Finally, for 
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simple motion scene, such as Claire, the increase rate is as high as 311.2%. 

Subsequently, the channel bit rate increases as well. 

Furthermore, as stated before, in lossy wireless environment, smaller packets are 

usually preferred because it is less likely to be corrupted by burst errors compared to 

larger packets. While there are no theoretical limitations [5] for the usage of small 

packet sizes, implementers must be aware of the implications of using too small RTP 

packets. The usage of such kind of packets would produce following drawbacks: 

• 4020812 =++  bytes RTP/UDP/IP packet header overhead becomes too large 

compared to the media/source data; 

• For a given media bit rate, bandwidth for the bearer allocation increases; 

• The packet rate increases considerably, producing challenging situations for 

server, network and mobile client; 

• Research in [7] shows that for 6 packets per video frame, the PSNR curve 

flattens out, and it decreases again for higher 12 packets per video frame due to 

increased packet overhead and the reduced source coding efficiency. 

The packet header overhead and the payload (video data) efficiency are defined as 

 %100×=
PacketSize
HeaderSize

overheadρ       (4.1) 

 %100×=
PacketSize

ePayloadSiz
payloadη .      (4.2) 

Figure 4.6 shows the bandwidth repartition among RTP payload and RTP/UDP/IP 

headers for different RTP payload sizes. The example assumes IPv4, which has 40-

byte RTP/UDP/IP headers. The space occupied by RTP payload header is considered 

to be included in the RTP payload. As shown in Figure 4.6, too small packet sizes (less 
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than 100 bytes) give rise to RTP/UDP/IPv4 header overheads from 29% to 74%. When 

using large packets (greater than 750 bytes) the overhead ranges from 3% to 5%. The 

overheads in slice-coding for “Foreman”, “Carphone”, “Suzie”, and “Claire” video 

sequences are shown in Appendix B.  
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Figure 4.6: Bandwidth repartition between RTP/UDP/IPv4 header and RTP 

payload 

From above discussions, it is obvious that slice-coding is just like a double-sided 

sword. It has the advantage of improving end-user quality by partitioning video frame 

into large number of slices for NAL packetization. However, in this case, it also 

reduces source coding efficiency and introduces unnecessary overheads from network 

protocol headers in the packetization process. 

4.2. Motivation of Adaptive H.264/AVC NAL Packetization 

As seen in previous discussion on the pros and cons of slice-coding, a clear optimal 

number of slices per video frame for NAL packetization cannot be determined. [4] and 

[7] claim that reasonable number of packets/slices per video frame is around 10, and 

the resulting packet size in this case is in the range of 100 bytes. In packet-lossy 

transmission over wired networks, it is all right to employ such fixed 10-slice NAL 
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packetization to have constant packet payload size because the wired channel is not 

time-varying and the error rate is sufficient low so that reasonable network throughput 

and system efficiency can be achieved. However, in wireless networks, as the channel 

changes with time, it may be hostile at the moment, but it may also be improved in the 

following period. Figure 4.7 shows the channel status in terms of block error rate 

(BLER) and BER for JVT test conditions error pattern 1, which characterized with 

mobility hkm /3  and average BER 3103.9 −× . The BLER is defined such that as long as 

there is at least one bit in the block is erroneous, the whole block is declared as corrupt. 
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Figure 4.7: Time-varying channel status 

It can be seen that the channel is continuously varying with time in the long run. In 

the short run, it varies slowly. And BLER generally follows the BER. The 

discontinuity in the figure shows that the wireless channel is error free at that particular 

moment, which cannot be plotted on logarithmic scale. Such time-varying nature of 

wireless channel means that during the error free period, more source data can be sent 

and therefore, scarce wireless bandwidth can be fully utilized. However, with such 

fixed payload size for video data regardless of channel condition, wireless channel 

cannot be fully utilized. In addition, this fixed NAL packetization approach without 
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considering channel conditions will also affect the redundancies added by lower layer 

FEC and ARQ if error control techniques are adopted. In other words, it is possible 

that the system runs into the situation that there is less channel protection for source 

video data when the channel is hostile, while the source video data is overly protected 

when channel is amiable. Such inflexibility will lead to low throughput, high 

transmitting power, and less efficiency of video transmission system.  

Unfortunately, recent research on H.264/AVC [25-27] does not address the issues 

on the NAL packetization to enhance error resilience and system efficiency, fixed 

NAL packetizaiton scheme, more precisely, NAL packetization with fixed slice 

partition is adopted without considering wireless channel conditions [66]. Nevertheless, 

since it is possible to estimate the channel behavior for next short period based on 

current channel status, above observations motivate the possibility of H.264/AVC 

NAL packetization with slice partition adaptively to wireless channel conditions. In 

addition, Stockhammer et al. point out that it is worth noting that new directions in the 

design of wireless systems do not necessarily attempt to minimize the error rates in the 

system but to maximize the throughput [7]. This is especially appealing for services 

with relaxed delay constraints and certain error tolerance in the end-user quality. 

Therefore, the motivations of proposing a novel adaptive H.264/AVC NAL 

packetization scheme can be summarized as follows: 

i) To take advantage of slice-coding in assisting error control techniques by 

localizing the burst errors occurred in wireless environment so that the end-user 

quality can be improved with the assistance of error-concealment techniques; 

ii) To facilitate throughput adaptation in time-varying wireless environment so 

that the network or system efficiency can be improved in conjunction with 

lower layer error control mechanisms under cross layer optimization. 
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More specifically, the novel adaptive H.264/AVC NAL packetization scheme consists 

of adaptive slice partition and “simple packetization” for the partitioned slices. When 

wireless channel is hostile, large number of slices per video frame is preferred to assist 

error control techniques such that heavy channel protection may not be necessary. 

When the channel is amiable, smaller number of slices per video frame is preferred to 

avoid unnecessary overheads from network protocol headers. By doing NAL 

packetization in such adaptive way, system efficiency can be improved.  

4.3. Adaptive H.264/AVC NAL Packetization Scheme 

4.3.1. Design Constraints and Assumptions 

[7] and [39] define the design constraints for H.264/AVC NALU as RTP payload, the 

design of adaptive H.264/AVC NAL Packetization scheme partially follows these 

design constraints as guideline, which has been restated as follows: 

i) It should have low overhead, so that MTU sizes of 100 bytes (or less) to 64 

kbytes are feasible. [4] claims that most research assumes MTU size of around 

1500 bytes for wired network and MTU size of around 100 bytes for JVT’s 

wireless common conditions; 

ii) It should be easy to distinguish “important” from “less important” RTP packets, 

without decoding the bit stream carried in the packet; 

iii) The payload specification should allow the detection of data that becomes un-

decodable due to other losses, without the need to decode the bit stream. For 

instance, gateways should be able to detect the loss of a type A partition and if 

desired, react to this by not sending the type B and type C partitions; 

iv) It can support NALU fragmentation into multiple RTP packets; 
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v) It can support NALU aggregation. 

In previous research regarding video transmission [12,15-22,25-27,30,33,55-62], 

constant packet size is assumed. In most video coding standards, for consistent end-

user quality, QPs for I-frame, P-frame, and B-frame are usually fixed with same value, 

which means that the source coding bit rate for P-frame is much less than I-frame, and 

the source coding bit rate for B-frame is significant less than both P-frame and I-frame 

due to spatial characteristics of scene and temporal predictive coding. In [29], the 

example of MPEG-2 video shows that the source coding bit rate for P-frame is 1/3 and 

for B-frame is 1/9 of I-frame. Hence, to achieve constant packet size in H.264/AVC, 

either slices from I-frame have to be fragmented or slices from P-frame and B-frame 

have to be aggregated in the NAL packetization. Such fragmentation and aggregation 

will break the independency among slices. In order to take the advantage of improving 

end-user quality from independent slices originated in slice-coding, maintaining the 

independency among slices in the packetization process is necessary. Therefore, 

adaptive H.264/AVC NAL packetization scheme consider I-frame, P-frame and B-

frame separately with following assumptions: 

i) Within I-frame, slices can be considered having roughly the constant size as 

long as each slice contains equal number of MBs. The average number of bits 

per slice is used in the analysis. Bit stuffing for NALUs is employed to ensure 

they roughly have equal length. This is also applied to P-slice and B-slice; 

ii) For performance analysis and simulation, this thesis uses baseline profile in 

which only I-frame and P-frame are considered without loss of generality; 

iii) Data partition is not supported although H.264/AVC supports data partition to 

improve end-user quality. The idea behind data partition is to realize UEP for 

different video data syntax elements. However, in current implementation 
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[9,66], I-slice in data partition mode is the same as in non data partition mode. 

Only P-slice and B-slice have been partitioned into different categories [11] 

and put into individual NALU. As P-slice and B-slice already have very small 

packet size, after data partition, the packet size for each partition will be even 

small. Such situation may bring problems of packets overheads, protection 

redundancy, codec complexity, etc. In deed, for low bit rate video transmission, 

the decoding gain from data partition is marginal [29]. And when error 

concealment is adopted, certain loss of video data can be tolerable and the end-

user quality can be maintained at acceptable level; 

iv) In order to maintain the characteristics of independency among slices and to 

make the NALUs pass across different network layers easier, NALU 

fragmentation and aggregation are beyond the scope of this thesis; 

v) Since the size of sequence parameter set and picture parameter set are too small 

[66] (around 20 bytes) and the NALU aggregation is not considered, they are 

assumed to be transmitted “out-of-band”. 

4.3.2. Simple Packetization 

 “Simple Packetization” [4] is adopted in adaptive H.264/AVC NAL packetization 

scheme to maintain the independency among slices. “Simple Packetization” means that 

one slice is packetized into one NALU, and one NALU is packetized into one RTP 

packet. The slice-coding and separately considering the I-frame and P-frame ensure 

that the video packets are less than the maximum 64kbytes MTU size defined by 

network layer. The NALU serves as the payload of RTP packet, but unlike in [4], in 

the proposed adaptive NAL packetization scheme, the 1-byte NALU header does not 

co-serve as RTP header, it remains as where it is. Figure 4.8 shows the “Simple 
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Packetization” format. The 12-byte RTP packet header is defined in [40]. In current 

H.264/AVC reference codec implementation [66], the F bit (forbidden bit) in NALU 

header is forced to zero, and the decoder assumes that the NALUs passed to the 

decoder are all error free. As this thesis also considers the video transmission 

framework with cross layer error protection and adopts UDP Lite protocol [44] in the 

framework, video packets corrupted by wireless channel errors may be corrected by 

FEC. Therefore, no matter whether NALU is corrupt or not, it will be passed to 

decoder. The decoder will decide whether to decode the NALU if it is error free, or 

bypass the NALU with error concealment. Hence, the forbidden bit in NALU header 

plays a very important role as error indication in the proposed adaptive NAL 

packetization scheme. 

 

Figure 4.8: “Simple Packetization” format 

4.3.3. Adaptive Slice Partition 

From higher layer design point of view, NALU with RTP/UDP/IP headers attached is 

transmitted as blocks at data link layer and as individual bits at physical layer. In 

Figure 4.7, since BLER follows BER, it can be used as feedback parameter to indicate 
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the channel status at data link layer [60]. If NALU with RTP/UDP/IP headers has UL  

bytes and one block at data link layer has LL  bytes, then the NALU with RTP/UDP/IP 

headers will be fragmented into LN  blocks, where  LN  is given by: 

 ⎡ ⎤LUL LLN /= .        (4.3) 

Assuming RLC/RLP at data link layer does not facilitate retransmission, and 

within a short period of time, assume the channel is stationary with steady state BLER 

represented by BLP , the loss probability UP  of NALU with RTP/UDP/IP headers is 

given by: 

 LN
BLU PP )1(1 −−= .        (4.4) 

Figure 4.9 shows UP  as a function of BLP  for various value of LN . It is intuitively to 

see that UP  varies differently in three regions as BLP  increases. UP  increases fastest 

when BLP  is bellow 0.1, where it increases moderately when BLP  is between 0.1 and 

0.2. Finally, it increase slowly when BLP  is above 0.2. The observation is clearer in 

Figure 4.10, which shows  UP  as a function of LN  for various value of BLP . In Figure 

4.10, the distributions of UP  for BLP  below 0.1 are less compact to each other, which 

show that UP  increases fastest in this region. When BLP  is slightly higher than 0.1, the 

distributions of UP  starts to be compact, and they become very close to each other 

when  BLP  is above 0.2. Therefore, the above varying trends suggest that adaptive slice 

partition can be based on value of BLP  such that whether it leads to a fast increase of UP . 

Figure 4.9 and Figure 4.10 also show that error control techniques are necessary to 

protect video packets due to the fact that as BLP  increases slightly, UP  increases 

tremendously. This case is even worse when there are more blocks in the NALU. 
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Figure 4.9: UP  as a function of BLP  with no RLC/RLP retransmission 
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Figure 4.10: UP  as a function of LN  with no RLC/RLP retransmission 

Now assume RLC/RLP at data link layer facilitates retransmissions, Figure 4.11 

shows  UP  as a function of maxN  for various value of BLP  when 5=LN , where maxN  is 

the maximum number of RLC/RLP retransmissions allowed at data link layer. The 

derivation of performance for RLC/RLP retransmissions will be shown in the next 

chapter. Nevertheless, Figure 4.11 agrees with previous argument drawn by the case of 

no RLC/RLP retransmission. 
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Figure 4.11: UP  as a function of maxN  with RLC/RLP retransmission ( 5=LN ) 

Hence, to represent channel condition and transition, adaptive slice partition 

defines global adaptive regions as state machines, which are differentiated by the fast 

and slow change of UP  as function of BLP . The global thresholds are defined 

at 1.0<BLP , 2.01.0 <≤ BLP  and 2.0≥BLP , which represent amiable state, noisy state 

and hostile state respectively. The next step is to determine how to perform slice 

increment or decrement based on channel variations represented by channel state 

transitions. Previous state and current state are defined such that the slice increment or 

decrement step assignment is designed based on the level of improvement or 

degradation of BLER between previous state and current state, which represents the 

channel varying characteristic at that moment. 

The adaptive slice partition defines eight slice changing steps for slice increment or 

decrement step assignment. Step 1 corresponds to increment or decrement the number 

of slices per video frame by one, and Step 2 corresponds to increment or decrement the 

number of slices per video frame by two, and so on. The higher the Step number, the 

more aggressive the adaptive slice partition tracks the channel. Since partitioning video 
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frame into one or two slices is more risky as shown in Figure 4.1, and more than 12 

slices per video frame leads to end-user quality degradation [7], the minimum number 

of slices per video frame is lower bounded by 3, and the maximum number of slices 

per video frame is upper bounded by 11.  

To associate above slice changing steps with level of improvement or degradation 

of BLER between previous state and current state, how powerful the error correction is 

must be investigated in each channel state as FEC is employed at application layer. 

Assume packet level ),( knRS  is employed to group of NALUs, let NALUP  denote the 

loss probability of NALU, and as before UP  is denoted as loss probability of NALU 

with RTP/UDP/IP headers before passed to FEC decoder. Since ),( knRS  could 

correct up to )( kn −  error packets, NALUP  is given by: 
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Figure 4.12, Figure 4.13 and Figure 4.14 show the error correction capability of packet 

level ),( knRS  with code rate 0.5, 0.6, and 0.75 respectively.  
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Figure 4.12: Performance of packet level ),( knRS  with code rate 0.5 
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Figure 4.13: Performance of packet level ),( knRS  with code rate 0.6 
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Figure 4.14: Performance of packet level ),( knRS  with code rate 0.75 

In each case, 9,6,3=k , which can be considered as 3 slices, 6 slices, and 9 slices 

per video frame. There are 2 observations that can be noticed. Firstly, it is intuitively to 

see that as the number of slices per video frame increase, the error correction capability 

of ),( knRS  is also enhanced. This is due to the fact that ),( knRS  is a MDS code. For 

a fixed code rate nk / , a MDS code achieves better error correction efficiency as k  
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increases [45]. Secondly, it is obvious that when UP  is low, the error correction is still 

much powerful even for smaller number of slices per video frame. Since the adaptive 

H.264/AVC packetization scheme intends to partition more slices per video frame 

when channel is hostile and fewer slices when channel is amiable, these 2 observations 

provide hint that the adaptive slice partition should perform slice increment or 

decrement much faster when it detects channel is changing faster among different 

states and adjust the number of slices slowly when channel is in amiable state or when 

channel varies slowly within noisy or hostile state. 

With above observations in mind, Figure 4.15 shows the state transition diagram of 

a channel with slice increment or decrement step assignment. Table 4.1, Table 4.2, and 

Table 4.3 show the slice increment or decrement step assignment associated with the 

level of improvement or degradation of BLER from previous state when current state 

is amiable state, noisy state, and hostile state respectively. 

 

Figure 4.15: Channel state transition diagram with slice increment or decrement 
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Table 4.1: Slice adjusting step assignment when current state is amiable state 

Current State 

Previous State 
Amiable State 

[0, 0.3) [0.3, 0.6) [0.6, 1.0) 
Amiable State 

No change Step 1 Step 2 

[0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.3) [1.3, 2.0) 
Noisy State 

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

[1.0, 1.2) [1.2, 1.5) [1.5, 2.0) [2.0, 3.0) 
Hostile State 

Step 5 Step 6 Step 7 Step 8 

 

Table 4.2: Slice adjusting step assignment when current state is noisy state 

Current State 

Previous State 
Noisy State 

[0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.3) [1.3, 2.0) 
Amiable State 

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

[0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.0) 
Noisy State 

No change Step 1 Step 2 Step 3 Step 4 

[0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.3) [1.3, 2.0) 
Hostile State 

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

 

Table 4.3: Slice adjustment step assignment when current state is hostile state 

Current State 

Previous State 
Hostile State 

[1.0, 1.2) [1.2, 1.5) [1.5, 2.0) [2.0, 3.0) 
Amiable State 

Step 5 Step 6 Step 7 Step 8 

[0, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 0.8) [0.8, 1.3) [1.3, 2.0) 
Noisy State 

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

[0, 0.3) [0.3, 0.6) [0.6, 1.0) 
Hostile State 

No change Step 1 Step 2 
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If current state is an amiable state, which occurs commonly in low-error channel, 

because BLER is low, RLC/RLP retransmission at data link layer is very powerful in 

amiable state as shown in Figure 4.11, and after FEC at application layer as shown in 

Figure 4.12 to Figure 4.14, NALUs will be almost error free. Hence, smaller number of 

slices per video frame is preferred in order to maximize system throughput by 

improving source coding efficiency and avoiding unnecessary overheads from network 

protocol headers. If previous state is also an amiable state, the slice increment and 

decrement are set to be slow varied. For instance, in Table 4.1, there will be only one 

step increment or decrement until more than 30% and less than 60% change in BLER. 

If the previous state is a noisy state or a hostile state, then the adaptive slice partition is 

more aggressive to decrease the number of slices per video frame. 

If current state is a noisy state, which is very common in high-error channel, as 

seen from Figure 4.11, the RLC/RLP retransmission at data link layer is not sufficient 

in noisy state to guarantee error free transmission. Therefore, more slices per video 

frame have been assigned to assist application layer FEC to improve end-user quality. 

Meanwhile, system throughput can be enhanced because heavy channel protection is 

not necessary since decoding gains can come from error concealment for lost slices. 

The slice increment or decrement is more sensitive to small changes of BLER. For 

instance, in Table 4.2, when the previous state is also a noisy state, the slice increment 

or decrement step is changed with 20% change in BLER. If previous state is either an 

amiable state or a hostile state, the step change to current noisy state is aggressive to 

track the fast variation of the channel. 

If current state is a hostile state, which occurs quite rarely even in high-error 

channel, large number of slices per video frame can localize the burst errors into 

smaller regions in the video frame, and error control mechanisms adopted in the 
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system can be assisted even further as discuss above. Furthermore, as the system 

throughput is already quite low in hostile state, the overheads from network protocol 

headers are less significant compared to loss of NALU payload. Therefore, large 

number of slices per video frame which approaches upper limit of 11 is preferred. If 

previous state is also a hostile state, the slice increment and decrement are set to be 

slowly varied as seen in Table 4.3. If previous state is either an amiable or a noisy state, 

the slice increment is more aggressive. 

4.3.4. Numerical Results 

Figure 4.16 shows the performance of adaptive slice partition in transmission of 400 

frames “Foreman” sequence encoded with 36=QP  based on channel quality 

measurement of BLER in high-error channel. As expected, the adaptive slice partition 

can track the channel status when BLER is monotonically increasing or decreasing. 

And the plot of number of slices per video frame is roughly the right shift version of 

the plot of BLER. It has been noticed that, there are mismatches from frame 230 to 240. 

This is reasonable because realistically, the adaptive slice partition is adopted based on 

current channel condition to estimate channel status for next period of time, which is 

always behind the channel changes. Whenever the channel changes too fast, it is not 

able to track the variation immediately.  Nevertheless, the proposed adaptive NAL 

packetization scheme does perform 3-slice to 11-slice partition adaptively to channel 

conditions for NAL packetization. 

Figure 4.17 shows the performance of adaptive slice partition based on channel 

quality measurement of BLER in low-error channel. Low-error channel condition is 

improved compared to high-error channel in the sense that noisy state and hostile state 

are less likely to occur. The proposed adaptive NAL packetization scheme prefers 3-
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slice or 4-slice partition for NAL packetization whenever channel is in amiable state, 

and similar conclusions as shown in the case of high-error channel can be drawn. 
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Figure 4.16: Performance of adaptive slice partition in high-error channel 
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Figure 4.17: Performance of adaptive slice partition in low-error channel 

Figure 4.18 shows the PSNR performances of proposed adaptive NAL 

packetization scheme compared with fixed NAL packetization scheme in high-error 

channel. As before, FEC is disabled in the simulation to see the advantage of adaptive 

slice partition in improving end-user quality. Such no error control situation will lead 

to failure of H.264/AVC video decoder in high-error channel condition. Hence, 

maximum of one RLC/RLP retransmission is allowed at data link layer in order to 

avoid early failure of video decoder. It can be seen that the proposed adaptive NAL 
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packetization scheme tries to combat the channel changes and it performs 2-10dB 

better than the fixed NAL packetization scheme with fewer slices per video frame, 

such as 5 slices. And the proposed NAL packetization scheme performs comparable 

with fixed NAL packetizaiton scheme with larger number of slices per video frame, 

such as 8 slices. However, fixed 8-slice NAL packetization scheme makes the decoder 

fail at frame 75, while decoding process still continues in the proposed adaptive NAL 

packetization scheme. 
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Figure 4.18: PSNR performances of proposed adaptive NAL packetization 

scheme and fixed NAL packetization scheme in high-error channel 
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Figure 4.19: PSNR performances of proposed adaptive NAL packetization 

scheme and fixed NAL packetization scheme in low-error channel 
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Figure 4.19 shows the PSNR performances of proposed adaptive NAL 

packetization scheme compared with fixed NAL packetization scheme in low-error 

channel. It can be seen that the proposed adaptive NAL packetization scheme has 5-

12dB gain over fixed NAL packetization scheme with fewer slices per video frame, 

such as 3 slices. Similar to high-error channel, it can be deduced that the proposed 

adaptive NAL packetization scheme has similar PSNR performance compared to fixed 

NAL packetization scheme with larger number of slices per video frame because from 

improving end-user quality point of view, large number of slices per video frame is 

always preferred for NAL packetization. 

In addition, there are some frames under fixed NAL packetization scheme whose 

PSNR is far more below the minimum acceptable objective quality of 22dB [29]. For 

instance, frame 1 to 10 in high-error channel under fixed 5-slice or 7-slice NAL 

packetization scheme, frame 320 to 330 and frame 335 to 345 in low-error channel 

under fixed 3-slice NAL packetization scheme have PSNR less than 20dB. Such cases 

occurred rarely in the proposed adaptive NAL packetization scheme even though it 

may not track the channel variation immediately. 

Therefore, it can be concluded that under such weak or almost no error control 

conditions, the proposed novel adaptive H.264/AVC NAL packetization scheme has 

the advantage of improving end-user quality over fixed NAL packetization scheme. 

Meanwhile, in contrast to fixed overheads introduced by fixed NAL packetization 

scheme, the overheads induced by the proposed NAL packetization scheme vary from 

7.6% to 20.9% for I-slice, and 41.5% to 65.8% for P-slice as shown in columns 

36=QP  of Table B.1 in Appendix B. This advantage can be used to improve system 

efficiency because the proposed NAL packetization with adaptive slice partition can 

assist error control mechanisms adopted in the system in the sense that constant 
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redundant data for channel protection is reduced when wireless channel is noisy, and 

the unnecessary overheads from network protocol headers is avoided whenever the 

wireless channel condition is improved. 

4.4. Summary 

This chapter presents the novel adaptive H.264/AVC NAL packetization scheme in 

terms of “Simple Packetization” and adaptive slice partition. The proposed scheme 

intends to partition video frame into slices adaptively to channel conditions and 

encapsulate those slices into NALUs with error indication. 

Simulation results between proposed adaptive NAL packetization scheme and 

fixed NAL packetizatin scheme when minimum error control mechanisms are 

employed in the video transmission system under both high-error and low-error 

channel conditions show that: i) compared to fixed NAL packetization scheme with a 

few slices per video frame, the proposed adaptive NAL packetization scheme provides 

significant decoder gain of 2-12dB. This improvement has a significant impact because 

video frames which were originally unacceptable objectively are now acceptable; ii) 

compared to fixed NAL packetization scheme with larger number of slices per video 

frame, the proposed adaptive NAL packetization scheme offers comparable PSNR 

performance using fewer slices per video frame. This advantage in improving end-user 

quality can be used to enhance system efficiency by considering the novel adaptive 

H.264/AVC NAL packetizaiton scheme as a built-in block in the channel adaptive 

H.264/AVC video transmission framework proposed in next chapter. 
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Chapter 5 

Channel Adaptive H.264/AVC Video Transmission 

Framework under Cross Layer Optimization  

The novel adaptive H.264/AVC NAL packetization scheme discussed in Chapter 4 has 

shown that it can be used to partition video frame into slices adaptively by tracking the 

channel characteristics, and to encapsulate slice into NALU through “Simple 

Packetization” with error indication. Its ability of improving end-user quality by 

partitioning video frame into independent slices adaptively to channel conditions can 

assist error control mechanisms adopted in the video transmission system compared to 

the fixed NAL packetization scheme. This advantage can be used to improve system 

efficiency. Since new research direction [7] emphasizes on maximizing system 

throughput rather than minimizing bit errors, a channel adaptive H.264/AVC video 

transmission framework under cross layer optimization is proposed in this chapter. 

Unlike the traditional approach that is trying to allocate source and channel resources 

by minimizing end-to-end video distortion in the design of wireless video transmission 

system, this framework coordinates the proposed novel adaptive H.264/AVC NAL 

packetization scheme and error control techniques adopted in different layers to work 

towards global optimal solution to enhance system efficiency such that the system 

throughput can be adapted to the variation of channel capacity. Furthermore, for 

completeness and flexibility, the traditional approach of distortion minimization is 

included in the framework as well. 
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5.1. Single Layer Approach vs. Cross Layer Approach 

An important aspect of wireless mobile communication networks is their dynamic 

behavior. In order to efficiently utilize limited network resources such as bandwidth, 

spectrum and energy, the end-to-end system needs to be adaptive to the changes of 

wireless network conditions by properly configuring error control mechanisms. 

Currently, each network layer provides a separate solution by providing its own 

optimized adaptation and protection mechanisms. In [67], Shan and Zakhor presented a 

novel integrated application layer packetization, scheduling and protection strategies 

for wireless transmission of non-scalable coded video. In [57], Majumdar et al. address 

the problem of resilient real-time video streaming over IEEE 802.11b Wireless Local 

Area Network (WLAN) for both unicast and multicast transmission. For the unicast 

scenario, a hybrid ARQ algorithm that combines FEC and ARQ is proposed. For the 

multicast case, progressive video coding based on MPEG-4 Fine Granularity 

Scalability (FGS) is combined with FEC. Similarly, Hybrid ARQ schemes, where the 

rate of the associated FEC is adaptively changed based on the underlying channel 

conditions, have also been presented by Wang and Zhu in [38], and by Ma and Zarki in 

[68]. However, it should be pointed out that the protection strategies described in these 

papers are implemented at the application layer, and do not exploit the mechanisms 

available in the lower layers of the protocol stack. Such research efforts have mainly 

focused on adaptive error control strategies at the application layer. Meanwhile, the 

conventional layered protocol stack, where various protocol layers can only 

communicate with each other in a restricted manner, has also proved to be inefficient 

and inflexible in adapting to the constantly changing in network conditions [22]. Hence, 

such single layered strategy does not always result in an optimal overall performance 

for video transmission. 
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Cross layer design of multimedia transmission aims to improve the system's 

overall performance by jointly considering multiple protocol layers. In [69], Girod and 

Färber give an excellent review of the existing solutions for combating wireless 

transmission errors in cellular networks. Their focus is on channel-adaptive source 

coding schemes that are useful when real-time channel feedback is available to the 

encoder. Importantly, joint consideration of network and application layers is 

mentioned as an interesting area for further research. Therefore, in existing wireless 

mobile environment, different protection strategies exist at the various layers of the 

protocol stack, and hence a joint cross layer consideration is desirable in order to 

provide an optimal overall performance for the transmission of video. In [70], 

Krishnamachari et al. propose a novel adaptive cross-layer protection strategy for 

enhancing the robustness and efficiency of scalable video transmission over WLANs 

by performing tradeoffs between throughput, distortion, and delay depending on the 

application requirements. And in [59-60], Zhang et al. propose a channel adaptive 

resource allocation scheme for transmission of scalable MPEG-4 video over 3G 

wireless networks. In such framework, bits are optimally distributed among source 

coding, channel coding, and ARQ based on distortion/power-minimized evaluation 

metric subject to varying channel/network conditions. The results of above cross layer 

design show a significantly improved visual performance for the transmitted video 

over a variety of channel conditions. 

5.2. Overview of Channel Adaptive H.264/AVC Video Transmission 

Framework through Cross Layer Design 

For real-time H.264/AVC video transmission, cross layer design involves the video 

codec and all the underlying network layers, with the emphasis on the interactions 

among them, so as to improve the performance of video delivery by given the resource 
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constraints. The main focus is on the end-to-end system design under the assumption 

that the lower layer provides a set of given adaptation components. Hence, under such 

cross layer design philosophy, the proposed channel adaptive H.264/AVC video 

transmission framework consists of five critical channel adaptive blocks as shown in 

Figure 5.1, namely, i) adaptive H.264/AVC NAL packetization, ii) end-to-end 

distortion estimation, iii) channel quality measurement, iv) bit rate estimation, and v) 

error control adaptation. 

 

Figure 5.1: Channel adaptive H.264/AVC video transmission framework 

Adaptive H.264/AVC NAL packetization block packetizes the slice-coded video 

stream into NALUs.  NALUs are protected by packet level FEC at application layer, 

and passed to lower layers as RTP packets. RTP packets are further attached with 

UDP/IP headers at transport layer and network layer, and transmitted as blocks at data 
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link layer, where RLC/RLP retransmission is performed. channel quality measurement 

block will process the feedback from physical layer and data link layer and report 

BLER, BER, channel distortion, actual available bit rate to adaptive H.264/AVC NAL 

packetization block, error control adaptation block, and end-to-end distortion 

estimation block. Adaptive H.264/AVC NAL packetization block will pass the slice 

partition information to bit rate estimation block. Meanwhile, error control adaptation 

block will also pass the possible FEC and ARQ configuration to bit rate estimation 

block and end-to-end distortion estimation block. Bit rate estimation block will 

calculate the require bit rate and estimate system throughput to make sure such FEC 

and ARQ configuration will not let the bit rate exceed the allocated bandwidth. End-to-

end distortion block will estimate the distortion based on such FEC and ARQ 

configuration and current channel condition for video frames which will be transmitted 

in next period of time. Finally, bit rate estimation block and end-to-end distortion 

estimation block will pass their results back to error control adaptation block. Error 

control adaptation block will record the estimated system throughput and distortion for 

the current set of FEC and ARQ, and determine the next possible set of FEC and ARQ 

configuration. Such process will go on iteratively until the optimal level of unequal 

FEC for I-frame and P-frame at application layer and the number of allowed RLC/RLP 

retransmission at data link layer are determined to either maximize the system 

throughput to available channel throughput or minimize end-to-end distortion. 

5.3. Analysis of Channel Adaptive H.264/AVC Video Transmission 

Framework 

Since the idea of adaptive H.264/AVC NAL packetization block has been discussed in 

Chapter 4, in this section, end-to-end distortion estimation, channel quality 

measurement, bit rate estimation, and error control adaptation will be discussed. 
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5.3.1. End-to-End Distortion Estimation 

5.3.1.1. Statistical Analysis of Distortion 

End-to-end distortion, denoted as D , objectively measures the video quality between 

original video sequence before video encoding and the reconstructed video sequence 

after video decoding.  In an end-to-end wireless video coding and transmission system, 

there are two types of picture distortions, known as source distortion and channel 

distortion, denoted by sD  and cD  respectively. Source distortion occurs in video 

encoder, mainly caused by quantization error although DCT and motion estimation 

also contribute to source distortion. Channel distortion occurs when video packets are 

corrupted by channel errors. Note that sD  is the function of QP, and cD  is the function 

of number of slices per video frame, FEC, and ARQ. The total distortion is the 

summation of source and channel distortions, which is given by: 

 ),,()( ARQFECNDQPDD slicecs += .     (5.1) 

For fixed QP, the source distortion can be decoupled from overall distortion. This 

thesis focuses on channel distortion only. 

As indicated earlier, motion compensated predictive coding causes inter-frame 

propagation of channel errors. The complex error propagation in the video decoding 

loop has to be accurately modeled in channel distortion analysis. The modeling process 

needs to consider the specific source/channel encoding and decoding schemes, 

packetization method, patterns of the channel errors, error concealment, and so on. 

Several approaches for channel-distortion estimation have been proposed in the 

literature. To analyze the video transmission over lossy channels, a heuristic approach 

has been introduced in [71], where the channel distortion formula is derived through a 

leaking filter model. This distortion formula has several control parameters. To 
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estimate these parameters, one needs to run the codec over the video sequence for a 

few times to generate some measurement points and match the model to the 

experimental data. Obviously, this type of estimation scheme is not desired in real-time 

video coding and communication. A statistical simulation of the video decoder is 

employed in [72] to estimate the channel distortion with error concealment at the 

decoder. Using this decoder simulation, the encoder understands how much the video 

frame at decoder is “corrupted” by the random channel errors. Such estimation scheme 

involves potentially high computational complexity and implementation cost. In 

addition, this type of simulation approach does not allow further analysis for global 

optimization. In [73], a theoretical framework to estimate the channel distortion based 

on statistical analysis of the error propagation, error concealment, and channel 

decoding has been proposed. However, this framework treats I-frame and P-frame 

equally by assuming that intra refreshed MBs are employed in every video frame. 

Extended from [73], now denote the loss probability of NALU in I-frame as 

INALUP ,  and the loss probability of NALU in P-frame as PNALUP , . Assume that each 

NALU contains the same number of MBs (or pixels), then the loss ratio of a pixel is 

also INALUP ,  or PNALUP ,  [71]. Let ),( inF be the original value of pixel i  in the n th 

video frame, and ),(ˆ inF  be the corresponding reconstructed value in the feedback 

loop at encoder for motion compensated predictive coding. At decoder side, the 

reconstructed value is denoted as ),(~ inF . For inter coded MBs, let ),( ine  be the 

motion-compensation difference at the encoder. Let ),(ˆ ine  and ),(~ ine  be the 

corresponding reconstruction values at the encoder and decoder, respectively. Hence, 

the expected distortion for video frame n  at receiver end is given by: 

 { }2)],(~),([)( inFinFEnD −= .      (5.2) 
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Here { }),( inxE  represents the average (over all pixels) or expected value of random 

variable ),( inx . According to definitions, the source distortion )(nDs  and channel 

distortion )(nDc  are given by: 

 { }2)],(ˆ),([)( inFinFEnDs −=       (5.3) 

 { }2)],(~),(ˆ[)( inFinFEnDc −= .      (5.4) 

)(nDs  and )(nDc  are assumed to be uncorrelated [73], then the end-to-end distortion 

for video frame n  is given by: 

 )()()( nDnDnD cs += .       (5.5) 

At the decoder side, the following error concealment scheme is employed: if a MB 

is skipped by the decoder, both the motion vectors and the texture information are 

supposed to be lost since this thesis assumes that data partition is not adopted. Hence, 

the decoder simply copies the MB at the same location from the previous decoded 

frame. For a pixel in intra MBs, in case of no channel errors, its reconstruction value 

should be ),(ˆ inF  by definition. If the MB is lost, the reconstruction value is ),1(~ inF − , 

which is copied from the previous decoded frame. Therefore, the expected channel 

distortion for pixels in I-frame is given by: 

{ }2)],(~),(ˆ[)( inFinFEnD I
c −=  

  { } { }2
,

2
, )],(ˆ),(ˆ[)1()],1(~),(ˆ[ inFinFEPinFinFEP INALUINALU −⋅−+−−⋅=  

  { }2
, )],1(~),(ˆ[ inFinFEP INALU −−⋅=  

  { }2
, )],1(~),1(ˆ),1(ˆ),(ˆ[ inFinFinFinFEP INALU −−−+−−⋅=  

  { } { }2
,

2
, )],1(~),(ˆ[)],1(ˆ),(ˆ[ inFinFEPinFinFEP INALUINALU −−⋅+−−⋅=  



Chapter 5 Channel AdaptiveH.264/AVC Video  
Transmission Framework under Cross Layer Optimization 

 78

  )1()1,( ,, −⋅+−⋅= nDPnnRFDP cINALUINALU     (5.6) 

where )1,( −nnRFD  is the reconstructed frame difference between frame n  and 1−n , 

and )1( −nDc  is the channel distortion of previous I-frame or P-frame. The above 

relationship is hold based on the assumption that the frame difference is uncorrelated 

with channel distortion [73]. Note that the distortion estimator operates before 

quantization and coding of the current frame. At this point, ),(ˆ inF  is not available yet. 

Nevertheless, the encoder does know the absolute difference between consecutive 

frames. Let us define the original frame difference )1,( −nnFD  as: 

 { }2)],1(),([)1,( inFinFEnnFD −−=− .     (5.7) 

Assume that if we regard the video encoder as low-pass filter [71], then the 

reconstruction frame is the filter output of the original frame. Note that a low-pass 

filter removes the energy in high frequency band. Hence, the reconstructed frame 

difference can be linearly proportional to original frame difference [73] as: 

 )1,()1,( −⋅=− nnFDnnRFD α       (5.8) 

where α  is a constant known as the energy loss ratio of the encoder filter. It mainly 

depends how much information is discarded by the coding algorithm. More precisely, 

it is related to the average quantization step size. In this thesis, it is estimated using the 

statistics from previous frames. Therefore, equation (5.6) becomes: 

 )1,()1()( ,, −⋅⋅+−⋅= nnFDPnDPnD INALUcINALU
I
c α .   (5.9) 

For a pixel in inter MBs of P-frame, in case of no channel errors, its reconstruction 

value is given by definition: 

 ),(ˆ),1(~),(~ inejnFinF +−= .                 (5.10) 
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where pixel j  is the motion compensated prediction of pixel i . And at the encoder, 

with the motion compensated reference frame ),1(ˆ inF − , the reconstructed frame n  is 

given by: 

 ),(ˆ),1(ˆ),(ˆ inejnFinF +−= .                 (5.11) 

If the MB is lost, the reconstruction value of pixel i  is ),1(~ inF − , which is copied from 

previous frame. Therefore, the expected channel distortion for P-frame is given by: 

 { }2)],(~),(ˆ[)( inFinFEnD P
c −=  

  { }2
, )],1(~),(ˆ),(ˆ[)1( jnFineinFEP PNALU −−−⋅−=  

      { }2
, )],1(~),(ˆ[ inFinFEP PNALU −−⋅+  

  { }2
, )],1(~),1(ˆ[)1( jnFjnFEP PNALU −−−⋅−=  

      )1()1,( ,, −⋅+−⋅+ nDPnnRFDP cPNALUPNALU .             (5.12) 

If assume 

 { } { }22 )],1(~),1(ˆ[)],1(~),1(ˆ[ inFinFEjnFjnFE −−−⋅=−−− β  

     )1( −⋅= nDcβ               (5.13) 

where β  is constant describing motion randomness of video scene, then 

 )1,()1(])1[()( ,,, −⋅⋅+−⋅+⋅−= nnFDPnDPPnD PNALUcPNALUPNALU
P
c αβ .  (5.14) 

5.3.1.2. Fast Channel Distortion Estimation for I-frame and P-frame 

In wireless video communication, with the feedback information on the channel 

condition, the encoder can determine the decoded picture quality of frame )( ∆−n  and 

its previous frames, where ∆  is the feedback delay in terms of frames counted at the 
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beginning of an estimation period. In other words, the channel distortion of 

{ }0|)( ≥−∆− mmnDc  is available as seen by frame n  at encoder. If denote T  as 

maximum number of frames in one estimation period, and T≤∆≤1 , the coded frame 

over the estimation period has structure of PIPPP... , Figure 5.2 shows the frame 

structures for estimation periods. 

 

Figure 5.2: Frame structure for distortion estimation periods 

If frame n  is I-frame, that is the beginning of next estimation period, by iteration, 

equation (5.9) can be rewritten as: 

)1,()1()( ,, −⋅⋅+−⋅= nnFDPnDPnD INALUcINALU
I
c α  

  )2(])1{[( ,,, −⋅+⋅−⋅= nDPPP cPNALUPNALUINALU β  

      )1,()}2,1( ,, −⋅⋅+−−⋅⋅+ nnFDPnnFDP INALUPNALU αα  

  )2(])1[( ,,, −⋅+⋅−⋅= nDPPP cPNALUPNALUINALU β  

      )1,()2,1( ,,, −⋅⋅+−−⋅⋅⋅+ nnFDPnnFDPP PNALUPNALUINaLU αα  

  ])1{[(])1[( ,,,,, PNALUPNALUPNALUPNALUINALU PPPPP +⋅−⋅+⋅−⋅= ββ  

      )}3,2()3( , −−⋅⋅+−⋅ nnFDPnD PNALUc α  

      )1,()2,1( ,,, −⋅⋅+−−⋅⋅⋅+ nnFDPnnFDPP INALUPNALUINALU αα  

I P I I P P P …... P P P P P P P P I …... …... …...

Previous 
transmitted period 

Next 
 estimation period 

T  n

∆  '∆  

Current 
 estimation period 

P P P 
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  PNALUINALUcPNALUPNALUINALU PPnDPPP ,,
2

,,, )3(])1[( ⋅+−⋅+⋅−⋅= β  

      )3,2(])1[( ,, −−⋅⋅+⋅−⋅ nnFDPP PNALUPNALU αβ  

      )1,()2,1( ,,, −⋅⋅+−−⋅⋅⋅+ nnFDPnnFDPP INALUPNALUINALU αα  

  )(])1[( 1
,,, ∆−⋅+⋅−⋅= −∆ nDPPP cPNALUPNALUINALU β  

      ∑
−∆

=

−+⋅−⋅⋅⋅+
1

1

1
,,,, ])1{[(

l

l
PNALUPNALUPNALUINALU PPPP βα  

      )1,()}1,( , −⋅⋅+−−−⋅ nnFDPlnlnFD INALU α                    (5.15) 

where 

 
⎩
⎨
⎧

∆−
∆−

=∆−
)(
)(

)(
nD
nD

nD I
c

P
c

c  
T

T
=∆
<∆≤1

.               (5.16) 

If let 1=β , then equation (5.15) can be simplified as: 

 )1,()()( ,, −⋅⋅+∆−⋅= nnFDPnDPnD INALUcINALU
I
c α  

      ∑
−∆

=

−−−⋅⋅⋅+
1

1
,, )1,(

l
PNALUINALU lnlnFDPP α .             (5.17) 

If frame n  is P-frame, introduces '∆  as number of frames just before frame n  within 

current estimation period, T<∆≤ '1 , equation (5.14) can be rewritten as: 

 )1,()1(])1[()( ,,, −⋅⋅+−⋅+⋅−= nnFDPnDPPnD PNALUcPNALUPNALU
P
c αβ  

  )2(])1{[(])1[( ,,,, −⋅+⋅−⋅+⋅−= nDPPPP cPNALUPNALUPNALUPNALU ββ  

      )1,()}2,1( ,, −⋅⋅+−−⋅⋅+ nnFDpnnFDP PNALUPNALU αα  

  )1,()2(])1[( ,
2

,, −⋅⋅+−⋅+⋅−= nnFDPnDPP PNALUcPNALUPNALU αβ  
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      )2,1(])1[( ,, −−⋅⋅+⋅−+ nnFDPP PNALUPNALU αβ  

  ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[(

l

l
PNALUPNALUPNALU lnlnFDPPP βα  

      )'(])1[( '
,, ∆−⋅+⋅−+ ∆ nDPP cPNALUPNALU β .             (5.18) 

Now frame )'( ∆−n  is I-frame, )'()'( ∆−=∆− nDnD I
cc , hence: 

Case (A) if 1=∆ , then: 

 ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[()(

l

l
PNALUPNALUPNALU

P
c lnlnFDPPPnD βα  

      )1'([])1[( ,
'

,, −∆−⋅⋅+⋅−+ ∆ nDPPP P
cINALUPNALUPNALU β  

      )]1','(, −∆−∆−⋅⋅+ nnFDP INALU α  

  ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[(

l

l
PNALUPNALUPNALU lnlnFDPPP βα  

      )1','(])1[( '
,,, −∆−∆−⋅+⋅−⋅⋅+ ∆ nnFDPPP PNALUPNALUINALU βα  

      )1'(])1[( '
,,, −∆−⋅+⋅−⋅+ ∆ nDPPP P

cPNALUPNALUINALU β .               (5.19) 

Case (B) if 2=∆ , then: 

 ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[()(

l

l
PNALUPNALUPNALU

P
c lnlnFDPPPnD βα  

      )1','(])1[( '
,,, −∆−∆−⋅+⋅−⋅⋅+ ∆ nnFDPPP PNALUPNALUINALU βα  

      '
,,, ])1[( ∆+⋅−⋅+ PNALUPNALUINALU PPP β  

    )2',1'({ , −∆−−∆−⋅⋅⋅ nnFDP PNALU α  

      )}2'(])1[( ,, −∆−⋅+⋅−+ nDPP P
cPNALUPNALU β  
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  ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[(

l

l
PNALUPNALUPNALU lnlnFDPPP βα  

      )1','(])1[( '
,,, −∆−∆−⋅+⋅−⋅⋅+ ∆ nnFDPPP PNALUPNALUINALU βα  

    '
,,,, ])1[( ∆+⋅−⋅⋅⋅+ PNALUPNALUPNALUINALU PPPP βα  

    )2',1'( −∆−−∆−⋅ nnFD  

    )2'(])1[( 1'
,,, −∆−⋅+⋅−⋅+ +∆ nDPPP P

cPNALUPNALUINALU β .              (5.20) 

Case (C) if T≤∆<2 , then: 

 ∑
−∆

=

+⋅−⋅⋅=−∆−
3

0
,,, ])1{[()2'(

l

l
PNALUPNALUPNALU

P
c PPPnD βα  

       )}3',2'( lnlnFD −−∆−−−∆−⋅  

       ))2(2'(])1[( 2
,, −∆−−∆−⋅+⋅−+ −∆ nDPP cPNALUPNALU β  

   ∑
−∆

=

+⋅−⋅⋅=
3

0
,,, ])1{[(

l

l
PNALUPNALUPNALU PPP βα  

    )}3',2'( lnlnFD −−∆−−−∆−⋅  

    )'(])1[( 2
,, ∆−∆−⋅+⋅−+ −∆ nDPP cPNALUPNALU β .            (5.21) 

Hence, substitute equation (5.21) into equation (5.20), 

 ∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[()(

l

l
PNALUPNALUPNALU

P
c lnlnFDPPPnD βα  

      )1','(])1[( '
,,, −∆−∆−⋅+⋅−⋅⋅+ ∆ nnFDPPP PNALUPNALUINALU βα  

      '
,,,, ])1[( ∆+⋅−⋅⋅⋅+ PNALUPNALUPNALUINALU PPPP βα  

      )2',1'( −∆−−∆−⋅ nnFD  
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      1'
,,, ])1[( +∆+⋅−⋅+ PNALUPNALUINALU PPP β  

      ∑
−∆

=

+⋅−⋅⋅⋅
3

0
,,, ])1{[({

l

l
PNALUPNALUPNALU PPP βα  

      )3',2'( lnlnFD −−∆−−−∆−⋅  

    )}'(])1[( 2
,, ∆−∆−⋅+⋅−+ −∆ nDPP cPNALUPNALU β  

∑
−∆

=

−−−⋅+⋅−⋅⋅=
1'

0
,,, )1,(])1[(

l

l
PNALUPNALUPNALU lnlnFDPPP βα  

    )1','(])1[( '
,,, −∆−∆−⋅+⋅−⋅⋅+ ∆ nnFDPPP PNALUPNALUINALU βα  

    '
,,,, ])1[( ∆+⋅−⋅⋅⋅+ PNALUPNALUPNALUINALU PPPP βα  

    )2',1'( −∆−−∆−⋅ nnFD  

    1'
,,,, ])1[( +∆+⋅−⋅⋅⋅+ PNALUPNALUPNALUINALU PPPP βα  

    ∑
−∆

=

−−∆−−−∆−⋅+⋅−⋅
3

0
,, )3',2'(])1[(

l

l
PNALUPNALU lnlnFDPP β  

    )'(])1[( 1'
,,, ∆−∆−⋅+⋅−⋅+ −∆+∆ nDPPP cPNALUPNALUINALU β             (5.22) 

where 

 
⎩
⎨
⎧

∆−∆−
∆−∆−

=∆−∆−
)'(
)'(

)'(
nD
nD

nD I
c

P
c

c  
T

T
=∆
<∆≤1

.              (5.23) 

Equation (5.22) can be considered as the combination of case (a) (b) and (c) 

for T≤∆≤1 . If let 1=β , then equation (5.22) can be simplified as: 

 )1','()1,()( ,

1'

0
, −∆−∆−⋅⋅+−−−⋅⋅= ∑

−∆

=

nnFDPlnlnFDPnD INALU
l

PNALU
P
c αα  
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      ∑
−∆

=

−−∆−−∆−⋅⋅⋅⋅+
1

1
,, )1','(

l
PNALUINALU lnlnFDPP α  

          )'(, ∆−∆−⋅+ nDP cINALU .                (5.24) 

5.3.1.3. Average Channel Distortion 

The average channel distortion over current estimation period of T  frames is given by: 

 
⎭
⎬
⎫

⎩
⎨
⎧

+= ∑
−+

+=

1

1
)()(1)(

Tn

nf

P
c

I
cc fDnD

T
TD                 (5.25) 

where )(nDI
c  is given by equation (5.15), and )( fDP

c  is given by equation (5.22) for 

11 −+≤≤+ Tnfn . 

5.3.2. Channel Quality Measurement 

5.3.2.1. RLC Block Loss at Data Link Layer 

The channel quality measurement block makes use of feedback information from data 

link layer and physical layer. Zorzi et al. [54] had investigated the accuracy of a first-

order Markov process in modeling transmission on a correlated Rayleigh fading 

channel [53]. More precisely, as same as in Chapter 3, define p  and q−1  as the 

probability that the j th transport block transmission is successful, given that the 

)1( −j th transport block transmission was successful or unsuccessful, respectively, 

then having an analogy to equation (3.7) in Chapter 3, the steady-state BLER BLP  is 

given by: 

 
qp

pPBL −−
−

=
2

1 .                  (5.26) 

[54] and [74] have shown that for a Rayleigh fading channel with fading margin F , 

BLP  can be expressed as: 
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 F
BL eP

1
1 −
−= .                   (5.27) 

And q  can be expressed as: 

 
1

),(),(1 1
−

⋅−⋅
−=

Fe

QQq θθρθρθ                 (5.28) 

where 

 )2(0 TTId tfJ πρ =                   (5.29) 

 21

2

ρ
θ

−
= F .                   (5.30) 

ρ  is the correlation coefficient of two successive samples spaced by transmission time 

interval TTIt  of the complex Gaussian fading channel, df  is the Doppler frequency 

which is given by: 

 λ/vfd =                    (5.31) 

where v  is the mobile velocity and λ  is the carrier wave length which is given by: 

 0/ fc=λ                    (5.32) 

where c  is the speed of light and 0f  is the carrier frequency of the W-CDMA system. 

(.)0J  is the Bessel function of the first kind and zeroth order, and (.,.)Q  is the 

Marcum-Q function defined as: 

 ∫
∞ +

−
⋅⋅⋅⋅=

y

wx

dwwwxIeyxQ )(),( 0
2

)( 22

                (5.33) 

Substitute equation (5.28) into equation (5.26), p  is given by: 
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BL

BLBL

P
PqPp

−
⋅+⋅−

=
1

21 .                 (5.34) 

5.3.2.2. UDP Packet Loss at Transport Layer 

With data link layer parameter p  and q , [75] proposed novel analysis of transport 

layer UDP packet loss with data link layer block retransmissions. Without loss 

generality, if NALU with RTP/UDP/IP headers has average NALUL  bytes and one block 

at data link layer has LL  bytes, then NALU with RTP/UDP/IP headers will be 

fragmented into LN  blocks. LN  is given by: 

 ⎡ ⎤LNALUL LLN /= .                  (5.35) 

Since this thesis consider NALU for I-frame and P-frame separately, the size of NALU 

and number of blocks are denoted as INALUL , , ILN , , PNALUL , , and PLN , , respectively. 

The number of retransmissions allowed for a failed RLC/RLP block is maxN . Now 

similar to [75], let us define: 

• np : Prob{at least one out of n  RLC/RLP blocks fails, given the first RLC/RLP 

block attempt succeeded}; 

• )(k
nq : Prob{at least one out of n  RLC/RLP blocks fails, given first RLC/RLP 

block already had maxNk ≤  retransmissions and current RLC/RLP block 

attempt failed} 

• su : Prob{current UDP packet failed given that lass RLC/RLP block 

transmission of previous UDP packet succeeded} 

• fu : Prob{current UDP packet failed given that last RLC/RLP transmission of 

previous UDP packet failed} 
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The recursive relation of np  and )(k
nq  are as follows: 

 01 =p                     (5.36) 

 1)( max =N
nq    for LNn ≤≤1                (5.37) 

 )()(
1

max kNk qq −=    for 10 max −≤≤ Nk               (5.38) 

 )0(
11 )1( −− ⋅−+⋅= nnn qpppp  for LNn ≤≤2  and 10 max −≤≤ Nk             (5.39) 

 )1()( )1( +⋅+⋅−= k
nn

k
n qqpqq  for LNn ≤≤2  and 10 max −≤≤ Nk .           (5.40) 

Hence, su  and fu  are given by: 

 )0()1(
LL NNs qpppu ⋅−+⋅=                  (5.41) 

 )0()1(
LL NNf qqpqu ⋅+⋅−= .                 (5.42) 

Continue to define: 

• )(n
fsv : Prob{the last RLC/RLP block transmission of current UDP packet of 

length n  RLC/RLP blocks succeed given that current UDP packet failed} 

• )(n
ssv : Prob{the last transmission of current UDP packet of length n  RLC/RLP 

blocks succeed given that current UDP packet succeeded} 

Clearly, the following relations hold: 

 1)( =n
ssv                    (5.43) 

 0)1( =fsv                    (5.44) 

 ∑ ∑
−

= =

−− −⋅⋅−+−⋅⋅−+⋅=
1

0 0

)1()1()(
max max

)1()1()]1()1([
N

j

N

j

ji
fs

ji
fs

i
fs qqvqqppvv  
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       )1()1( 1)1( maxmax +− −+⋅−+⋅= NNi
fs qqqpv .               (5.45) 

Let ssUP ,  and fsUP ,  be the probabilities that the current UDP packet succeed given that 

previous UDP packet succeeded or failed, respectively. Hence, following relations 

hold: 

 )1()1()1( )()(
,

LL N
ssf

N
sssssU vuvuP −⋅−+⋅−=                (5.46) 

 )1()1()1( )()(
,

LL N
fsf

N
fssfsU vuvuP −⋅−+⋅−=                (5.47) 

 ssUsfU PP ,, 1−=                   (5.48) 

 fsUffU PP ,, 1−= .                  (5.49) 

Finally, the steady state UDP packet loss probability is given by: 

 
ssUfsU

fsU

ffUssU

ffU
U PP

P
PP

P
P

,,

,

,,

,

12
1

−+
=

−−

−
= .               (5.50) 

5.3.3. Bit rate Estimation 

5.3.3.1. Average NALU Size Modeling 

To estimate the bit rate required for the transmission in current estimation period, the 

bit rate estimator needs to know the NALU size. However, tracking the exact NALU 

size before encoding is impossible for different sequences. Instead, average NALU 

size is used for bit rate estimation based on following assumptions: 

• Statistically, only a rough bit rate estimation is needed; 

• Each slice contains roughly equal number of MBs; 

• H.264/AVC source coding generates source bits at very low bit rate by proper 

setting the QP; 
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• Slices in I-frame and P-frame are considered separately. 

Denote INALUS ,  and PNALUS ,  as average NALU size for I-frame and P-frame 

respectively, and IPUDPRTPH //  as overhead size of RTP/UDP/IP headers. Clearly, 

 INALUIPUDPRTPINALU SHL ,//, +=                 (5.51) 

 PNALUIPUDPRTPPNALU SHL ,//, += .               (5.52) 

The source bit rate can be controlled by QPs [29]. And slice coding breaks the 

compression efficiency across slice boundaries and adds overheads known as slice 

header [9,11]. This thesis proposes a fast modeling of average NALU size as a linear 

function of number of slices for different QPs. This modeling is based on the 

observations of exhaustive experiments over different video sequences as follows. 

Figure 5.3 shows the average number of bits per frame for Foreman (400 

frames, 36=QP , dBYPSNR 88.30_ = ), Carphone (382 frames, 36=QP , 

dBYPSNR 88.31_ = ), Suzie (150 frames, 38=QP , dBYPSNR 90.31_ = ) and Claire 

(494 frames, 42=QP , dBYPSNR 83.30_ = ) video sequences. Figure 5.4 shows the 

average number of bits per slice in I-frame and Figure 5.5 shows the average number 

of bits per slice in P-frame for the different video sequences. Appendix A shows the 

statistical data collection in terms of source bit rate, the number of bits per I-frame and 

P-frame, and the number of bits per slice in I-frame and P-frame for above 4 video 

sequences individually at different QPs. Conclusion can be drawn that as the number 

of slices per frame increases, the number of bits per frame increases linearly. 
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Figure 5.3: Average number of bits per video frame 
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Figure 5.4: Average number of bits per I-slice 
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Figure 5.5: Average number of bits per P-slice 
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Hence if denote slicesN  as number of slices per video frame, )(QPaI , )(QPbI  and 

)(QPaP , )(QPbP  as linear function parameters of QP, then the average number of bits 

per frame IframeS ,  and PframeS , can be expressed as follows: 

 )()(, QPbNQPaS IslicesIIframe +⋅=                 (5.53) 

)()(, QPbNQPaS PslicesPPframe +⋅= .                (5.54) 

In addition, Figure 5.4 and Figure 5.5 show that as number of slices increase, the 

number of bits per slice will converge. This observation could be verified as follows: 

 
slice

I
I

slice

Iframe
INALU N

QPbQPaN
SS )()(,

, +==               (5.55) 

slice

P
P

slice

Pframe
PNALU N

QPbQPaN
SS )()(,

, +== .              (5.56) 

Mathematically, as ∞→slicesN , )(, QPaS IINALU →  and )(, QPaS PPNALU → . For 

each video sequence, a look up table has been implemented at encoder to facilitate the 

calculation of above model parameters. Assuming that encoder knows the number of 

bits per frame in “one slice-one frame” case and “11 slices-one frame” case at different 

QPs, then the linear model is set up in the run time, and the value of model 

parameters )(QPaI , )(QPbI  and )(QPaP , )(QPbP  for different QPs in each video 

sequence is obtained by graph interpolation, and furthermore, the average size of 

NALU is obtained for I-frame and P-frame accordingly. 

5.3.3.2. Bit rate Estimation 

UEP is adopted in this thesis to differentiate the importance of NALU from I-frame or 

P-frame. Assumes that ),( II knRS  is used to protect NALU in I-frame, and 

),( PP knRS  is used to protect NALU in P-frame. The packet loss probability of NALU 
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with RTP/UDP/IP headers in I-frame and P-frames are denoted as IUP ,  and PUP ,  

respectively. Hence the NALU loss probabilities INALUP ,  and PNALUP ,  are given by 

equation (4.5) in Chapter 4: 

 jn
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IU

n

knj
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Now come back to the data link layer, as in Chapter 3, the probability of successful 

transmission of a RLC/RLP block after j  times retransmission is given by: 

 )1()(, BL
j

BLsuccBL PPjP −=   max0 Nj ≤≤ .              (5.59) 

Then probability of successful transmission within maxN  retransmissions is given by: 

 ∑
=

+−==
max

max

0

1
,, 1)(

N

j

N
BLsuccBLsuccBL PjPP .                (5.60) 

Define RD as retransmission delay factor. This thesis assumes that selective ARQ 

is employed and no other factors will cause delays rather than transmission time, 

then 1=RD . After a radio link block has been declared as corrupt at the receiver, the 

retransmission request arrives at the transmitter after one additional TTIt . Hence, the 

minimum time between two successive retransmissions of the same block is exactly 

the Round Trip Time (RTT) of TTIt⋅2 . To extend further, the minimum time between j  

successive retransmissions of the same block is exactly TTItj ⋅ . Therefore, the expected 

duration for successful transmission of a RLC/RLP block is given by: 

 )(
)(

][
max

0 ,

,
,, TTITTIR

N

j succBL

succBL
succBLsuccBL ttDj

P
jP

tEt +⋅⋅⋅⋅== ∑
=

.             (5.61) 
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And the expected duration for failure transmission for a RLC/RLP block is given by: 

 TTIRsuccBLfailBL tDNtEt ⋅+⋅== )1(][ max,, .               (5.62) 

Therefore, the expected transmission duration for a RLC/RLP block is given by: 

 )1(][ ,,,, succBLfailBLsuccBLsuccBLBLBL PtPttEt −⋅+⋅== .              (5.63) 

For a NALU with RTP/UDP/IP headers in I-frame having average packet length 

INALUL ,  and ILN ,  RLC/RLP blocks, the expected transmission duration is given by: 

 ILBLINALUINALU NttEt ,,, ][ ⋅== .                (5.64) 

And for a NALU with RTP/UDP/IP headers in P-frame having average packet length 

PNALUL ,  and PLN ,  RLC/RLP blocks, the expected transmission duration is given by: 

 PLBLPNALUPNALU NttEt ,,, ][ ⋅== .                (5.65) 

Then, the total transmission duration over an estimation period is given by: 

 TRateFramegntgnttEt PPPNALUIIINALU /_)(][ ,, ⋅⋅⋅+⋅⋅==                   (5.66) 

where T  is maximum number of video frames in one estimation period, Ig  and Pg  

are the number of groups of ),( II knRS  and ),( PP knRS  within an estimation period. 

For MDS codes, 1=Ig  and 1=Pg . Finally, the estimated bit rate B is given by: 

 BWtB ⋅=                    (5.67) 

where BW  is the bandwidth dedicated to video transmission services. 

The normalized throughput of the video transmission system is defined as the ratio 

of useful video data, which are received to the total amount of transmitted bits. It is 

given by: 
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5.3.4. Error Control Adaptation 

The error control adaptation block provides error control configurations of 

{ }),(),,(,max PPII knRSknRSN  together with adaptive H.264/AVC NAL packetization 

scheme to enhance the error resilience of the transmission in wireless environment. 

After receiving the channel information from channel estimator, error control 

adaptation selects possible { }),(),,(,max PPII knRSknRSN  configuration, and passes it 

to end-to-end distortion estimator and bit rate estimator. The end-to-end distortion 

estimator will feedback the estimated average channel distortion based on the passed 

error control configuration and channel information from channel estimator. And 

similarly, bit rate estimator will feedback the estimated bit rate and system normalized 

throughput. With above feedback information, the error adaptation block will 

determine the optimal solution to either maximize the throughput to available channel 

throughput at current channel state or minimize the end-to-end distortion. 

As stated above, maximizing system throughput to available channel throughput 

and minimizing the end-to-end distortion are the two evaluation metrics for the error 

control adaptation. If maximize system throughput to available channel throughput is 

the evaluation metric, equation (5.68) is the cost function, which is maximized and is 

subject to the available throughput at current channel state and dedicated channel 

bandwidth constraints as follows: 

{ }
}{maxarg

),(),,(,max

T
knRSknRSN PPII

ηη =  

s.t γηη ⋅≤
CTT  and BWB ≤              (5.69) 
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where 
CTη  is the available throughput at current channel state and γ  is the constant 

such that the throughput optimization can be defined as either Aggressive ( 1>γ ), 

Neutral ( 1=γ ), or Conservative ( 1<γ ) among channel state transitions according to 

whether channel has been improved by comparing previous channel state and current 

channel state. Table 5.1 shows the optimization algorithm settings according to 

transition of channel states. Within each state transition, whether the setting is 

aggressive, neutral or aggressive depends on the improvement or degradation level of 

BLER, which is similar to the adaptive slice partition in Chapter 4.  

Table 5.1: Throughput optimization settings according to transition of channel 

states 

Current State 

Previous State 
Amiable State Noisy State Hostile State 

Amiable State 
Aggressive 

Neutral 

Neutral 

Conservative 
Conservative 

Noisy State 
Aggressive 

Neutral 
Neutral 

Neutral 

Conservative 

Hostile State Aggressive 
Aggressive 

Neutral 
Neutral 

 

If minimizing end-to-end distortion is the evaluation metric, equation (5.25) is the 

cost function which is minimized and is subject to the dedicated channel bandwidth as 

follows: 

{ }
})({minarg

),(),,(,max

TDD c
knRSknRSN

c
PPII

=  

    s.t BWB ≤ .               (5.70) 

To solve equation (5.69) and equation (5.70), the optimal solution can be found by 

using Dynamic Programming (DP) approach. This thesis targets at the low bit rate 
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H.264/AVC video transmission, due to channel bandwidth constraint, the 

{ }),(),,(,max PPII knRSknRSN  set has been restricted to a limit set if only finite 

number of RLC/RLP retransmission is allowed, and RS code rate is determined by an 

integer number of source and redundant packets. Hence, the DP can be viewed as a 

shortest path problem in a trellis, where each stage corresponds to the mode selection. 

5.4. Summary 

This chapter proposes channel adaptive H.264/AVC video transmission framework 

under cross layer optimization. This framework defines five critical channel adaptive 

blocks: i) end-to-end distortion estimation block is to estimate the end-user quality for 

group of video frames which will be transmitted in the next period of time based on 

current channel condition; ii) Loss Estimation block is to estimate the channel 

information in terms of BLER, BER, channel distortion, and throughput etc., from 

physical layer and data link layer for a particular wireless mobile network 

infrastructure; iii) Bit rate estimation block is to estimate the bit rate as function of 

average NALU size and system configurations for bandwidth constraint checking. In 

this thesis, average NALU size has been modeled as a linear function to provide fast 

solution; iv) Error control adaptation block combines information from other channel 

adaptive blocks and finds the optimal solution to the level of UEP for I-frame and P-

frame NALUs, and the maximum number of allowed RLC/RLP retransmission by 

using either throughput or distortion as evaluation metric; v) Adaptive H.264/AVC 

NAL packetization block has been discussed in Chapter 4. While in this chapter, we 

propose the channel adaptive techniques for H.264/AVC video transmission 

framework under cross layer optimization, we will, in the next chapter, show the 

performance of proposed channel adaptive techniques in details. 



 98

 

Chapter 6 

Performances of Channel Adaptive H.264/AVC Video 

Transmission Framework 

The channel adaptive H.264/AVC video transmission framework defines the 

interactions of various channel adaptation blocks by processing the feedback 

information from various layers, and adjusting error control mechanisms through 

whole protocol stack to enhance the error resilience of video transmission. Meanwhile, 

it aims to facilitate throughput adaptation in time-varying wireless environment so that 

the network or system efficiency can be improved in addition to the traditional 

approach of minimizing end-to-end distortion. The simulation results over high and 

low error channel conditions, as expected, demonstrate the benefits of the proposed 

framework through cross layer design in improving system throughput compared to the 

video transmission system with fixed configuration [25-27] in terms of fixed NAL 

packetization and fixed error control configuration. And the proposed framework also 

shows better end-user quality compared to the system with fixed NAL packetization 

under channel adaptive error control configuration. 

6.1. Simulation Environment 

6.1.1. Common Test Conditions for Wireless Video 

In H.264/AVC standardization process [9], the importance of mobile video 

transmission has been recognized by adopting the appropriate common test conditions 
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for 3G mobile networks. These test conditions permit the selection of appropriate 

coding features, as well as testing and evaluating error resilience features. In this thesis, 

the IP-based test conditions are the main concerns. JVT defines the common test 

conditions [65] with 6 radio channel conditions for packet-switched conversational 

services as well as streaming services over 3G mobile networks. The 6 radio channel 

conditions are simulated as bit-error patterns, which were captured in different real or 

emulated mobile radio channels. The bit-error patterns are captured above the physical 

layer and below the RLC/RLP layer. Hence, they are used as the physical layer 

simulation in practice. The properties such as bit-rate, length, BER, and the mobile 

speed of the bit-error patterns are presented in Table 6.1, as reported in [65]. 

Table 6.1: Wireless H.264/AVC video transmission bit error patterns 

Pattern 
No. 

Physical Layer 
Bit rate 

Error Pattern 
Length in 
seconds 

BER 
RLC 
PDU 
Size 

Mobile 
Speed Application 

1 kbps64  60s 3103.9 −×  640 bits hkm /3  Streaming 

2 kbps64  60s 3109.2 −×  640 bits hkm /3  Streaming 
3 kbps64  180s 4101.5 −×  640 bits hkm /3  Conversational 

4 kbps64  180s 4107.1 −×  640 bits hkm /50  Conversational 

5 kbps128  180s 4100.5 −×  640 bits hkm /3  Conversational 

6 kbps128  180s 4100.2 −×  640 bits hkm /50  Conversational 
 

The bit-errors in the files are statistically dependent, as channel coding and 

decoding included in 3G systems produces burst errors [4,7,65]. This has been taken 

into account by evaluating the bit-error pattern files in the following. Patterns 1 and 2 

are mostly suited to be used in the simulation of video streaming applications, where 

RLC/RLP re-transmissions at data link layer can correct many of the block/frame 

losses. Turbo coding has been applied as channel coding, and power control targeting 

throughput maximization rather than error minimization. Patterns 3 to 6 are meant to 

simulate a more reliable, lower error-rate bearer that is required in conversational 
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applications. [65] defines that only streaming service allows RLC/RLP retransmission 

at data link layer, conversational service does not allow RLC/RLP retransmission due 

to strict delay constraints. Nevertheless, since the BERs in patterns 3 to 6 are so low 

that even without RLC/RLP retransmission, the application layer FEC with error 

concealment can combat those errors. However, patterns 1 and 2 are unrealistic for 

conversational service, as an acceptable end-user quality cannot be achieved with such 

high error rates without retransmissions [7]. In order to demonstrate the advantages of 

the proposed channel adaptive H.264/AVC video transmission framework, error 

control mechanisms through different layers should be considered with respect to the 

overall transmission framework. Therefore, this thesis uses video streaming service in 

the simulation. In other words, simulations are carried on error patterns 1 and 2 only 

for worst case performance. Error pattern 1 is referred as high-error channel while 

error pattern 2 is referred as low-error channel. 

6.1.2. Overview of Simulation Testbed 

Both video transmitter and receiver are assumed to reside in a private operator's 

network, which consists of a fixed IP-based core network and a radio access network. 

A video streaming server is directly connected to the operator's core network or both 

video terminations are inside the mobile network. The network operator's core network 

is assumed to be over-provisioned so that the packet loss rate in the core network is 

negligible and the network resources bottleneck is at the radio interface. Thus any 

degradation to the video stream results from fading/shadowing errors and background 

white noise induced in wireless channel. In this thesis, an end-to-end simulation 

testbed is implemented for channel adaptive H.264/AVC video transmission 

framework and video transmission system with fixed configurations over 3GPP/3GPP2 

air interface. This simulation testbed supports both 3GPP-based W-CDMA and 



Chapter 6 Performances of Channel Adaptive 
H.264/AVC Video Transmission Framework 

 101

3GPP2-based CDMA-2000. As W-CDMA and CDMA-2000 are similar in the sense of 

user plane protocols [65] but with slightly differences in the terminologies at data link 

layer, W-CDMA system is employed in the simulations since those differences will not 

affect the final performance. In the simulation testbed, the proposed channel adaptive 

H.264/AVC video transmission framework is realized according to Figure 5.1 in 

Chapter 5. The 5 critical channel adaptive blocks are implemented according to the 

analysis in Chapter 4 and Chapter 5 to facilitate cross layer optimization. 

More specifically, assume that the channel adaptive H.264/AVC video 

transmission framework already works out the optimal error control solution for 

current period of transmission. Before the application layer, the latest H.264/AVC test 

model software version JM9.3 [66] is modified by adding the proposed novel adaptive 

H.264/AVC NAL packetization scheme. The modified video codec is configured using 

the baseline profile according to [76] such that: 

1) Frame structure is ......IPPPIPPP ; 

2) MV search range is ±32; 

3) MV resolution is ¼ pixels; 

4) Hadamard transform is used; 

5) Optimization is enabled; 

6) Number of reference frames is 5; 

7) UVLC is enabled; 

The additional simulation parameters are as follows: 

8) Testing sequence is Foreman, QCIF, 400 frames, transmitted at constant frame 

rate 10fps, estimation period is set to be 5 frames; 
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9) The minimum number of slices per video frame is 3, the maximum number of 

slices per video frame is 11; 

10) Quantization parameter 36=QP  for both I-frame and P-frame, which 

results dBPSNR 32=  of luminance and chrominance components; 

11) Error corrupt NALUs will be passed to the decoder with error concealment 

enabled. 

The selection of 36=QP  is subject to physical layer bandwidth constraints of kbps64  

as shown in Table 6.1. Under such QP, source bit rate at 11 slices per video frame can 

be supported, and the final channel bit rate with error control redundancy will not 

exceed the bandwidth limit. If smaller quantization parameter is used, then the 

maximum number of slices per video frame supported will be less than 11 subject to 

bandwidth constraint. In addition, although the QCIF-sized video is employed here, 

video with higher resolution can also be supported if larger bandwidth is available. 

At application layer, NALUs for I-frame and P-frame are protected by packet level 

),( knRS  codes under UEP scheme [26-27] since I-frame serving as reference frame is 

more important than P-frame and heavier channel protection should be assigned earlier 

rather than later [30]. NALUs from I-frame will be protected with code rate within 

]1,6.0[  range, while NALUs from P-frame will be protected with code rate within 

]1,8.0[  range. Additionally, the scheme of MDS code is employed to maximize the 

error correction capability of ),( knRS  codes. Figure 6.1 shows the implementation of 

packet level ),( knRS  codes. Bit stuffing is employed for variable length NALUs to 

make sure that they have roughly equal length.  
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Figure 6.1: ),( knRS  code implemented for NALUs 

After RS encoding, RTP header is attached to each NALU to form an RTP packet. 

At transport layer and network layer, UDP/IP headers are attached to each RTP packet. 

Then the NALUs with RTP/UDP/IP headers are passed to data link layer. The 

simulation testbed will perform following simulations to model data link layer and 

physical layer behaviors by assuming that the high-level syntax parameters (eg, 

sequence and picture parameter sets) have been transmitted in advance and out-of-band: 

1) Framing at data link layer, performing RoHC [48] as suggested in [5]; 

2) Schedule and split NALU with RTP/UDP/IP compressed header to RLC/RLP 

transport blocks/frames of 80 bytes. Add RLC/RLP frame header (2 or 4 bytes); 

3) One link layer transport block/frame is packed into one physical layer logical 

transmission unit (LTU). This means that each link layer transport block/frame 

can have a frame quality indicator (FQI) that indicates if there are errors 

detected by the physical layer CRC. Map bit-error pattern to RLC/RLP 

transport blocks/frames, discard RLC/RLP blocks/frame if it contains errors; 

4) Optional RLC/RLP retransmission, the maximum number of retransmissions is 

set by optimal solution of framework and is upper bounded by 3 [60]; 

5) If an RLC/RLP frame is lost, the NALU with RTP/UDP/IP headers that were 

covered by it (even if only partially) are declared as corrupt; 

k  source NALUs 

k  source bytes )( kn −  redundant bytes 

)( kn −  redundant NALUs 

),( knRS
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6) Physical layer and data link layer statistics, such as BER, BLER, actual 

available bit rate, etc are fed back to the respective channel adaptation blocks; 

7) The received NALUs with RTP/UDP/IP headers no matter corrupt or not are 

passed to upper layer for de-packetization and decoding; 

8) Finally, the channel adaptive blocks will work out the optimal number of slices 

per video frame for NAL packetization and error control solution for the next 

transmission period. 

6.1.3. Evaluation Criteria 

As stated before, the new directions in the design of wireless systems do not 

necessarily attempt to minimize the error rate but to maximize the throughput. The 

most important motivation of proposing the novel adaptive H.264/AVC NAL 

packetization scheme with channel adaptive H.264/AVC video transmission 

framework is to facilitate throughput adaptation in time-varying wireless environment 

so that the network or system efficiency can be improved. Hence, with similar end-user 

quality, normalized throughput defined in equation (5.68) in Chapter 5 is the 

performance evaluation criteria. Moreover, as end-user quality is usually the direct 

indication of system performance, the framework also includes average PSNR as 

another evaluation criterion. In [76], the average PSNR of luminance component (Y) 

and chrominance components (U, V) is computed as follows: 

 ⎟
⎠
⎞⎜

⎝
⎛=

MSE
PSNR

2
10

255log10        (6.1) 

where the MSE  is given by: 

 
6

4 VUY MSEMSEMSEMSE ++×
= .     (6.2) 
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6.2. Performances of Channel Adaptive H.264/AVC Video 

Transmission Framework 

6.2.1. Performances under Throughput Metric 

The proposed channel adaptive H.264/AVC video transmission framework using 

throughput metric as cost function in the cross layer optimization aims to adapt system 

throughput to variation of channel capacity with acceptable end-user quality. Figure 

6.2 shows the PSNR performance, and Figure 6.3 shows the throughput performance 

of proposed framework using throughput metric as cost function in high-error channel. 

Note that the discontinuity of discrete BLER curve indicates that the channel is error 

free at that moment, which cannot be plotted in logarithmic scale. 
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Figure 6.2: PSNR performance of proposed framework using throughput metric 

as cost function in high-error channel 
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Figure 6.3: Throughput performance of proposed framework using throughput 

metric as cost function in high-error channel 

PSNR performance shows that the end-user quality is guaranteed in the proposed 

framework using throughput metric in high-error channel. Although PSNR drops a 

little bit when channel is very hostile, the end-user quality is still acceptable both 

objectively (above 22dB) and subjectively due to the reservation of channel protection 

by conservative approach defined in throughput metric in Chapter 5. Indeed, it is the 

trade-off between system efficiency and quality distortion. Since adapting throughput 

to the variations of channel capacity is the objective, minor quality loss is definitely 

unavoidable under such high error rate channel condition. 

The throughput performance shows that in such high error rate channel conditions, 

the proposed framework using throughput metric is able to adapt system throughput to 

the variations of channel capacity. There are discrepancies between the estimated 

channel throughput and actual available channel throughput, which are due to 

following reasons. Firstly, the throughput adaptation aims to track the variations of 

channel available throughput rather than the exact value because accurate estimation is 
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not always possible due to the fact that the channel quality measurement is always 

behind channel variations.  The proposed framework intends to improve system 

throughput whenever the channel is not hostile and slow varying. Secondly, the 

channel adaptation solution { }),(),,(,, max PPIIslice knRSknRSNN  is in discrete value 

format. The calculations with discrete values lead to discontinuous estimated system 

throughput, which make differences with actual available channel throughput. Thirdly, 

conservative approach defined in throughput metric is employed to minimize quality 

loss in the case that under channel protection may still occur when channel varies too 

fast. This is to guarantee end-user quality as long as there are enough channel 

resources. After all, end-user quality is always the most direct indication of system 

performance. Nevertheless, the overall system efficiency has been improved when 

channel is not hostile and slow varying. In such cases, the system throughput has been 

tracked and adapted closely to actual available channel throughput, which can be as 

high as 0.9 when channel is error free. 

Figure 6.4 shows the PSNR performance, and Figure 6.5 shows the throughput 

performance of proposed framework using throughput metric as cost function in low-

error channel. It can be seen that the observations in the case of high-error channel are 

also valid in the case of low-error channel. The proposed framework using throughput 

metric is able to adapt the system throughput to the variations of channel capacity. It is 

obvious that error-free video transmission can be achieved with overall high system 

throughput in low-error channel condition. Hence, it can be deduced that the proposed 

channel adaptive H.264/AVC video transmission framework using throughput metric 

will have better PSNR and system throughput performances whenever the channel 

condition improves. 
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Figure 6.4: PSNR performance of proposed framework using throughput metric 

as cost function in low-error channel 
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Figure 6.5: Throughput performance of proposed framework using throughput 

metric as cost function in low-error channel 

6.2.2. Performances under Distortion Metric 

The proposed channel adaptive H.264/AVC video transmission framework using 

distortion metric as cost function in the cross layer optimization aims to achieve nearly 

error free transmission with minimum end-user quality loss. Like the traditional 
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resource allocation and joint source-channel coding problem, the objective is to 

minimize end-to-end distortion such that the channel resources are fully used for heavy 

protection on the video stream. In the proposed framework using distortion metric, the 

novel adaptive H.264/AVC NAL packetization scheme plays an important role to 

assist error control mechanisms in such a way that unnecessary source video data 

overheads can be reduced and data used for channel protection can be increased. Recall 

that large number of slices per video frame is usually preferred to localize channel 

errors. However, large number of slices per video frame also means less source coding 

efficiencies. Within bandwidth constraint, an increase of source coding bits means an 

equal decrease of bits used for channel protection. Nevertheless, the proposed 

framework using distortion metric is able to find an optimal solution to this dilemma. 

Figure 6.6 shows the PSNR performance, and Figure 6.7 shows the throughput 

performance of proposed framework using distortion metric as cost function in high-

error channel. 
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Figure 6.6: PSNR performance of proposed framework using distortion metric as 

cost function in high-error channel 
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Figure 6.7: Throughput performance of proposed framework using distortion 

metric as cost function in high-error channel 

It can be seen that in the proposed framework using distortion metric, the estimated 

throughput will not be adapted to the actual available channel throughput any more but 

rather stay below it in order to achieve nearly error-free transmission. As shown in 

Figure 6.6, error-free transmission is almost achieved except at frame number 314, 

where the channel BLER is 0.294 as shown in Figure 6.7. That is why PSNR at frame 

314 slightly dropped from 31dB to 28dB due to suddenly worse channel condition. 

Nevertheless, such high channel BLER does not harm the end-user quality 

significantly because the video frame 314 has already been partitioned into 7 slices for 

NAL packetization before the channel becomes hostile, which is able to localize the 

channel errors and improve end-user quality with the assistant of error concealment. 

Figure 6.8 shows the PSNR performance, and Figure 6.9 shows the throughput 

performance of proposed framework using distortion metric as cost function in low-

error channel. As shown in Figure 6.8, error-free transmission is guaranteed since over 

protection is always the choice. In such case, the estimated system throughput is all the 



Chapter 6 Performances of Channel Adaptive 
H.264/AVC Video Transmission Framework 

 111

way below the actual available channel throughput. Therefore, the proposed channel 

adaptive H.264/AVC video transmission framework can achieve error-free 

transmission but with sacrificed system efficiency under distortion metric. 
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Figure 6.8: PSNR performance of proposed framework using distortion metric as 

cost function in low-error channel 
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Figure 6.9: Throughput performance of proposed framework using distortion 

metric as cost function in low-error channel 
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6.3. Performances between Channel Adaptive H.264/AVC Video 

Transmission Framework using Throughput Adaptation and 

System with Fixed NAL Packetization under Fixed Error 

Control Configuration 

6.3.1. Performances in High-Error Channel 

Figure 6.10 shows the PSNR performances between proposed framework using 

throughput adaptation and video transmission system with fixed 4-slice NAL 

packetization under fixed error control configurations in high-error channel. For 

systems with fixed 6-slice and 9-slice NAL packetization under fixed error control 

configurations, the PSNR performances compared with proposed framework using 

throughput adaptation in high-error channel are shown in Figure 6.11 and Figure 6.12 

respectively. 
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Figure 6.10: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 4-slice NAL packetization under fixed error 

control configurations in high-error channel 
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Figure 6.11: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 6-slice NAL packetization under fixed error 

control configurations in high-error channel 
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Figure 6.12: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 9-slice NAL packetization under fixed error 

control configurations in high-error channel 
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Table 6.2: Average PSNR performances among the proposed framework using 

throughput adaptation and video transmission systems with fixed NAL 

packetization under fixed error control configurations in high-error channel 

Fixed no. 
Slices in 

NAL 
Packetization 

Nmax_RLC 

RS 
Code 

Rate of 
I-frame 
NALUs 

RS 
Code 

Rate of 
P-

frame 
NALUs 

Average 
PSNR in dB 
in System 
with Fixed 

Configuration 

Original 
Sequence 
Average 
PSNR in 

dB 

Average 
PSNR in 

dB in 
Proposed 

Framework 

Improvement 
in dB 

0.67 0.85 32.05 -0.1 
4 3 

1 1 31.52 0.43 

0.75 0.92 32.01 -0.06 
6 3 

1 1 31.67 0.28 

0.82 0.95 31.95 0 
9 3 

1 1 31.64 

32.08 31.95 

0.31 

 

Table 6.3: Average throughput performances among the proposed framework 

using throughput adaptation and video transmission systems with fixed NAL 

packetization under fixed error control configurations in high-error channel 

Fixed No. 
Slices in 

NAL 
Packetization 

Nmax_RLC 

RS 
Code 

Rate of 
I-frame 
NALUs 

RS 
Code 

Rate of 
P-

frame 
NALUs 

Average 
Normalized 
Throughput 
in System 
with Fixed 

Configuration 

Average 
Channel 

Normalized 
Throughput 

Average 
Normalized 
Throughput 

in 
Proposed 

Framework 

Improvement 
% 

0.67 0.85 0.591 23.7 
4 3 

1 1 0.759 N/A 

0.75 0.92 0.639 14.4 
6 3 

1 1 0.755 N/A 

0.82 0.95 0.671 8.94 
9 3 

1 1 0.747 

0.794 0.731 

N/A 

 

Table 6.2 shows the average PSNR performances over 400 frames, and Table 6.3 

shows the average throughput performances among the proposed framework using 



Chapter 6 Performances of Channel Adaptive 
H.264/AVC Video Transmission Framework 

 115

throughput adaptation and video transmission systems with fixed NAL packetization 

under fixed error control configurations in high-error channel. 

It is worth to note that in Table 6.2, only the systems with fixed configurations 

when FEC is enabled (RS code rates for I-frame NALUs and P-frame NALUs are less 

than 1) have similar PSNR performances to the proposed framework using throughput 

adaptation. Here, the “systems with fixed configurations” are used as a short 

representation for “systems with fixed NAL packetization under fixed error control 

configurations”. Although the systems with fixed configurations when FEC is disabled 

(RS code rates for I-frame NALUs and P-frame NALUs are equal to 1) have average 

PSNR only 0.5dB less than the proposed framework, they actually perform badly 

because there are frequent large drops in instantaneous PSNR as shown in Figure 6.10, 

Figure 6.11, and Figure 6.12. Such difference has been hidden by the statistical 

average over 400 frames. Therefore, for throughput comparison in Table 6.3, only the 

systems with fixed configurations when FEC is enabled are compared with proposed 

framework using throughput adaptation. 

Following observations can be drawn from Table 6.3. First of all, the proposed 

framework using throughput adaptation is able to adapt system throughput to 

variations of channel capacity, which ensures that the system operates efficiently with 

acceptable end-user quality. In the systems with fixed configurations, the NAL 

packetization and error control mechanisms are configured under the assumption that 

channel is static with constant throughput. For instance, in high-error channel 

condition, the systems with fixed configurations are configured with constant system 

throughput ranging from 0.59 and 0.759 as shown in Table 6.3. Hence, such fixed 

configurations lead to less efficient channel utilization when channel is not hostile 

compared to the proposed framework using throughput adaptation. 
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 Secondly, for similar PSNR performances, the proposed framework using 

throughput adaptation has higher system throughput than the systems with fixed 

configurations. It can be seen in Table 6.3, with similar PSNR performances, the 

proposed framework using throughput adaptation has system throughput improvement 

in the range of 8.94% to 23.7% compared to the systems with fixed configurations.  

Thirdly, in the proposed framework using throughput adaptation, the novel 

adaptive H.264/AVC NAL packetization scheme can take the advantage of adaptive 

slice partition to assist error control mechanisms for throughput enhancement. In the 

system with fixed 4-slice NAL packetization, the RS code rates for I-frame NALUs 

and P-frame NALUs have to be set to 0.67 and 0.85 respectively to guarantee end-user 

quality, and the resulted system throughput is only 0.59. As number of slices per video 

frame for NAL packetization increases, weaker channel protection has been employed 

in the systems with fixed 6-slice and 9-slice NAL packetization. In these two systems, 

average PSNR only drops from 32.05dB to 31.95dB as shown in Table 6.2, but the 

system throughput has been improved from 0.59 to 0.67 due to less redundant data 

allocated for channel protection. However, such improvement from 0.59 to 0.67 is still 

marginal compared to average system throughput of 0.731 in the proposed framework. 

This is because in the proposed framework using throughput adaptation, when channel 

is noisy, more slices per video frame for NAL packetization is employed to trade off 

heavy channel protection, whereas fewer slices per video frame for NAL packetization 

and light channel protection are employed when channel is amiable. 

Therefore, the proposed framework using throughput adaptation can improve 

channel usage and network or system efficiency even further compared to the system 

with fixed configuration in the sense that not only the heavy channel protection can be 

reduced when wireless channel is noisy, but also the unnecessary overheads from 
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network protocol headers can be avoided whenever wireless channel does not behave 

hostilely. 

6.3.2. Performances in Low-Error Channel 

Figure 6.13 shows the PSNR performances between proposed framework using 

throughput adaptation and video transmission system with fixed 4-slice NAL 

packetization under fixed error control configurations in low-error channel. For 

systems with fixed 6-slice and 9-slice NAL packetization under fixed error control 

configurations, the PSNR performances compared with proposed framework using 

throughput adaptation in low-error channel are shown in Figure 6.14 and Figure 6.15 

respectively. 
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Figure 6.13: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 4-slice NAL packetization under fixed error 

control configurations in low-error channel 
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Figure 6.14: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 6-slice NAL packetization under fixed error 

control configurations in low-error channel 
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Figure 6.15: PSNR performances between proposed framework using throughput 

adaptation and system with fixed 9-slice NAL packetization under fixed error 

control configurations in low-error channel 

 



Chapter 6 Performances of Channel Adaptive 
H.264/AVC Video Transmission Framework 

 119

Table 6.4: Average PSNR performances among the proposed framework using 

throughput adaptation and video transmission systems with fixed NAL 

packetization under fixed error control configurations in low-error channel 

Fixed No. 
Slices in 

NAL 
packetization  

Nmax_RLC 

RS 
Code 

Rate of 
I-frame 
NALUs 

RS 
Code 

Rate of 
P-

frame 
NALUs 

Average 
PSNR in dB 
in System 
with Fixed 

Configuration 

Original 
Sequence 
Average 
PSNR in 

dB 

Average 
PSNR in 

dB in 
Proposed 

Framework 

Improvement 
in dB 

0.67 1 32.04 0.02 
4 3 

1 1 31.80 0.26 

0.75 1 32.04 0.02 
6 3 

1 1 31.84 0.22 

0.82 1 32.05 0.01 
9 3 

1 1 31.87 

32.08 32.06 

0.19 

 

Table 6.5: Average throughput performances among the proposed framework 

using throughput adaptation and video transmission systems with fixed NAL 

packetization under fixed error control configurations in low-error channel 

Fixed No. 
Slices in 

NAL 
Packetization 

Nmax_RLC 

RS 
Code 

Rate of 
I-frame 
NALUs 

RS 
Code 

Rate of 
P-

frame 
NALUs 

Average 
Normalized 
Throughput 
in System 
with Fixed 

Configuration 

Average 
Channel 

Normalized 
Throughput 

Average 
Normalized 
Throughput 

in 
Proposed 

Framework 

Improvement 
% 

0.67 1 0.661 26 
4 3 

1 1 0.858 N/A 

0.75 1 0.711 17.2 
6 3 

1 1 0.846 N/A 

0.82 1 0.742 12.3 
9 3 

1 1 0.831 

0.883 0.833 

N/A 

 

Table 6.4 shows the average PSNR performances over 400 frames, and Table 6.5 

shows the average throughput performances among the proposed framework using 

throughput adaptation and video transmission systems with fixed NAL packetization 
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under fixed error control configurations in low-error channel. Similarly, for system 

throughput comparison in Table 6.5, only the systems with fixed configurations when 

FEC is enabled are compared with proposed framework under similar PSNR 

performances. The PSNR and throughput performances confirm the observations in the 

case of high-error channel such that the proposed framework using throughput 

adaptation has system throughput improvement in the range of 12.3% to 26% 

compared to the systems with fixed configurations in low-error channel. 

There is one more additional observation. That is, even thought channel condition 

in low-error channel is much better than high-error channel in terms of BER, the 

hostile channel environment may still occur. Since the system with fixed configuration 

is unable to response to channel changes, sudden quality drop due to under channel 

protection is unavoidable unless the system is configured such that the constant system 

throughput is always below available channel throughput. If that is the case, video data 

must be always transmitted as over protected, which means that system throughput has 

to be sacrificed even further. Nevertheless, in the proposed framework using 

throughput adaptation, the level of channel protection has been adapted to variations of 

channel capacity so that over channel protection and under channel protection can be 

minimized. Even when the channel condition suddenly becomes very hostile, the 

proposed novel adaptive H.264/AVC NAL packetization scheme can improve end-user 

quality by assigning more slices per video frame. 

To summarize, video transmission system with fixed NAL packetization under 

fixed error control configuration has low system throughput because heavy channel 

protection has to be employed in order to combat hostile channel conditions for 

guaranteed end-user quality. On the other hand, the proposed channel adaptive 

H.264/AVC video transmission framework using throughput adaptation can coordinate 
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error control mechanisms at different protocol layers and the novel adaptive 

H.264/AVC NAL packetization scheme to enhance network or system efficiency under 

cross layer optimization. 

6.4. Performances between Channel Adaptive H.264/AVC Video 

Transmission Framework and System with Fixed NAL 

Packetization under Channel Adaptive Error Control 

Configuration 

In traditional channel adaptive video transmission [15-21,55] and resource allocation 

problems [12,56,58-60], the error control configurations are adapted to channel 

conditions with end-to-end distortion minimization as cost function. The number of 

slices or packets per video frame is fixed in the system through the whole video 

transmission. In the proposed channel adaptive H.264/AVC video transmission 

framework, one important advantage of employing the novel adaptive H.264/AVC 

NAL packetization scheme working as build-in block is to assist error control 

mechanisms by localizing the burst errors to improve end-user quality with assistance 

of error concealment. To show this advantage even further, simulation on the video 

transmission system with fixed NAL packetizaton under channel adaptive error control 

configuration is carried out and compared with the proposed framework. Both systems 

are under throughput metric to adapt the system throughput to variations of channel 

capacity, hence the average PSNR is the evaluation criteria. 

Figure 6.16 and Figure 6.17 show the PSNR performances among the proposed 

framework with adaptive NAL packetization and the systems with fixed 3-slice, 6-slice, 

and 9-slice NAL packetization in high-error channel and in low-error channel 

respectively. 
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Figure 6.16: PSNR performances among the proposed framework with adaptive 

NAL packetization and the systems with fixed 3-slice, 6-slice, and 9-slice NAL 

packetization using throughput metric as cost function in high-error channel 
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Figure 6.17: PSNR performances among the proposed framework with adaptive 

NAL packetization and the systems with fixed 3-slice, 6-slice, and 9-slice NAL 

packetization using throughput metric as cost function in low-error channel 
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It can be seen that under throughput metric, for high-error channel, in the system 

with fixed NAL packetization under channel adaptive error control configuration, as 

expected, with the increase of number of slices per video frame for NAL packetization, 

the PSNR performance improves. If a large number of slices per video frame is 

employed for NAL packetiztion, for example, 9 slices per video frame, the PSNR 

performance is similar to the proposed framework with adaptive NAL packetization. 

However, as stated in previously, it is not necessary to always partition video frames 

into large number slices for NAL packetization when the channel is not hostile, 

because source coding efficiency and codec complexity are sacrificed. For low-error 

channel, the proposed framework has better PSNR performance than the system with 

fixed NAL packetization under channel adaptive error control configuration. 

6.5. Summary 

This chapter presents the performances of the proposed channel adaptive H.264/AVC 

video transmission framework under cross layer optimization. The framework can 

coordinate the novel adaptive H.264/AVC packetization scheme and error control 

mechanisms at different protocol layers to work towards global optimal solution to 

either system throughput adaptation or end-user quality distortion minimization. 

Under throughput metric, simulation results over both high-error and low-error 

channel conditions show that: i) in both channel conditions, the proposed framework 

can adapt system throughput to actual available channel throughput such that with 

acceptable end-user quality, the overall system efficiency can be improved whenever 

the channel is not hostile and slow varying; ii) in high error channel, although minor 

PSNR drops suddenly at certain moment when the channel varies too fast, the end-user 

quality is still acceptable both objectively and subjectively; iii) in low-error channel, 
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error-free video transmission can be achieved with overall high system throughput. On 

the other hand, under distortion metric, simulation results show that the proposed 

framework can achieve error-free transmission but with sacrificed system efficiency in 

both channel conditions. 

The performance of the proposed channel adaptive H.264/AVC video transmission 

framework using throughput adaptation is also compared to video transmission system 

with fixed NAL packetization under fixed error control configuration. Simulation 

results over both high-error and low-error channel conditions show that: i) the video 

transmission system with fixed NAL packetization under fixed error control 

configuration cannot improve system efficiency and end-user quality due to the 

inability to response to wireless channel variations; ii) with similar PSNR 

performances, the proposed framework using throughput adaptation has system 

throughput improvement in the range of 8.94% to 23.7% in high-error channel, and in 

the range of 12.3% to 26% in low-error channel over the system with fixed NAL 

packetization under fixed error control configuration; iii) the novel adaptive 

H.264/AVC NAL packetization scheme has been confirmed that it can enhance system 

throughput in addition to improve end-user quality in the proposed framework using 

throughput adaptation.  

Finally, with similar system throughput performances, the performance of the 

proposed channel adaptive H.264/AVC video transmission framework is compared to 

the system with fixed NAL packetization under channel adaptive error control 

configuration. Simulation results under throughput metric over both high-error and 

low-error channel conditions show that the proposed framework has better end-user 

quality, which confirms the advantage of proposed novel adaptive H.264/AVC NAL 

packetization scheme in improving end-user quality. 
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Chapter 7 

Conclusion and Directions for Future Research 

7.1. Concluding Remarks 

Multimedia communications in terms of text, voice, audio, and image over wireless 

mobile networks have been popular in the past decade, and video is the next achievable 

and attractive area for the realization of wireless transmission of multimedia contents 

in current mobile computing era. With the development of 3G cellular mobile 

technology, video transmission over wireless mobile network becomes possible since 

3G systems have included video conferencing, video streaming and MMS as dedicated 

services with guaranteed QoS. However, currently real-time wireless video 

applications still remain challenges due to the incompatibility between the time-

varying and highly error-prone nature of the wireless channel conditions, and the QoS 

requirements in terms of bandwidth, delay, and packet loss of video applications.  

Compared to wired network, bandwidth is always the scarce resource in wireless 

mobile networks, that’s why video data should be compressed in order to meet the 

bandwidth constraint. Most recent video coding standards adopt predictive coding to 

remove spatial and temporal redundancies within frame itself or among consecutive 

frames. And variable length coding is employed to achieve high compression 

efficiency even further. Predictive and variable length coding make the compressed 

video data sensitive to channel errors such that even single bit error can cause the loss 

of synchronization between encoder and decoder, and error propagation among video 
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frames. Therefore, compressed video data should be protected under error control 

mechanisms such as FEC and ARQ. 

H.264/AVC is the latest and emerging video coding standard which is designed for 

low bit rate video transmission over wireless mobile networks. Its VCL provides slice-

coded video streams with high compression efficiency, and its NAL provides network-

friendly capability by packeizing the slice-coded video stream into independent and 

adaptive network packets known as NALUs. The concept of slice-coding within video 

frame is introduced to reduce error propagation among video frames because each slice 

is encoded and decoded independently. It has been shown that partitioning video frame 

into many slices is helpful to localize channel errors to smaller regions in the video 

frame, and enhance error resilience of video data with error concealment if the slices 

representing small regions in the video frame are lost. However, large number of slices 

within a video frame will reduce source coding efficiency and system throughput due 

to increased source data, overheads from network protocol headers, and redundant 

channel data needed to protect them.  

The above channel and source approaches could be jointly considered to design a 

high-quality and efficient video transmission system over error-prone wireless 

environment. Here, an efficient system is defined as system can transmit video with 

acceptable end-user quality by using less source, channel and network resources. 

Current H.264/AVC wireless video transmission system has fixed configurations in 

terms of fixed NAL packetizaton and fixed error control configuration for less 

computation and implementation complexities. However, it has low system throughput 

and quality degradation due to most likely occurred over and under channel protections, 

which is less efficient because wireless channel is also time-varying and such system is 

not able to response to channel variations. Since new research directions in the design 
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of wireless systems do not necessarily attempt to minimize the error rate but to 

maximize the throughput, an efficient system should be able to adapt throughput to the 

variation of channel capacity so that the source, channel, and network resources are 

allocated subject to channel conditions to avoid under and over channel protections. 

As recent research on H.264/AVC does not address the issues on the NAL 

packetization to enhance error resilience and system efficiency, this thesis proposes the 

novel adaptive H.264/AVC NAL packetization scheme aiming to assist error control 

mechanisms for end-user quality improvement and system throughput enhancement. 

With the presumption that channel errors occur in burst, which is usually the case in 

wireless environment due to fading, the proposed scheme partitions video frames into 

slices adaptively to channel conditions and encapsulates slices into NALUs by “simple 

packetization”. The channel conditions have been classified as amiable state, noisy 

state, and hostile state depending on the BLER feedback from data link layer. When 

channel is in noisy or hostile state, larger number of slices per video frame for NAL 

packetization is preferred so that heavy channel protection may not be necessary. 

When channel is in amiable state, smaller number of slices per video frame for NAL 

packetization is the choice. In order to track the fast and slow variations of channel 

precisely, the increment and decrement steps in adaptive slice partition are adapted to 

the level of improvement or degradation of BLER between current channel state and 

previous channel state. Simulation results between proposed adaptive NAL 

packetization scheme and fixed NAL packetizatin scheme when minimum error 

control mechanisms are employed in the video transmission system show that: i) 

compared to fixed NAL packetization scheme with a few slices per video frame, the 

proposed adaptive NAL packetization scheme provides significant decoder gain of 2-

12dB. This improvement has a significant impact because video frames which were 
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originally unacceptable objectively are now acceptable; ii) compared to fixed NAL 

packetization scheme with larger number of slices per video frame, the proposed 

adaptive NAL packetization scheme offers comparable PSNR performance using 

fewer slices per video frame. 

This advantage in improving end-user quality is used to enhance system efficiency 

by considering the novel adaptive H.264/AVC NAL packetizaiton scheme as a built-in 

block in the channel adaptive H.264/AVC video transmission framework proposed 

later on due to the following observations at different channel conditions. When 

channel is in amiable state, the BLER and BER are so low that channel errors can be 

eliminated by data link layer transport block ARQ. In this case, smaller number of 

slices per video frame for NAL packetization will lead to high source coding efficiency 

and less overheads from network protocol headers. Hence, system throughput can be 

improved because data link layer transport block ARQ is sufficient to combat channel 

errors and redundant data from application layer FEC may not be necessary. 

When channel is in noisy state, more slices are generated per video frame for NAL 

packetization. If the data link layer transport block ARQ cannot clear errors within 

limited number of retransmissions, the application layer FEC will correct the errors. In 

this case, weak FEC is sufficient in the noisy state. If unfortunately, there are errors 

left after application layer FEC, the NALUs containing errors will be dropped and the 

error concealment mechanism at video decoder will conceal the loss. Since the 

degradation of end-user quality is only restricted to error-corrupt slices, the error 

propagation has been restricted to smaller regions in the video frame so that the end-

user quality can be improved. The system throughput can be improved due to less 

redundant data used for channel protection. 
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When channel is in hostile state, large number of slices per video frame for NAL 

packetization is preferred for 3 reasons. Firstly, as larger number of slices per video 

frame can localize the burst errors into smaller regions in the video frame, error control 

mechanisms adopted in the system can be assisted even further. Secondly, since the 

actual available channel throughput in the hostile state is already low, the overheads 

from network protocol headers are less significant compared to loss of NALU payload. 

Thirdly, from MDS coding point of view, large number of slices per video frame 

means large number of source packets per coding group. With the same error correct 

capability (same number of redundant parity packets), the code rate is higher than the 

case of less source packets per coding group. Hence, system throughput can be 

enhanced by avoiding heavy channel protection due to high MDS coding rate if certain 

loss of end-user quality is acceptable. 

With above observations, this thesis incorporates the novel adaptive H.264/AVC 

NAL packetization scheme to video transmission system and proposes channel 

adaptive H.264/AVC video transmission framework. As discussed above, the novel 

adaptive H.264/AVC NAL packetization scheme has to work with lower layer FEC 

and ARQ for throughput adaptation. Since single layer approach has been proved to be 

inefficient and inflexible in adapting to the constantly changes in network conditions, 

cross layer design is a natural approach to facilitate throughput adaptation in proposed 

channel adaptive H.264/AVC video transmission framework. 

The proposed channel adaptive H.264/AVC video transmission framework focuses 

on end-to-end system design, which consists of five channel adaptive components, 

namely i) adaptive H.264/AVC NAL packetization, ii) end-to-end distortion estimation, 

iii) channel quality measurement, iv) bit rate estimation, and v) error control adaptation. 

The framework is designed through the interaction between the video codec and the 
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underlying layers. We first assume that lower layers provide a set of given adaptation 

components to application layer and our H.264/AVC encoder can access, and specify 

those adaptation components. At application layer, this framework performs adaptive 

NAL packetization and assigns FEC according to the importance of the NALUs. The 

channel protected NALUs are attached with RTP/UDP/IP headers and processed by 

lower layers. At data link layer, RLC/RLP retransmission is performed for each 

transport block. Here, unlike the traditional approach in the design of wireless video 

transmission system that is trying to allocate source and channel resources by 

minimizing end-to-end distortion, throughput metric with aggressive, neutral, and 

conservative adjustments is used as cost function in the optimization. More specifically, 

the slice partition for NAL packetization, level of FEC, and the number of allowed 

RLC/RLP retransmission within adaptation period are selected based on channel 

conditions so that the system throughput is adapted to the variations of channel 

capacity with bandwidth as constraint. Furthermore, for completeness and flexibility, 

the proposed framework includes traditional distortion metric as well. 

In order to show the performances of the proposed channel adaptive H.264/AVC 

video transmission framework under cross layer optimization, average reconstructed 

PSNR at the receiver and normalized system throughput are used as evaluation criteria. 

The JVT test conditions error patterns 1 and 2 are used to simulate 3G wireless mobile 

environment as high-error channel and low-error channel respectively. Under 

throughput metric, simulation results show that: i) in both channel conditions, the 

proposed framework can adapt system throughput to actual available channel 

throughput such that with acceptable end-user quality, the overall system efficiency 

can be improved whenever the channel is not hostile and slow varying; ii) in high error 

channel, although minor PSNR drops suddenly at certain moment when the channel 
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varies too fast, the end-user quality is still acceptable both objectively and subjectively; 

iii) in low-error channel, error-free video transmission can be achieved with overall 

high system throughput. Hence, we conclude that the proposed framework using 

throughput metric will have better PSNR and system throughput performances 

whenever the channel condition improves. On the other hand, under distortion metric, 

simulation results show that the proposed framework can achieve error-free 

transmission but with sacrificed system efficiency in both channel conditions. 

The performance of the proposed channel adaptive H.264/AVC video transmission 

framework using throughput adaptation is also compared to video transmission system 

with fixed NAL packetization under fixed error control configuration. Simulation 

results over both high-error and low-error channel conditions show that: i) the system 

with fixed NAL packetization under fixed error control configuration cannot improve 

system efficiency and end-user quality due to the inability to response to wireless 

channel variations; ii) with similar end-user quality, the proposed framework using 

throughput adaptation has system throughput improvement over the system with fixed 

NAL packetization under fixed error control configuration in the range of 8.94% to 

23.7% in high-error channel and in the range of 12.3% to 26% in low-error channel; iii) 

the novel adaptive H.264/AVC NAL packetization scheme has been confirmed that it 

can enhance system throughput in addition to improve end-user quality in the proposed 

framework using throughput adaptation. Hence, we conclude that the proposed 

H.264/AVC video transmission framework using throughput adaptation can improve 

the average channel usage and system efficiency in the sense that not only the heavy 

channel protection can be reduced when wireless channel is noisy, but also the 

unnecessary overheads from network protocol headers can be avoided whenever 

wireless channel does not behave hostilely. 
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Finally, with similar system throughput, the performance of the proposed channel 

adaptive H.264/AVC video transmission framework is compared to the system with 

fixed NAL packetization under channel adaptive error control configuration. 

Simulation results under throughput metric over both high-error and low-error channel 

conditions show that the proposed framework has better end-user quality, which 

confirms the advantage of proposed novel adaptive H.264/AVC NAL packetization 

scheme in improving end-user quality for wireless H.264/AVC video applications. 

7.2. Directions of Future Research 

There are a few areas that future research can explore: 

First of all, in this thesis, only channel distortion is under consideration by 

decoupling source distortion. Indeed, as stated in Chapter 5, distortion due to source 

coding also contributes significant to overall distortions. In some literatures, such as 

[30], [59] and [60], source coding is jointly considered with channel coding. Source 

coding is a meaningful research area that could be explored for throughput 

maximization. This is due to the fact that decreasing the QP will result in improved 

video quality prior to transmission, and channel distortion can be tolerated to even 

large extend. Hence, by joint considering source coding, channel coding, ARQ, and 

slice partition, either the system throughput or end-user quality may be improved 

further compared to current approach of excluding source coding. 

Secondly, the source rate as a function of QP and number of slices per video frame 

is modeled as linear by exhaustive experiments on various video testing sequences in 

this thesis. Although such approach provides a fast estimation, it will be better if 

accurate bit rate could be found. However, as stated in the thesis, it is almost 

impossible in real time because encoding always happens after the estimation unless 
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the video sequences have been encoded and stored into multiple versions before hand. 

Future research could find a method to solve this problem. 

Thirdly, although H.264/AVC standard introduces data partition to enhance error 

resilience, this thesis does not explore the data partition due to the concern of 

overheads. Under data partition scheme, one NALU will be split into three NALUs. It 

is definitely a problem for low bit rate video transmission. However, if larger 

bandwidth is available, it may not be a problem. Hence, UEP could be extended to 

syntax element level in addition to NALU level in the future research.  

Fourthly, regarding error control mechanisms, packet-level FEC and local transport 

block ARQ are employed in this thesis. In future research, byte-level FEC and packet-

level ARQ may be employed. However, the combination of those error control 

techniques needs more intelligent way to find the optimal solutions. Searching 

algorithm is time consuming, which results in unacceptably computational complexity. 

Finally, in the resource allocation problem, considering end-to-end distortion as 

cost function in the optimization is the traditional approach. This thesis employs 

system throughput as optimization metric. Furthermore, energy or power consumption 

can also be the cost function as well [60]. In [77], the H.264/AVC codec -designed 

particularly to improve coding efficiency and network friendliness – was simulated and 

profiled at the instruction-level so that complexity and power consumption can be 

derived. Different cost functions in an optimization problem will lead the system to 

have different performances. I have always been interested in whether it is possible to 

combine different cost functions for global solutions. It is not necessary that the 

combination of different cost functions is practical in the actual system. I just bring 

about the idea that transpired during my research work, hoping that it may give some 

hints to people who would be interested in this research area. 
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Appendix A 

Experiments on Source Coding 

A.1. “Foreman” Sequence 

Figure A.1 shows the source coding bit rate as a function of number of slices per frame 

at different QPs. Figure A.2 shows the average number of bits per I-frame as function 

of number of slices per frame at different QPs. Figure A.3 shows the average number 

of bits per I-slices as function of number of slices per frame at different QPs. Figure 

A.4 shows the average number of bits per P-frame as function of number of slices per 

frame at different QPs. Figure A.5 shows the average number of bits per P-slices as 

function of number of slices per frame at different QPs. 
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Figure A.1: “Foreman” sequence source coding bit rate  



Appendix A Experiments on Source Coding 

 135

0
5000

10000
15000
20000

25000
30000
35000
40000
45000

0 5 10 15

Number of slices per video frame

Nu
m

be
r o

f b
its

 p
er

 I-
fra

m
e QP 24

QP 26
QP 28
QP 30
QP 32
QP 34
QP 35
QP 36

 

Figure A.2: “Foreman” sequence average number of bits per I-frame 
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Figure A.3: “Foreman” sequence average number of bits per I-slice 
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Figure A.4: “Foreman” sequence average number of bits per P-frame 
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Figure A.5: “Foreman” sequence average number of bits per P-slice 

A.2. “Carphone” Sequence 

Figure A.6 shows the source coding bit rate as a function of number of slices per frame 

at different QPs. Figure A.7 shows the average number of bits per I-frame as function 

of number of slices per frame at different QPs. Figure A.8 shows the average number 

of bits per I-slices as function of number of slices per frame at different QPs. Figure 

A.9 shows the average number of bits per P-frame as function of number of slices per 

frame at different QPs. Figure A.10 shows the average number of bits per P-slices as 

function of number of slices per frame at different QPs. 
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Figure A.6: “Carphone” sequence source coding bit rate 
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Figure A.7: “Carphone” sequence average number of bits per I-frame 
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Figure A.8: “Carphone” sequence average number of bits per I-slice 
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Figure A.9: “Carphone” sequence average number of bits per P-frame 
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Figure A.10: “Carphone” sequence average number of bits per P-slice 

A.3. “Suzie” Sequence 

Figure A.11 shows the source coding bit rate as a function of number of slices per 

frame at different QPs. Figure A.12 shows the average number of bits per I-frame as 

function of number of slices per frame at different QPs. Figure A.13 shows the average 

number of bits per I-slices as function of number of slices per frame at different QPs. 

Figure A.14 shows the average number of bits per P-frame as function of number of 

slices per frame at different QPs. Figure A15 shows the average number of bits per P-

slices as function of number of slices per frame at different QPs. 
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Figure A.11: “Suzie” sequence source coding bit rate 
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Figure A.12: “Suzie” sequence average number of bits per I-frame 
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Figure A.13: “Suzie” sequence average number of bits per I-slice 
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Figure A.14: “Suzie” sequence average number of bits per P-frame 
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Figure A.15: “Suzie” sequence average number of bits per P-slice 

A.4. “Claire” Sequence 

Figure A.16 shows the source coding bit rate as a function of number of slices per 

frame at different QPs. Figure A.17 shows the average number of bits per I-frame as 

function of number of slices per frame at different QPs. Figure A.18 shows the average 

number of bits per I-slices as function of number of slices per frame at different QPs. 

Figure A.19 shows the average number of bits per P-frame as function of number of 

slices per frame at different QPs. Figure A.20 shows the average number of bits per P-

slices as function of number of slices per frame at different QPs. 
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Figure A.16: “Claire” sequence source coding bit rate 
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Figure A.17: “Claire” sequence average number of bits per I-frame 
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Figure A.18: “Claire” sequence average number of bits per I-slice 
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Figure A.19: “Claire” sequence average number of bits per P-frame 
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Figure A.20: “Claire” sequence average number of bits per P-slice
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Appendix B 

Overheads in Slice-Coding 

In H.264/AVC video transmission, the overhead is defined as packet header over 

packet size in equation (4.1). Packet header is 40-byte RTP/UDP/IP header for IPv4, 

while packet payload is H.264/AVC NALU. Table B.1 shows the overheads in 

“Foreman” sequence due to slice coding for different QPs. Table B.2 shows the 

overheads in “Carphone” sequence due to slice coding for different QPs. Table B.3 

shows the overheads in “Suzie” sequence due to slice coding for different QPs. Table 

B.4 shows the overheads in “Claire” sequence due to slice coding for different QPs. It 

is obvious that for each QP, the larger number of slices per video frame, the higher the 

overheads. 

Table B.1: Overheads in “Foreman” sequence due to slice coding for different 

QPs 

QP = 30 QP = 32 QP = 34 QP = 36 Number of slices 
per video frame I P I P I P I P 

1 1.5% 10.7% 1.8% 13.8% 2.2% 17.1% 2.7% 21% 
2 2.8% 18.7% 3.5% 23.4% 4.2% 28.1% 5.2% 33.2% 
3 4.2% 25.3% 5.1% 30.9% 6.2% 36.1% 7.6% 41.5% 
4 5.4% 30.5% 6.5% 36.5% 7.8% 41.8% 9.6% 47.4% 
5 6.5% 34.9% 7.9% 41.1% 9.4% 46.4% 11.6% 51.8% 
6 7.7% 38.6% 9.2% 44.8% 11% 50.1% 13.4% 55.3% 
7 8.7% 41.5% 10.4% 47.6% 12.3% 52.6% 14.9% 57.4% 
8 9.7% 44% 11.5% 50% 13.8% 54.9% 16.7% 61.9% 
9 10.8% 47.1% 12.8% 53.2% 15.1% 58% 18.2% 62.4% 

10 11.7% 49.3% 13.8% 55.2% 16.2% 59.8% 19.5% 64.2% 
11 12.6% 51.4% 14.9% 57.2% 17.5% 61.6% 20.9% 65.8% 
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Table B.2: Overheads in “Carphone” sequence due to slice coding for different 

QPs 

QP = 30 QP = 32 QP = 34 QP = 36 Number of slices 
per video frame I P I P I P I P 

1 1.7% 8.2% 2% 10.8% 2.4% 13.8% 2.9% 19.4% 
2 3.2% 15% 3.9% 19.1% 4.6% 23.6% 5.6% 31.5% 
3 4.7% 20.6% 5.6% 25.7% 6.6% 31.1% 8% 39.9% 
4 6.1% 25.4% 7.3% 31% 8.6% 36.7% 10.3% 46.2% 
5 7.4% 29.6% 8.8% 35.6% 10.3% 41.6% 12.3% 50.9% 
6 8.6% 33.1% 10.2% 39.4% 11.9% 45.5% 14.1% 54.7% 
7 9.8% 36.2% 11.6% 42.5% 13.4% 48.6% 15.8% 57% 
8 11% 39% 13% 45.4% 15% 51.3% 17.3% 59.2% 
9 12.2% 41.5% 14.2% 48% 16.4% 53.7% 19.3% 62.2% 
10 13.2% 43.8% 15.4% 50.2% 17.7% 56% 20.7% 64.2% 
11 14.2% 45.9% 16.5% 52.2% 18.9% 57.7% 22% 65.7% 

 

Table B.3: Overheads in “Suzie” sequence due to slice coding for different QPs 

QP = 26 QP = 28 QP = 30 QP = 32 Number of slices 
per video frame I P I P I P I P 

1 1.7% 9.2% 2.1% 12.3% 2.6% 16.1% 3.2% 20.3% 
2 3.3% 16.7% 4% 21.5% 4.9% 27% 6% 32.9% 
3 4.7% 22.7% 5.7% 28.6% 7% 35% 8.6% 41.3% 
4 6.1% 28% 7.3% 34.3% 8.9% 40.9% 10.9% 47.4% 
5 7.4% 32.2% 8.8% 38.9% 10.7% 45.7% 13% 51.9% 
6 8.6% 35.9% 10.2% 42.8% 12.3% 49.5% 14.9% 55.7% 
7 9.8% 39.2% 11.6% 46.2% 13.8% 52.7% 16.6% 58.5% 
8 10.9% 42.1% 12.9% 48.9% 15.4% 55.3% 18.3% 61% 
9 12% 44.6% 14.1% 51.4% 16.8% 57.5% 19.9% 63.1% 

10 13% 47% 15.2% 53.6% 18% 60% 21.3% 64.9% 
11 14% 49.1% 16.5% 55.5% 19.4% 61.4% 22.9% 66.3% 

 

Table B.4: Overheads in “Claire” sequence due to slice coding for different QPs 

QP = 24 QP = 26 QP = 28 QP = 30 Number of slices 
per video frame I P I P I P I P 

1 1.8% 16.5% 2.1% 2.1% 2.5% 26.7% 2.9% 32.7% 
2 3.4% 27.8% 4% 34.2% 4.7% 41% 5.5% 47.8% 
3 4.8% 36% 5.6% 43% 6.6% 49.7% 7.6% 56.2% 
4 6.1% 42.2% 7.1% 49.5% 8.3% 56% 9.5% 61.8% 
5 7.3% 47.2% 8.4% 54.3% 9.7% 60.3% 11.1% 65.5% 
6 8.3% 51.1% 9.6% 58% 11.1% 63.6% 12.5% 68.5% 
7 9.4% 54.4% 10.8% 61% 12.4% 66.3% 14% 70.6% 
8 10.4% 57.1% 11.8% 63.6% 13.5% 68.5% 15.2% 72.4% 
9 11.3% 59.4% 12.8% 65.4% 14.6% 70% 16.4% 73.8% 

10 12.1% 61.5% 13.8% 67.5% 15.7% 71.7% 17.5% 75.1% 
11 13.2% 63.2% 15% 69% 16.9% 72.8% 18.9% 76.1% 
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