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Summary 

 
Passive damping is a critically important material property from the viewpoint of 

vibration suppression in aerospace, semiconductor and automotive industries. The 

ultimate goal is to design and produce materials with high damping. Metals are chosen 

for such applications since they possess many mechanisms which contribute to the total 

damping e.g. point defect relaxation, dislocation motion, grain boundary sliding, 

inclusion-matrix friction, magnetoelastic effects, and elasto-thermodynamic effects. In 

the present study, effect of the addition of stiff particulates to the metallic matrix’s 

overall damping capacity was studied. Such particulates were varied in type of material 

(ceramic versus metal), morphology (discontinuous versus interconnected) and size 

(micro size to nano size).  

Additionally, in the present research, a new methodology of using free-free beam 

method coupled with circle-fit approach is used to determine damping of ceramic 

reinforced metal matrix materials. This technique is based on classical vibration theory, 

by which the geometry and material properties of the metal matrix composites are related 

to resonant frequency and structural damping of the test specimen. Using the fact that the 

ratio of the vibration response to the applied force fits to a circle in the Argand plane for 

each resonant frequency of the test specimen, the damping factor and elastic modulus are 

predicted accurately for the test specimens.  

Results confirmed that the presence of stiff reinforcement enhanced the damping 

characteristics of the ductile matrix.  This increase in damping capability of the MMC 

when compared against the monolithic specimen can be attributed to the increase in 
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dislocation density and presence of plastic zone at the matrix-particulate interface due to 

thermal mismatch.  

A novel finite element based numerical model has been formulated that is capable 

to predict the damping caused due to the micro-plasticity and elasto-thermodynamic 

damping mechanisms which may help material scientists to formulate new composite 

formulations in future. 

Damping results of the nanomaterials containing critical dimensions in nano-

regime (viz., nano-grain, nano-particle) were also studied which showed enhanced and 

interesting results which are in tune with other peculiar properties exhibited by 

nanomaterials.  
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            Material damping characteristics are important to physicists, metallurgists, and 

mechanical engineers. The physicists and metallurgists are primarily interested because 

of the insight into microstructural characteristics that material damping provides [1-3]. 

Mechanical and structural engineers, however, are most interested in the effect of 

damping on the vibration response of structures [3-4]. 

From engineering perspective, uncontrolled vibrations can lead to fatigue damage, 

structural failure and excessive noise radiation from the structure. For example, at a 

resonance condition a mechanical system’s response is controlled purely by its inherent 

damping capacity. In order to improve the service reliability of components under such 

dynamic vibration conditions, the judicious selection of materials exhibiting good 

damping apart from high specific stiffness and high specific strength becomes imperative. 

Intrinsic damping or passive damping reflects the ability of a material to dissipate 

mechanical energy. Thus a material with high damping capability will be able to reduce 

the vibration amplitude significantly.  

The dissipation of the mechanical energy takes place through the means of 

different energy transformation such as mechanical energy to caloric energy. In metallic 

specimens, various factors that contribute to the total damping include, for example, 

crystalline defects, dislocation motion, grain boundary sliding, elastothermodynamic and 

magnetoelastic effects [4].  It has been shown in the previous studies that the 

contributions of the factors that govern the damping of the materials depend on 

frequency, temperature and strain amplitude [2-3].  

Composite materials using high-strength and high-stiffness reinforcement phase 

in a suitable matrix are finding increasing usage in light weight structures such as in 
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aerospace, military, semiconductor equipments and sports industries. Among them, 

metal-matrix composites (MMCs) constitute a new breed of materials that can provide 

improved mechanical properties in terms of stiffness, strength, hardness and wear 

resistance [11-20] even at elevated temperature compared to that of polymer based 

composites. In particular, the damping levels in MMCs are high compared to the inherent 

damping capacity of the parent materials. Chapter 2 covers: (a) fundamentals behind the 

vibration damping and its uses in machine and structural design, (b) physical mechanisms 

that cause damping within metals and (c) types of interfaces and the effect of adding a 

new phase (ceramic/metal) within a metallic matrix and its influence on the damping 

capacity. 

 Generally, damping loss factor ηof a material is determined experimentally by 

deforming a sample through a cycle and thereby determining the ratio between the energy 

dissipated against the total input energy. Under small deformation amplitude the damping 

loss factor is independent of the amplitude of the cycle, and if the material is within the 

elastic limits, the loss factor is related to other measures of damping factors such as 

logarithmic decrement δ , the half bandwidth at resonance ω∆  and the phase angle, φ, 

which is the angle by which the strain lags behind the stress under harmonic vibration 

condition [14-18].   A variety of testing methods has been developed to measure the 

damping characteristics of a specimen. Ideally, the testing methods attempt to isolate the 

material damping from any outside damping sources, which may be present in the 

system. Chapter 3 introduces the existing damping measurement method and a new 

method which is based on suspended beam method coupled with a frequency based 
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circle-fit approach. This method is simple and elegant to determine the damping 

characteristics of light metal-based composites such as Al and Mg based MMCs. 

In the present study, such a method is used to study the effect of the presence of a 

stiffer reinforcement phase (metal/ceramic) in a ductile metallic phase (Al/Mg) on the 

overall damping characteristics. The stiff reinforcement includes discontinuous and inter-

connected type reinforcement that are either ceramic or metallic in nature. Chapter 5 

introduces the effect of discontinuous ceramic particulates in MMC while chapter 6 

discusses the effect of discontinuous stiff metallic particulates in a ductile matrix. 

Further, in chapter 7 the effect of inter-connected reinforcement is discussed. Based on 

the above results, it was encouraging to investigate the effect of hybrid composites that 

combines two or more different of reinforcements to investigate its effect on the damping 

capacity of the metallic matrix, which forms chapter 8. Light weight metallic materials 

such as Al and Mg, are getting popular in the design of dynamic mechanical systems in 

semiconductor manufacturing equipments, aerospace and defence related industries. 

Hence Al and Mg are chosen as the matrix metal for forming the MMCs in all these 

studies. 

Apart from experimental characterization, a numerical model capable to predict 

the energy dissipation in metallic matrix was also formulated. Among the various 

damping mechanisms as explained in chapter 2, it is notable that micro-plasticity and 

elastothermodynamic (ETD) damping are the key mechanisms and are found to be 

predicable using suitable assumptions. Hence chapter 9 and 10 discusses the formulation 

of the mathematical model. Such knowledge to predict the properties such as stiffness, 

damping, strength, etc., helps to tailor a material for given working condition of a 



Introduction 

 5

dynamic condition viz., frequency, strain amplitude, temperature, etc. This also paves a 

way to devise new type of materials and optimize before investing money and time in to 

direct experimental work.  

Published works of various researchers also shows that when the microstuctural 

features (such as reinforcement dimension, grain size, etc.) approaches less than 100 nm, 

the material exhibits novel properties, such materials are commonly known as 

Nanomaterials (NM) and are subject of diverse in-depth studies.  Hence the present 

research in energy dissipation of metal based materials also extends to understand the 

effect of reducing the characteristic dimensions of a material (viz., grain size, particulate 

size, etc.) as it approaches from a micron size to a nano size. Chapter 11 and 12 discusses 

the effect of the including nano particulates in a metallic matrix while chapter 12 

discusses the effect of bringing the grain size toward nano-regime.  
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Fig. 2.1 Various forces acting in a typical single degree of freedom and the associated free 
body diagram [1].  

2.0 Motivation for Damping Studies 

Free vibration is a manifestation of the repetitive interchange of kinetic and 

potential energies among components in the system. Thus vibration is defined as a 

periodic motion about some equilibrium point and the rate of vibration cycles is termed 

frequency. Vibration is commonly expressed using the amplitude, frequency and phase of 

a series of wave forms that are sinusoidal in nature [1-4].  

Vibrations may be excited by forces within a system or may be transmitted 

through an external source. All mechanical equipment in motion generates a vibration 

profile, or signature, that reflects its operating condition. This is true regardless of speed 

or whether the mode of operation is rotation, reciprocation, or linear motion. There are 

vibrations that are added purposefully in a dynamic system to perform a specific work 

e.g. ultrasonic transducers, loud speakers, vibratory bowls, magnetic stirrer, etc. while 

there are unwanted vibrations which may make the system: (1) unpleasant or harmful, (2) 

susceptible to fatigue, (3) difficult to control, and (4) slow in terms of increasing the 

machine’s settling time. 
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Fig. 2.2  (a) Influence zone of mass, spring and damping in a SDOF (b) vector
diagram showing how the various forces varies with frequency in terms of
magnitude and direction (c) effect of damping on the amplification factor
(d) effect of damping on phase lag between applied force and induced
displacement [1]. 

n/ 1ω ω << n/ 1ω ω = n/ 1ω ω >>

(a) (c) (d) 

(b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Design of static structures requires knowledge of elastic properties of materials 

that are used in predicting deformation and failure of materials. It is required to take into 

account the rigidity of the materials and the probability that a certain amount of energy 

will accumulate within the structure during service life of the structure. But in a dynamic 

system, according to Newton’s law of motion the applied force F(t)  is equal to the sum 

of inertial force which is equal to the product of mass and acccelertion ( ''mx (t) ), 

damping force which is equal to the product of velocity and dashpot coefficient ( ( )'cx t ) 

and spring force which is equal to the product of spring stiffness coefficient and the 
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displacement ( kx(t) ). The notations are described for a typical single degree of freedom 

(SDOF) in Fig. 2.1. In frequency domain the dynamic equation can be written as follows: 

The undamped resonant frequency is the square-root of stiffness (k) over mass (m) of the 

system ( )n k mω = . Thus we see that at resonance, the inertial forces and the spring 

forces are equal and opposite to each other and hence cancel. The only force that works 

against the applied dynamic force is the damping force close to resonance. Fig .2.2 (a) 

and (b) shows the zones of influence of mass, stiffness, damping in a SDOF. Hence in a 

mechanical system to avert the serious consequences of resonance the damping is varied 

as shown in Fig. 2.2(c), such as in high speed machines where the bandwidth of the 

control system is high (>2000Hz), hence all the resonances are excited due to 

simultaneous provision of energy to the dynamic system for the complete frequency 

range within the bandwidth. Compared to the present discussion of SDOF, in reality, 

component or parts are made of millions of atoms that are interconnected by inter-atomic 

forces which act as multi-degree of freedom system and hence modeling a component 

such as beam or plate as a rigid mass with few springs is a gross assumption. But this is 

essentially done by researchers to ascertain the lowest fundamental resonant frequency 

[1]. Thus even in the case of a simplistic beam or plate for example, the stiffness depends 

on the deformation pattern such as bending, torsion, axial, etc. and their respective higher 

modes of deformation or combinations [1]. Finite element method becomes useful to 

study such mechanical components to predict the innumerable vibration frequencies and 

the corresponding mode of vibration which is a pattern with which it deforms [5]. For 

example the various vibration modes are shown in Fig. 2.3 for a epoxy reinforced carbon 

( )2m x c x kx Fω + ω + = ω (2.1) 
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M o d e  4 M o d e  5

Fig. 2.3  Various vibration modes of an orthotropic plate predicted and confirmed using
experiments. 

fiber plate (with a density of 1.44 g/cc) with a dimension of 50cmx40cmx7.6mm with a 

orthotropic elastic modulus of 75.69 GPa, 28.37 GPa and 23.32 GPa along fiber 

direction, perpendicular to fiber and in thickness direction, respectively.   

 

 

 

 

 

When a structure is excited by a time varying force such that it’s frequency of 

vibration matches the resonant frequency and direction of force is such that it matches 

that mode of vibration, energy is transferred efficiently to the particular system’s 

resonance and hence the system vibrates violently such that only the damping forces are 

the saviors. For example, in a single degree of freedom system (SDOF) the damping 

controls the resonance amplitude, as illustrated in Fig. 2.1. One good example from a 

practial scenario was the tacoma bridge which was suspected to be excited in torsional 

resonance by periodic vortex shed by the wind [6]. The additional causes are suspected to 

be the negative damping effect. Nevertheless, it is confirmed that the bridge had a 

torsional resonance frequency of 0.2 Hz and hence twists back and forth in a torsional 

mode, along with the close mathching of the wind’s vortex shedding frequency with the 

bridge’s torsional frequency (see Fig. 2.4).  

Space applications are known to have no aero-damping atmosphere and hence totally 

rely on the passive damping capacity of the material and active damping techniques. 

Since passive damping is the most reliable, designers expect to maximize this in their 
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design. A good example is the Canadarm (see Fig. 2.5) which played a critical role in 

retrieving the Hubble telescope, placing it in the shuttle Endeavour's cargo bay for 

repairs, and releasing it in space afterwards [7]. The final product is a 15.2-meter-long 

robot arm analogue to the human arm, with copper wires as nerves, carbon fiber 

reinforced tubing as bones, and electric motors as muscles.  For example, when the space 

shuttle accelerates or decelerates or turns the system exhibits transient vibration and 

exhibits free vibration during which passive damping ability of the material acts as a 

savior to minimize the settling time efficiently and thus enhance the useful productive 

time of the system during each operation. 

(a) (b) 

(c) (d) 
Fig. 2.4 Wind induced failure of Tacoma Narrows bridge: (a) torsional vibration (b)

vortex shedding and swinging of the structure, (c) and (d) final collapse [6]. 
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2.1 Damping capacity of common engineering materials 

Ashby studies [8] shows that for various monolithic materials in general, the 

stiffer the material better is its strength, e.g. ceramics are better than polymer, see Fig 2.6 

(a). But it can be observed that the stiffer the material, lesser the inherent damping 

capacity too, refer Fig. 2.6 (b). For example, a silicon carbide ceramic exhibits a elastic 

modulus of 400GPa while it’s damping capacity measured in terms of loss factor is 

around 0.0001, while in the case of plexiglass plastic the elastic modulus is around 31 

(a) (b) 
Fig. 2.5 (a) Canadram arm under assembly and (b) arm under operation [7]. 

   (a)      (b) 
Fig. 2.6  Variation of various engineering materials: (a) specific modulus versus

specific strength (b) loss coefficient versus Young’s modulus [8]. 
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KPa while the damping loss factor is around 0.02. In between these two extremes of 

ceramics and polymers, pure metals fall in general. Thus for example, pure magnesium 

has an elastic modulus of 40GPa and a damping loss factor of 0.005 [4]. Hence design 

engineers look at the product of stiffness and damping as a measure to compare materials 

during selection for a design.  

 

 

 

 

 

 

2.2 The Metal Matrix Composite Concept 

The new class of heterogenous materials called composite materials is thus aimed 

in achieving a better stiffness and damping characteristics. Hence fiber reinforced plastics 

were designed which had better properties such as carbon fiber reinforced epoxy 

composite which has an elastic modulus of 100GPa and a damping loss factor of 0.025 

[9-10]. But the basic drawback of such materials is their poor performance at high 

temperature mainly due to their softening at the glass-transition temperature (Tg) during 

which the elastic modulus drops by about ten times. Hence metal-based composites were 

designed which aimed in reinforcing a better damping ductile metallic matrix (such as 

magnesium) with a stiffer phase (such as silicon carbide). A further classification can be 

made on the basis of the form of the reinforcement material used – such as particulate, 

whisker or fiber composites (as shown in Fig. 2.7). 

Fig. 2.7  Matrix reinforced with: (a) discontinuous particles (b) whiskers and (c) 
continuous fibers [12]. 

(a) (b) (c) 
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MMCs are a broad family of materials aimed at achieving an enhanced 

combination of properties. While the matrix can be any metal or alloy, most interest has 

been shown in the lighter structural metals; in which, improvement in mechanical 

properties has been the primary objective. 

Various definitions of MMCs exist [11-13].  In some cases, the definition has 

been limited to materials where the volume fraction of the added material exceeds 10%.  

This definition excludes oxide dispersion strengthened metals with volume fractions of 

added materials of around 5%.  On the other hand, an alternative definition considers 

MMCs to consist of materials whose microstructures are synthesized artificially, to form 

component phases as opposed to conventional metals whose microstructures are obtained 

by naturally occurring phase transformation.  This definition would include mechanically 

alloyed oxide dispersed alloys but would not include in situ grown eutectic composites.  

Much of the progress in the field of MMCs is closely linked to developments in 

reinforcements for incorporation in metallic matrices.   To date, the attainment of higher 

strength and stiffness has been the prime motive behind the development of MMCs.  

Other important improvements in parameters such as damping capacity, component 

weight, wear resistance, thermal expansion and high temperature capabilities can be 

achieved by suitable combinations of reinforcement and metallic matrices.  At the same 

time, the desirable properties of metals such as ease of fabrication, ductility, and high 

thermal and electrical conductivity should preferably be maintained.  Furthermore the 

desired combination of properties needs to be obtained at minimum component cost. 

It is possible to develop new materials with a unique combination of properties 

previously unattainable with conventional materials.  In principle, judicious choice of 
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reinforcement type and reinforcement content, for example, permits the attainment of a 

desired thermal expansion coefficient.  This ability to engineer materials with specific 

properties for specific applications represents a great potential advantage of composites.  

 

Table 2.1 Representative values of selected mechanical properties of common 
reinforcement and matrix materials [11]. 

 

It is also possible to selectively reinforce particular areas of components, thus 

providing advancement of material properties only in areas where it is truly necessary.  

The multitude of possible combinations of metal matrices and reinforcements in various 

forms, however, means that an enormous database of properties will be required for their 

Reinforcement & 
Matrix Material 

Modulus 
(GPa) 

Density 
(g/cm3) 

Thermal 
expansion 
(10-6/ oC) 

Melting 
point       
( oC ) 

Tensile 
strength 
(MPa) 

SiC platelets 480 3.2 - - 10000 

SiC whisker 840 3.2 - - 21000 

SiC fiber 450 3.2 4.8 - 2300 

Al2O3 whisker 250 4.0 - - 15000 

Al2O3 fiber 470 4.0 6.2 2053 2000 

Boron 420 2.6 8.3 - 3500 

Borsic (SiC coated B) 400 2.71 5.0 2100 3100 

E-Glass fiber 72 2.54 - - 3400 

AlN 345 3.26 3.3 - - 

Si3N4 297 3.18 1.5 - 650 

W 410 19.4 4.5 3410 1520 

Ti 110 4.4 9.5 1650 1170 

Zn 70 6.6 27.4 390 280 

6061 Al 70 2.8 23.4 580 310 

AZ31B Mg 40 1.7 25.2 570 280 

Cu 120 8.9 17.6 1080 340 
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full characterization. Table 2.1 lists the various materials with their properties that have 

been used successfully as reinforcement and matrix. 

 

2.3 The meaning of anelasticity 

 An ideal elastic material obeys Hooke’s law which states that the applied stress is 

proportional to strain and the constant of proportionality is called modulus of elasticity. 

To define anelasticity, three postulates are defined [14-18]: 

1. For every applied stress state there is a unique equilibrium value of strain and 

vice versa. 

2. The equilibrium response is achieved only after the passage of sufficient time. 

3. The stress-strain relationship is linear. 

It will be recalled that a thermodynamic substance is one, which can assume a continuous 

succession of unique equilibrium states in response to a series of infinitesimal changes in 

an external variable, hence thermodynamic solids satisfy postulate 1 and 3. The second 

postulate of anelasticity means that in response to a change in the applied mechanical 

forces, time is required for the equilibration of an anelastic material. In general, the self-

adjustment of a thermodynamic system with time toward a new equilibrium state in a 

response to a change in an external variable is termed relaxation. Specifically, where the 

external variable is mechanical (a stress or strain) the phenomenon is called anelastic 

relaxation (or mechanical relaxation). This is possible only when the external 

manifestation of relaxation occurs with the adjustment of internal variables to a new 

equilibrium values. Thus anelastic relaxation is a thermodynamic phenomenon, which 
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arises from a coupling between the stress and strain via certain internal variables that can 

change to a new equilibrium values only though kinetic processes such as diffusion.   

 

2.4 Measures of damping 

 Damping mechanism takes part in various physical phenomena due to energy 

dissipation and researchers tend to use many parameters to measure the effectiveness of 

the damping. These parameters are generally defined elegantly from a lumped spring-

mass-damper type system that has a single degree of freedom in free and forced vibration 

condition. These common damping quantities are [1-3, 19]: 

• Loss factors of a structure made of a particular material ( )η are defined as the 

fraction of a system’s vibration energy that is dissipated per radian of the 

vibratory motion at the structures’ resonances. 

• Specific damping capacity of the vibration system ( )ψ represents the ratio 

between the vibration energy dissipated per cycle and the maximum elastic 

energy stored during the cycle. 

• Decay rate of free vibrations (D) expressed in decibels per second (dB/sec) 

represents the rate of reduction of the vibration level during exponential decay. 

• Logarithmic decrement of free vibrations of the system ( )δ is defined as the 

natural logarithm of the ratio of the amplitudes of any two successive cycles of 

the decaying vibration.  

• Damping ratio or damping factor ( )ς is defined as the fraction of critical damping 

under a equivalent viscous damping, and is expressed as percent of critical 
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damping ( )cc cς = , where c is viscous damping coefficient and cc is critical 

(viscous) damping coefficient. 

• The quality factor Q of the dynamic system is the resonant amplification factor 

which expresses the sharpness at the resonance. For example, sharp tall 

resonance peak means minimal damping while blunt and wide spread resonance 

peak means higher damping. Mathematically this is shown as 

( )( )n 2 1Q = ω ω − ω , where nω  is the resonance frequency, 1ω & 2ω are the 

sideband frequencies at 3 dB below the peak amplitude of resonance. 

•  For materials with low damping such as metals, 1, 1, 1,2Q 1, 4ς < η < δ < < ψ < π , 

all these parameters are inter-related as follows: 

In addition, other measures of damping of vibratory systems are also related [19]: 

• The reverberation time (T60) is the time within which the vibration level of a 

system vibrating freely at resonance frequency decreases by 60 dB (i.e. the 

amplitude decreases to one-thousandth of its initial value). 

• Spatial decay, expressed in dB per wavelength, represents the reduction in the 

steady-state vibration level with distance that occurs along a long beam vibrating 

in flexure. 

• Hysterisis loop, a plot of the amplitude of instantaneous force versus 

instantaneous displacement x with distance or the applied stress versus induced 

strain during steady state forced vibration, is equal to the energy dissipated in the 

vibratory system. 

2
Q
π

δ = πς = = πη (2.2)
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 From the above it is noted that loss factor and damping capacity are defined directly 

in terms of the cyclic energy dissipation. Also, none of the measures of damping 

discussed above is specific to one form of damping mechanism and is thus universal.  

 

2.5 Mathematical model of Damping Behavior 

 Literature review shows coulomb was the first to observe damping in 1784 under 

torsional vibration condition [1]. Since then much investigation have been made and 

various damping mechanisms were discovered in metallic materials that were first 

compiled and published by Lazan [18] in 1968. These mechanisms are classified as linear 

and non-linear. Linear materials can be modeled with classical linear components. For 

example, in the classical linear damping, the liner dashpot is used to mimic the inner 

viscous damping force (Fd=c.v) which is proportional to the velocity (v) while the 

proportionality constant ‘c’ is the dashpot coefficient. Thus the Kelvin-Voigt model 

shown in Fig. 2.1 predicts the material behavior like a spring and dashpot in parallel. 

Under one cycle, the energy dissipated (D) is given by [5]: 

where dot denotes derivative and oX is the maximum amplitude. The maximum potential 

energy stored in the system is given by [2]: 

The loss factor (η ) of the Kelvin-Voigt model is given by equation (2.1) as follows: 

( )
22 2

o0
D c x dt c X

π
= = π ω∫ (2.3) 

2
o
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2 U k

ω
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π
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Thus based on this model the damping is proportional to frequency but independent of 

vibration amplitude (or strain amplitude). 

 More elaborate models have been developed to mimic the behavior of a material 

so as to account various relaxation mechanisms. Among them a “standard linear solid" 

introduced by Zener [15] is a popular one which describes the stress-strain constitutive 

law for the solid material as: 

where σ , ε , E are the stress, strain and elastic modulus, respectively, στ and ετ are the 

relaxation time under constant stress and strain, respectively, and the dots represent 

derivative. Such models are capable to model multiple relaxations that occur due to the 

simultaneous operation of different damping mechanisms which are explained in the 

forthcoming section. 

 

2.6 Material Property Measurements 

 To control vibration problems effectively in structures it is essential to know the 

damping properties of the structural materials used. These properties can be determined 

by various techniques [19]. Basically there are four major categories of apparatus for the 

investigation of anelastic phenomena. All these methods put together are capable to 

provide a frequency range that effectively starts from 10-5 to 100GHz. As a broad 

generalization, relaxations that involve atomic migration are generally investigated at 

kilohertz frequencies or below, so as to place the relaxation in a convenient (not too high) 

temperature range. On the other hand, high frequency techniques (>1 MHz) are usually 

required for dislocation, electron and phonon studies so as to match the applied frequency 

( )Eε σσ + τ σ = ε + τ ε (2.6) 
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to the short relaxation times involved in these cases [20]. Similarly, from engineering 

applications point of view, civil structures are subjected to low frequencies from 0.1-50 

Hz, while mechanical moving systems such as turbo-engines, machinery, pumps, etc 

experience vibrations at 1-2500 Hz. Generally, damping characteristics are required 

optimally at 1000 Hz which is not generally available. The most notable methods are the 

dynamic mechanical analyzer (DMA), resonant beam test and the torsion test [1, 16, 21, 

22] (see Fig. 2.8) which can cater to only 50-100 Hz. Other test procedures, such as 

Rheovibron and the progressive wave technique are also used. The resonant beam 

technique for determining damping properties of materials is the procedure endorsed by 

the ASTM (American society for Testing and Materials) and forms the basis of ASTM 

E756-80. In forthcoming chapter, the new method developed in the present work is 

described which utilizes a free-free type suspension that exhibits minimal energy 

dissipation to surrounding due to holding the sample at its vibration nodes. 

 

   (a)      (b) 
Fig. 2.8 (a) Dynamic mechanical analyzer with a cantilever type sample holder used by 

Zhang [21] and (b) Torsion test setup used by Ke [22]. 
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2.7 Damping in Monolithic Metals  

A better understanding of the internal friction mechanisms in metals helps us in 

the selection of the correct matrix material for the metal matrix composite. During recent 

years much focus was placed to understand the micromechanisms that cause the damping 

behavior (also called anelastic behavior) [14-21]. Studies show in general, internal 

friction of metals varies as a function of temperature, strain amplitude and strain rate (or 

frequency of vibration) and in various critical ranges of these variables sharply peaked 

values of the loss coefficient are often observed which can be associated with some 

physical mechanism operating in the materials under cyclic stress in such a way, so as to 

dissipate maximum energy under some optimum condition. The physical mechanisms 

Fig. 2.9  Internal friction or damping peaks for hypothetical material compared against 
several metals due to different microstructural mechanisms such as Cu-Mn alloy 
(movement of twin interfaces), German silver (thermal currents in transverse 
vibration),  Alpha brass (stress induced by preferential orientation of axis 
joining pairs of solute atoms) and Polycrystalline brass (intercrystalline thermal 
currents) [2]. 

Loss 
Coef. 
η 
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operative can generally be expressed in terms of the relaxation times such as the τs 

parameter of the spring-dashpot model (as in Fig. 2.1) which is equal to kη  [1]. 

 Many different anelastic mechanisms that produce internal friction peaks are 

discussed in the following paragraphs. The peaks are commonly known as relaxation 

peaks and occurs at certain combinations of frequency and temperature in the damping 

curve (refer Fig. 2.9), and also results in a change in elastic modulus [4, 18].  

2.7.1 Point defect relaxations: Crystalline materials generally include many types of 

single defects or impurities as well as clusters of several such defects on adjacent or 

nearby sites. This produces a local non-symmetry in the crystal. As a consequence of this 

lowering of symmetry, sets of crystallographic equivalent positions or sites exist and the 

point defects can occupy these in the crystal. This type of imperfection leads to anelastic 

behavior. Under cyclic stress, such “defective microstructures” produce hysteretic loop or 

damping effects that include relaxation peaks of the type discussed previously. The 

Snoek effect [14, 16, 18] is associated with the presence of interstitial carbon or nitrogen 

  (a)    (b)        (c) 
Fig. 2.10 Positions of the distribution of interstitial atoms in the cubic body centered lattice:

(a) octahedral positions (b) tetrahedral positions (c) variation of snoek damping in
Fe matrix with 20 ppm of carbon [4]. 
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impurity atoms in iron and their motions under cyclic stress have been well studied. 

Based on the works of Nowick and Berry [14], the operative micromechanisms have been 

well identified for point defect relaxation and equations defining their characteristics 

have been well developed. 

 Based on the research of Snoek [14], in steel under no external load, carbon or 

nitrogen atoms reside at octahedral position (see Fig. 2.10). But when stress is applied the 

atoms drift to the stretched interstitial positions from the compressed octahedral 

positions. The length of the jump in repeated loading is ( )x a 2 / 2= , where ‘a’ is the 

lattice spacing. The diffusion process decides the time t required to travel the distance x 

which is given by the parabolic equation ( )2x Dt= , where D is the diffusivity coefficient 

in α -iron. The time τ1 required for a single diffusion jump is described as follows: 

where 0τ  is the physical constant, k is the boltzmann constant, T is absolute temperature, 

and q is the energy barrier which the carbon or nitrogen atom should overcome so as to 

shift from one interstitial position to the other. Under low frequency, the time provided 

by the external stress is larger than the time constant 1τ  for that particular temperature, 

and hence the interstitial atom has time to move without any phase lag between the 

induced strain and the applied stress. Similarly under higher frequency of applied stress, 

the time provided for the interstitial atom is very short than the time constant 1τ  and 

hence the atom remains in their original sites and hence no phase lag between the stress 

and strain. But when applied stress oscillates at a frequency such that the time provided is 

equal to the time constant 1τ for jumping, the phase lag is maximum, which is seen as the 

q / kT
1 0e

−τ = τ (2.7) 
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highest internal friction. Such phenomenon is seen in many materials, for example, 

nitrogen in iron, nitrogen in tantalum, nitrogen in vanadium and niobium, etc [4].  

 In addition, a pair of defects also contributes to the formation of internal friction 

due to their orientation and position changes due to external stress variation. The pair can 

be vacancies, substitutional and interstitial atoms or their combinations. This is because a 

pair of defect may have a non-uniform deformation which tries to orientate to the external 

force so as to minimize its energy and thus results in internal friction. For example, a pair 

of substitutional atoms in a cubic lattice results in tetragonality of the lattice due to 

inhomogenity in deformation in their vicinity. Under no external stress they are 

orientated according to the individual crystal orientation. After the external stress, they 

orient in line with the external stress. This is observed in alloys such as Cu-Zn and Ag-Zn 

[14]. 

 

2.7.2  Grain Boundary Viscosity: Grain boundaries in metals are in a relatively 

disordered state and thus display viscous-like properties [14, 16, 18, 21]. The unit energy 

dissipated in grain boundaries under cyclic shear stress or strain is therefore larger, in 

general, than that dissipated within the grain. The internal friction associated with grain 

boundary shear depends on the shear and relaxation properties of the grain boundary 

which is a function of temperature and also on strain rate (or frequency). Fig. 2.11 (a) 

shows the effect of temperature and frequency on internal friction associated with grain 

boundary shear, using hypothetical stress-strain loops. Considering only the shear effects, 

the energy dissipated by grain boundary motion is proportional to the product of shear 

stress and anelastic shear strain. At high frequencies of vibration (or at low temperature) 
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the shear stress across a grain boundary can relax only slightly during a strain cycle and 

the material remains reasonably elastic. Thus, although the shear stress may be large, the 

anelastic shear strain is small, and the hysteresis loop is narrow. This is illustrated as case 

(1) in Fig. 2.11 (a) [18] and the loop shown has small damping. By contrast, at low 

frequency (or at high temperature) large stress relaxation can occur under cyclic strain 

and the shear stress is correspondingly reduced. Here again the area within the loop is 

small as shown by curve (3) in Fig. 2.11 (a). At some intermediate condition, however, 

the rate of stress relaxation is optimum for producing the maximum area within the 

hysterisis loop as shown in Case (2) of Fig. 2.11 (a). 

 Additionally, the elastic modulus E also changes significantly in the critical 

regions of temperature and frequency, which produce relaxation effects. This is 

illustrated in Fig. 2.11 (a) by the decrease in average slope of the loops with increasing 

   (a)              (b) 

Fig. 2.11  Effect of temperature and frequency on internal friction associated with grain
boundary shear: (a) hypothetical stress-strain loops of case 1 which
correspond to high frequency or low temperature, case 2 which correspond to
optimum combination to cause relaxation peak and case 3 which correspond
to low frequency or high temperature [18] and (b) experimental results of
grain boundary induced damping results of aluminium [22]. 
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temperature. Based on the studies of K
∧

e [22] on polycrystalline aluminium as a function 

of frequency or temperature are shown in Fig. 2.11 (b). The curve for single crystal 

aluminium displays no such peak (see dashed lines), but relaxation phenomena are very 

evident in the polycrystalline aluminium. The experimental results shown are consistent 

with predictions made by a theory based on grain boundary effects. 

 

2.7.3  Macro-Thermoelasticity: If a specimen is stressed non-uniformly and rapidly (i.e., 

adiabatically), local temperature differences are produced which depends upon the local 

stress levels and properties in the specimen [15, 18, 21]. The results at temperature 

gradients within the specimen tend to produce heat flow unless the load is quickly 

released to remove the temperature gradients. For an isotropic material, it can be shown 

that:  

where T is the absolute temperature, σkk is the hydrostatic stress, the S subscript denotes 

an isentropic process, α is the linear coefficient of thermal expansion, and C is the 

specific heat per unit volume. It is important to note that this temperature change is 

independent of the shear stresses [15]. Under high-frequency vibration (period much 

shorter than the time required for significant heat flow) the process remains adiabatic and 

reversible; thus the cyclic heat flow is insignificant and the observed damping is small. 

By contrast, at very low frequency, the process remains isothermal, but still reversible, 

and again no significant damping energy is dissipated. If, however the period of the 

cyclic stress is comparable with the time required for significant heat flow along the 

temperature gradients produced (from one side of the specimen to the other, for example, 

C
TT

Skk

α
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
σ∂
∂ (2.8) 
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Fig. 2.12 Damping caused by transverse thermal currents in a beam of German Silver [24]. 

in the case of a vibrating beam), an irreversible conversion of mechanical energy into 

heat occurs and damping is observed. 

  

 

 

 

 

 

 

 

 

Macro-thermoelastic damping occurs in many types of members and vibrations. 

An example of such damping under flexural vibrations is illustrated in the data on a 

German silver beam shown in Fig. 2.12. Both the experimental points and the theoretical 

curve illustrate the general character of the damping or relaxation peak. Based on the 

temperature difference between the expanded and compressed sides of the bar and the 

resulting heat flow across the depth d of the bar, the following theoretical equations can 

be derived:  
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where the )C( pρ  is the specific heat per unit volume, K is thermal conductivity, ω is 

frequency of vibration, Tα is the temperature expansion coefficient, TE is the young’s 

modulus at constant temperature, and T is absolute temperature. The frequency 

dependence of equation (2.9) is such that a resonant type peak is reached at s1 τ=ω . 

 Similar theromoelastic effects can be demonstrated in bars vibrated longitudinally 

[15]. Peak values have also been calculated for cold rolled mild steel, for half hard brass 

and for 2024-T4 aluminium alloy and 6061-T6 aluminium alloy [23]. 

 

2.7.4  Micro-thermoelasticity: Thermal currents that lead to internal friction can also 

exist on a microscopic scale. An example of this is observed in polycrystalline materials. 

Individual crystals in an aggregate are generally anisotropic with regards to both thermal 

and mechanical properties. Neighboring grains generally have different orientations and 

therefore different mechanical thermal properties in the direction of principal stresses in 

the specimen. Local temperature gradients are therefore produced even under 

macroscopically uniform axial stress. In materials under cyclic stresses micro-anisotropy 

can cause cyclic micro-thermal currents across grain boundaries. This process leads to 

energy dissipation [15, 18]. At certain combinations of temperature and frequency the 

energy-dissipation effects are maximized and relaxation peaks are observed. 

 

2.7.5 Magneto-mechanical damping: This phenomenon results in ferromagnetic 

materials due to movement of Bloch walls under time varying external stress. The effect 

of this damping can be suppressed by applying a strong field to the loaded material. For 
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example, a magnetic flux with an intensity of 2x10-4 A/m greatly decreases the 

contribution in iron and mild steel [18]. 

 

2.7.6 Dislocation Based Damping Mechanisms: Dislocation motions, caused by 

resolved shearing stress along glide planes, can occur even at low stress (local 

microscopic stress may be large even though macroscopic stress is small) [24-28]. As 

stress amplitude is increased, rather complex dislocations can be produced and it is 

usually difficult to determine uniquely what dislocation mechanisms are responsible for 

the damping properties observed. Under these circumstances it is usually more efficient 

to use a continuum mechanics point of view for engineering problems. Nevertheless, 

knowledge of such mechanisms currently accepted as a cause of dislocation damping 

might be helpful in understanding some of the phenomenology observed in structural 

metals and is described in the following paragraphs.  

 Dislocation motions contribute to the total strain produced by a specified stress 

[25]. Under alternating stress, the dislocation component of the strain may lag behind the 

applied stress (Bordoni relaxation), thus forming a hysteretic loop and contributing to the 

dissipation of energy. Estimates of the magnitude of this effect for typical dislocation 

densities, assuming that the dislocations are perfectly mobile with no restrictions on their 

motion, yield a much larger value than that observed experimentally. Impediments to the 

motion of dislocations or other types of interactions might therefore be present. Examples 

of such impediments are pinning points, network points, jogs, and other dislocations. 

 To dissipate energy the dislocation motion must lag behind the applied stress. In 

one model the dislocation is assumed to be viscously damped as it moves through the 
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electron or phonon gas. In other models impediments such as mentioned above are 

assumed to produce a jerky motion of the dislocation which leads to a phase lag, both at 

low stress amplitude and high stresses (catastrophic unpinning) [25].  

 One generally accepted dislocation model for damping is that proposed and 

developed by Granato and Lucke [29]. In other models dislocation motions are viewed as 

being analogous to a vibrating string in a viscous medium, and an equation for the motion 

can be written considering the effective mass per unit length and the effective tension in 

the dislocation [29] as follows: 

where 1
fQ− is the frequency independent part, 1

aQ− is the strain amplitude dependent part, 

ρ is the dislocation density, b is burgers vector, εo is strain amplitude, f is frequency, ω is 

angular frequency, ωr is the resonant frequency, LN is the dislocation network length that 

depends on the interfiber or interparticle spacing in the cases of MMCs, Lc is the minor 

pinning length that is 0.02-2µm suggested for MMCs by Wolfenden et al. [30], ρm is the 
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matrix material density, 'ε is Cottrell’s misfit parameter that is equal to the fractional 

difference in the size of the solute and solvent atoms and was suggested to be 10-2 by 

Granoto and Lucke [29] a is the lattice  parameter, E, G and ν are Young’s modulus, 

shear modulus, and poisson’s ratio of the matrix, respectively, P is a constant between 2 

and 3, R is the resolved shear stress factor by Schmid’s principle, B is a constant of 5x10-

5 to 5x10-3 [29]. 

 This model is shown schematically in Fig. 2.13. The relative positions of 

dislocation and pinpoints under zero stress are shown in Fig. 2.13(a). Figs. 2.13(b) and 

(c) show how the pinned dislocations bow out as the stress is increased. If the dislocation 

remains anchored to the pinpoints (Figs. 2.13(a), (b) and (c)) then linear damping 

(proportional to area swept by dislocation) is observed. Non-linear effects are produced 

when dislocations leave the pinpoints as shown in Figs. 2.13 (d) to (g). 

 Dislocation damping in the linear region is a function of frequency similar to that 

observed for anelastic phenomena. At low frequencies, the velocity of the dislocation is 

small so that viscous force and damping are small. Under these conditions, the 

displacement is limited by the tension forces in the dislocation and is parabolic in shape 

as shown by the “LF” arcs in Fig. 2.13 (c). As the frequency increases, the viscous forces 

become dominant and the displacement of the dislocation cannot achieve its full 

parabolic values, Under these circumstances it behaves like a rigid rod except for 

curvature at its ends near the pinning points as shown by the “HF” lines in Fig. 2.13 (c). 

At very high frequency, the drag forces may be large but the displacement is very small, 

thus the damping is small. At some intermediate or optimum frequency, the integral of 

the drag forces and displacement is a maximum and thus the damping is also a maximum. 
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As a result, the damping versus frequency curve displays a typical relaxation or 

resonance type peak. This has been well verified for a high purity copper [18].  

2.8 Interfaces in Metallic Matrix 

 Solid-solid interfaces are complex due to the wide variety of defects that arise and 

reside at the interfaces and possess elastic strain fields. Some of the most important 

properties of materials in high technology applications are strongly influenced and or 

even controlled by the presence of solid interfaces. For example, in electronic industry 

the success depends on understanding the semiconductor-metal, ceramic-metal and 

semiconductor-ceramic interfaces [30]. Further examples are in the area of surface 

modification techniques to achieve corrosion protection and/or in tribological or catalytic 

applications. Similar situation exists in the success of the metal based composites. Here 

understanding is required between metal-ceramic, metal-metal and metal-polymer 

Fig. 2.13  Dislocation motion behavior: from stages (a) to (c) the dislocation
provides amplitude-independent damping behavior and after overcoming
the barrier, from stages (d) to (g) the dislocation provides a strong strain
amplitude dependent damping behavior [30]. 
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interfaces. In contrast, Wolf and Yip [31] notes that our understanding of even the 

simplest interfaces such as free surfaces and grain boundaries are rudimentary at best. It 

is noted that physical properties at or near an interface differs from the bulk properties. 

For example, the thermal expansion, electrical resistivity, or elastic response near an 

interface can be seen to be anisotropic in an otherwise isotropic bulk material [31]. The 

gradient of variations extends for a few atomic layers and hence requires experiments 

with atomic-level resolution coordinated with computer-based simulations at atomic and 

electronic levels.  

 Damping studies of materials helps to visualize the effect of defects in terms of 

internal friction and hence becomes a good choice to characterize interface since they 

contain defects. However a detail understanding on interfaces and their defects is 

essential, hence in the present section, literature related to solid-solid interface types and 

their defects in monolithic metals and metal matrix composites are discussed briefly. 

 

2.8.1 Interface types 

 Generally solid-solid interfaces are classified as homophase and heterophase in 

nature. Homophase interface refers to orientation difference or a translation between two 

crystals of same phase across an interface. Examples include grain boundaries and special 

types of interfaces such as twin boundaries and stacking faults. Heterophase interface 

includes interfaces of two crystals that differ in composition and or Bravais lattice. They 

are further divided in terms of atomic matching or coherency as follows (see Fig.2.14): 

1. Coherent interface that exhibits continuity of atomic planes and lines at the bi-

material interface and possess long range order. 
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2. Semicoherent where lattice mismatch exists which is accommodated by periodic 

misfit dislocations. 

3. Incoherent interface where there is no correspondence between the two phases in 

terms of atomic matching. 

All these different interfaces seek to minimize the interfacial free energy, and this is 

achieved by maximizing the atomic matching (i.e. minimizing the number of broken 

bonds) at the interface. Thus there is a strong tendency for the planes and direction with 

the highest atomic densities to align across solid-solid interfaces. This is found to hold 

good even for metal-ceramic [32] and ceramic-polymer systems [33]. Presence of 

defects, elastic strain and different types of atomic bonds in a interface complicates this 

fundamental principle. 

Fig. 2.14 Types of interfaces: (a) coherent, (b) semicoherent, and (c) incoherent [31]. 

(a) (b) 

(c) 
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2.8.1.1 Homophase Interface 

 High resolution TEM has been useful in the study of the atomic structures in 

homophase and heterophase materials. Fig. 2.15 (a) shows a HRTEM image of a {1,1,1} 

twin interface in f.c.c copper [34]. The planes are edge on and horizontal in the image so 

that we can see ABCABC…stacking of the close-packed planes progressing vertically in 

the image. Note the mirror symmetry across the twin interface indicated by an arrow. The 

energy can be calculated using a nearest-neighbor bonding model using the position of 

the atoms. Since there is no missing bonds and their stacking order is changed, these twin 

interfaces exhibit a relatively low-energy interface and hence a common planar defect. 

Grain boundaries are most common planar (two-dimensional) defects in materials. 

Grain boundaries are the interfacial transition region between two grains, which are in 

contact but differs in crystallographic orientation (see Fig. 2.15 (b)). These grains may be 

perfect crystals in a single-phase material or may vary in composition. Hence a grain 

boundary has no independent existence and exists as an interfacial transition region 

between two-dimensional imperfections in crystalline materials. Experimental studies 

show that they are highly disordered (as compared to the adjacent grains) two-

        (a)              (b) 
Fig. 2.15   (a) HRTEM image of a ∑=3 {111} twin in Cu imaged along a <110> zone axis

[34] (b) typical grain boundary in aluminium [36]. 
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dimensional regions and only a few atomic sizes in thickness (5 to 10 Ao) in an otherwise 

perfect crystal.  

Grain boundaries are non-equilibrium defects of crystals, contrary to vacancies, 

for example. This is because the energy of the grain boundary cannot be compensated by 

configuration entropy, which is small for grain boundaries [35]. The potential grain 

boundary unit area per unit volume is as follows: 

where aΩ is the atomic volume, bσ is the surface tension, T is the temperature, A is the 

surface area, k is the number of components. 

 

Small angle grain boundaries 

 If the misorientation between adjacent grains is small, a set of dislocations can be 

used to make the grain boundary. This has been confirmed by soap bubble model as well 

as high-resolution electron microscopy (HREM). Symmetric tilt boundary consists of 

single set of dislocations as follows [36]: 

where b is burgers vector, d is dislocation spacing, ϕ  is the rotation angle. From the 

above equation, it is clear that dislocation spacing decreases with increasing rotation 

angle. The free energy of a small angle grain boundary can be calculated using the stress 

field of dislocation in an infinite periodic arrangement in the order of the dislocation 

spacing d. The energy of an edge dislocation per unit length, therefore reads as follows 

[36]: 
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where µ  is the shear modulus, υ  is poisons ratio, or  is the radius of the dislocation core 

radius ( )b≈ , and cE is the energy of dislocation core. Thus for a symmetric tilt boundary 

with tilt angle ϕ , the number of dislocations per unit length n 1 d b= = ϕ , and thus the 

grain boundary energy per unit area is given by [36]: 

with cA E b=  and ( )B b 4 1= µ π − ν . The curve in Fig. 2.16 (b) was calculated using 

equation (2.21) for Al and agrees for angle o15ϕ < . 

 

Large angle grain boundaries 

 For rotation angles greater than 15 degrees, the dislocation model fails, because 

the dislocation cores tend to overlap. Fig. 2.16 (a) shows the typical low and high angle 

grain boundaries using a simple soap bubble experiment. Thus the dislocations lose their 

identity as individual lattice defects so that equation (2.21) does not apply any more. 

Therefore, grain boundaries with rotation angles in excess of 15 degrees are termed high 

angle grain boundaries. A fundamental reason for the failure of the above model is the 

requirement of starting periodic dislocation arrangement to minimize grain boundary 

energy.  
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 In a perfect crystal the atoms have a defined (averaged) position, which is 

determined by the minimum of the free energy. Any deviation from this position 

necessarily increases the free energy. Therefore, it can be assumed that the crystal will try 

to keep the atoms as much as possible in their ideal position and also in the grain 

boundary. There are orientation relationships, where crystallographic planes continue 

through the grain boundary from one crystal to the other, i.e. there are atomic positions in 

the grain boundary, which coincide with ideal positions of both adjacent lattices. Such 

lattice points are called coincidence sites. Since the orientation relationship between the 

adjacent crystals is described by a rotation, it can be investigated under what condition 

coincidence sites will occur. Since both crystal lattices are periodic, the coincidence sites 

also must be periodic, i.e. they also define a lattice, the coincidence site lattice (CSL). As 

a measure for the density of the coincidence sites or for the size of the elementary cell of 

the CSL, researchers define the quantity: 

Σ  = Vol. of elem. cell of CSL / Vol. of elem. cell of crystal lattice (2.22)

Fig. 2.16 (a) High angle and low angle tilt boundary explained using soap bubble
experiment. (b) Comparison of measured energies (dashed line) against
populations for symmetric [110] tilt boundaries in Al [35]. 

(a) (b) 
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Table 2.2 Values of intrinsic stacking fault energy sfγ , twin boundary energy twinγ , 
grain-boundary energy gbγ and crystal vapor surface energy svγ for various 
metals [36]. 

 
Metal sfγ  twinγ  gbγ  svγ  

Ag 16 8 790 1140 
Al 166 75 325 980 
Au 32 15 364 1485 
Cu 45 24 625 1725 
Fe - - 780 1950 
Ni 125 43 866 2280 
Pd 180 - - - 
Pt 322 161 1000 3000 

Mg 125 - - - 
Zn 140 - 340 - 

 

Good fit of the atoms (coincidence sites represent atoms with ideal fit) is associated 

with a low energy and hence grain boundary strongly favors running through coincidence 

sites rather than non-coincidence sites. Grain boundaries between crystallites, which have 

an orientation relationship corresponding to a high density of coincidence, are called CSL 

boundaries or special boundaries. The smaller Σ  the more ordered is the grain boundary. 

Small angle grain boundaries can be characterized by 1Σ = , since almost all lattice 

points, except for the atoms of the dislocation cores, are coincidence sites. Grain 

boundaries with twin orientation are defined as 3Σ = and in the coherent twin boundary 

all lattice sites are coincidence sites, thus in a 3-D every third plane parallel to the 

coherent twin boundary is in perfect coincidence. Thus within a single phase metal 

energy is accumulated in the form of interface which contain these defects. Table 2.2 lists 

the energy trapped in the different form of such defects.  
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2.8.1.2 Heterophase interface 
 

In the case of heterophase interface, a silver-rich GP zone in an aluminium-silver 

alloy is a good example [37] (see Fig. 2.17 (a)). The Ag and Al atoms are of similar size 

so that clustering of Ag atoms forms a precipitate, which has a coherent interface mainly 

due to the similar crystal structure. Similar coherent interface exists between 

semiconductor materials such as GaAs-AlGaAs multilayer [38]. These interfaces can be 

mathematically modeled using the Cahn-Hilliard model [39]. In contrast, cobalt-nickel 

martensite interface has a change in Bravais lattice but no change in composition and still 

exhibit a perfect coherent interface, see Fig. 2.17 (b) [40].  

 

 

 

 

 

 

 

 

 

Among the various models, the simplest and easiest model to calculate the 

interfacial energy of a fully coherent interface between two phases α  and β  that differ 

in composition was done by Becker [41]. He employed a nearest neighbor broken bond 

model to derive the coherent solid-solid interphase boundary energy ss
cγ assuming that 

both phases are homogenous up to the interface. The energy is given as follows: 

  (a)      (b) 
Fig. 2.17  HRTEM image of: (a) silver-rich G.P.zone in an aluminium –silver alloy

which shows a coherent interface [37] and (b) Co-Ni interface which is a
FCC-HCP interface [40].  
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where s{hkl}N is the number of atoms per unit area on the {hkl} interface plane, jz is the 

coordination number across the interface, Xα and Xβ are the equilibrium atom fractions 

of atom B in the α and β phases, respectively, and ε  represents the variation in bond 

energy between the two atoms (A and B) which is calculated as the difference between 

the A-B bond energy and the average of A-A and B-B bond energies. For example, to 

compute the energy of Au-Ni system at 400oC, the Xα and Xβ are obtained from phase 

diagram as 0.075 and 0.985 corresponding to that temperature, so 

that ( )2
X X 0.828α β− = . The lattice parameter of gold is 0.40nm and hence 

( )2
s{111}N 4 / 3 0.4e 9= − =1.44x1019 atoms/m2 and jz 3=  for the {111} plane. The factor 

ε  can be calculated from the critical temperature Tc (which is equal to 810.3oC) for this 

alloy ( c A2RT N zε = ). Thus using the above equation ss
c(Au Ni)−γ  was found to 

be 20.107J / m . The limitation of the above equation is that the boundary is infinitely 

sharp and does not include the interface width as a thermodynamic variable. Hence the 

gradient theory and discrete lattice plane models can be used when this assumption fails. 

However this equation is appealingly simple and can be used to obtain an estimate of 

interface boundary energy. 

 When the lattice parameters are similar a semicoherent interface forms. Copper-

silver interface forms a good example for a semicoherent interface (see Fig. 2.18). Here 

the lattice mismatch is around 12 %, which necessitates a dislocation for every nine 

planes [42]. Yet the interface is atomically flat and there is excellent atomic matching 

across the interface between the misfit dislocations, which accommodate the mismatch 

(2.23)( )2ss
c s{hkl} jN z X Xα βγ = − ε
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Fig. 2.18  HRTEM image of a {111} copper-silver interface in a Cu-Ag alloy aged to
grow silver precipitates in the copper matrix is example of semicoherent
interface [42]. Arrow indicate the periodic misfit dislocation.  

locally at the interface. Another example is the interface between cadmium telluride and 

gallium arsenide [43]. Thus this interface arises for small plate shaped precipitates and 

lattice matched semiconductors. In many other cases, there is sufficient lattice mismatch 

that coherent interfaces relax to an unstrained condition with an array of misfit 

dislocations at the interface. 

When an interface takes dislocations to accommodate the mismatch, it is referred 

to as semicoherent (discommnesurate) interface. Turnball [44] suggested that in a 

semicoherent interface between two phases ( )&α β that differ in composition, the energy 

can be calculated as if the total energy consists of a compositional ss
cγ and structural 

ss
sγ component of the interface boundary energies. Thus the additional structural 

component compared to coherent interface was first analyzed by Frank and Vander 

Merwe [45, 46], where the misfit is considered in one direction and the atomic relaxation 

is permitted in the vicinity of the misfit dislocations. The interaction of the atoms across 

the interface boundary is assumed to occur according to a sinusoidal force law and the 

interaction within a given phase is treated on the basis of an elastic continuum, which 

yields the following expression for the misfit dislocation energy at the α β− boundary.  



Literature Review 

 44

where aα and aβ  are the lattice constants, αµ and βµ are the shear moduli and αν and  

βν are Poisson’s ratio in the α and β  phases, respectively. The average lattice constant 

between the two phases is denoted as ( )( )a a a 2α β= +  and the lattice misfit is denoted 

as ( )( )a a / aα β αδ = −  and the repeat distance between the dislocations is denoted as 

( ) ( )2
D a a 4 a aδ α β α β= + − , thus the misfit δ  between the two phases can be shown to 

be a / Dδδ = .  µ  is the shear modulus at the interface and C8 term accounts for elastic 

interactions within each crystal where µ  accounts for the α − β  interface.     

 Incoherent interfaces exist between a germanium particle and aluminum matrix in 

an Al-Ge alloy [47]. In this material, a lattice mismatch of 30% exists and Al & Ge 

exhibits a twin related interface (see Fig. 2.19). In addition, Ge has covalent bonds that 

(2.24)( ) ( )( )( )( )0.5 0.5ss 2 2 2 2
s a 4 1 1 ln 2 1 2γ = µ π + Λ − + Λ − Λ Λ + Λ − Λ

Fig. 2.19 HRTEM image of a aluminium –germanium interface showing a typical
incoherent interface [36, 47]. 

(2.25)
( )82 C /Λ = πδ µ

( ) ( )( ) 1

8C 1 / 1 /
−

α α β β= − ν µ + − ν µ
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are directional compared to the Al, which has a FCC structure made of metallic bonds. 

Hence unlike the previous mentioned interfaces, no relaxation takes place at an 

incoherent interface. Yet in Al-Ge, experiment results show that interface plane parallels 

the common close packed {1 1 1} planes in the two phases, so as to minimize the 

interface energy by faceting along common close-packed planes. Similar example is a 

krypton-graphite interface. These interface differ from semicoherent interface and that 

there is no local relaxation of the misfit into dislocations at the interface. Instead, the 

misfit is spread evenly across the entire interface and the two phases retain their bulk 

structure up to the interfacial plane, where they terminate abruptly. Thus this type of 

interface possesses high interfacial energy and low strength. An upper limit and a 

reasonable estimate can be obtained by adding the surface energies of the two 

crystallographic faces (hkl) of the α and β phases. Thus, in common, the heterophase 

interfaces also exhibit a interface plane which is generally atomically flat and parallel to 

the common close-packed planes in the crystals.  

Table 2.3 Interface boundary energies ( SSγ ) for the three types of interface [35]. 

Interface ( )SS 2mJ / mγ  

Coherent 5-200 
Semi-coherent 200-800 

Incoherent 800-2500 
 

In summary, the above examples show that there is a strong tendency for solid-

solid interface in materials to lie along close-packed planes so as to minimize their 

interfacial energy and hence are planar in nature. Dissimilar material phases also wishes 

to align their close packed directions across the interface to achieve a minimal energy. In 

conditions where parallel close-packed planes are favored, atomic row matching is 
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favored. Table 2.3 shows the comparison of the interface energies for the three different 

interfaces. 

2.8.3 Metal-Ceramic Interface 

Metal-ceramic interfaces (MCI) are typically heterophase boundaries and are 

subject to intense research and of several conferences [48-50].  In a dynamic system the 

MCIs should transmit forces and heat without failure in a structural application as shown 

in Fig. 2.20. Hence interfaces determine the overall efficiency. For discontinuously 

reinforced MMCs, the main mechanism of interfacial bonding has not been fully 

understood. Here in the following sections, the various ideas of bonding at different 

levels are being reviewed. 

 Based on the literature review, Al-SiC composite is a very popular system among 

material systems in metal matrix composites. Four different models have been proposed 

for metal-ceramic interfaces: (1) direct electronic bonding between the atoms across the 

interface, (2) a chemical bond due to the reaction at the interface that forms another 

Ceramic

Matrix 

Load 

Fig. 2.20 Typical Metal-Ceramic Interface in MMCs and how damage arises [49]. 



Literature Review 

 47

compound, such as Al4C3, (3) inter-diffusion at the interface and (4) the presence of SiO2 

film at the interface to which both, the matrix and reinforcement adhere. 

 

2.8.3.1 Atomic Model 

Al has a lattice size of asic = 0.405 nm while SiC has an hcp structure of asic = 

0.307 nm and csic = 1.503nm. The basal plane of SiC is the natural cleavage plane and 

this accounts for the platelet shape of SiC particles. It is reasonable to assume that the 

basal plane controls the overall crystalline orientation relation between the SiC and Al. 

Calculations using O-lattice theory show that the <111> planes of Al parallel to the 

(0001) basal plane of SiC are energetically more favorable choice over the <112> of Al 

parallel to the (0001) basal plane of SiC.  

 

Table 2.4: Bond lengths and binding energies of combinations of Si, C and Al atoms. 

Bond length (Ao) Binding energy (eV) System Experiment Theory Experiment Theory 
Al-Al 2.56 2.71 1.55 1.26 
Si-Si 2.25 2.26 3.21 2.83 
C-C 1.243 1.26 6.08 5.26 
Al-C 1.95 2.00 1.86 3.19 
Si-C 1.70 1.71 - 4.28 
Al-Si 2.41 2.42 2.60 2.37 

 

Literature review shows only few attempts are made to understand the atomic 

arrangements at the interface using first principles.  A spectroscopic study of Bermudez 

[49] shows the physical and electronic structure of the interface between the Al and SiC. 

He found that aluminium deposited at room temperature forms islands randomly 

distributed over the surface. Al aggregates at C-rich sites and at high temperature reacts 

with carbon to form carbide (Al4C3). He also observed a shift in the 2p level of Al to 
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higher binding energy while the 2p shell of Si goes to a lower binding energy. Table 2.4 

lists the bond lengths and binding energy of the various bonds formed out of 

combinations of Si, C and Al atoms predicted by Rao and Jena [50] using a self-

consistent quantum mechanical calculation method which can be compared against 

experimental values. From Table 2.4, the binding energy of the Al-Al bond is the 

weakest, whereas that for C-C is the strongest, but this is understandable since the former 

is metallic bond while the later has a covalent bond. Results show that the binding energy 

of Al-C is significantly higher than that of Al-Al and Al-Si. This is because of charge 

transfer between Al and Si is smaller than that between Al and C, but in both cases 

charge transfer is from Al. The overall strength of the Al-C bond implies that when an 

interface is formed between Al and SiC, Al would prefer to bond with a C-terminated SiC 

matrix. Similar conclusion can be arrived by comparing the ionization potential of C, Al 

and Si atoms, which are -11.26, -5.99 and –8.15 eV, respectively. Clearly in the case of 

Al-C bond it would be energetically preferable to transfer electrons from the Al to C. 

This is in agreement with the annealing studies [4] where Al was found to aggregate to 

the C-rich sites.  

Structural studies by quantitative high-resolution transmission electron 

microscopy as well as investigations on chemical processes and bonding across the 

interface by analytical electron microscopy (AEM) have been used by various researchers 

to study the ceramic-metal interface. Fig. 2.21 shows global and localized image of a Al-

TiC interface [51]. Studies of Li et al. [53] showed that bond or adhesion energy 

enhances when (111) planes of Al bonding parallel to the (0001) planes of SiC, with a 

dislocation separation distance of 40 nm in Al, along the interface. Thus studies showed 
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that if the process does not lead to recrystallization of the matrix a random chance exists 

for an orientation relationship to form, which will have a greatest adhesive energy and 

conversely the smallest strain energy. On the other hand, if the matrix is in the molten 

state then it appears more likely that the lowest strain energy orientation relationship will 

form.  

 

2.8.3.2 Ion Exchange 

 Ion exchange is a possible mechanism which takes places at the metal-ceramic 

interface. This is used to induce a compressive stress in the near surface regions of 

silicate glasses [54]. The principle driving force for the ion-exchange is the entropy of 

mixing. For example in the studies of Raj et al. [55] they showed the ceramic which was 

a magnesium aluminium spinel and the metal which was nominally pure aluminium, the 

exchange reaction can be written as follows: 

MgO.1.25Al2O3 +x.Al → Mg1-xO.1.25Al2+x/1.25 O3 +xMgss (2.26) 

             (a)      (b) 
Fig. 2.21  Al-TiC interface showing: (a) dislocation structure and (b) interface

showing the lattice misfit [53].  
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The spinel contains two cations, Mg2+ and Al3+. The ideal spinel structure consists of 

cubic closed packed arrays of oxygen ions with divalent and trivalent cations distributed 

in the tetrahedral (A) and octahedral (B) sites, respectively. However, the cations may 

exchange their position by the following reaction: 

MgA+AlB = Mg’
B

 + Al-
A 

The terms on the left hand side denote the cation locations in the ideal crystal. The 

inverse cation locations are given on the right.  The Mg divalent ion present in the 

octahedral site embodies an effective negative charge of one unit and the Al trivalent ion 

in the tetrahedral site carries a positive charge of equal magnitude. The enthalpy for 

reaction in equation (2.27) becomes comparable to the entropy of mixing at 

approximately 625oC for the present system [55]. The rate of ion-exchange reaction was 

found to depend on the particle size. The small particles have larger surface area to 

volume ratio and hence showed significant progress in the reaction compared to the large 

particles. Thus the ion exchange mechanism is expected to produce a strong cohesion 

between aluminum and magnesium aluminate spinel in the form of electrostatic attraction 

between the charges on either side of the interface. Such an attractive force between 

charges in the ceramic and image charges in the metal have been proposed to explain a 

phemenological observation that interfaces between metals and non-stoichiometric 

ceramics (e.g. spinel) exhibit strong bonding [56]. Similar studies at Nb/Al2O3 interface 

using first principles allow detailed analysis of the bonding [57]. Thus further studies are 

expected to investigate the charge and electrical field gradient near the interface to 

validate and compare between different material systems. 

 

(2.27) 
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2.8.3.3 Reaction at metal-ceramic interface 

At the interface of two dissimilar materials segregation of impurities and/or 

formation of reaction products may occur. These lead to modification of the composite’s 

properties. Therefore it is essential to study the composition and possible reactions at the 

metal-ceramic interface. The best available data by Romero et al. [58] shows that little 

penetration of 40 nm exists between the Al and SiC phases. Studies of Singer et al. [59] 

shows a quaternary phase diagram of Al-Si-C-O (see Fig. 2.22(b)). The composition and 

phase changes were explained in terms of thermo-chemical reactions expected of the Al-

Al2O3-SiC-O2 system. The triangle at its base is the ternary diagram of the Al-Si-C 

system; the three remaining triangles on the sides are ternary diagrams that depict 

oxidation of the three binary legs of the Al-Si-C ternary diagram. Solid or dashed lines 

connecting elements and compounds are tie lines which connect phases in equilibrium. 

Tie-lines inside tetrahedron join with external tie-lines to define tie-planes that 

completely divide the interior space into tetrahedral domains. The four vertices of each 

tetrahedron identify the four “co-existing” phases that are at stable equilibrium products 

   (a)         (b) 
Fig. 2.22  Diffusion profile of Al and Si at the Al-SiC interface [58] (b) Calculated

istothermal quaternary phase diagram for Al-Si-C-O system (Temp 600
to 1000 oC) [59]. 
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of any mixture of compounds or elements within it. For example, adding O to the Al-

implanted SiC layer moves the composition off the Al-SiC tie line into the Al-SiC-Al4C3-

Al2O3 tetrahedron. The tie-line between Al and SiC indicates that Al does not react with 

SiC at low temperature. At higher temperature thermodynamic unstability can occur 

giving rise to the following reaction which affects the final composites’ properties: 

4 Al+ 3 SiC ⇒ Al4C3 + 3 Si 

Studies of Handwerker et al. [60] showed Sritharan et al. [60] reported that Al4C3 forms 

as discrete precipitates parallel to the (0001) direction forming ledges and forms easily 

identifiable ledges and pits which are visible in optical and SEM microscopes.  Studies 

have shown that Al-SiC is thermally stable up to 650oC although substantial penetration 

of Al into SiC parallel to the basal planes is seen to occur at temperature above 680oC 

while at temperature higher than 700oC the formation of Al4C3 occurs [60-62]. Fig. 2.23 

shows by holding the Al-SiC interface at high temperature the carbide reaction takes 

place significantly with 15 minutes [63]. Du et al. [64] reported such Al4C3 precipitates in 

Al-implanted SiC formed at 500oC, and a continuous dense Al6Si2O13 phase formed in 

Al-implanted SiC oxidized at 1300oC.  

(2.28) 

(a) (b) 
Fig. 2.23  SEM micrographs showing (a) clean interface of a SiC particle just after

addition in Al melt and (b) reacted interface with Al4C3 interface after 15
minutes holding time. [63]. 
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  Studies of Evans and Boyd [65] showed that a 40 nm thick amorphous interface 

layer develops during processing of the composite material by diffusion of Al and Mg 

into the preexisting SiO2 layer on the 3 µm SiC particles, in which particle-matrix 

adhesion takes place at this interface. Ratnaparkhi and Howe [66] produced an Al/SiC 

composite by diffusion bonding surfaces and observed an amorphous interface layer 

having similar thickness and composition as in the present work. Prior to deformation, 

stacking faults were observed in the SiC particles. At a plastic strain of 0.7%, perfect 

dislocations are observed in the SiC and the stacking faults disappear. These dislocations 

are due to the combination of applied stress and the residual micro stresses present in the 

SiC particles after cooling. The accumulation of perfect dislocations in the SiC leading to 

particle cracking was also observed. However the particle matrix decohesion in the MMC 

studied appears to be associated with an amorphous Si-Mg-Al-O layer at the interface. 

Using a method based on an interfacial energy criterion [67], the local critical stress for 

fracture of the interfacial layer is calculated to be 200-300 MPa. 

 

Fig. 2.24 SEM micrographs showing: (a) as received SiC particles (b) Oxide coated
SiC particles (c) the thickness of oxidized layer (HRTEM image) of the
composite reinforced with SiC particles at 1100oC for 2 hours [65]. 
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2.8.3.4 Wetting of Ceramics by Liquid Metals 

 Even though aggregation of Al to C rich sites at Al-SiC interface can be seen at a 

molecular level, for a quantitative understanding of the interfacial adhesion in metal-

matrix composites, it is however necessary to consider the geometry, composition and 

atomic relaxations at the interface. Good wetting between the solid ceramic phase and the 

liquid metal matrix is an essential condition for the generation of a satisfactory bond 

between metal-reinforcement.  

 Wettability can be defined as the ability of a liquid to spread over a solid surface 

and express the extent of intimate contact between the two phases. The fundamental 

thermodynamic property of an interface is the free energy per unit area γ . It can be 

determined by measured the contact angle between a drop of the liquid and the solid 

substrate, as shown in Fig. 2.25. The contact angle θ  is related to the surface energy of 

the vapour-solid interface svγ  and the liquid-solid interface lvγ . When a liquid drop wets a 

solid surface, it replaces the solid-vapour interface and hence this will occur provided it 

results in a decrease in free energy of the total system. The bonding force between the 

liquid and solid phase, i.e. the work of adhesion Wad is defined as: 

Vapour

Molten 
Metal

Ceramic Solid

γlv

γsv γsl
θ

Vapour

Molten 
Metal

Ceramic Solid

γlv

γsv γsl
θ

Fig. 2.25  (a) Typical spreading of molten Al on ceramic substrate [69], (b) definition
of contact angle and (c) incomplete coating of Au on alumina surface [70].

(a) (b) (c) 
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The magnitude of the contact angle decides the wettability, as follows [68]: 

• 0θ = denotes perfect wetting 

• 180θ = denotes no wetting  

• 0 90< θ < denotes partial wetting and 90 180< θ < denotes nonwetting. 

A liquid is said to wet when sv slγ > γ which happens when cos 0θ > . Table 2.5 lists the 

contact angles of molten aluminum under different temperature and substrate materials.  

Table 2.5 Contact angle formed by liquid Al with various ceramic phases. 

Ceramic phase Temperature 
(deg.C) 

Angle θ  
(degrees) 

Vacuum 
(Torr) Reference 

SiC 900 150 2.7x10-4 [70] 
 1100 42 2.7x10-4 [71] 

B4C 900 135 10-5 to 10-6 [72] 
 1100 120 10-5 to 10-6 [72] 

Al2O3 900 120 10-5 [73] 
 1100 80 10-4 [73] 

 

Wetting of a liquid metal on a solid ceramic surface can be promoted by various 

methods: 

1. The addition of alloying elements to the matrix alloy. 

2. Coating the ceramic particulates. 

3. Treatment of the ceramic particulates. 

Addition of reactive elements to the liquid melt promotes wetting. For example, 

addition of Mg, Ca, Ti or Zr to the liquid melt reduces the surface tension of the melt, 

decreasing the solid-liquid interfacial energy of the melt or inducing wettability by 

chemical reaction. In Al based composites, Mg has a greater effect in wetting and 

promoting distribution than other materials such as Ce, La, Zr and Ti [73], Bi, Pb, Zn, 

( )ad lv sv sl lvW 1 cos= γ + γ − γ ≈ γ + θ (2.29) 
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and Cu [74]. The addition of 3 wt. % Mg to Al reduces its surface tension from 0.760 to 

0.620 at 720oC. The reduction is very sharp for the initial 1 wt. % Mg addition, e.g. with 

1 wt. % Mg the surface energy of an Al alloy drops from 860 to 650 dyn/cm. This is 

because, Mg has a lower surface tension of 0.599 N/m compared with that of Al (0.760 

N/m) or Al-11.8 wt. % Si alloy (0.817 N/m). 

 Heat treatment of particles before dispersion in the melt helps in desorption of 

gases and altering the surface composition for example in heating SiC particle to 900oC 

due to the formation of an oxide layer on the surface [75] (see Fig. 2.24). The ability of 

this particle oxide layer to improve the wettability of SiC particles by an alloy melt has 

been suggested by several investigators [76-77], and its action is distinctly different from 

that of a melt oxide layer which is a barrier to wetting. The addition of preheated alumina 

particles in an Al-Mg melt has also been found to improve the wetting of alumina [78, 

79].  

 Pretreatment to achieve a clean surface using ultrasonic techniques, various 

etching techniques and heating in suitable atmosphere helps to enhance wetting [80].  The 

silica layer grown naturally or artificially on the surface of SiC particles used in Al based 

MMCs, helps to resist Al attack on SiC and the formation of Al4C3 and to improve 

wettability by Al which would result from the reaction between Al and the SiO2 layer 

[81]. 

 In general surface of non-metallic particles are difficult to wet by liquid metal. 

Hence wetting by a prior coating of the particles by a wettable metal, is commonly 

practiced since a liquid metal always almost wets a solid metal [82]. Such coating is 

possible using chemical vapour deposition (CVD), plasma vapour deposition (PVD), 
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electroplating, cementation, plasma spraying [83] and sol-gel processes [84]. Ni and Cu 

are good candidates for coating the particles [85-89].  

 Other mechanical methods such as stirring in a semi-solid state did help to 

promote wettability between SiC particles and Al-Si and Al-Mg alloys. Application of 

ultrasonic vibration in a liquid melt also helps in promoting the wetting of alumina by 

aluminium [90]. Experimental results show that contact angle varies with time and hence 

mixing time is one of the important variables. Near linear decrease of wetting angle with 

time for the SiC/Al system was observed at 900oC by Kohler and Halverson et al. [91]. 

Similarly, Berman and Pask [92] observed linear dependence with time for Al-Al2O3 

interface. Hence processing time should be controlled so that the coating does not 

dissolve completely. 

 Thus from metallurgical consideration the desired interfacial region in a 

composite relies on the following factors: 

1. A good contact between reinforcement and matrix to establish satisfactory 

wetting of the reinforcement by the matrix. 

2. Minimal variation in lattice spacing and crystal structure between the phases. 

3. A very low rate of chemical reaction at the interface and little or no inter-

diffusion between the component phases so that the reinforcement is not 

degraded. 

 

2.9  Effect of particulate reinforcement in metals  

 In addition to the above damping mechanisms which are encountered in a ductile 

metallic matrix the contribution of ceramic particulates to the overall MMC damping may 
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also be related to the increase in dislocation density in the metallic matrix as a result of 

thermal strain mismatch between the ceramic particulates and metallic matrix during 

fabrication [93-96]. The residual thermal mismatch strain is proportional to the difference 

between the CTEs of the reinforcement and matrix, for example, the CTE of SiC and Al 

alloy is around 4ppm and 23ppm, respectively [23]. Several studies [26, 95] have shown 

that the dislocation density found in as-quenched, age-hardenable Al alloys is low, 

typically less than 1012 m-2, but the dislocation density in Al matrices containing ceramic 

particulates is of the order of 1013 to 1014 m-2 with the actual density dependent on the 

temperature interval of cooling, the difference in CTE ( ∆α ) between two phases and the 

shape of the reinforcement. Mathematically it is shown as follows: 

 where b is the burger’s vector, N is number of particles, T∆ is the temperature change, 

and A is the surface area of particles. Studies of Hartman et al. [97] showed that pure 

Al6061 has a dislocation density of 3x1013 m-2 which increases to 70x1013 m-2 and 

80x1013 m-2 under the presence of 5 and 20 vol. % of SiC particles. While the stresses 

induced by cooling are relieved considerably by dislocation generation, some residual 

(internal) stresses can locally surround the reinforcement with a magnitude dependent on 

its shape and spatial distribution [98-99]. These dislocations, generated to accommodate 

the residual thermal mismatch strains associated with the difference between the CTEs of 

the matrix and the reinforcements, are located primarily near the reinforcement-matrix 

interface and decrease with increasing distance from the interface. Fig. 2.21 shows a 

typical dislocation accumulation scenario in Al-TiC interface. In addition, secondary cold 

TNA
b

∆α∆
∆ρ = (2.30)
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forming processes such as extrusion, rolling, etc., produces dislocations called 

geometrically necessary dislocations ( )gρ , which was shown by Ashby [100] as follows: 

where k is a constant, f is volume fraction of particles, b is burgers vector, r is the particle 

radius, and ε is the true plastic strain. Hence the presence of reinforcement may result in a 

greater dislocation density ( )g∆ρ + ρ .  Consequently, these become a possible source of 

high internal friction because of the motion of the dislocations under cyclic loading based 

on the Granato-Lucke Mechanism [29] explained in the previous sections. Fig. 2.26 

shows the actual dislocations motion from experimental observation.  

 The dislocation motion can be observed in terms of yield stress increase due to the 

impediment by the particle reinforcements. This increase in strength is related to the 

stress needed to force a dislocation between two inclusions. The total passage stress can 

be expressed as [101]: 

 

g
k f
rb
ε

ρ = (2.31)

pass
b 5 f

2
µ⎛ ⎞ ⎛ ⎞σ = + µ ε⎜ ⎟ ⎜ ⎟λ π⎝ ⎠ ⎝ ⎠

(2.32)

        (a)      (b) 
Fig. 2.26  (a) Orowan loops around alumina particles in Cu30%Zn due to higher

shear strength of the particle and (b) dislocation cuts a relatively soft
precipitate in Ni 19%Cr6%Al [24]. 
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where µ  is the shear modulus of the matrix, b is the burgers vector, λ  is the inter-particle 

spacing, f is the volume fraction of reinforcement and ε is the plastic strain. Hence the 

actual strength of the composite that includes the effect of the thermal mismatch induced 

internal stress is given as: 

 

 

where γ  is a material constant and fε is the failure strain. Hence the work hardening rate 

is given as follows: 

 

Fig. 2.27 shows the variation in working hardening rate vs. plastic strain for Al-SiC 

MMC samples containing three different weight percentage viz., 6, 8 and 17. Thus the 

increase in dislocation with strain can be confirmed by studying the hardening behavior. 

pass m
f

b 5 1 f
2

⎛ ⎞µ ε⎛ ⎞ ⎛ ⎞σ = σ + + γ − µ ε⎜ ⎟⎜ ⎟ ⎜ ⎟λ π ε⎝ ⎠ ⎝ ⎠ ⎝ ⎠
(2.33)

f

d 4.8 f 1
d

⎛ ⎞σ ε
= µγ −⎜ ⎟ε ε⎝ ⎠

(2.34)

Fig. 2.27 Work hardening behavior of Al-SiC MMC systems [101]. 
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Damping studies of Zhang et al. [21, 102] clearly showed that the damping 

capacity due to presence of SiC particles in the Al6061 matrix exhibits a temperature, 

frequency (see Fig. 2.28) and strain amplitude dependence of internal friction (see Fig. 

2.29).  Due to dislocation motion dependence on strain amplitude (equtaion (2.10)), there 

is a critical strain amplitude (εc) of 10-5 below which only the frequency dependency is 

dominant. Above the εc the damping loss factor increases drastically as shown in Fig. 

     (a)       (b) 
Fig. 2.28  Variation of damping loss factor and stiffness of: (a) pure Al6061-T6

matrix and (b) Al6061-T6 with 5 vol. % SiCp [21]. 

   (a)      (b) 
Fig. 2.29  (a) Variation of damping loss factor with strain amplitude for 6061/SiCp, (b)

same data in terms of strain amplitude against product of strain amplitude
over damping loss factor shows a linear behavior using which the
coefficients are determined [102]. 
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   (a)      (b) 
Fig. 2.30  Variation of  internal friction in Al matrix (a) under increasing temperature and

with and without the presence of 13 vol. % of SiCp [103] (b) with different vol.
% of saffil fibers and  under heating and cooling part of a thermal cycle [104]. 

2.29, which can be studied by plotting the variation of strain amplitude and the product of 

strain amplitude and damping loss factor and thus enabling to determine the material 

constants and dislocation density [102]. The presence of dislocation can also be studied 

by varying the temperature and volume fraction of reinforcement. Results of Can Wang 

et al. [103] showed that the presence of 13 vol. % of SiCp clearly increases the damping 

characteristics compared to the monolithic material condition, especially at higher 

temperature and the effect of grain boundary sliding is also clearly visible at a 

temperature of 475 oK (Fig. 2.30 (a)).  Results of Schaller et al. [104] showed (Fig. 2.30 

(b)) that under increasing volume fraction of saffil fibers (10 to 30 %) the internal friction 

of the Al matrix increased proportionally, and the rate of change in the internal friction 

with heating and cooling were different. Thus the effect of temperature, strain-rate (or 

frequency) and strain amplitude were clearly observed experimentally (Fig. 2.28 to 2.30) 

that could be attributed to the dislocation motion behavior and explained using G-L 

theory that was described in section 2.7. 
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 Addition of discontinuous ceramic particulates results in grain refinement which 

is described mathematically by Humphreys [105] by assuming each particle nucleates 

one grain, as follows: 

where d is the particle size and f is the volume fraction of reinforcement. The above 

equation is verified for Al-SiCp composites with d ranging from 3 to 100 µm and f 

ranging from 0.05 to 0.3. Miller and Humphreys [105] showed the recrystallized grain 

size by nucleation (as above equation) holds good for particles above 20 µm, but for 

particles below 3  µm, a grain size corresponding to a grain growth limited grain size, 

Dgsp, Zener’s pinning relation holds good [106]. 

As described earlier, grain boundary sliding results in enhanced damping especially at 

elevated temperature (300oC in Al) and in MMCs the increased presence of grain 

boundary will definitely result in enhanced damping at elevated temperature. This is 

confirmed in the damping results of Wang and Zhu [103] (Fig.  2.30 (a)), where the 

additional hump for Al/SiC sample confirms the enhanced grain boundary sliding.  

In addition, based on the research works of Bishop and Kinra [107], addition of 

ceramic particulate improves the Elasto-ThermoDynamic (ETD) damping capability of 

the metallic matrix. Moreover, for particle and fiber-reinforced MMCs, it has been 

established that the ETD can be tailored to develop composite materials with high 

stiffness, strength and better damping properties [107]. Srivastava et al. [108] have 

reported a full dynamic solution (including inertia terms) for the calculation of ETD in 

heterogeneous materials.  

( )1/3

gbp 1/3

d 1 f
D

f
−

= (2.35)

gsp
2dD
3f

= (2.36)
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3.1 Introduction 

Experimental methods involved in the measurement of damping loss factor vary 

in the nature of deformation that is applied on the test specimen. The two basic types of 

deformation are: (a) shear deformation, where the shape of the material changes without 

volume change, and (b) dilatational deformation, where there are volume changes 

without any shape change [14, 109]. Most common techniques that are used to determine 

the damping behaviour of metal-based materials include: (1) time domain based torsion 

test method in which a cylindrical specimen is deformed in torsion to produce pure shear 

deformation and (2) time domain based flexural test method in which a suspended beam 

or a cantilever beam is deformed in bending and the transient vibration’s settling time of 

vibration is recorded [23].  

In the present research, a dynamic mechanical analyzer was built for a cantilever 

type specimen. The method was able to predict damping from 1Hz to 100 Hz at different 

temperatures and strain amplitudes. Fig.3.1 shows the typical arrangement, methodology, 

result and calculation procedure. The results matched the works of Lavernia and Zhang  

[21]. Similarly a simple impact type experimental setup using cantilever arrangement and 

laser based response measurement was setup. Fig. 3.2 shows the typical arrangement, 

methodology and results of an aluminium sample. Here again the method was successful 

only for low frequencies up to 30 Hz. The samples need to be long enough such that they 

would exhibit bending vibration but if it were too long, the sample vibrates at multi-

modes and hence the calculated procedure as explained in Fig. 3.2 (d) is no more 

applicable. As mentioned, these procedures essentially provide damping only below 100 

Hz, but design engineer involved in fast machines have bandwidth upto 2000Hz and 
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hence interest to develop a measurement close to this frequency is of much interest. Some 

researchers used ultrasonic methods to study damping [20] but their frequencies cross 

frequencies above 20 KHz to several MHz and hence not useful from structural and 

Fig. 3.1 (a) to (d) Dynamic mechanical analysis equipment built using a rotary to
reciprocating conversion mechanism to measure the energy dissipated within
each cycle (e) phase lag measured between stress and strain (f) actual result for
pure Al sample and (g) Calculation of energy spent and maximum strain energy
from the hysterisis loop. 
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mechanical designers’ point of view. 

The results of the literature search revealed that no attempt is made so far to 

determine the damping behaviour of material using free-free type suspended beam 

technique utilizing frequency domain based circle-fit approach. Such a method ensures 

minimum energy dissipation to the support and differentiates each mode of vibration if 

the sample vibrates at multi-modes. Accordingly, in the present study, the feasibility of 

free-free type suspended beam approach was devised to determine the damping 

behaviour of metal based monolithic and composite samples. The damping loss factor,η , 

corresponding to the resonant frequency was obtained from a form of circle-fit method. 

In the following sections, the theoretical background for this method is elaborated. 

3dB
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Fig. 3.2 Time domain damping measurement: (a) sample mounting and using laser to
measure, (b) actual measurement result, (c) & (d) idealizing the decay as a
SDOF with single frequency and (f) calculation procedure. 
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3.2 Free-Free beam type method 

 The flexural vibration of a long slender specimen in the transverse direction under 

suspended beam support condition, shown in Fig. 3.3, can be mathematically described 

by the Bernoulli-Euler equation as follows [111, 112]:  

where y is the transverse displacement, t is time, x is the position along the beam, γ  is the 

density, A is the cross-sectional area of the beam, E is the Young’s modulus and I is the 

second moment of the cross-sectional area. Practically the round specimen can be 

assumed to be slender if the length to diameter ratio is greater than 25. 

 Equation (3.1) is a fourth order differential equation, which can be solved to 

arrive at the natural frequency of vibration of the beam for various end support conditions 

0
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Fig. 3.3  Schematic diagram showing experimental setup of suspended beam technique.
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[36].  The deformation of the specimen under the free-free type condition can be 

described as [111]: 

where l is the sample length and k is a constant such that ( )kl 4.73≈ for the first mode. 

To achieve the free-free support condition in a practical situation, the beam is suspended 

at the vibration nodal points by nylon strings. From equation (3.2) the node points can be 

determined corresponding to the first bending mode which is around 0.224 times the 

sample length.  The natural frequency (ωn) of the beam under the free-free condition such 

that it exhibits the bending mode is given by the following equation: 

 

3.3 Presence of End Mass at Ends 

 In the present study, the above method was also extended to alter the resonant 

frequency of the specimen. This was achieved by attaching end masses at both ends of 

the beam (see Fig. 3.4 (a)) and the beam was suspended at the vibration nodal points by 

nylon strings. Under this condition, the boundary conditions at the two ends can be 

expressed as follows [111, 112]: 

 Thus solving equation (3.1) and (3.4), the corresponding fundamental natural frequency 

(ωn) of the beam with end masses can be expressed by the following equation: 

4n LA
EI4.22
γ

=ω (3.3)

( ) ( )

( ) ( ) ( )

2 23

e 2 3 2

2 3 2

e 2 3 2
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Fig. 3.4  (a) Schematic diagram showing experimental setup of suspended beam technique,
(b) enlarged sketch showing the fastening method of end mass shown as detail ‘A’,
(c) actual load and sensor placement direction and (d) sketch explaining the sensor
placement location. 
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where me and mb are the mass of the end mass and beam, respectively. It is observed that 

if the end mass exceeds five times of the specimen (beam) mass then end mass acts like a 

hinge location. Thus by varying the end mass size the resonant frequency can be varied 

and the corresponding frequency can be determined. In the present study, a small impact 

force is applied using the modally tuned hammer and the vibration response is measured 

using a small mass type accelerometer. Generally an added mass such as accelerometer 

should not exceed 3% of the specimen weight. In the present study the accelerometer 

used less than few grams in weight. Results from the computations are available as plots 

of amplitude against frequency and are called frequency response function (FRF).  The 

ratio of the displacement response to the applied force is called receptance frequency 

response function, which is calculated using fast fourier transform (FFT) method [113]. 

The FRF is mathematically computed by dividing the cross power spectrum 

x,fS ( j )ω estimate between input and output by the input auto power spectrum estimate 

f ,fS ( j )ω  as follows [113]: 

 

Fig. 3.5 shows a typical receptance FRF for a pure Al sample, which shows the 

sharp resonance peak and hence using conventional damping calculation which is 

performed for polymer samples becomes difficult. Further the exact natural frequency 

and the damping property is measured using the circle-fit method, which is described in 

the following section. 
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3.4 The circle-fit method 

As shown in Fig. 3.5, metallic samples have low damping hence special methods 

are required to handle measurement data containing low damping signals. The circle-fit 

method, first introduced by Kennedy and Pancu [114] uses the Argand plane to display 

the real and the imaginary parts of the receptance frequency response function (FRF). 

Around each natural frequency, the FRF curve approaches a circle and the natural 

frequency is located at the point where the rate of change of arc length with frequency 

attains a maximum. The model assumed that the damping is the hysteretic one and the 

damping factor is evaluated from a simplified half-power points calculation and the mode 

shapes are calculated from the ratios of the diameters of the circles, fitted around each 

natural frequency for the various output responses. A comprehensive study of the circle-

fitting method has been presented by Ewins [115].  In the present study, the circle-fitting 

method was implemented as software, which predicts accurately the natural frequency ωn 

and the damping factor η . Based on vibration theory [115], the receptance frequency 

 
Fig. 3.5  Typical real part of receptance frequency response function (FRF) of a

metallic sample which shows the resonance peak is so sharp that damping
calculation is difficult to derive the damping factor.  
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response function of an N degree of freedom system with hysteretic damping is given by 

the following equation: 

where rη , rω  and r
jkC are the hysteretic damping ratio, natural frequency and complex 

modal constant, respectively, associated with each mode r. 

 From experimental results of beam vibration close to a particular mode’s 

frequency range the contribution of the out-of-range modes to the total response is a 

constant. Therefore, the receptance can be expressed as [115]: 

where r
jkD is a complex constant associated with mode r. The nyquist plot of 

12
rr

22
r )i( −ωη+ω−ω is a circle. Thus, multiplication by the complex constant r

jkC means a 

magnification or reduction of the circle radius, as well as a certain rotation. Addition of 
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Fig. 3.6 Typical receptance frequency response function (FRF) showing the use of the

natural frequency and two data points to derive the damping factor.  
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r
jkD corresponds to a simple translation of the circle in the argand plane. In practice, the 

complete curve will not be exactly a circle around each natural frequency, but the curve 

will have circular arcs around those frequencies especially when close modes exists. 

In the present study, the derivation of the damping factor and the natural 

frequency associated with a particular mode of the beam, relies on the fitting of a circle 

based on the minimisation of error ( 1e ) to the M data points of the frequency response 

curve near the resonant frequency.  The error e1 can be represented as follows: 

where xo and yo are the coordinates of the circle centre and Ro is the radius of the circle 

fit.  

 The location and determination of the natural frequency are usually based on a 

frequency spacing technique.  For a given mode, and apart from the effect of the complex 

modal constant, the phase angle rθ  associated with the dynamic response is given by 

equation (3.7) from which the resonant frequency rω  can be derived when r
2 dθdω is a 

minimum. 

Since angle θ and angle γ are related as shown in Fig. 3.6 (a), it is evident that 

calculating the minimum of r
2 dγdω  is the same as r

2 dθdω .  Fig. 3.6(b) shows a 

typical circle fit plot for a pure Al sample which shows the frequency spacing variation 

near resonance. Thus taking two points a and b on the circle, one corresponding to a 
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frequency below the natural frequency bω and another corresponding to a frequency 

above the natural frequency aω , the damping factor rη  can be expressed as follows: 

 

3.5 Damping Interpretation 

It may be noted that under low damping conditions such as in composite 

specimens, equation (3.12) can be used to relate the loss factor η to the other damping 

measures, where, ψ is the ratio between the energy dissipated during each loading cycle, 

W∆ , and the maximum energy stored during the cycle, W, ζ is the damping ratio, δ is 

the logarithmic decrement, φ  is the phase angle between the applied stress and the 

resultant strain, Q-1 is the inverse quality factor, A(t1) and A(t2) are the displacements at 

times t1 and t2, respectively, and fr is the resonant frequency [23]. 

In the experimental method used in the present study various forms of damping 

can be expected to influence the specimen vibration other than the material damping, 

such as support energy dissipation due to strings and aerodynamic drag on the specimen 

surface. The specimen is hung at its nodal points of the first bending mode, which 

ensures that the relative displacement of the strings with respect to the beam surface is 

kept to a minimum. Secondly, as stated by Ewins [115] if the support in a free-free 

system is kept perpendicular to the direction of motion then the energy dissipated through 

the strings is expected to be negligible. This is because the strings are of soft material 
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type (such as nylon) whose stiffness is very low compared to the aluminium-based 

sample. Secondly the present suspension system is like a pendulum arrangement whose 

resonant frequency (ωsn) provides a resonant frequency which depends only on the 

suspension length (Ls) as follows [112]: 

 In the present study, the length was maintained at 0.4 m, which provides a resonant 

frequency of 0.79 Hz that simulates closer to a free-free type condition.  

When a beam is supported by two resilient strings that support the beam by a 

distance that is slightly off from the node point of vibration from beam, it can dissipate a 

fraction of the vibration energy of the beam.  To quantify the energy dissipated by the 

string support placed at a distance ‘a’ from the nodal location of the beam, reasonable 

assumptions were made which are listed in the following paragraphs. 

The vibration pattern for any end mass can be predicted by solving the Euler-

Bernoulli equation and the boundary conditions described by equation (3.2). For example, 

in the case of free-free type beam the mode shape gives the characteristics vibration 

pattern of the specimen under resonance operating condition as follows [1]: 

where iλ and iσ depends on the mode number and for first bending mode they are found 

to be 4.73 and 0.9825, respectively [1]. When the string is held at a distance ‘a’ from the 

node location, which is denoted as the distance xa from the free end of the beam, it is 

expected to vibrate sinusoidally (as o nA sin tω , where A is the maximum amplitude at 

string support and nω is the beam resonant frequency). The node location for a free-free 

sn
s

gω = L (3.13)

i i i i
i i

x x x xy cosh cos sinh sin
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beam can be computed from the equation (3.14) to be 0.224 times the beam length from 

the free end. The maximum vibration amplitude Ao at the string supports can be 

computed in terms of beam’s amplitude at distance xa, using the equation (3.14) as 

follows: 

For example, if the string is supported at a distance of 5 mm from the nodal point of 

dislocation, the vibration amplitude of the string end is expected to be around 0.111 

compared to the beam’s center vibration amplitude.  

Using the string displacement variation with time and the damping capability of 

the string material, the energy dissipated by the string support in one cycle can be shown 

as follows: 

where, Vstring is the volume of the each string, nω is the beam resonant frequency, K is the 

string stiffness which can be taken to be the axial stiffness of the string (as an upper 

bound of its maximum stiffness) that is equal to ( )s s sE .A / L , where Es, As and Ls are the 

Young’s modulus, area of cross-section and length of the string support. In the present 

study, nylon strings of 1mm diameter and 0.4m long with an elastic modulus of 1GPa [2] 

was used as the resilient support for the beam. The damping loss factor of nylon string 

stringη is around 0.1 [2]. Further, the energy dissipated by the two strings at the beam 

resonant frequency can be expressed as an equivalent damping loss factor stringη  as 

follows:   
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where, m is the mass of the beam, 2
X is the mean square of the vibration amplitude and 

ω is the resonant frequency of the beam. Thus using the above assumptions it can be 

shown that for a magnesium beam under free-free support, the strings placed at 5mm 

distance from the nodal position can provide an equivalent damping loss factor of around 

2.7x10-13, which is significantly less than the damping loss factor of pure magnesium of 

0.0038 [18]. 

 In addition, the specimen experiences aerodynamic drag as it vibrates in the open 

atmosphere. The aerodynamic drag of the specimen is always opposite to the direction of 

velocity and has a magnitude given by [111]: 

where  sgn(v) denotes the sign of the velocity v, Ap is the area of the specimen projected 

on a plane perpendicular to the direction of motion and ρ is the density of the air. CD(Re) 

is the drag coefficient of a cylindrical rod perpendicular to flow which depends on the 

Reynolds number (Re) and based on the experiment results of Blevins [111] the drag 

coefficient of the specimen in the present study can experience a drag coefficient of 2.5, 

based on the specimen dimensions, such as diameter and length, which were maintained 

to be 300mm and 10mm long, respectively.  

Further, the energy dissipated over one cycle of motion due to damping force Fdrag 

can be shown as follows: 

2
drag D p

1F =C (Re)A ρsgn(v)v
2
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The energy dissipated per cycle E∆  can be expressed as damping ratio ζ  by 

dividing it by the critical damping factor ( )cr nC 2 m= ω , where m is the specimen mass 

and nω  is the natural frequency. The damping ratio can be further expressed as damping 

loss factor airη  using equation (3.19) as follows:  

where X is the vibration amplitude and ω is the frequency of vibration. Using this 

approach, the damping loss factor due to aerodynamic forces corresponding to a 

deformation amplitude which can cause a strain amplitude of 10-6 in the specimen was 

calculated corresponding to resonant frequency of the rods and normal ambient condition. 

This amounted to be 2x10-7 which is very low compared to the typical material damping 

loss factor of the metallic specimen which is around 0.0023 in the present study. 

Secondly, in the present study the support damping due to strings as well as due to drag 

forces are expected to be same for all the specimens due to their similar dimensions and 

since they were subjected to similar loading conditions. 

Using equation (3.3), the elastic modulus of the sample can be determined by 

using the sample dimensions (viz., diameter and length) as well as the density of the 

sample. Thus with the knowledge of the elastic modulus and damping from the single 

experiment, the material can be mapped on to a Ashby map explained in Fig. 2.6. To 

assess materials, internal damping of the beam material can be taken into account by 

expressing the elastic modulus of the material as a complex quantity E* for any lightly 

damped material such as metallic materials [2] which can be written at any given 

temperature in terms of the loss factorη  as follows: 

D p
air

n

4 C A X
3 m
ρ ω

η =
πω

(3.20)



New Free-Free Beam Method Coupled With Circle-Fit Approach 

 80

elastic anelasticε = ε + ε (3.22)

( )anelastic loading initial 1 exp t /−ε =ε − − τ⎡ ⎤⎣ ⎦ (3.23)

( )anelastic unloading initial exp t/−ε =ε − τ⎡ ⎤⎣ ⎦ (3.24)

where i denotes the complex number. Thus from the above details the storage modulus 

and loss modulus can be differentiated as obtained from a typical dynamic mechanical 

analysis experiment [116]. Thus the testing methodology introduced in this study 

provides the researchers with yet another tool for measuring the damping behavior of 

materials. 

Material damping is related to the time-dependent elastic behavior of materials. 

Metallic materials respond to an applied load not only by an instantaneous elastic strain 

elasticε  that is time independent, but also by a strain lagging behind the applied load, which 

is time dependent in nature. Therefore the overall strain ε is the sum of elastic part εelastic 

and the anelastic part εanelastic as described in equation (3.22), while the variation in the 

anelastic part of the strain for the loading and the unloading part can be expressed as 

anelastic loading−ε and anelastic unloading−ε by equation (3.23) and (3.24), respectively, as follows [18]: 

where initialε is the initial strain, t is the time and τ  is the relaxation constant which 

signifies the intrinsic energy dissipated within the material. Hence such a strain response 

under a sinusoidally varying applied stress σ  with a frequency ω , results in a hysterisis 

loop, which represents the energy dissipated in one loading cycle W∆  and can be 

mathematically represented as follows: 

( )*E E 1 i= + η (3.21)

W .d∆ = σ ε∫ (3.25)
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t / 2

t 0
W .d

ω =π

ω =
= σ ε∫ (3.26)

The maximum strain energy W can be shown to be: 

The damping loss factor η , which is the ratio of W∆  versus W, can be shown to be a 

function of the time constant τ  based on the above described equations. Furthermore, the 

stiffness of the material *E which is the ratio of stress versus strain at any given time 

instant can be shown to be a complex number due to the anelastic behavior based on the 

above equations (i.e. from (3.21) to (3.24)) and hence related to the measured modulus 

and damping loss factor, as follows: 

where 'E is the storage modulus, ''E is the loss modulus, c is a constant and i is the 

complex number ( )1− .  
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4.1 Materials and Processes 

 As noted earlier there are principally two methods of preparing the composites: 

power metallurgy and solidification method. Processing of MMCs can be done using a 

number of techniques which is primarily grouped under: (a) solid state, (b) partial solid 

state and (c) liquid state categories [117-119]. The selection of the processing technique 

is very important since the final properties depend on the resultant microstructures, and 

interfacial bond as discussed in chapter 2. With such a wide range of processing routes 

available, the appropriate choice will depend on the application and acceptable cost. 

 

4.1.1 Solid state processing 

Solid state processes are generally used to obtain the highest strength properties in 

MMCs, partly because segregation effects and brittle reaction product formation are at a 

minimum for these processes when compared to liquid state processes. The main solid 

state processes are: powder metallurgy, diffusion bonding and mechanical alloying. In the 

present study nano-grained samples were prepared using powder metallurgy and 

mechanical alloying methods which are explained in the following sections. 

 

Powder Metallurgy 

Powder metallurgy is the most commonly used method in solid state processing 

[117]. Metal powder is first blended with reinforcement particulates. A cold isostatic 

pressing is utilized to obtain a green compact that is then thoroughly outgassed and 

forged or extruded. The main advantage of the PM route is that it allows any alloy and 

any type of reinforcement to be used as matrix and reinforcement, respectively, the 



Experimental Procedures 

 84

working temperature can be adjusted to minimize reaction and high volume fraction of 

reinforcement can be achieved. The disadvantages include handling the powder, removal 

of process control agent which act as contamination and high cost of the method.  

 

Mechanical alloying 

In this method a high energy impact mill is used to continuously fragment and 

reweld powder particles as fresh internal surfaces are exposed. Frictional heating at the 

particle interface causes local melting and consolidation and rapid heat extraction by the 

cooler particle interior causes rapid solidification. Hence composites produced by this 

method are often strong due to high dislocation density and homogenous due to the 

thorough mixing of the constituents. The main disadvantage of this process is the reduced 

ductility of its products and the contamination that come from the steel balls. This 

method has been successful in preparing nano-grained powders of pure metals such as Cu 

and Ni [120]. 

 

4.1.2 Liquid Spray Processing 

Liquid state processes can be classified by the method used to physically combine 

the matrix and reinforcement. They can be divided into four major categories: (a) 

dispersion (b) infiltration (c) spraying and (d) in-situ fabrication [118].  

 

Vortex Method 

 In this method, the metallic matrix is superheated in the molten range and the 

reinforcement is subsequently incorporated in loose form. Most metal-reinforcement 
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exhibit poor wetting so mechanical agitation is required to combine the 2 phases. The 

challenges include settling of reinforcement particulates and the limited volume fraction 

of reinforcement that can be incorporated. Settling of reinforcement results due to density 

difference between reinforcement particulates and the matrix melt, for example, SiC has a 

density of 3.2 g/cc while molten Al and Mg has a density of 2.7 g/cc and 1.7 g/cc, 

respectively. The volume fraction of reinforcement is limited as the viscosity of the melt 

increases with particle incorporation and becomes non-newtonian [117]. As a result, the 

power requirements necessary for mixing limits the amount of reinforcement that can be 

incorporated. 

 

Disintegrated Melt Deposition Method 

In the present study a new innovative method was used which is based on 

utilizing the best features of vortex mixing, casting and spray processing. The benefits of 

microstructural refinement, reduced segregation and minimal interfacial reactions give it 

great potential as a fabrication technique for MMCs. This method is popularly known as 

Disintegrated Melt Deposition (DMD) technique [121]. It involves incorporating the 

ceramic particulates by vortex mixing. The resulting slurry is then disintegrated by jets of 

inert gas and subsequently deposited on a metallic substrate. Unlike conventional spray 

processes, the DMD technique employs higher superheat temperatures and lower 

impinging gas jet velocity. This process produces only bulk composite material and 

avoids the formation of over-spray powders. It offers both the features of finer grain size 

and low segregation of spray processes, and the simplicity and cost effectiveness of 
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conventional foundry processes. This technique was thus chosen as the primary process 

in the present study to fabricate the composites. 

 

4.2 Microstructure Characterization 

Microstructural characterization was conducted on the extruded composite 

samples in the metallographically polished condition in order to determine the presence 

of micropores, interfacial integrity between the reinforcement and the matrix, and the 

constitutional characteristics of the metallic matrix. Initially, the samples were polished 

and were examined using optical microscopy technique to determine the grain size and 

grain morphology of the MMCs. JEOL JSM-T330A scanning electron microscope 

(SEM) equipped with energy dispersive spectroscopy (EDS) was used for the 

microstructure analysis of the monolithic and composite samples. Scanning Electron 

Microscope (SEM) was used to investigate: (i) the distribution of particulates (ii) the 

interfacial bonding, and (iii) the presence of porosity.  

 

4.3 Density and Porosity Measurement 

The densities of the extruded composite samples were measured by Archimedes’ 

principle. The specimens were weighed in air and in distilled water using an A & D ER-

182A electronic balance to an accuracy of ± 0.0001g.  The porosity was then calculated 

from the measured composite density, theoretically computed rule of mixture density and 

the reinforcement weight fractions [122-123].  
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4.4 Thermo-Mechanical Testing 

The thermo-mechanical study was intended to measure the coefficient of thermal 

expansion (CTE). The test was carried out using the Setaram 92 TMA 16-18 machine 

that uses a spherical ended, 5mm-diameter alumina probe. The top and bottom surfaces 

of test specimen were ground using a 300 grit SiC abrasive paper to ensure that the 

specimens’surfaces were flat. A test sequence of temperature range from 20oC to 400oC 

was used for each of the extruded specimen. The temperature was measured by a K-type, 

coaxial thermocouple and the test was carried out in an inert environment of argon gas. 

The data was obtained in the form of curves of dimension changes versus temperature 

and time. The Setaram software was used to calculate the average coefficient of thermal 

expansion. 

 

4.5 Tensile Testing and Fractography 

Tensile testing of the extruded samples was conducted in accordance with the 

ASTM E8M-96 standard [124] on round tension test specimens of diameter 5mm and 

gauge length 25mm using an automated servo-hydraulic testing machine (Instron 8501), 

with cross head speed set at 0.254 mm.min-1. An initial strain rate of 1.69x10-4 s-1 was 

used. Fractographic studies using SEM studies were also conducted on the tensile 

fractured surfaces of the extruded composite samples in order to provide insight into their 

failure mechanisms.  

 

4.6 Hardness measurement 

The micro-hardness measurements were conducted on the monolithic and 
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reinforced samples using a digital micro-hardness tester (Matsuzawa model MXT50). 

Microhardness measurements were carried out using a pyramidal diamond indenter with 

a facing angle of 136o employing an indenting load of 25gf and a dwell time of 15 

seconds [125]. In the composite specimens, the microhardness measurements were made 

on the following regions: the aluminium matrix, the reinforcement wire, and the 

interfacial zone.  

 

4.7  Suspended Beam Dynamic Testing 

The most popular flexural mounting method is Free-Free beam method (see Fig. 

3.3).  Based on the ASTM C1259-98 standard [126], the beam is suspended at its nodes 

by two nylon strings whose inertia is very low so as to minimize the energy dissipated 

through the strings.  Under a resonance condition, nodes and anti-nodes are the locations 

in the beam that would undergo minimum and maximum vibration amplitude, 

respectively, and can be detected from the mode shape (see chapter 3). 

The experiment was performed with the accelerometer placed at the anti-nodal 

position [110], viz., at the centre of the beam length so as to capture the first mode of 

flexural vibration, which would be similar to a half sine wave.  Initially a preliminary 

analysis was performed to find the nodal points of the bending mode. The strings were 

placed at this position to minimize the energy loss passed into the strings. The nodal 

points for beams of uniform section in a free-free suspension are at distances from the 

free ends of approximately 0.224L and 0.776L, where L is the length of the beam [110, 

111]. Very little exciting energy is required, even for very large specimens, because the 
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measurement is performed at very low strain amplitude. Hence only a very light tap is 

sufficient to initiate the measurement.  

The excitations were provided using a modally tuned hammer equipped with load 

sensor at the tip. The tip material can be changed from nylon to steel so as to change the 

impulse duration when the excitation is applied [115]. Following excitation, first mode of 

flexural vibrations was captured by accelerometer and the frequency response function 

thus obtained was used to determine natural frequency and damping factor using circle-fit 

method. Thus, the damping factor ηfree can be expressed using the angles shown in Fig. 

3.6, as follows [11]: 

It may be noted that under low damping conditions such as in metallic specimens, 

equation (2) can be used to relate the loss factor η to the other damping measures, where, 

ψ is the ratio between the energy dissipated during each loading cycle, W∆ , and the 

maximum energy stored during the cycle, W, ζ is the damping ratio, δ is the logarithmic 

decrement, φ is the phase angle between the applied stress and the resultant strain, Q-1 is 

the inverse quality factor, A(t1) and A(t2) are the displacements at times t1 and t2, 

respectively, and fr is the resonant frequency [7]. 

 

Based on the ASTM standard C1259-98 [10], the dynamic elastic modulus is 

expressed as equation (4.3), in terms of fundamental natural frequency, in rad/sec, mass 

of the bar (m), in grams, and the beam dimensions, viz., diameter (d) and  length (L), in 
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mm.  The error due to finite diameter of the bar and the Poisson’s ratio of the material is 

accounted by the correction factor C. For bars with slenderness ratio (k = L/d) greater 

than 20, it is given by (1+4.939/k2).   

The impulse excitation technique performed on the suspended beam is exceptionally 

simple and fast and has many advantages. It was found to be highly repeatable to provide 

FRF data and the method is non-destructive. It uses low cost instrumentation and can 

accommodate a wide variety of specimen configurations and sizes.  Moreover, the 

present experimental method was designed to minimize the support energy dissipation 

due to strings and the aerodynamic drag on the specimen surface. The circle-fit approach 

was also found to be feasible in determining the damping factor from the suspended 

beam’s FRF data in the case of pure polycrystalline Al and Mg specimens and metal 

matrix composite samples [8, 9].   
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5.0 Introduction 

 Stiffer materials with high damping property are actively sought for dynamic 

mechanical systems such as in spacecrafts, semiconductor equipments and robotics. 

Particulate reinforced metal matrix composites (PRMMCs) are becoming popular among 

the various types of MMCs in terms of usage. These materials exhibit isotropic material 

behaviour with enhanced stiffness and strength compared to their parent material 

conditions. Particulate type reinforcement is found to be cost effective compared to 

fiber/whisker type reinforcement condition. Magnesium and aluminium are the well known 

light weight metals that have the capability to exhibit good ductility to act as the matrix 

material and exhibits enhanced mechanical properties when it is unified with ceramic 

particulates such as Alumina and SiC [95, 129-130]. In related studies, it has been shown 

that the addition of SiC particulates to the magnesium matrix assists in improving physical 

properties and elastic and plastic response of magnesium matrix [122]. The results of the 

literature search, however, reveal that no attempt is made to investigate the effect of 

particulate size and volume fraction on the room temperature damping behavior of pure 

monolithic metals (Al and Mg). In addition, the damping characterization using the 

methodology of impact-based measurement coupled with the unique circle-fit approach is 

also never attempted. 

Accordingly, the primary objective of this investigation was to characterize the 

damping behavior of monolithic and reinforced Al and Mg matrix using the new 

methodology involving suspended beam method coupled with circle-fit approach. 

Particular emphasis was placed to study the effect of SiC volume fraction on the energy 

dissipation of the Al and Mg-based composite formulations. 
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5.1 Materials and Processes 

In this study, two different sets of material were investigated to understand the 

effect of metallic matrix, particulate weight percentage and particulate size on the overall 

damping capacity of the composite sample. The details of the materials sets are as 

follows: 

Case A: Magnesium based composites with matrix of 99.8% initial purity magnesium 

containing 7.6, 14.9 and 26.0 weight percentages of SiC particulates were processed 

using molten metal based technique and hot extruded at 350oC [122]. 

Case B: Aluminium based composites with matrix of 99.8% initial purity aluminium 

containing 5.2, 13.9 and 17.7 weight percentages of SiC particulates were processed 

using conventional casting method (CCM) and hot extruded at 350oC [123].  

 

5.2 Results 

Microstructure Characterization 

The results of the microstructural studies conducted on the monolithic and MMC 

specimens are listed in Table 5.1. The grain morphology of the extruded specimens was 

observed using an optical microscope and representative micrographs are shown in Figs. 

5.1 and 5.2. The grain morphology of the matrix was found to be equiaxed. Tables 5.1 

and 5.2 show a decrease in average grain size with an increase in weight percentage of 

SiC.  
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Figures 5.1 and 5.2 are SEM and optical micrographs showing the microstructural 

characteristics of the composite and the monolithic samples. Uniform distribution of SiC 

was found with some presence of clustering and porosity in all the three different sample 

sets. Close inspection of the SiC particulate at high magnification in all the three material 

cases, shown in Figs. 5.1  (a) for case A and Figs. 5.2 (d) for case B, illustrates that the 

interfacial bonding (assessed in terms of voids and debonded regions) is good. 

 

Fig. 5.1 (a) SEM micrograph showing the particulate/matrix interface in Mg/20µm SiC
sample. (b) SEM micrograph showing the distribution of SiC particulate in
Mg/20µm SiC sample. (e) Optical micrograph showing equiaxed grain
morphology of pure magnesium sample. (f) Optical micrograph showing
equiaxed grain morphology of Mg/20µm SiC sample. 

 

(a) (b) 

(c) (d) 
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(a) (b) 

(e) (f)

Fig. 5.2  (a) SEM micrograph showing the distribution of SiC particulate in Al-5.2 wt.% 
SiC sample. (d) SEM micrograph showing the particulate/matrix interface in 
Al-5.2 wt.% SiC sample. (e) Optical micrograph showing equiaxed grain 
morphology of pure aluminium sample. (f) Optical micrograph showing 
equiaxed grain morphology Al-17.7 wt.% SiC sample. 

 Table 5.1  Results of microstructural studies conducted on Case A monolithic Mg and 
Mg-SiC composite samples. 

SiC Weight  
% 

Density 
(g/cm3) 

Porosity  
(%) 

Metal matrix 
grain Size (µm) 

Grain 
aspect ratio 

SiC size 
(µm) 

SiC aspect 
ratio 

0.0 1.74 0.00 27.7 1.4 - - 
7.6 1.78 0.84 24.5 1.4 22.8 1.64 

14.9 1.85 1.14 21.5 1.4 22.8 1.62 
26.0 1.96 0.91 19.4 1.5 23.0 1.56 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 5.2  Results of microstructural studies conducted on Case B monolithic Al and Al-

SiC composite samples. 
SiC Weight  

% 
Density 
(g/cm3) 

Porosity  
(%) 

Metal matrix 
grain Size (µm) 

Grain 
aspect ratio 

SiC size 
(µm) 

SiC aspect 
ratio 

- 2.697 0.12 55.40 1.53 - - 
5.2 2.713 0.26 47.87 1.54 15.58 1.65 

13.9 2.732 0.77 42.84 1.54 14.10 1.54 
17.7 2.741 0.95 35.69 1.48 12.51 1.48 
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Density and Porosity Measurement 

The results of the experimental density values are listed in Tables 5.1 and 5.2. The 

volume fraction of porosity, which is computed from the determined density values and 

the results of the chemical dissolution, is also included. 

Thermo-Mechanical Testing 

The thermo-mechanical study for the MMC samples was conducted and the 

average coefficients of thermal expansion (CTE) of the composite samples were 

determined and are listed in Tables 5.3 and 5.4. Results show that the CTE of the metallic 

matrix (Al and Mg) decreases with an increase in SiC weight percentage.  

Table 5.3 Theoretical and experimental results of Case A monolithic and MMC samples. 
SiC 

Weight  
(%) 

Interparticle 
spacing 

(µm) 

Volume 
percentage of 
plastic zone 

(%) 

Estimated 
dislocation 

density  
(m-2) 

C.T.E 
αexp   

(x10-6/oC) 

Free-Free 
Loss factor 

 freeη  

ROM 
Loss 

factor  

ROMη  

0.0 - - - 29.354 0.0047 0.0047 
7.6 140.3 15.3 6.1E+11 28.045 0.0074 0.0045 

14.9 98.6 30.9 1.3E+12 24.325 0.0124 0.0043 
26.0 72.7 56.8 2.6E+12 23.377 0.0168 0.0040 

 
 

 

1 

 
(a)       (b) 

Fig. 5.3  SEM micrograph of tensile fractured specimens of: (a) Al/17.7 wt. % SiC sample
and (b) Mg/14.9 wt. % SiC sample, which  is denoted with (1) interfacial
debonding of SiC particulate and the metallic matrix and (2) SiC particulate
breakage. 
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Tensile Testing and Fractography 

Figure 5.3 shows typical interfacial debonding and particulate breakage observed 

in the fracture surface of both aluminium and magnesium based composite sample 

containing SiC particulate. The results of the fracture surface analysis conducted on the 

tensile tested specimens revealed a cleavage type fracture in both Al and Mg based 

samples for monolithic and composite samples. In all the composite samples, particle 

Fig. 5.4  Typical receptance frequency response function (FRF) showing actual FRF
data of: (a) pure magenisium (b) Mg/7.6 wt.% SiC (c) Mg/14.9 wt.% SiC
(d) Mg/26.0 wt.% SiC.

(c (d) 
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fracture and particle/matrix interfacial debonding as the reinforcement associated fracture 

mechanisms were observed (see Fig. 5.3).  

Table 5.4  Theoretical and experimental results of Case B monolithic and MMC samples. 
SiC 

Weight  
(%) 

Inter-
particle 
spacing 

(µm) 

Volume 
percent of 

plastic 
zone (%) 

Estimated 
dislocation 

density  
(m-2) 

Coef. of 
thermal 

expansion 
αexp  (x10-6/oC) 

Free-Free 
Loss factor 

 freeη  

ROM Loss 
factor  

ROMη  

- - - - 25.892 0.0029 0.0029 
5.2 90.90 29.33 9.9E+11 24.566 0.0034 0.0028 

13.9 51.75 76.90 3.0E+12 23.213 0.0045 0.0026 
17.7 38.10 98.40 4.7E+12 22.555 0.0058 0.0025 
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Fig. 5.5  Typical receptance frequency response function (FRF) showing actual FRF

data of: (a) pure aluminium (b) Al/5.2 wt.% SiC (c) Al/13.9 wt.% SiC (d)
Al/17.7 wt.% SiC.



Ceramic Particulates Reinforced Metal Matrix Composites 

 99

 Suspended Beam Vibration Testing 

Suspended beam vibration testing was used in the present study to study the 

dynamic characteristics of the composite sample. Figs. 5.4 and 5.5 shows typical 

receptance frequency response function (FRF) showing actual FRF data of the composite 

samples which were used to compute the damping loss factor. The damping loss factor 

freeη  results were benchmarked against respective monolithic sample and are listed in 

Tables 5.3 and 5.4. 

 

5.3 Discussion 

The impulse excitation technique performed on the suspended beam was found to 

be highly repeatable and has many advantages.  The method is non-destructive, uses low 

cost instrumentation and can accommodate a wide variety of specimen configurations 

and sizes.  The impulse excitation technique is exceptionally simple and fast and was 

seen to provide repeated FRF data of the suspended beam. 

The circle-fit approach was found to be efficient in determining the damping 

factor from the suspended beam’s FRF data. Using this approach, the damping factor of 

pure magnesium (case A) was found to be 0.0047, which can be compared with the 

logarithmic decrement based damping measurements of Trojanova et al. [45] which 

ranges from 0.001 to 0.004. The damping factor of pure aluminium for case B was found 

to be 0.00293, which can be compared with axial damping measurements of Lazan which 

range from 0.0003 to 0.006 [4]. In general, the results varied with a standard deviation of 

300ppm. The discrepancy in the measured values against published results for these 

monolithic materials can be attributed to the difference in the operational frequency and 
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strain amplitude [23, 131] as well as due to the difference in the material processing 

method which results in different microstructure in terms of grain size and shape [132].  

Tables 5.3 to 5.4 lists the experimentally determined loss factor variation with 

increase in weight percentage of SiC in the composite samples. The damping capacity of 

the metal matrix composite is directly related to the damping capacity of each of its 

constituents. Rule of mixture can be taken as a simplistic approach that may be utilized to 

rationalize the resultant damping capacity in particulate reinforced MMCs. Thus the 

overall damping capacity ROMη , listed in Tables 5.3 and 5.4, would be proportional to 

the damping capacities of the reinforcement, rη , and the metal matrix, mη , multiplied by 

their respective volume fractions, f and (1-f), as follows:  

SiC has lower loss factor of the order of 0.0001 (refer Fig. 2.6(b)) as compared to 

magnesium and aluminium, which has an order of 0.0047 and 0.00293, respectively 

(based on the present study). From Tables 5.3 and 5.4, damping factor ROMη  calculated 

using rule of mixtures for different weight percentage of SiC in Mg/Al matrix, it is clear 

that addition of SiC in the Mg/Al matrix would result in the decrease in damping capacity 

of the resultant composite. This discrepancy between the experimental results and ROM 

prediction can be accounted to the intrinsic and extrinsic damping mechanisms working 

simultaneously.  

It is interesting to note that for both good and bad interfacial bonding condition 

between the ceramic particle and the metal matrix, the overall damping characteristics 

increases in a MMC due to different damping mechanisms. In the present study, fracture 

surface of the tensile test specimens for the MMC sample sets (A) and (B) showed in 

)f1(f mrROM −η+η=η (5.1)
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general, fracture path passing through the particle, confirming a reasonably good 

interfacial bond at the matrix-reinforcement interface. Under this situation, a semi-

coherent or incoherent interface exists at the atomistic level [133] and explained 

previously in section 2.8.3. Thus in the present study, the increased damping can be seen 

as a result of the presence of plastic zone, increase in dislocation density and due to other 

damping sources such as ETD damping and grain boundary sliding mechanisms which 

would be critically analyzed for its validity in the following paragraphs. 

In PRMMCs inclusion of the hard ceramic particulates causes high residual 

stresses around the particulates in the form of an annular plastic zone due to large 

difference in the coefficient of thermal expansion of metallic matrix and ceramic 

reinforcement, which are responsible for the generation of plastic zone at the 

particulate/matrix interface. The CTE for SiC is 4.3 ppm/oC [23] and for Mg and Al is 28 

ppm/oC and 25.8 ppm/oC, respectively, from the present study (refer Tables 5.3 and 5.4). 

Based on the works of Dunand and Mortensen [134] with an assumption of elastic-

perfectly plastic material behavior, the size of the plastic zone Cs can be estimated as: 

where ∆α is the difference between the CTEs of metallic matrix and reinforcement, ∆T is 

the temperature difference which is around 327o C, E and ν are the matrix elastic 

modulus and Poisson’s ratio, yσ  is the matrix yield stress and rs is the particulate radius. 

Thus for the present experiment samples containing SiC particulates, the plastic zone 

radius is calculated with a basic assumption of spherical particle shape using equation 

(5.2), and the corresponding volume fraction is listed in Tables 5.3 and 5.4.  Recently 
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based on mechanical spectroscopic studies, Carreno-Morelli, Urreta and Schaller [135] 

proposed a simplistic model to determine the damping due to plastic zone as follows: 

where fzp is the plastic zone volume fraction, Gc is the shear modulus of the composite 

sample, σo is the alternating shear stress amplitude and ε is the corresponding strain  

acting on the specimen. Thus it is clear from equation (5.3) that the damping depends 

directly on the volume fraction of the plastic zone and the strain amplitude. Also it is 

clear that the overlapping of plastic zones can occur for situations when the plastic zone 

is larger with smaller inter-particulate distance which is possible as the weight percentage 

increases. Tables 5.3 and 5.4 list the predicted inter-particulate distance for the 

experiment samples based on the model of Nardone and Prewo [136] described as 

follows:  

where λ is the inter-particulate spacing,  t, l and Vf are the thickness, length and volume 

fraction of the SiC particulate, respectively. Thus presence of clusters can be expected to 

change the plastic zones and thereby influence the overall damping capacity. The 

influence of the SiC reinforcement on the elastic-plastic behavior of the metallic matrix 

was also investigated by modelling the two-phase composite as a cell model using finite 

element method (FEM) and is explained in a separate chapter in this thesis.  

Another contributing damping mechanism arises due to an increase in dislocation 

density in the metallic matrix due to the presence of the hard and brittle reinforcing 

particulates. These dislocations are generated due to thermal mismatch strain caused due 
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to the difference in coefficient of thermal expansion values between the metal matrix and 

hard brittle reinforcing phase. As mentioned previously, the CTE difference between  SiC 

and metallic matrix, viz., Mg and Al which is around 28 ppm/oC and 25.8 ppm/oC, 

respectively, from the present study. Thus the dislocation density generated can be quite 

significant at the interface and can be predicted using the model based on prismatic 

punching of dislocations at a ceramic particulate [137]. Thus it can be shown in the form 

of equation (5.5) that the dislocation density ρ depends on the thermal mismatch strain, ε, 

(the product of temperature change, ∆T, during solidification of MMCs and CTE 

difference, ∆α, between reinforcement and matrix), the volume fraction of the ceramic 

reinforcement, f, the Burgers vector, b, the particulate size, t, and the particulate aspect 

ratio, s.  B is a geometric constant that depends on the aspect ratio (it varies between 12 

for equiaxed particulate and 4 for whisker-like particulate) [137]. For both Al-SiC and 

Mg-SiC, the thermal mismatch strain during cooling is found to be typically 0.7% during 

cooling from 350oC to room temperature. Based on equation (5.5) the dislocation density 

for the different experiment samples were calculated and are listed in Table 5.4 to 5.6 

using the SiC particulates’ microstructural measurements listed in Tables 5.1 and 5.2 and 

with an assumption for the burgers vector of 0.3nm for Mg and 0.32nm for Al [138]. 

Granato-Lucke mechanism is a well-accepted theory that explains the damping 

mechanism by dislocations [29]. When a dislocation is pinned by two obstacles such as 

the impurity atoms, ceramic particulates or antiplane dislocations, it behaves like an 

elastic vibrating string. Under low amplitude of the applied cyclic load the string vibrates 

to dissipate energy. Thus at low strain amplitude the damping is independent of the strain 

)V1(bt
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amplitude and is dependent only on the frequency while at high strain amplitude the 

damping nature increases tremendously due to breakaway of the dislocations from their 

pinned positions due to excessive bowing [29, 101].  

In the present experimental setup, the strain amplitude induced in the specimen is 

of the order of 10-6 at which the dislocation-based damping is mainly due to frequency 

dependent part and is expressed as follows:  

where ao is a numerical factor of order 1, B is the damping constant, ω is the operating 

frequency, L is the effective dislocation loop length which depends on the pinning 

distance, C is the dislocation line tension ( 2Gb5.0≈ ), G is the shear modulus, b is 

burgers vector and Λ  is the total dislocation density. This shows that the damping 

depends on the dislocation density, frequency of cyclic stress and burgers vector b of the 

bulk material [101, 139]. Thus increased density of dislocation due to presence of SiC 

particulates in the magnesium matrix contributes towards increased dislocation-based 

damping characteristics in the MMC. It may also be noted that the dislocation density 

increases with SiC weight percentage (equation (5.5)) and thus an increase in damping of 

the magnesium matrix was expected due to increase in SiC weight percentage. The 

experimental results listed in Table 5.3 and 5.4 conform to this hypothesis. 

 Based on the Al/SiC and Mg/SiC samples the following observations can be made 

from the damping results in Table 5.3 for Mg-SiC composites (Case A) and Table 5.4 for 

Al-SiC composites (Case B), it is clear that the damping capacity of the composite 

sample increases with SiC weight percentage. This increase in the damping capacity can 

be explained due to the increase in plastic zones and dislocation density listed in Table 

(5.6)22
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5.3 and Table 5.4 for the respective samples based on equation (5.2) and equation (5.5), 

respectively. 

In addition, the higher damping can be attributed to the presence of voids based 

on the damping studies of Zhang, Gungor and Lavernia [140] on Al alloy, which showed 

that the presence of voids in the metallic matrix also provides additional damping to the 

composite. It may be noted that under the applied cyclic load, high stresses can result 

near the voids due to stress concentration [141] and this can contribute to the overall 

energy dissipation as described by equation (5.4). 

Apart from particle’s contribution, the intrinsic damping nature of the metal 

matrix can improve just by the presence of the particle, through the grain refinement of 

the metal matrix. Tables 5.1 and 5.2 show that the average grain diameter of the Al and 

Mg matrix decreases with an increase in weight percentage of SiC. Kê’s damping study 

on single crystal versus polycrystalline aluminium showed clearly that increased presence 

of grains increases the damping tremendously [22], shown in Fig. 2.30 (a), only at high 

temperature around 200-300oC. Hence in the present study, due to room temperature 

experimental conditions, the contribution from grain boundary based damping 

mechanism can be considered minimum. But it can be presumed that the SiC reinforced 

Al and Mg can damp better at higher temperature (200o to 300o C) due to the increased 

grain refinement  as seen in the present study (refer Table 5.1 to 5.2) [21, 26] and shown 

in Fig. 2.28 and Fig. 2.30 (a).  

In addition to the above mentioned intrinsic damping mechanisms elasto-

thermodynamic (ETD) damping can arise in a composite sample [142, 143]. This is based 

on Zener’s research which showed that when a material is stressed in a reversible 
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adiabatic process, thermal gradient is induced in accordance with the Thomson effect [15, 

142]. Heat conducts from the high temperature regions to the low-temperature regions 

and as a consequence of the second law of thermodynamics, entropy is produced which is 

manifested as a conversion of useful mechanical energy into heat. This phenomenon is 

known as the elasto-thermodynamic damping Further research by Kinra and his co-

workers [142] showed that ETD is one of the contributing damping mechanisms in the 

MMCs. In the case of flexural vibration of beams, the ETD arises due to irreversible heat 

transfer from the hotter region where compressive stress prevails to the cooler region 

where tensile stress exists. Zener’s solution of the ETD damping for a beam configuration 

is given by [142]: 

where ω is the circular frequency, τ is the characteristic time of the beam, oΨ is the 

characteristic damping of the beam, α is the coefficient of thermal expansion, RE is the 

relaxed modulus of elasticity, To is the absolute temperature, γ  is the mass per unit 

volume, c is the specific heat per unit mass, k is the isotropic thermal conductivity of the 

material and h is the beam thickness. The ETD damping mechanism is frequency 

dependent and reaches a maximum when the time constant of vibration reaches the 

characteristic time of the beam [15] given by equation (5.9). In another separate research, 

Bishop and Kinra [142] showed using a concentric sphere model, the maximum ETD 

( )2oETD 1 ωτ+
ωτ

Ψ=Ψ (5.7)
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damping achievable for Al-SiC and Mg-SiC particulate system are 0.0024 and 0.0068, 

respectively, for a composition containing 46 weight percentage SiC reinforcement. 

Presently a software is written based on the model of Bishop and Kinra [142] to predict 

the ETD damping of particulate reinforced metal matrix composites for a given volume 

fraction and operational frequency and temperature. Fig. 5.6 shows the predicted 

variation of ETD damping factor (at 1000 Hz vibration frequency and at room 

temperature) with respect to SiC volume fraction in a Al-SiC and a Mg-SiC particulate 

MMC. Note the amount of numerical error that gives rise to noise in the graphs.  In the 

present study, using finite element method a unit cell model has been developed to 

understand how heat transfer takes place which give rise to the energy loss; this is 

explained in a following chapter in this thesis. 

Fig. 5.6  Predicted variation of ETD damping with SiC volume fraction in Al-SiC and
Mg-SiC type particulate MMC samples using closed form analytical
prediction (at 1000Hz and 23oC ) (Note: Noise due to numerical error). 
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In the present study, for the thermo-mechanical properties of the three different 

composite compositions, the magnitude of the ETD at a specimen level (using equation 

5.7 to 5.9) is found to be of the order of 10-4 due to the beam dimensions, which does not 

seem to be significant to explain the experimental observation. But from a micro-

thermoelasticity mechanism, (see Fig. 5.6) damping loss factor for the present sample 

composition is around 8x10-4
 and 3.5x10-4 for Al-SiC and Mg-SiC samples, which when 

compared to monolithic condition turns out to be 27 % and 7 %, respectively. In chapter 

10, more detailed explanation using a numerical model is made regarding thermoelastic 

damping. 

The results of the present study, in essence, reveal that the circle-fit approach 

when combined with the impact-based measurement of the free-free type suspended 

beam is capable of measuring damping loss factor of the metal matrix composites. Hence 

it was motivating to further pursue the research work on other composite formulations to 

further strengthen the viability of this approach.   

 

5.4 Summary 

Following conclusions may be drawn from this part of the research study: 

1. The free-free beam type flexural resonance method can successfully be used with 

circle-fit approach to measure the damping characteristics of the unreinforced and the 

reinforced aluminium and magnesium samples.  

2. In general, the damping of the pure magnesium and pure aluminium matrix increases 

as a result of presence of SiC particulates. 
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3. An increase in damping with an increase in the weight/volume percentage of SiC 

particulates can be attributed to a progressive increase in the energy dissipation. The 

energy dissipation can primarily be attributed to the simultaneous influence of 

increase in volume percentage of plastic zone and increase in dislocation density.  

4.  In the present study, there was no significant macro-ETD damping at a specimen 

level due to chosen specimen dimension and operational frequency, as well as no 

grain boundary damping due to room temperature operation conditions. 
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6.0 Introduction 

Results from the first part of this research gave an encouragement that the 

addition of ceramic particulates resulted in high specific stiffness and strength and   

increased damping capability. Investigation related to machinability of MMCs has shown 

that the presence of hard ceramic phase decreases the tool life of cutting tools drastically 

[144]. Hence the idea of dis-continuous stiffer metallic phase in a ductile metallic phase 

adopted in the present study may enhance the machinability of this new MMC. The 

results of the literature search, however, reveal that no attempt has been made to 

investigate such metallic reinforcements addition on the damping behavior of aluminium.  

Previous studies of Gupta et al. [145] has shown that titanium dissolves in 

aluminium at high temperatures and forms intermetallics with Al following solidification. 

The synthesis and processing of such material is extremely challenging due to the ability 

of Ti to raise the melting temperature of Al and extreme reactive nature of molten Al-Ti 

mixture. In order to avoid these limitations, Ti was subjected to surface modification so 

that it stays as elemental-Ti, mostly, following solidification. In addition, titanium being a 

stiffer material with a elastic modulus of 120 GPa, has a higher melting point of 1667o C, 

and a hardness of 90 HV, and hence when left un-dissolved in molten aluminum matrix 

by proper surface modification on the particle surface, it can result in reinforcing the 

ductile Al matrix, which has a melting point of 660.3o C, elastic modulus of 72.2 GPa and 

a hardness of 15 HV [147]. But, in terms of density, Ti is heavier than Al by 1.6 times 

which can make the composite heavier, but when added in smaller volume fraction this 

effect may not be a significant factor in the design.  Hence the primary objective of this 

investigation was to investigate the energy dissipation of aluminium containing variable 
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amounts of pure Ti phase. In chapter 9, the theoretical predictions are made using a finite 

element method (FEM) based unit-cell model (UCM) that uses a rate-dependent based 

plasticity model so as to validate the experimental results. 

 

6.1 Materials and Processes 

In this study, pure Al (purity > 99.7 %) was the base metal and titanium powders 

with an average size of 19 ± 9 µm were used as the starting materials. To prevent Ti 

dissolution in Al, the Ti particle’s surface was modified by preheating at 400 oC for an 

hour in a ceramic container to produce a surface oxide layer and then added to the molten 

aluminum melt (750 oC) and mechanically stirred using a zirtex-coated stirrer. The 

resultant slurry was allowed to flow out of the crucible and was atomized using argon gas 

jets positioned at a distance of ~ 215 mm from the pouring point and deposited into a 

metallic substrate 500 mm from the disintegrating point.   

 

6.2 Results 

Fig. 6.1(a) shows the typical SEM micrograph of the Ti particulates used as 

reinforcement. The processing parameters were controlled so as to allow only partial 

reaction of titanium with the metallic melt. Three composite ingots with 3.3, 6 and 7.5 

equivalent of titanium in weight percentage were extruded. Scanning electron microscopy 

and energy dispersive spectrometer (EDS) studies were conducted to establish the 

characterization of the MMC specimens obtained using image analysis and the density 

measurements are listed in Table 6.1.  Figs. 6.1 (b) to (d) show typical SEM micrographs, 

which illustrates the microstructural and fracture characteristics of various MMC samples. 
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presence of titanium and Ti-rich phases. The results of microstructural  

Fig. 6.1  SEM micrographs showing: (a) pure Ti particulates, (b) reinforcement
distribution in Al-3.3%Ti, (c) good interfacial integrity of the reinforcement
exhibited in Al-3.3%Ti, (d) typical clustering of particles in Al-6%Ti, (e)
fractograph exhibiting particulate debonding in Al-3.3% Ti and (f) fractograph
exhibiting particulate breakage in Al-7.5% Ti. 

(e) (f) 

(c) (d) 

(a) (b) 
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Table 6.1 Results of the microstructural and thermo-mechanical characterization. 

* denotes average value of three Vickers microhardness test results 

 
 Table 6.2  X-ray diffraction results obtained from the  preheated Ti powder and the 

extruded specimens. 
Number of matching Peaks 

Material Ti  (400 OC) Al-3.3 % Ti Al- 6 % Ti Al- 7.5% Ti 

Ti 8 1 1 1 

Ti2O3 
1 0 0 0 

TiO 0 0 1 1 

TiO2 0 1 1 1 

Al 0 4 4 4 

Al3Ti 0 1 2 1 

Total number of peaks 9 7 9 8 

 
X-ray diffraction was conducted to verify the presence of the reinforcement and 

also to detect the presence of any reaction phases that might have formed during the 

casting process. The lattice d-spacing corresponding to the different Bragg angles 

obtained from scanning each sample were matched with the standard values. Table 6.2 

lists the X-ray diffraction results confirming the presence of elemental Ti along with 

other Al-Ti and Ti-O related phases. 

The coefficient of thermal expansion of extruded composite samples was 

determined using thermal-mechanical analyzer and the results are listed in Table 6.1. The 

micro-hardness measurements were conducted on the monolithic and reinforced samples 

using a digital micro-hardness tester. In the composite specimens, the microhardness 

measurements were made on the aluminium matrix and the interfacial zone, which are 

Ti Weight 
% 

Density 
(g/cm3) 

Ti 
particulate 
size  (µm) 

Ti 
particulate 
aspect ratio 

Exp. mean 
CTE 

(10-6/oC) 

Matrix * 

hardness 
(HV) 

Interface * 
hardness 

(HV) 
0.0 2.701 - - 25.246 31.9± 0.52 - 

3.3 2.732 4.7 ±  2.2 1.2 ± 0.3 25.260 34.0± 0.60 40.4± 0.92 

6 2.756 3.3 ± 1.4 1.2 ± 0.3 23.065 43.4± 2.04 49.9± 0.83 

7.5 2.767 5.6 ± 2.9 1.2 ± 0.3 22.651 39.6± 0.93 49.7± 0.36 
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listed in Table 6.1. It may be noted that interfacial zone refers to the annular region 

around the reinforcement characterized by high dislocation density originating due to the 

difference in coefficient of thermal expansion of the matrix and reinforcement. It may be 

noted that the average values of microhardness of the samples increased up to 6% Ti 

sample and marginally reduced for 7.5% Ti sample. The results also revealed that the 

interface hardness in all the three composite samples was higher when compared to the 

matrix hardness and its value also follows the similar trend as that of the matrix hardness.  

Fractographic studies using scanning electron microscopy (SEM) were also 

conducted on the tensile fractured surfaces of monolithic aluminum and its composite 

samples to provide an insight into the various possible fracture mechanisms operating 

during the tensile loading of the samples. Figures 6.1(e) and (f) shows the typical particle 

fracture and debonding failure observed in the various tensile fractured surfaces of the 

composite samples.  

Table 6.3  Results of theoretical predictions of microstructural characteristics and of 
experimental damping measurement. 

Ti 
Weight 

% 

Ti 
Volume 

% 

Interparticle 
spacing 

(µm) 

Estimated 
plastic zone 
vol. fraction 

(%) 

Estimated 
dislocation 

density 
(m-2) 

Exp. 
damping 

loss factor 
η free 

Damping 
Increase+ 

(%) 

Dynamic 
Modulus 

(GPa) 

0.0 0 - 0.00 - 0.00322 - 68.39 
3.3 1.8 38.46 8.61 7.9E+11 0.00341 6 74.75 

6 3.7 19.32 17.70 2.3E+12 0.00376 17 78.01 

7.5 5 27.86 23.92 1.9E+12 0.00397 24 79.26 
+ when compared to that of the monolithic sample. 
   

Suspended beam results in the form of circle-fit plots are shown in Fig. 6.2, from 

which damping loss factor and dynamic modulus were determined and are listed in Table 

6.3. Results show that there is a systematic increase in damping and dynamic modulus with 

increase in Ti volume fraction in aluminium matrix.   
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Fig.6.2 Circle-fit plot of FRF data of: (a) the pure Al sample, (b) the Al-
3.3%Ti sample, (c) the Al-6%Ti sample and (d) the Al-7.5%Ti sample.

 

 
6.3 Discussion 

Al alloys containing Ti as primary alloying element have proven to be a suitable 

for high temperature and high stress conditions. Such addition results in increase in 

melting temperature of aluminium (for example additon of 10 wt. % of Ti raises the 

melting point from ~ 660 oC to ~ 1200 oC), increases chemical reactivity of the molten 

mixture and forms many phases, among which three types of phases (viz., Ti3Al, TiAl 
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and Al3Ti) are seen to be ordered intermetallic phases [148]. Under equilibrium 

conditions the upper bound of Ti that can be completely dissolved in molten Al at 750 oC 

should not exceed 0.33 wt. %. Hence Gupta et al. [149] devised a new generation Al-Ti 

material by preseving the elemental Ti in the Al matrix. This was done by controlling the 

residency time of Ti in molten Al and by modifying the surface characteristics of Ti 

powders with a heat treatment that produces an additional oxide layer on the particle 

surface. Such a surface modification method was adopted in the present 

study.Computation of the gibbs free energy of formation (∆Gf), corresponding to a 

temperature of 750 oC, using the published results of reference [150] shows that  for 

Ti3Al, TiAl and Al3Ti the ∆Gf magnitudes are -22.77 KJ/mol, -20.26 KJ/mol and -29.75 

KJ/mol, respectively. Hence growth of Al3Ti is found to be more favorable than the other 

phases. At temperatures below melting point of aluminium (660oC), Al diffuses 

predominantly  and the growth of Al3Ti intermetallic occurs exclusively on Ti-rich side 

through a peritectic reaction [150]. In the present study, XRD results (see Table 6.2) 

confirms the presence of Al3Ti for the present material process condition in all the 

composite samples. Close inspection of the particle-matrix interface at high 

magnification in all the three different composites investigated, showed good Ti-Al 

interfacial bonding with limited interfacial reaction (see Fig. 6.1 (c)). The particle-matrix 

interfacial integrity assessed in terms of interfacial debonding and presence of voids was 

found to be good in the composite sample. XRD results listed in Table 6.2 confirm the 

metastable nature of Al-Ti materials using DMD method with the presence of titanium as 

elemental Ti.  
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In general, uniform distribution of Ti particulates and its intermetallic phases in 

the metal matrix was seen in all the composite samples (see Fig. 6.1(b)). Thus an 

isotropic material behavior can be expected in all the composite samples, from a global 

perspective. Occasional particulate clustering was also seen from the cross-sectional 

study (see Fig. 6.1(d)). In the present study, fracture surface of the tensile test specimens 

for the three different MMC samples showed fracture path passing through the Ti particle, 

confirming a reasonably good interfacial bond at the matrix-reinforcement interface (see 

Fig. 6.1 (e) and (f)).  Under this situation, a semi-coherent or incoherent interface exists 

at the atomistic level.  

It is interesting to note that for both good and bad interfacial bonding condition 

between the Ti particle and the metal matrix, the overall damping characteristics 

increases in a MMC due to different damping mechanisms. As explained in section 2.1, 

one can conclude that stiffness and damping capacity of a material are interrelated and 

hence it is a challenge to improve both in a composite material. Table 6.3 lists the 

damping loss factor and the elastic modulus of the monolithic sample and the three Al-Ti 

samples. The suspended beam experimental method couple with the circle-fit approach 

was found to be efficient in determining the damping factor from the FRF data. For 

example, the damping factor of pure aluminium was found to be 0.00322±0.0005, which 

is similar to the previous pure Al sample studied in chapter 5. Comparison against the 

monolithic material condition shows that addition of Ti in the Al matrix increases the 

overall damping capacity as well as stiffness of the composite. In addition, this 

improvement steadily increases with Ti weight percentage. Hence it is convincing that 
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the idea of stiffer metallic reinforcements in a ductile matrix serves a two pronged 

advantage when it is tailored for vibration suppression application. 

This increase in the elastic modulus with increase in weight percentage of 

reinforcement can be attributed to the higher elastic modulus of Ti, which is reported to 

be about 120 GPa [147] as compared to the monolithic Al sample’s elastic modulus value 

of 68.39 GPa, based on the present study (see Table 6.3). In addition, presence of brittle 

Al-Ti based intermetallic phases and the oxide phases in the metallic matrix are expected 

to increase the overall composite’s stiffness, due to their higher stiffness compared to the 

parent materials. In a previous study [122, 130] the authors have used various theoretical 

models such as the Shear Lag model, Halpin-Tsai model and the Eshelby model to 

explain such an increase in the MMC’s stiffness with reinforcement.  

In general, the overall damping capacity of the metal matrix composite is directly 

related to the damping capacity of each of its constituents. Based on the literature review, 

Ti can exhibit a maximum loss factor of 0.003 [18] in the same range as that of 

aluminium, which is around 0.0032, based on the present work. Hence it can be expected 

that addition of Ti in the Al matrix would not result in any increase of the composite’s 

damping capacity. Thus, the damping improvement observed from the experiment results 

has to be attributed primarily to the interface between reinforcement and the metallic 

matrix. As discussed in the previous chapter, the damping capacity arises due to intrinsic 

dissipation of strain energy due to mechanisms at the crystal level. The most significant 

role comes from point defect relaxation, microplasticity, dislocation motion, grain 

boundary sliding, inclusion-matrix friction, magnetoelastic effects, and 

elastothermodynamic effects. Similar to metal-ceramic interface, regular damping 
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mechanisms in the metallic matrix due to a high residual stress in the matrix and due to 

high dislocation density at the particulate/matrix interface can be expected. The high 

residual stresses and the dislocation density are caused due to large difference in the 

coefficient of thermal expansion between the phases (such as the CTE for Ti is 8.41 

ppm/oC [17], and for Al is 25.2 ppm/oC, refer Table 6.1). In addition, transformation of 

Ti to Al-Ti intermetallics can enhance this residual stresses and dislocation density since 

the coefficient of thermal expansion of intermetallics can be expected to be much lower 

than the parent metals. This will increase the overall CTE mismatch when compared to a 

pure Ti condition. To obtain a lower bound of this increase in dislocation density and 

residual stress at the particulate-matrix interface, the particulate can be considered to be 

pure Ti, as described in the forthcoming paragraphs. This increase in plasticity can be 

suspected to be one of the reasons behind the increase in microhardness value at the 

interface compared to the bulk matrix, listed in Table 6.1, as a result of strain hardening 

effect. This correlation of plastic zone to the microhardness is confirmed in reference 

[151] using X-diffraction analysis for a particulate reinforced Al composite. 

Similar to the discussion made in the previous chapter for metal-ceramic MMCs, 

equation (5.2) was used to predict the plastic zone radius and plastic zone volume 

fraction were determined that are listed in Table 6.3. Secondly, the inter-particulate 

distance for the composite samples based on the model of Nardone and Prewo described 

as equation (5.4) are listed in Table 6.3 for the Al/Ti samples.  This is important since 

presence of clusters which is a random phenomena can result in over-lapping of thermal-

mismatch induced plastic zones and thus alter the overall plastic zone within the sample. 

Secondly, the overall stiffness or the elastic modulus of the composite decreases due to 
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the presence of clusters and hence the maximum strain energy per unit volume that the 

composite can sustain also decreases. In addition presence of porosity within a cluster 

may further affect the cluster’s dynamic rigidity and damping capacity.  

Another major source of damping can be due to the high dislocation density thρ  

at the particle-matrix interface, which is listed in Table 6.3. These were computed using 

the prismatic dislocation-punching model of Arsenault and Shi model expressed as 

equation (5.5) using a Burgers vector magnitude of 0.3nm for Al matrix [108]. According 

to Granato-Lucke dislocation model [29], the dislocation behaves like an elastic string 

pinned between both sides due to any hard particulates such as precipitates, 

reinforcement particulate or antiplane dislocations and under a low strain amplitude 

(below 10-4) type cyclic load it bows, which introduces increased relative atomic 

movement in a crystalline lattice thus interfering with homogenous deformation of the 

bulk material. In the present experimental setup the strain magnitude induced in the 

specimen is of the order of 10-6 and hence the frequency dependent dislocation damping 

is applicable. Thus increased density of dislocation (see Table 6.3) due to presence of Ti 

and its intermetallics in the Al matrix contributes to increased dislocation-based damping 

characteristics in the MMC. Experiment results in Table 6.3 show an increase in damping 

factor when the particulate weight percentage increases which confirms this hypothesis.  

Furthermore, from Table 6.1 it is clear that the hardness of the Ti reinforced 

samples is in general higher than that of unreinforced material. Table 6.1 also shows 

increased hardness at the interface than in the metallic matrix at a location away from the 

interface in any Ti containing composite, which can partly be attributed to the 

accumulation of residual plastic zone due to thermal mismatch at the particulate-matrix 
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interface, dislocation density and reduction in grain size. XRD results performed at the 

particle-matrix interface shows the presence of Al-Ti intermetallics as well as oxides. 

Their presence at the particulate-matrix interface can be expected to result in increased 

plastic zone radius due to increased CTE mismatch, since intermetallics and oxides are 

expected to have lower CTE compared to their parent materials. 

Other damping mechanisms such as grain boundary sliding and elasto-

thermodynamic damping can be seen to be insignificant in the present experimental study 

due to room temperature operation conditions, sample dimensions and frequency 

magnitude as explained in the previous chapter.  Thus from the above discussions, it is 

encouraging to note that addition of stiffer metallic phase in the form of particulates in a 

metallic matrix increases both modulus and damping reasonably.  

 

6.4 Summary 

The following inferences can be made from the analysis: 

1. The free-free beam type flexural resonance method can successfully be used with 

circle-fit approach to measure the stiffness and damping characteristics of the Al-

Ti metastable composites.  

2. Addition of stiffer Ti particulates in a ductile metallic matrix enhances energy 

dissipation due to the various intrinsic damping mechanisms acting parallel. 

3. Experiment results show that damping of Al increases with an increase in Ti 

weight percentage. This can be explained due to increase in dislocation density 

and plastic zone radius. 
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7.0 Introduction 

Studies using metal particulate reinforcement as an alternative to ceramic 

particulates gave a assurance that the stiffer metals in a ductile metallic matrix could 

contribute to the enhancement of damping and stiffness. Studies of Ganesh et al. [152] 

showed that the results of tensile property characterization indicated that Rule-of 

Mixtures (ROM) elastic modulus can be exceeded in the case of metallic matrix 

reinforced with interconnected fibrous preforms. The results of the literature search, 

however, reveal that no study is made to investigate the effect of interconnected 

reinforcement, refer Fig. 7.1, on the room temperature damping behavior of pure 

aluminium.  Accordingly, the primary objective of this investigation was to characterize 

the damping behavior of monolithic and reinforced aluminium matrix using the 

innovative methodology involving suspended beam method coupled with circle-fit 

approach. Particular emphasis was placed to study the effect of inter-connected 

reinforcement weight percentage on the overall damping characteristics of the aluminium 

matrix. 

 

7.1  Materials and Processes 

In the present work, a non-heat treatable aluminum alloy, AA1050 (99.5 wt.% Al) 

was used as the matrix material. Three preforms were made with 2, 4 and 6 lobe shaped 

structures, shown in Fig. 7.1, using 0.9mm diameter galvanized iron wire (AISI 1008) 

with 10.8-volume percentage zinc in the form of coating and with a Vickers hardness of 

217 ±3 HV. Using conventional casting, the aluminium based composites containing 1.6, 

3.1 and 4.7 volume percentage of inter-connected reinforcement were synthesized to  
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Fig. 7.1 Schematic diagram of the inter-connected reinforcement preforms with: (a) 2 
lobes, (b) 4 lobes, and (c) 6 lobes geometries. 

(a) 

(b) 

(c) 

Isometric view Front view

Top view

Isometric view Front view

Top view

Isometric view Front view

Top view
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understand the variation of damping with volume fraction of reinforcement.  They were 

subsequently hot extruded at 350oC into 10 mm rods at an extrusion ratio of 13:1.  

Table 7.1 Results of the microstructural, CTE, tensile properties and damping 
characterization. 

 Sample A Sample B Sample C Sample D 
Reinforcement volume fraction (%) - 1.6 3.1 4.7 
Density (g/cm3) 2.705 2.78 2.81 2.87  
Porosity (%) 0.43 0.06 2.13 2.71 
Matrix micro hardness  (HV) 43.26 46.50 47.40 53.84 
Interfacial micro hardness  (HV) - 489.12 570.2 543.44 
Reinforcement micro hardness  (HV) - 165.67 157.60 175.35 
Exp.  mean CTE (10-6/oC) 26.6 26.3 25.3 24.9 
Elastic modulus (GPa) 67.9 74.3 77.4 80.4 
0.2 % yield strength (MPa) 134.8 154.9 184.9 195.0 
Ultimate tensile strength (MPa) 116.5 133.7 164.7 170 
Elongation (%) 23.8 7.96 2.98 0.69 
Exp. damping loss factor  η free 0.0023 0.0027 0.0031 0.0038 
Damping improvement (%)* 

- 17 34.7 65 
Total plastic-zone volume fraction (%) - 2.34 4.53 6.87 

* when compared to that of the monolithic sample. 
 

7.2 Results 
  
Macrostructure 

The results of macrostructural characterization conducted on the as-deposited 

composites did not reveal presence of macropores in the matrix or at the interface 

between the matrix and reinforcement. 

 

Density and Porosity Measurement 

The results of the density measurements and volume percentage porosity computations 

are shown in Table 7.1. The results indicate that near dense monolithic and composites 

can be obtained using the fabrication methodology adopted in the present study. 
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Microstructural Characterization 

Scanning electron microscopy conducted on the composite specimens showed 

good interfacial integrity (assessed in terms of interfacial debonding or presence of 

cracks) between the reinforcement wire and the matrix. X-ray diffraction was conductd to 

verify the presence of any process induced reaction phases at the Al-Fe interface (Fig. 7.2 

(a)). Evidences of extremely limited interfacial reaction were observed at the 

reinforcement wire fringe (see Fig. 7.3). 

 

Thermo-Mechanical Testing 

The results of coefficient of thermal expansion measurements for the monolithic 

and composite samples are listed in Table 7.1. Results show that the coefficient of 

thermal expansion of the aluminium matrix decreases with the incorporation and 

increasing presence of interconnected fibrous reinforcement.  

 

Hardness Testing 

The results of hardness measurements carried out on the monolithic and 

composite samples are summarized in Table 7.1. It may be noted that the average values 

of the matrix microhardness of the sample increased with an addition and increasing 

presence of the interconnected wire mesh reinforcement in the metallic matrix. The 

results also revealed that the interface hardness was significantly higher when compared 

to the matrix hardness in all the composite samples. 
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Fig. 7.2 Representative SEM micrographs showing: (a) the interfacial integrity between the
matrix and reinforcement wire of Sample B, (b) tensile fracture surface of monolithic
aluminium, (c) magnified image of dimpled fracture surface of monolithic aluminium,
(d) typical tensile fractured surface of Sample B, (e) magnified image of dimpled
fracture surface of Sample B and (f) interfacial debonding of matrix and the
reinforcement wire and wire breakage in the tensile fracture surface of Sample B. 

(a) (b) 

(c) (d) 

(e) (f) 
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(a) 

(b) 

Fig. 7.3  Representative EDX graphs showing the composition at: (a) interfacial
reaction zone and (b) the matrix of the composite materials. 
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Tensile Testing and Fractography 

The results of the ambient temperature tensile testing of the composite samples, 

refer Table 7.1, showed that the incorporation of interconnected reinforcement lead to an 

increase in elastic modulus, 0.2% yield strength and ultimate tensile strength (UTS) of 

the aluminium alloy matrix while the ductility got adversely affected.  

Figure 7.2 shows the tensile fracture surface of the monolithic aluminium and 

composite samples. The results show cup and cone type of fracture with dimpled surface 

indicative of ductile mode of fracture in the case of monolithic aluminium alloy. The 

composite material exhibited a mixed mode of fracture involving fiber breakage and pull-

out. Composite matrix region, in general, showed a ductile dimpled surface with brittle 

characteristics near the wire and the pullout cavities.  

 

Suspended Beam Vibration Testing 

Suspended beam vibration testing was used in the present study to compute the 

damping loss factor and Fig. 7.4 shows the typical circle-fit plots for the various samples. 

The results obtained from the composite samples were benchmarked against the 

monolithic aluminium sample. Table 7.1 lists the damping loss factor freeη  for the 

monolithic and composite samples. 

 

7.3 Discussion 

The impulse excitation technique performed on the suspended beam is 

exceptionally simple and fast and has many advantages. It was found to be highly 

repeatable to provide FRF data and the method is non-destructive, uses low cost 
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instrumentation and can accommodate a wide variety of specimen configurations and 

sizes.   

Extremely limited interfacial reaction was observed in the interface between the 

reinforcement wire and the matrix (see Fig.7.1 (a)). Wire-matrix interfacial integrity 

assessed in terms of interfacial debonding and presence of voids was found to be good in 

the composite sample.  
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Fig. 7.4  Actual FRF data of sample corresponding to: (a) pure Al (b) Al 
with1.6vol.% iron mesh reinforcement (c) Al with 3.1vol.% iron mesh 
reinforcement and (d) Al with 4.7vol.% iron mesh reinforcement . 
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Table 7.1 lists the damping factor of the monolithic sample and the composite 

samples. Comparison shows that addition of interconnected iron wire reinforcement in 

the Al matrix increases the overall damping capacity and this damping improvement 

increases with reinforcement volume percentage.  

The overall damping capacity of the metal matrix composite is directly related to 

the damping capacity of each of its constituents.  Based on the damping studies of 

Thirumalai et al. [153], iron fibers has slightly lower loss factor of the order of 0.0009 as 

compared to aluminium, which has an loss order of 0.0023, based on the present work. 

Hence the addition of the interconnected fibers of galvanized iron in the Al matrix would 

be expected to decrease the overall damping capacity of the composite. Thus the 

experiment results have to be attributed primarily to the interface between reinforcement 

and the metallic matrix in addition to the intrinsic dissipation of strain energy due to 

mechanisms at the crystal level. The most significant role comes from point defect 

relaxation, dislocation motion, grain boundary sliding, inclusion-matrix friction, 

magnetoelastic effects, and elasto-thermodynamic (ETD) effects.  

Continuous fiber reinforced metal matrix composites have additional mechanisms 

apart from the regular damping mechanisms in the metallic matrix, which improve their 

damping capacity.   These mechanisms arise due to the inclusion of the stiffer 

reinforcement phase causing high residual stresses due to a large difference in the 

coefficient of thermal expansion of matrix (aluminium) and reinforcement (iron fibers) 

which are responsible for the production of plastic zone at the reinforcement/matrix 

interface.  

 In a macroscopic ideal composite sample of volume V in which different phases 
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are present such that fi is the volume fraction of phase I (∑fi=1) and Gi is elastic shear 

modulus [154]. If the interface boundaries transmit stresses perfectly and do not dissipate 

energy, and these phases are homogenous, the internal friction of the composite becomes: 

where  ∆wi and σi are the energy dissipated in a unit volume and the mean stress in the 

phase i, respectively. Three different phases are considered in the composite sample: the 

reinforcing fibers (R), the plastic zone around the fibers (zp) and the normal matrix (M), 

far from the fibers. Thus the total damping of the composite can be expressed as: 

 where fzp is the volume fraction of plastic zone, Gmmc is the elastic shear modulus of the 

composite, σo is the maximum amplitude of the sinusoidally varying  stress σ, and ε is the 

corresponding varying strain. 

 The annular plastic zone induced around the reinforcement fiber is due to thermal 

mismatch caused due to difference in coefficient of themal expansion between the Al and 

reinforcement phases. The CTE for iron is 12 ppm/oC and for Al is 26 ppm/oC [5]. Based 

on the works of Dunand and Mortensen [134], the size of the plastic zone Cs can be 

estimated as follows: 
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where ∆α is the difference between the CTEs of Al and iron, ∆T is the temperature 

difference which is around 327o C, E and ν are the matrix elastic modulus and Poisson’s 

ratio, yσ  is the matrix yield stress and rf is the wire radius. 

 The volume fraction of plastic zone can be expressed in terms of the plastic zone 

size, fiber radius and reinforcement volume fraction f, as follows: 

Thus, equation (7.4) indicates that the internal friction in the composite sample depends 

on fiber content and on the matrix strength. When σy increases say by precipitation 

hardening, plastic relaxation may be inhibited. 

Using the thermo-physical properties into equation (7.4) the plastic zone volume 

fraction for the three samples were calculated based on a assumption of 138µm and are 

listed in Table 7.1. It is clear that the plastic zone increases with reinforcement volume 

percentage. This increase in plasticity can be suspected to be reason behind the increase 

in microhardness value at the interface compared to the bulk matrix and reinforcement 

values, listed in Table 7.1, as a result of strain hardening effect. This correlation of plastic 

zone to the microhardness is confirmed in reference [151] using X-diffraction analysis for 

a particulate reinforced Al composite.  

Another parallel damping mechanism occurs due to high density of dislocations at 

the matrix-reinforcement interface [137]. The energy dissipation arises due to increased 

relative atomic movement by the dislocations in a crystalline lattice, which interfere with 

homogenous deformation of the bulk material under the applied stress [29]. Thus the 

induced strain lags behind the stress causing increased damping characteristics. Based on 
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a prismatic dislocation-punching model of Arsenault and Shi [137], the dislocation 

density ρ at the interface is given as follows:  

The thermal mismatch strain ε is given by the difference in thermal expansion 

times the temperature difference.  Vf is the volume fraction of the ceramic reinforcement, 

b the Burgers vector, t the smallest dimension of the reinforcement which is the wire 

diameter (equals 0.25 mm after extrusion in this experimental study, see Fig. 7.2 (a)) and 

B the geometric constant (equals 4 for continuous fiber reinforcement [137]). In the 

present study, the wire diameter in the extruded composite sample denoted as t is of the 

order of 0.25 mm, refer Fig. 7.2 (a), which is very large compared to the reinforcement 

size in conventional particulate reinforced metal matrix composites. For Al-iron interface, 

the thermal mismatch strain during cooling is found to be typically 0.45% during cooling 

from 350oC to room temperature, which can produce a dislocation density of the order of 

1010 m-2 for a typical iron volume fraction range of 0.05 when the burgers vector is 

assumed to be 0.32 nm [137].  This is far below the dislocation density value of 1011-1012 

m-2 experienced in the SiC reinforced Al based composites system [26]. Hence the 

dislocation based damping mechanism is expected to be minimum in the present study.  

 In addition, the higher damping can be attributed to the presence of voids based 

on the damping studies of Zhang, Gungor and Lavernia [140] on Al alloy, which showed 

that the presence of voids in the metallic matrix also provides additional damping to the 

composite. It may be noted that under the applied cyclic load, high stresses can result 
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near the voids due to stress concentration [141] and this can contribute to the overall 

energy dissipation as described by the following equation. 

It may be noted that the volume percentage of porosity in the composite sample C and D 

is higher compared to that of monolithic aluminium sample and hence is expected to 

contribute positively to enhance damping in the case of the composite samples. 

In addition, the intrinsic damping nature of the metal matrix can improve by the 

reinforcement associated grain refinement of the metal matrix. Studies shown in chapter 

5 confirmed that the average grain diameter of the Al matrix decreases with an addition 

of SiC reinforcement, which can also be expected in this study due to the presence of the 

iron-wire reinforcement in the Al matrix. Kê’s damping study on single crystal versus 

polycrystalline aluminium showed clearly that increased presence of grains increases the 

damping tremendously [22] only at high temperature around 200-300oC. Hence in the 

present study, due to room temperature experimental conditions, the contribution from 

grain boundary based damping mechanism can be considered minimum. Presently, 

experimental work is in progress to understand the grain boundary based damping 

mechanisms in aluminium under room temperature conditions. 

In addition to the above mentioned intrinsic damping mechanisms elasto-

thermodynamic (ETD) damping can arise in a composite sample [23].  In the present 

study, using proper prediction models for the thermo-mechanical properties of the 

composite specimen, the magnitude of the macro-ETD is found to be of the order of 10-4 

due to the beam dimensions, which does not seem to be significant to explain the 

experimental observation.  

∫ εσ≈∆ dW (7.6)
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Thus the results of the present study, in essence, reveal that the circle-fit approach 

when combined with the impact-based measurement of the suspended beam is capable of 

measuring damping loss factor and the dynamic stiffness of the iron-fiber reinforced Al 

samples. Additionally it is encouraging to find that the interconnected nature of 

reinforcement enhanced damping and stiffness of the metallic matrix. 

 

7.4 Summary 

Following conclusions may be drawn from the present study: 

1. The free-free beam type flexural resonance method can be successfully used with 

circle-fit approach to measure the damping characteristics of the Al based 

composites.  

2. The damping of the pure aluminium matrix increases as a result of presence of 

interconnected galvanised iron fibre reinforcement. 

3. An increase in damping with an increase in the volume percentage of 

interconnected galvanised iron fibre reinforcement can be attributed to a 

progressive increase in the energy dissipation. The energy dissipation can 

primarily be attributed to the influence of increase in volume percentage of plastic 

zone around the reinforcement. 
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Chapter 8

Hybrid Composites 
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8.0 Introduction 

 Thus far the results from damping studies on metal based (Al or Mg) composites 

reinforced with ceramic, metal and the shape (viz., discontinuous versus inter-connected) 

gave a promising trend that in general damping capacity of the matrix metal is enhanced 

by the presence of a reinforcement. Secondly the maximum volume fraction of a 

reinforcement in a composite depends on the shape and size of the reinforcement. Thirdly 

their effectiveness in damping also depends on the type of interface metal-metal versus 

metal-ceramic, etc. Hence interest arose in studying the interaction of these reinforcement 

by making hybrid composites. Literature review shows most of the researchers studied 

composites with single type reinforcement. In this part of the work, the systematic study 

on few combinations of hybrid composites to explain the effectiveness of such 

reinforcement selection was carried out. 

 

8.1 Materials and Processes 

The composite samples were prepared using the disintegrated deposition method 

(DMD) [4]. They were subsequently hot extruded at 350o C into 10mm rods at an 

extrusion ratio of 13:1. The combination of materials is listed bellow: 

Case A: This set of samples aimed for comparing the effectiveness of sub-micron sized 

SiC versus micron sized SiC particles with a combination of Ti particulates. The matrix 

used was elemental magnesium turnings of 99.9 % purity (supplied by ACROS organics, 

New Jersey, USA) as the base material. The submicron sized silicon carbide particulates 

(provided by SIKA Tech, Saint-Gobain, France) had a average size of 0.6 µm, while Ti 

particles were 120 µm in size. Three composites with different volume fractions of the 



Hybrid Composites 

 141

sub-micron sized SiCp (i.e.: 2.7 %, 5.8 % and 9.0 %) were made. Additionally to study 

the influence of Ti particles, three composites having different SiC volume fractions (i.e.: 

2.8 %, 5.7 % and 8.8 %) but with a similar volume fraction of the Ti particulates, i.e. 1.1 

vol. %, were processed by the technique of disintegrated melt deposition (DMD). 

 

Case B: In this set of samples, the matrix used was 99.5% initial purity aluminium. The 

silicon carbide particulate size used in the present study (Amet P600 D-series) was 

around 25 µm and the wire mesh consisted of galvanized iron wire (see Fig. 8.1). Three 

composite rods with different reinforcements were prepared viz., sample-BC1 contained 

2.03 vol. % of Iron wire mesh, sample-BC2 contained 4.83 vol. % of SiC and sample-

BC3 contained 2.05 vol. % of Iron wire mesh along with 0.53 vol. % of SiC. In addition a 

monolithic Al sample was prepared which is denoted as sample-BM using the same 

processing route. 

Case C: To understand the novel idea of semiconductor like Ge reinforcement in Al 

matrix, a composite rod with 1.9 volume percentage of Ge with a particulate size of 17 

Fig. 8.1 Schematic diagram of the inter-connected reinforcement performs used in the
ingot. 
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µm was prepared using the DMD approach. Similarly, three composite rods with 

different silicon carbide particulate volume fraction, viz., 2.9 %, 3.2 % and 8.2 %, with a 

particulate size close to 25 µm along with additional presence of Ge particulates were 

synthesized. 

Table 8.1 Results of acid dissolution, density, porosity, chemical analysis and grain size 
measurements of the Case A samples. 

Reinforcement 
(wt. %) (vol. %) 

Grains 
details SiC details Ti details 

Material 
SiC Ti SiC Ti 

ρ 
(g/cm3) 

P 
vol.
 % Size  

(µm) AR Size 
(µm) AR Size 

(µm) AR 

Mg - - - - 1.738 0.12 21 1.8 - - - - 

Mg/SiC 4.8 - 2.7 - 1.769 0.12 18 1.9 0.57 1.2 - - 

Mg/SiC 10.2 - 5.8 - 1.793 0.53 17 1.8 0.58 1.1 - - 

Mg/SiC 15.4 - 9.0 - 1.835 1.75 12 1.4 0.58 1.1 - - 

Mg/SiC/Ti 5.0 2.7 2.8 1.1 1.797 0.69 20 1.9 N.A N.A 17 2.4 

Mg/SiC/Ti 9.9 2.7 5.7 1.1 1.818 1.90 17 14 N.A N.A 16 1.9 

Mg/SiC/Ti 14.9 2.7 8.8 1.1 1.879 1.03 15 1.5 N.A N.A 16 2.1 

Note: AR denotes aspect ratio, ρ denotes experimental density, P denotes porosity, N.A denotes not available. 
 
 

8.2 Results 

Microstructure Characterization 

The results of microstructural studies conducted on both the monolithic and 

reinforced specimens for case A, B and C are listed in Table 8.1, Table 8.2 and Table 8.3, 

respectively. Microstructural characterization conducted on the as deposited composite 

and monolithic ingots revealed: (a) no evidence of blowholes and macro pores, (b) 

presence of trace amounts of porosity in the solidified oxide of the sludge.  No evidence 

of gravity settling of the reinforcing particulates was observed in the composite samples. 

In general, a decrease in the average grain size with an increase in weight percentage of 

the reinforcing particulates is observed in the composite samples. The grain morphology 
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of the extruded specimens was observed in an optical microscope using standard bright 

field illumination technique and was found to be equiaxed.   

Table 8.2 Results of the microstructural and thermomechanical properties of Case B 
samples. 

 Sample BM Sample BC1 Sample BC2 Sample BC3 

SiC vol. (%) - - 4.83 0.53 
Iron mesh vol. (%) - 2.03 - 2.05 
Density (g/cm3) 

2.71± 0.02 2.85± 0.02 2.71± 0.01 
2.89± 0.03 

Porosity (%) 0 1.29 1.58 1.19 
Grain size (µm) 

13.8 ± 0.8 6.5 ± 0.5 10.0 ± 1.9 
8.7 ± 1.2 

Grain aspect ratio 1.8 ± 0.5 1.6 ± 0.3 1.8 ± 0.6 1.9 ± 0.4 
Matrix micro hardness  (HV) 45 ± 2 50 ± 1.6 44 ± 3 47 ± 1.8 
Al-Fe Interfacial hardness  (HV) - 48 ± 1.4 - 57 ± 7 
Al-SiC Interfacial hardness  (HV)  - 72 ± 4 141 ± 17 
Fe Reinf. micro hardness  (HV) - 181 ± 9 - 188 ± 9 
SiC Reinf. micro hardness  (HV) - - 1749 ± 75 1778 ± 192 
Macro hardness (HR15T) 57 ± 0.5 55 ± 0.8 54.5 ± 1.1 57.7 ± 1.9 
Exp.  mean CTE (10-6/oC) 27.35 ± 0.8 24.81 ± 0.4 26.02 ± 0.9 24.57 ± 1.2 
Elastic modulus (GPa) 70.73 76.70 73.91 75.17 
0.2 % yield strength (MPa) 142 ± 4 151 ± 32 148 ± 30 191 ± 23 
Ultimate tensile strength (MPa) 165 ± 4 167 ± 35 172 ± 27 213 ± 21 
Ductility (%) 17.5 ± 2.1 4 ± 3.3 9.8 ± 1.4 3.3 ± 0.9 
Interparticle spacing of SiC (µm) - - 113 343 
Estimated plastic zone vol. (%) - 2.7 14.9 4.8 
Estimated dislocation density (m-2) - 4.71e9 6.41e11 6.73e10 
Exp. damping loss factor η free 0.0051 0.0059 0.0058 0.0064 
% Improvement in damping - 15% 15% 25% 

 
Figures 8.2 (a) and (b) are scanning electron micrographs for Case A samples 

showing the distribution of the reinforcing SiC and Ti particulates in the magnesium 

matrix. The SiC particulates were seen both at grain boundaries and within the grain 

interior.  A uniform distribution of the reinforcing SiC particulates was found with some 

evidence of clustering or particulate agglomeration and porosity in all of the composite  
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Fig. 8.2  SEM micrographs of case A samples showing: (a) the distribution of SiC 
particulate in Mg/ 9 vol. % SiC sample, (b) the distribution of Ti particulate 
in Mg/ 8.8 vol. % SiC/1.1 vol. % Ti sample and (c) the particulate/matrix 
interface of Ti in Mg/ 5.7 vol. % SiC/1.1 vol. % Ti sample. 

 

(c)

(a)  (b)

Table 8.3 Microstructural results of the various composite samples of Case C. 

 

 

Reinforcement 

Material Ge 

(Vol. %)

SiC 

(Vol. %)

Exp. 

density 
(g/cm3) 

Porosity

(%) 

Grain  

size  

(µm) 

CTE 

(x10-6/oK)

Al - - 2.71 0.68 20.29 29.15 
Al-1.9Ge 1.9 - 2.76 20±4.8 16.96 27.88 

Al-1.8Ge/2.9SiC 1.8 2.88 2.77 17±4.5 12.22 28.31 
Al-2.1Ge/3.2SiC 2.1 3.24 2.78 12±4.2 12.13 27.79 
Al-1.9Ge/8.2SiC 1.9 8.15 2.80 10±4.2 9.76 27.35 
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(a) (b) 

(c) (d) 

(e) (f) 
Fig. 8.3 Representative SEM micrographs of case B samples showing: (a) & (b) the

interfacial integrity between the matrix and reinforcement wire of sample BC1 at
low and high magnification, respectively, (c) typical SiC distribution in the
sample BC2 (d) typical interfacial integrity of the SiC particulate with the matrix
in the sample BC2 (e) typical interfacial debonding of matrix and the
reinforcement wire and wire breakage in the tensile fracture surface of Sample
BC1 (f) typical SiC failure in sample BC3 exhibiting interfacial debonding and
particulate breakage. 
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(a)

(c)

(b) 

Fig. 8.4 SEM micrographs of case C samples showing: (a) the distribution of
Ge and SiC particulate in Al-1.8Ge/2.9SiC sample, (b) the
particulate/matrix interface of Ge in Al-1.8Ge/2.9SiC sample and (c)
the particulate/matrix interface of SiC in Al-1.8Ge/2.9SiC sample. 
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samples. A close inspection of the reinforcing Ti particulate at higher magnifications (Fig. 

8.2 (c)) confirms the interfacial bonding (assessed in terms of voids and debonded 

regions) to be good. Similarly, SEM studies of Case B samples showed that the 

distribution and interface quality of SiC and the iron wire mesh in the Al matrix was good, 

see Fig 8.3. Again, for Case C samples, SEM micrographs shown in Fig. 8.4 (a) shows 

that the SiC and Ge particle distribution are uniform in the Al/Ge/SiC samples while Fig. 

8.4 (b) and (c) shows that the interface between Al-SiC and Al-Ge is good. 

 
Table 8.4 Results of X-ray diffractometry studies conducted on extruded MMC samples 

of Case A. 
Number of matching peaks in each case. 

Phases Mg Mg/4.8 
SiC 

Mg/10.2 
SiC 

Mg/15.4 
SiC 

Mg/1.1TiP 
/2.8SiCP 

Mg/1.1TiP 
/5.7SiCP 

Mg/1.1TiP 
/8.8SiCP 

Mg 9[3]* 8[3][a] 7[3] 7[3] 7[3] 7[3] 8[3] 

SiC -- 4[3] 4[3] 4[3] 4[3] 4[3] 3[3] 

Mg2Si -- 3[1] 3[2] 3[3] 3[1] 3[1] 3[2] 
Ti -- -- -- -- 2[1] 3[1] 3[2] 

* The value in the square brackets indicates the number of strongest peaks matched. 
 
 
Table 8.5 X-Ray diffraction results of Case C samples. 
 

Material Al Al-1.9Ge Al-
1.8Ge/2.9SiC 

Al-2.1Ge 
/3.2 SiC 

Al-1.9Ge 
/8.2 SiC 

Al 4[3] 5[3] 4[3] 5[3] 6[3] 
Ge - - 1 1 - 
SiC - - - 1 3 

  
 

Density and Porosity Measurement 

The results of the experimental density values for cases A, B and C are summarized 

in Table 8.1, Table 8.2 and Table 8.3, respectively. The volume fraction of porosity, which 

is computed from the determined density values and the results of chemical dissolution, is 
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also included in these respective tables. 

  
X-Ray Diffraction Studies 

The X-ray diffraction results corresponding to Case A: (a) Mg, (b) Mg/SiC, and 

(c) Mg/SiC/Ti samples were carefully analyzed.  The lattice spacing [d] values were 

compared with the values of magnesium, SiC, Mg2Si and other phases of the Mg-O 

system. The phase analysis results are summarized in Table 8.4.  

 X-ray diffraction studies were performed for Case B composites samples to study 

the presence of any interfacial compounds such as oxides, carbides and intermetallics 

Fig. 8.5 Representative XRD graph performed on: (a) monolithic Al sample-BM (b)
sample-BC1 (c) sample-BC2 (d) sample-BC3.  

 

(a) (b) 

(c) (d) 
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(see Fig. 8.5). Similarly, Table 8.5 lists the X-ray diffraction studies for Case C samples 

that list the presence of various phases. 

 

Thermo-Mechanical Testing 

The thermo-mechanical study on monolithic and reinforced samples were 

conducted and the average coefficient of thermal expansion of case A, B, C are listed in 

Table 8.6, Table 8.2 and Table 8.3, respectively. Test results reveal the coefficient of 

thermal expansion of the magnesium matrix to decrease with an increase in particulate 

reinforcement (SiC and Ti) content in terms of weight percentage.  

 

Hardness Testing 

The results of hardness measurements performed on both the monolithic and 

composite samples are summarized in Table 8.6 for Case A samples. It is noted that the 

average value of the interfacial hardness at the Mg-Ti interfaces in the Mg/SiC/Ti 

composite sample is significantly higher than hardness of the bulk matrix.  However, for 

the SiC particulates such measurements could not be carried out due to their sub-micron 

size. 

Table 8.2 lists the hardness results of Case B samples containing Al/Fe/SiC 

phases. The matrix and the reinforcement hardness were measured for the various phases 

present and the interfacial hardness of matrix-reinforcement viz., Al-Fe and Al-SiC were 

also measured using micro-hardness method. Comparison of the results shows that the 

metal-ceramic interface hardness is higher than the metal-metal interface. 
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Table 8.6   Results of hardness and thermal expansion properties of Case A samples. 

 
Table 8.7 Experimental values of various thermo-mechanical properties of the various 

composite samples of Case C. 
Micro-Hardness 

Material Matrix 
(HV) 

SiC   
(HV) 

Interface 
zone 
(HV) 

Macro-
hardness 
(HR15T)

Dyn, 
Modulus 

(GPa) 

0.2 % 
Yield 
stress 
(MPa)

Ult. 
Tensile 
Stress 
(MPa) 

Ductility 
(%) 

Al 43±2.2 - - 42±1.7 71.6 115.44 135.3 20.3 

Al-1.9Ge 45±2.2 - - 52±0.6 68.5 109.55 165.8 22.5 

Al-1.8Ge/2.9SiC 49±2.2 79±18 55±3 54±2.0 71.3 113.62 173.1 19.6 

Al-2.1Ge/3.2SiC 49±1.3 70±13 58±3 54±0.5 71.2 116.19 179.8 18.9 

Al-1.9Ge/8.2SiC 49±1.9 81±36 60±4 55±1.0 70.6 123.44 176.5 9.0 

 

Table 8.8 Results of room temperature tensile properties of Case A samples. 

Micro hardness (HV) 
Material Matrix SiCP 

Interface 
TiP 

Interface

Macro-
hardness 
(HR15T) 

CTE(x10-6) 

Pure Mg 41±1 -- -- 47±1 28.0 
Mg/4.8SiC 53±1 -- -- 58±1 23.8 
Mg/10.2SiC 55±1 -- -- 59±1 21.2 
Mg/15.4SiC 56±2 -- -- 63±1 21.0 

Mg/1.1TiP /2.8SiCP 48±1 -- 54±2 48±2 23.4 
Mg/1.1TiP /5.7SiCP 49±1 -- 55±2 52±1 22.8 
Mg/1.1TiP /8.8SiCP 66±1 -- 71±3 65±1 19.9 

Material 
Dynamic 
Modulus 

(GPa) 

0.2% YS 
(MPa) 

UTS 
(MPa) 

Ductility 
(%) 

Pure Mg 39.82 153±8 207±4 9.2±1.4 

Mg/4.8SiC 45.60 182±2 219±2 2.1±0.9 

Mg/10.2SiC 47.22 171±3 221±14 1.5±0.2 

Mg/15.4SiC 48.24 155±1 207±9 1.4± 0.1 

Mg/1.1TiP /2.8SiCP 46.76 169±8 204±17 2.7± 0.7 

Mg/1.1TiP /5.7SiCP 47.96 161±9 199±16 2.9±0.9 

Mg/1.1TiP /8.8SiCP 51.81 217±2 233±6 1.0± 0.1 
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 Similar matrix, reinforcement and interfacial hardness measurements were 

performed on Case C samples which are listed in Table 8.7.  Macro hardness 

measurements show in general that the overall hardness increases with increase in 

reinforcement volume fraction. Secondly, the trend holds well in the composite samples 

that the interface hardness is higher than ductile metallic matrix. 

 

Tensile Testing  

Tables 8.8, 8.2 and 8.7 list the 0.2% yield strength, ultimate strength and ductility 

of the monolithic and MMC samples. Results clearly show that the presence of 

particulate reinforcing phase leads to a decrease in ductility and an increase in both yield 

strength and tensile strength.   

 

Table 8.9. Results of theoretical predictions and damping measurement of Case A 
samples. 

Note: * denotes damping loss factor of pure magnesium is taken as 0.0035. 

Estimated 
Interparticle 

spacing 
[µm] Material 

Estimated 
Plastic 

zone vol.  
[%] 

Estimated 
Dislocation 

density 
[m-2] SiC Ti 

Exp. loss 
factor 
η free 

Increase 
in 

damping 
compared 

to pure 
Mg * (%) 

Pure Mg - - - - 0.0035  
Mg/2.7SiCp 5.86 2.65E+13 3.7 - 0.0060 70.4% 
Mg/5.8SiCp 12.60 5.97E+13 2.5 - 0.0073 106.3% 
Mg/9SiCp 19.55 9.62E+13 2.0 - 0.0081 128.5% 
Mg/1.1TiP 
/2.8SiCP 10.55 2.82E+13 3.6 162.1 0.0068 90.8% 

Mg/1.1TiP 
/5.7SiCP 21.48 6.02E+13 2.5 152.5 0.0075 110.8% 

Mg/1.1TiP 
/8.8SiCP 33.16 9.53E+13 2.0 152.5 0.0084 137.7% 
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In the case of Case A samples, except for the Mg/1.1Tip/5.7SiCp composite a clear 

trend existed for the variation of strength with volume fraction of the reinforcing phase in 

the metal matrix.  Fracture surface examination of the Mg samples revealed a brittle 

failure mode.  Fracture surface studies performed on the Mg/SiC and Mg/SiC/Ti samples 

revealed a mixed-mode type of fracture with distinct evidence of limited plastic 

deformation of the matrix.   

Similarly for Case B and Case C, the fractographic studies showed that both 

particle debonding and cracking takes place. This shows that the interface between the 

matrix and interface is good. 

 

Table 8.10  Results of theoretical predictions and damping measurement of the various 
composite samples of Case C. 

Estimated 
Interparticle spacing 

[µm] 

Exp. loss 
factor 
η free Material 

Est. 
Plastic 
zone 
vol.  
[%] 

Est. 
Dislocation 

density 
[m-2] Ge SiC mean 

Increase in 
average 
damping 
compared 

to pure Al * 
(%) 

Al-1.9Ge 11.0 5.3E+11 35.1 - 0.0043 46 
Al-1.8Ge/2.9SiC 29.7 8.8E+11 35.3 65.2 0.0054 84 
Al-2.1Ge/3.2SiC 33.8 1.02E+12 32.7 61.1 0.0059 101 
Al-1.9Ge/8.2SiC 64.4 1.6E+12 34.8 34.4 0.0064 118 

Al  # - - - - 0.0029 - 
Al – 4.4 SiC # 29.3 9.9E+11 - 90.9 0.0033 14 

Al – 11.8 SiC #  76.3 3.0E+12 - 51.7 0.0045 54 
Al – 15 SiC # 98.9 4.7E+12 - 38.1 0.0058 97 

Note: * denotes reference damping loss factor of pure aluminium is taken as 0.0029 and # indicates 
samples from chapter 5. 

 

Suspended Beam Vibration Testing 

Suspended beam vibration testing was used to compute the damping loss factor. 
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The results are benchmarked against a pure magnesium sample. The damping loss factor 

[ freeη ] for the monolithic and MMC samples of Case A, B and C are listed in Table 8.9, 

Table 8.2 and Table 8.10, respectively.  Using the resonant frequency, sample 

dimensions, and experimental density values the dynamic modulus of the samples was 

determined using equation (3.3), and the values are summarized in the respective Tables.  

 

8.3 Discussion 

Case A samples 

Table 8.9 lists the damping factor of case A sample set consisting of monolithic 

Mg and the composite samples.  A comparison of the damping factor reveals that 

addition of sub-micron sized SiC particles to the Mg metal matrix increases the overall 

damping capacity when compared to the damping capacity of pure magnesium, which 

has a damping capacity of 0.0035.  The increase or improvement in damping capacity 

increases with an increase in sub-micron sized SiC content (weight percentage). Based on 

the previous damping studies explained in chapter 5, addition of micron-sized SiC 

particulates to pure Mg shows a similar increase in damping (Table 5.4). Thus, addition 

of sub-micron SiC particulates to the magnesium metal matrix appears to be effective in 

dissipating energy when compared to micron-sized SiC particulates when a cyclic stress 

is applied.  

Similarly, a comparison shows that addition of 1.1 vol. % of Ti particulates to the 

Mg matrix coupled with the presence of SiC particulates further increases the overall 

damping capacity.  This improvement in damping remains similar with an increase in 

volume fraction of the reinforcing SiC particulates.  For example:  
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(a) 2.8 vol. % of SiC in Mg along with the presence of 1.1 % Ti provides a damping 

increase of 90.8 % compared to pure Mg, and  

(b) The sample containing only 2.7 vol. % SiC provided an increase in damping of 

70.4 %.  

Thus, a difference of ~20 % is observed due to the additional presence of titanium 

particulates [1.1 vol. %] in the Mg/2.7vol.%SiC/1.1vol.%Ti composite sample. Thus, it is 

summarized that the damping gets significantly enhanced due to the combined presence 

and interactive influence of titanium (Ti) and sub-micron SiCp in the magnesium metal 

matrix. 

SiC is relatively more stable in the magnesium matrix, which makes Mg/SiC a 

better choice compared to the other established material systems such as Al/SiC [155-

156]. In this study, the Mg–SiC interfacial integrity assessed in terms of: (i) interfacial 

debonding, and (ii) presence of voids, was found to be good. No interfacial reaction 

products were observed when examined in the SEM.  The results indicate the suitability 

of superheat temperature (750 0C) used in this study to synthesize Mg/SiC composites. 

However, results of X-ray diffraction studies conducted on the Mg/SiC samples (see 

Table 8.4) reveal the presence of the Mg2Si phase besides the Mg and SiC phases. The 

results obtained clearly indicate that the temperature and time conditions employed 

during processing were sufficient for minimal reaction between molten magnesium and 

the reinforcing SiC particulates. Considering that SiCp contain free silicon and are often 

associated with a thin layer of silicon dioxide (SiO2) [157]; the possible reactions can be 

expressed as follows [158-159]:                             

                  2Mg   +   SiC    ==    Mg2Si    +    C                          (8.1) 
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                  4Mg   +   SiO2   ==   Mg2Si   +   2 MgO                    (8.2) 

                  2Mg   +   Si       ==   Mg2Si                                        (8.3) 

The presence of Mg2Si, detected in this study (Reference: Table 8.4), is very much in 

conformance with the theoretical speculation and experimental findings of a previous 

investigation [159]. The inability after exhaustive examination in the SEM to detect the 

presence of Mg2Si suggests that its size may be too small below the delectability limit.   

Study of the phase diagram of the Mg-Ti system reveals that titanium does not 

react with magnesium to form an intermetallic compound [160].  Theoretically, high solid 

solubility is expected in the Ti-Mg material system due to satisfaction of the Hume-

Rothary principles [161] such as: (1) atomic size difference being less than 10%, (2) the 

elements magnesium and titanium have the HCP type crystal structure, (3) electro-

negativity differences being similar, yet their valence does vary (Ti = 4 and Mg = 2). Due 

to this notable difference in valence, the solubility of Mg in Ti has been reported to be up 

to 0.7 atomic % at temperatures as high as 890 oC and less than 0.2 atomic % at 

temperatures below 500 oC. Attempts to enhance the solid solubility of magnesium and 

titanium using the mechanical alloying methods have shown that only a maximum of 9 

wt. % of Mg solubility in titanium has been achieved [162], which involved enhancing 

the free energy of the solute rich phase compared to free energy of the solvent-rich phase 

by additional milling.  Further, titanium remains stable even up to the boiling point of 

magnesium ( 1090 oC), due essentially to its high melting point [TM = 1668 °C] [147]. 

The results of this study (Fig. 8.2 (c)) reveal that Ti remains stable in a magnesium matrix 

and also exhibits a good interface thus convincingly confirming the existence of good 

diffusion bonding between the two elements.  
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Case B Samples 

Microstructural results confirmed that good wetting of the reinforcement existed 

in the various samples. This can be observed in terms of the increase in the yield strength, 

ultimate tensile strength and hardness. Presence of stiffer reinforcement results in a 

decrease in the thermal expansion and ductility of the metallic matrix which follows the 

general characteristics of metal matrix composites as explained in previous chapters. 

Extremely limited interfacial reaction was observed in the interface between the 

reinforcement wire and the matrix (see Fig. 8.3 (a) and (b)) and was confirmed using 

XRD based measurements shown in Fig. 8.5. The interfacial integrity between wire and 

the matrix was assessed in terms of interfacial debonding and presence of voids in the 

composite sample. However, high magnification of the Al-Fe interface showed (Fig. 8.3 

(b)) cracks and debonding to some extent. XRD conducted on the Al-Fe (Al matrix–

galvanized iron wire) showed the presence of Fe and Al (see Fig. 8.5 (c) & (d)). The 

absence of zinc indicates either the presence of minimal and hence undetectable amount 

of zinc or a near-complete dissolution of zinc coating from the reinforcement wire into 

the matrix while processing. Based on the binary phase diagram [164] Al-Fe binary 

system can form intermetallics such as Fe3Al, FeAl, FeAl2, Fe2Al5, and FeAl3, which 

requires a minimum temperature of 1102oC for compound formation. In the present 

study, the process temperature did not exceed 750oC and hence chances of this compound 

formation are remote. In addition, the present XRD results in Fig. 8.5 (c) and (d) confirm 

the absence of these compounds at the particle-matrix interface. 

At the SiC particle interface with Al matrix good interfacial bond was observed (see 

Fig. 8.4 (d)) without any significant reaction products. But from published literature, three 
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possible reactions can be expected to occur as follows [165]: 

Under the presence of oxide on the SiC particulate the following reaction can be predicted:  

In the present study, XRD analysis did not show any obvious presence of oxides and 

carbides (see Fig. 8.5(b)). 

The overall damping capacity of the metal matrix composite is directly related to 

the damping capacity of each of its constituents.  Based on the damping studies of 

Thirumalai et al. [153], iron fibers has slightly lower loss factor of the order of 0.0009 as 

compared to aluminium, which has a loss factor of 0.0051, based on the present work. 

Also their studies showed that SiC has slightly lower loss factor of the order of 0.0026 as 

compared to aluminium matrix. In the present study, result show that the presence of ~ 

2 % Fe wire in Al shows a damping capacity of 0.0059 which results in an increase of 

about 16 % when compared to the damping capacity of pure Al that has a damping 

capacity of 0.0051. Also damping results of 4.83 vol. % of SiC in pure Al shows similar 

increase in damping (refer Table 8.2). Thus addition of interconnected Fe wire in Al 

matrix appears to be more effective in dissipating energy when a cyclic stress is applied.  

Similarly, comparison also shows that addition of SiC in the Al matrix with 

additional presence of interconnected Fe wire increases further the overall damping 

capacity. For example, 0.5 vol. % of SiC in Al along with the presence of 2 vol. % 

interconnected Fe wire provides a damping increase of 25 % compared to pure Al, while 

the sample containing only 2 % of interconnected Fe wire alone provided a damping 

increase of 15 %. Thus a difference of 10 % can be observed due to the additional 

2 2 33SiO 4Al 2Al O 3Si+ → +

4 3

4 4

4Al 3SiC Al C 3Si
4Al 4SiC Al SiC 3Si

+ → +
+ → + (8.4)

(8.5)
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presence of 0.5 vol. % of SiC particulates. This can be equivalent to 3.2 vol. % of SiC 

particulates alone to produce such an increase in damping. Thus it can be summarized 

that the damping gets enhanced due to the combined presence of interconnected iron wire 

and SiC particulates in aluminium. 

 

Case C Samples 

Table 8.10 lists the damping factor of the various unreinforced and composite 

samples. Presence of 1.9 % Ge in Al shows a damping capacity of 0.0043 which results 

in an increase of about 46% when compared to the damping capacity of pure Al that has a 

damping capacity of 0.0029 (see Table 8.10). As explained in chapter 5, damping studies 

showed addition of SiC in pure Al similar increase in damping (refer Table 5.3). 

Comparison of the Al-Ge sample’s damping capacity with Al-SiC system explained in 

chapter 5 shows that the addition of 1.9 vol. % of Ge particulates provides damping equal 

to that of ~10.2 vol. % of SiC particulates. Thus addition of Ge particulates in Al matrix 

appears to be more effective in dissipating energy when compared to SiC particulates 

when a cyclic stress is applied. The results are also consistent with the observations of 

Hinai et al. [166] made on Al-Ge alloy (Ge ranging from 2 to 20 wt. %) processed using 

casting route followed by forging, cold swaging and drawing. Their results of the 

damping capacity measured using a inverted torsion pendulum method showed that the 

rate of increase in damping was dramatic under the presence of cold working when the 

Ge additions was in the range of 0-10 wt. %, however, it marginally improves when Ge is 

in the range of 10-20 wt. %. They attributed the observed damping behavior to the 

viscous slip flow at the interface between the matrix of Al solid solution and the Ge 
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precipitates and due to the grain refinement and increased dislocation density following 

cold working of the samples. 

Similarly, comparison of results in Table 8.10 shows that addition of SiC in the Al 

matrix with additional presence of Ge increases further the overall damping capacity and 

this damping improvement increases with SiC volume fraction. For example, 8.2 vol. % 

of SiC in Al along with the presence of 1.9 % Ge provides a damping increase of 118 % 

compared to pure Al, while the sample containing only 1.9% Ge alone provided a 

damping increase of 46 %. Thus a difference of 72 % can be observed due to the 

additional presence of 8.2 vol. % of SiC particulates. This can be further compared with 

Al-SiC damping studies explained in chapter 5, which showed that the addition of 8.2 

vol. % of SiC particulates alone can only produce a damping increase of around 29%. 

Thus it can be summarized that the damping gets significantly enhanced due to the 

combined presence of Ge and SiC particulates in aluminium. 

 

Reasons for damping enhancement 

The overall damping capacity of the metal matrix composites is directly related to 

the damping capacity of its constituents.  Generally stiff materials such as ceramics viz., 

silicon carbide (SiC) and alumina (Al2O3) and metals viz., iron and titanium possess a 

lower damping loss factor than the metallic materials such as Al and Mg (see Fig. 2.6 (b)). 

For example, SiC has a slightly lower loss factor, of the order of 0.0026, when compared 

to magnesium, which has the loss factor of the order of 0.0035.  Similarly, the damping 

capacity of titanium is 0.003 [18], and iron fiber is 0.0009 [153], which is less than the 
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damping capacity of Mg and Al.  Hence the observed enhancement can be attributed to 

various interfaces that exist between the various phases within the composite material.  

The reasons for the damping enhancement discussed in chapters 5, 6 and 7, is thus 

applicable for the present set of samples. Fig. 8.6 shows that stiffer material has generally 

lower thermal expansion than the ductile metallic matrices. Thus using equation (5.2) the 

plastic zone volume fraction in each sample was estimated and accordingly listed in 

Table 8.9, 8.2 and 8.10 for case A, B, C, samples, respectively. Hence in the present 

tested samples high residual stresses are expected that arise due to the thermal cooling 

from the process temperature to room temperature. Additionally, the presence of plastic 

zone can be observed indirectly, by measuring the hardness at the particle-matrix 

interface. In the present study, microhardness measurements were conducted at the Al-

SiC interface for the various composite samples and the results are listed in Tables 8.6, 

8.2 and 8.7 for case A, B and C, respectively. The results revealed that the interface 

hardness of the composite sample was significantly higher when compared to the matrix 

Fig. 8.6 Ashby’s map showing variation of damping loss factor against the thermal 
expansion for various engineering materials [8]. 
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hardness of the composite sample which indirectly confirms the presence of the plastic 

zone that exists around the particles and contributes in the form of strain hardening of the 

ductile matrix.  

For Al-SiC and Al-Ge, the thermal mismatch strain during cooling is found to be 

typically 0.71% and 0.65%, respectively, during cooling from 350oC to room temperature, 

which can produce a high dislocation density at the interface when the Burgers vector (b) 

of Al is assumed to be 0.32nm [138]. Similarly for the Mg-SiC and Mg-Ti combination, 

the thermal mismatch strain during cooling is found to be 0.77% and 0.63% when cooling 

from 350oC to 27 oC which is capable to produce a high dislocation density at the 

interfaces (Burgers vector of Mg is ~0.3nm [138]). Thus the dislocation density is 

estimated and is listed in Table 8.9, 8.2 and 8.10 for case A, B, C, samples, respectively. 

As explained in previous chapters they are expected to enhance the internal friction based 

on the G-L theory’s frequency dependent part, since in the present experimental setup the 

strain magnitude induced in the specimen is of the order of 10-6 at which the dislocation-

based damping is mainly due to frequency dependent part [140] and is expressed as 

follows:  

where C is a physical constant,ω  is the vibration frequency, b is burgers vector and ρ  is 

the dislocation density. This shows that the damping depends on the dislocation density, 

frequency of cyclic stress and burgers vector b of the bulk material. Thus increased 

density of dislocation (see Tables 8.9, 8.2 and 8.10) due to presence of SiC particulates in 

the aluminium matrix causes increased damping characteristics in the MMC.  

2

2
1

f b
CQ ρω

=− (8.6)
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Energy dissipation also occurs at the grain boundaries due to their sliding 

behavior in a viscous manner under a shear stress field at high temperature ranging from 

200-300 oC [22]. In the present study, grain size reduction was observed (see Table 8.1, 

8.2 and 8.3, respectively) due to the presence of reinforcement which can give rise to 

enhanced grain boundary related damping but in the present work experiments were 

conducted at room temperature and hence grain boundary related damping can be 

presumed to be insignificant [22]. The increase in the residual plastic zone, dislocation 

density and reduction in grain size also leads to increase in the yield strength change 

similar to that of the hardness increase. Thus the changes in the mechanical properties 

can be seen as a confirmation to the predicted microsturctural changes within the 

material. 

 

8.4 Summary 

Based on three sets of samples, following conclusions may be drawn: 

In general, the free-free beam type flexural resonance method can successfully be 

used with circle-fit approach to measure the damping characteristics of the hybrid metal 

based composites. 

Case A: The damping of pure magnesium is significantly enhanced by the 

presence of sub-micron size particulates of SiC alone and by the joint presence of 

titanium and sub-micron SiC particulates. An increase in damping with an increase in the 

weight/volume percentage of SiCp gets further enhanced with the presence of Ti 

particulates.  This is attributed to an increase in energy dissipation. The energy 

dissipation is attributed to the concurrent and mutually interactive influences of: (a) an 
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increase in volume percentage of plastic zone, and (b) a local increase in dislocation 

density.  

Case B: The damping capacity of pure aluminium can be significantly enhanced 

by the individual presence of interconnected iron wire and SiC particulates or by the 

combined presence of both types of reinforcement. The enhanced energy dissipation can 

primarily be attributed to the microstructural changes such as increased plastic zone and 

grain size reduction. 

Case C:  The damping of pure aluminium can be significantly enhanced by the 

presence of germanium alone or by the coupled presence of germanium and silicon 

carbide particulates. An increase in damping with an increase in the weight/volume 

percentage of SiC particles gets enhanced with the presence of Ge particles which can be 

attributed to a progressive increase in the energy dissipation. The energy dissipation can 

primarily be attributed to the simultaneous influence of increase in volume percentage of 

plastic zone and increase in dislocation density. 
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Chapter 9

Numerical Modeling of Plastic 
Zone Induced Damping in 

PRMMCs 
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9.0 Introduction 

Literature review shows finite element method is a useful numerical tool capable 

of predicting the thermophysical properties of metal matrix composites [167-170]. 

Research findings of Xu et al. [171] and Wang et al. [172] have been successful in 

studying the plastic energy dissipation in metal matrix composites at high strain 

amplitudes. Their model was based on an elastic-plastic model and did not take in to 

account the residual stresses in the composite. Hence their prediction at low strain 

amplitude showed insignificant damping capacity for the MMC which is contrary to 

experiment results. At high strain amplitude due to constrained behavior at the metal-

particulate interface the metallic matrix yields and hence their model could predict 

significant damping. Hence in the present study, presence of residual stresses in the metal 

matrix composites, when cooling down from the extrusion temperature to room 

temperature, which is well established by experiments [171], have been accounted in the 

energy dissipation studies of the composite.  

Considering the significant potential of aluminium due to its higher specific 

stiffness along with excellent castability and machinability, this chapter focuses on the 

enhancement of the damping capacity of Al due to the presence of stiff reinforcement 

such as SiC, Ti and Ge particulates. The theoretical predictions are made using a finite 

element method (FEM) based unit-cell model (UCM) that uses a rate-dependent based 

plasticity model. The numerical predictions were further validated using experimental 

results obtained from suspended beam technique coupled with circle-fit approach listed in 

the previous chapters. In addition, the present study also addresses the applicability of the 

UCM to study the effect of process-induced defects such as voids, particulate breakage 
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and metal-ceramic interface de-bondage on the overall damping capacity of the 

composite. 

 

9.1 Finite Element Method 

Finite Element Method is an efficient tool to analyze particulate dispersed metal 

matrix composites due to its modelling capability of the particulate.  FEM is one of the 

tools, which has the distinct advantage to model more closely to the exact geometry.  

Secondly, it has the advantage to model the various material properties in the geometry as 

well as the anisotropy of the individual phases.  Thirdly, it can model the exact fixity and 

the load conditions on the specimen [5]. 

Fig. 9.1 Methodology for deducing a simplified FEM model for the PRMMC: (a)
hexagonal representation of a particulate reinforced MMC, (b) unit hexagonal
cell, (c) approximated cylindrical unit cell, (d) axisymmetric FEM model of the
cylindrical unit cell, (e) equivalent stress contour plot and (f) hysterisis curve. 

(a) (b)
(c) 

(d) (e)(f) 
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Mostly FEM has been successfully used in analyzing continuous and dis-

continuous reinforced composites.  In the present work, a cell model approach is adopted 

to study the energy dissipation capability of the particulate reinforced composites. The 

composite material was idealized in terms of periodic array of identical hexagonal 

cylindrical cells, shown in Fig. 9.1 (a), with the SiC reinforcement located in the center of 

each cell. Axisymmetric cylindrical cells, which can be regarded as approximations to the 

three-dimensional array of the hexagonal cylindrical cells [167-171], were used in the 

calculation (see Fig. 9.1 (c)). 

 

9.2 Unit Cell Model 

 Exact micro-mechanical modelling of a two or more phase composite material is 

very complicated due to the geometric size and shape of the individual phases. Hence 

unit cell models have been designed and successfully used by a number of researchers, 

including Llocra et al. [167], Bao et al. [168], and Shen et al. [169] to calculate the 

thermo-mechanical properties of composites. These models were successfully used to 

predict results similar to more rigorous and computationally more intense three-

dimensional models. In the present study, an axi-symmetric cell model similar to Bao et 

al. [168] is chosen to model a particulate reinforced metal matrix composite. This limits 

the particulate shape to axially symmetric in nature such as a sphere, cylinder, or an 

ellipsoid and provides the convenience to analyze the 3D model as a 2D axi-symmetric 

model, which results in high accuracy with least computer resource. The unit cell model 

for a spherical particulate is shown in Fig. 9.1 (d). Cylindrical coordinates are defined so 

that r represents the radial direction and z represents the axial direction of the cylinder. In 
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the present study, the particulate is assumed to be a spheroid, which occupies the region 

r2+z2≤R2, where R is the particulate radius. The particulate is placed at the exact center of 

the metal matrix cylinder with a radius L and length 2L. The dimensions of the cylinder 

are so chosen so as to satisfy the required volume fraction of the reinforcement in the 

composite under study.  The reinforcement volume fraction was taken as the ratio of the 

reinforcement volume to the cell volume.  The aspect ratio of the cell, the ratio of the 

height of the cylinder to its diameter, was taken to be the same as that of the 

reinforcement.  The cylindrical surface is constrained to remain cylindrical but can move 

in or out with zero average normal traction. The faces perpendicular to the direction of 

stressing also remain planar with zero shear traction and a sinusoidally varying normal 

stress. Before applying such a cyclic load, the UCM was subjected to thermal cooling 

from extrusion temperature to room temperature to account for the residual stress in the 

subsequent calculations. 

  The ANSYSTM code was employed using 8-noded viscoplastic (Visco108) 

elements to solve the boundary value problem formulated above [173]. Fig. 9.1 (a) to (f) 

shows the overall modeling methodology of particulate reinforced metal matrix 

composites. 

 

9.3 Constitutive Behaviour of Viscoplastic Metallic Matrix 

 The maximum temperature experienced by the SiC particulate, during extrusion 

process, is significantly below the melting temperature, hence we assume that the 

particulate obeys a thermoelastic material behavior. However, for the aluminium matrix 

the extrusion temperature corresponds to a homologous temperature equal to 0.67 during 
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extrusion process. In the previous study of Xu et al. [171] and Wang et al. [172], the 

matrix was assumed as elasto-plastic and without any process induced residual plastic 

strain. While in the present study, the metallic matrix is assumed to be an thermo-elasto-

viscoplastic material behavior, whose state is described by a structural parameter s, in 

addition to the stress σ and temperature T, to account for the isotropic work-hardening 

and recovery [174]. 

 To specify the constitutive equation of the metallic matrix, the rate-dependent 

plasticity (or viscoplasticity) is characterized by the irreversible straining that occurs in 

the material over time. The plastic strains are assumed to develop as a function of the 

strain rate. Here we present the rate-dependent model developed by Anand [174]. This 

rate-dependent model differs from the rate-independent model in that there is no explicit 

yield condition, and no loading/unloading criterion is used. Instead, plastic flow is 

assumed to take place at all non-zero stress values, although at low stresses the rate of 

plastic flow may be immeasurably small. The total strain rate tensor D is the sum of the 

elastic strain rate tensor De , thermal strain rate tensor Dth (which is equal to ( )mT u•α , 

where (u) is the second-order unit tensor and T is the temperature and the dot in the 

superscript refer to the rate of change with time),  viscoplastic strain rate tensor Dp , as 

follows:  

The viscoplastic deformation is assumed to be isochoric process (i.e. volume is constant). 

Based on small strain theory [174], the evolution equation for the cauchy stress σ  is 

given as follows: 

e th pD=D +D +D (9.1)

( ) ( )p
M M M M M2 D D (K 2 / 3) trD (u) 3K T (u)• •σ = µ − + − µ − α (9.2)
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*
sB 1 s= − (9.7)

where Mµ and MK are the elastic shear and bulk moduli of the metallic matrix. The 

viscoplastic strain rate is related to the stress deviator 'σ as follows: 

where, pd is the equivalent plastic strain rate and σ is the von-mises equivalent tensile 

stress in terms of deviatoric stress 'σ  as follows: 

Further, the equivalent plastic strain rate, which is determined by the consistency 

condition in the rate-independent model, needs to be prescribed by an appropriate 

constitutive function. The specifics of this constitutive equation are the flow equation: 

where A is the pre-exponential factor, θ  is the absolute temperature, R is the universal 

gas constant, Q is the activation energy, m is the strain rate sensitivity index, ξ  is 

multiplier of stress, and s is the structural parameter which corresponds to the evolution 

of the deformation resistance and is given in the rate form ( )s•  as follows: 

where ho is hardening constant, a is the strain-rate sensistivity index for both hardening 

and softening and sgn (B) refers to the sign of the parameter B which is a function of s as 

follows: 

where *s refers to the saturation value of deformation resistance which is expressed as 

follows: 

' pp 3 dD 2
σ= σ

(9.3)

' ' 0.53( : )2σ = σ σ (9.4)

( )
1 mQ

p Rd Ae sinh s
−

θ σξ⎡ ⎤= ⎢ ⎥⎣ ⎦ (9.5)

( ) ( )a p
os h B sgn B d• ⎡ ⎤=

⎣ ⎦
(9.6)
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where ŝ is the coefficient for deformation resistance saturation value, n is the strain rate 

sensitivity parameter of saturation (deformation resistance) value.  Equation (9.6) allows 

to model for both strain hardening and strain softening material behaviours. Based on the 

works of Brown et al.[175], for most of the common deformation the static recovery 

phenomena is negligible and hence neglected in the above formulation.  

 

9.4 Numerical Implementation 

 Based on the above model along with a consistent stress update procedure, which 

is equivalent to the Euler backward scheme to enforce the consistency condition, analysis 

was conducted. The evolution equation (9.6) at the end of the time step and the rate-

dependent and rate-independent plasticity are computed accordingly [173]. Further, the 

plastic work done Pl
eE in each element is computed for each time step as follows: 

where NINT and NCS refers to the number of integration points within the element and 

number of iterations, respectively, parameter voli refer to the volume of ith element, { }σ is 

the stress vector, { }elε is the elastic strain and { }pl∆ε is the plastic strain increment. A 

program was written using Ansys Parametric Design Language (APDL) [173] to 

calculate the accumulated plastic energy ( W∆ ) in one stress cycle. The maximum strain 

energy was computed using the predicted values of the elastic modulus of the MMC, 

( )
np

* d Qˆs s exp RA
⎡ ⎤

= ⎢ ⎥θ⎣ ⎦
(9.8)

{ } { }NINT NCS TPl pl
ie i 1 j 1

E vol
= =

= σ ∆ε∑ ∑ (9.9)
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Emmc, and the maximum stress amplitude, maxσ , and the volume of the unit cell, v, as 

follows: 

 

The accumulated plastic energy and the maximum strain energy were further substituted 

in equation (2.5) to deduce the damping loss factor. 

 

9.5 Results From Numerical Predictions 

9.5.1 Al-SiC System 

The unit cell model proved to be a proper idealization of the particulate reinforced 

MMC.  The model assumed Al as the metallic matrix and SiC as the reinforcing 

particulates.  The elastic modulus and thermal expansion coefficient of aluminium was 

taken as 69.4 GPa and 25.89x10-6 per.deg. C, respectively, based on the present study. 

The elastic modulus and thermal expansion coefficient of SiC particulates were assumed 

to be 410 GPa and 4.3x10-6 per. deg. K, respectively [171].  The Poisson’s ratio of 

aluminium and SiC was taken to be 0.3 and 0.25, respectively [176]. The metallic matrix  

(Al-1100-O) was assumed to obey Anand viscoplastic material model for which the  

material constants were assumed as A = 1.91x107 sec-1, ξ = 7.0, m = 0.23348, so = 18MPa, 

ho=1115.6 MPa, Q/Rg = 21090 K, α = 1.3, n = 0.07049 and ŝ = 18.9 MPa [174]. 

The cooling rate adopted to predict the thermally induced residual stress was 100 

deg. C/ sec [176]. The unit cell was made corresponding to a spherical particulate of size 

15µm inside a cylindrical metallic matrix with an length to diameter ratio of 1 and a  

2
max

mmc

U v
E
σ

= (9.10)
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(c) 

(b) 

(a) 

Fig. 9.2  Equivalent plastic strain plot in the unit cell model containing particulates 
with: (a) Al- 5.2 wt. % SiC (b) Al- 13.9 wt. % SiC and (c) Al- 17.7 wt. % SiC. 
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Fig. 9.3  UCM predicted results: (a) Variation of equivalent plastic strain plot along
the radial direction for different volume percentage of SiC in the Al matrix,
viz., 4.4 %, 12.0% and 15.4% (b) Variation of plastic zone induced damping
loss factor with the number of the loading cycle in the Al- 13.9 wt. % SiC (c)
Variation of equivalent plastic strain plot along the radial direction for
different loading cycle in the Al- 13.9 wt. % SiC.  
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volume modeled such that the volume fraction of particulate to the matrix is maintained 

at similar to that of experimental result, shown in Fig. 9.1(d). To begin with, the model 

was used to predict the residual plastic zone due to cooling from extrusion temperature 

(which is around 350 deg.C) to room temperature. Figures 9.2 (a) to (c) are the contour 

plots showing the residual plastic strain present corresponding to the three experimental 

MMC samples. Figure 9.3 (a) plots the variation of the equivalent plastic strain along the 

radial distance from the metal-ceramic interface into the matrix. Next on top of the 

residual stress the model was subjected to a tensile cyclic load with a maximum stress 

amplitude of 10KPa and a time period of 1 second. From the computed results, the total 

energy dissipated in one cycle ∆W as well as the maximum strain energy U was deduced. 

Using these values, the damping loss factor was calculated using equation (2.5) and the 

results are shown as a bar chart in Fig. 9.4(a).  Furthermore, the analysis was repeated 

under the absence of residual stress condition to understand the effect of thermal cooling 

on the energy dissipation capability, which showed negligible energy dissipation similar 

to the studies of Wang et al. [172].  

Next to understand the effect of particulate shape, the spherical particulate was 

varied to an ellipsoid, cylinder, double cone and a truncated cylinder, shown in Fig. 

9.5(a). Fig. 9.6 shows the plastic strain variation due to particle shape variation which 

helps to understand the effect of stress concentration and aspect ratio of the particle.  

Finally, the unit cell model containing 12 volume percentage of SiC was used to 

study the different types of process induced defects individually, such as voids, 

particulate-matrix debond and particulate breakage, illustrated in Fig. 9.5(b), and 

described as follows: 
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• To understand the effect of particulate breakage, the spherical particulate was 

modelled as two broken pieces with no force transmitting capability in between. 

• To understand the effect of particulate debonding the interface between the 

spherical particulate and the spherical cavity of the matrix is modelled with contact 

elements [173] with a friction coefficient of 0.3. This enables normal hydrostatic 

forces to be passed to the particulate from the matrix and vice-versa while the shear 

stress obeys the coulombs law of friction [5]. Thus the energy dissipated due to 

rubbing at the interface during sliding is also taken into account.  

• To understand the effect of void, a spherical void of 0.0077 volume fraction was 

added to a 12 volume percentage of SiC. The void was placed at the axis of the unit 

cell model above the SiC particulate to achieve axis-symmetry in the model. 

 

Fig. 9.7 shows the plastic strain contours due to the above defects with the unit cell. 

Further to understand the effect of the strain amplitude of the applied sinusoidally 

varying stress, the analysis was repeated on a fully bonded Al-12 vol. % SiC sample. The 

maximum strain energy and energy lost within one cycle were predicted and the overall 

damping loss factor was computed for the different strain amplitude which are plotted in 

Fig. 9.8. 
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Fig. 9.4  (a) Variation of FEM predicted damping loss factor with respect to volume
fraction of SiC in Al matrix. (b) Comparison of FEM predicted damping loss
factor for different particulate shapes. (c) Comparison of FEM predicted damping
loss factor for different process induced defects. 
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Fig. 9.5  (a) Particulates of similar volume but with different shape morphologies. (b) 
Process-induced defects assumed to study their effects on the overall energy 
dissipation. 

Sphere Ellipsoid 

Double cone Truncated Cylinder Cylinder 

Presence of 
voids 

Broken particulate at 
the center line 

Debonded 
interface 

Al Al Al 

SiC 
SiC SiC 

(a) 

(b) 



Numerical Modelling of Particle Reinforced Composites 

 179

Fig. 9.6  Equivalent plastic strain plot in the unit cell model containing particulates 
with: (a) spherical shape (b) double cone shape (c) cylindrical shape and 
(d) ellipsoidal shape with an aspect ratio of 2. 

(a) (b) 

(c) (d) 

Fig. 9.7  Equivalent plastic strain plot in the unit cell model under the presence of: (a) 
debonded metal-particulate interface, (b) a broken particulate along the 
central half plane (at y=0), and (c) void of 0.77 volume percentage. 
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9.5.2 Al-Ti System 

To understand a stiff metal reinforcement in a ductile metallic matrix Al-Ti 

system was taken due to the encouraging results obtained in chapter 6. The unit cell 

model assumed Al as the metallic matrix and Ti as the reinforcing particulates.  The 

elastic modulus and thermal expansion coefficient of aluminium and titanium were taken 

to be temperature dependent as shown in Fig. 9.9. The Poisson ratios of aluminium and 

titanium were taken to be 0.3 and 0.361, respectively [147]. The metallic matrix (Al-

1100-O) was assumed to obey the Anand viscoplastic material model for which the 

material constants were assumed as A = 1.91x107 sec-1, ξ = 7.0, m = 0.23348, so = 18MPa, 

ho=1115.6 MPa, Q/Rg = 21090 K, α = 1.3, n = 0.07049 and ŝ = 18.9 MPa [177]. Based on 

the experiment results of Lennon and Ramesh [178], the Ti particulate’s stress-strain 

behavior under various temperatures and strain rates is modeled using a multi-linear 

isotropic material model [173]. 

The cooling rate was taken to be 100 deg. C/ sec and the unit cell was made 

corresponding to a spherical particulate of size 5µm inside a cylindrical metallic matrix 
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Fig. 9.8  Variation of plastic zone induced damping coefficient with strain amplitude. 
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with a length to diameter ratio of 1 and a volume modelled such that the volume fraction 

of particulate to the matrix is maintained similar to that of the experimental result, shown 

in Fig. 9.1(d). To begin with, the model was used to predict the residual plastic zone due 

to cooling from extrusion temperature (which is around 350 deg.C) to room temperature. 

Figures 9.10 (a) to (c) are the contour plots showing the residual plastic strain present 

corresponding to the three experimental MMC samples. Figure 9.11(a) plots the variation 

of the equivalent plastic strain along the radial distance from the metal-ceramic interface 

into the matrix. Next on top of the residual stress the model was subjected to a tensile 

cyclic load with a maximum strain amplitude of 0.0001. 
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of thermal expansion and (b) elastic modulus. 
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Fig. 9.10  Equivalent plastic strain plot in the unit cell model containing particulates

with: (a) Al- 3.3 wt. % Ti, (b) Al- 6 wt. % Ti and (c) Al- 7.5 wt. % Ti. 
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9.5.3 Al-SiC-Ge System 

Similar to the Al-SiC system, a unit cell was made to study the Al-SiC-Ge system. 

A spheroid type shape was assumed for the SiC and Ge particulate since it provides the 

lower bound of residual plastic zone as was observed in the Al-SiC system. Two 

compositions were built which corresponds to the composites viz., Al-1.9Ge and Al-

1.8Ge/2.9SiC. A rate dependent viscoplastic material model was used for the Al metal 

matrix (melting point ~ 660oC) similar to the Al-SiC and Al-Ti system to account the 

temperature and strain-rate dependency of flow stress and thus accurately predict the 

residual plastic zone at the matrix-reinforcement interface. Based on the microstructural 

studies of the composite samples, SiC and Ge were found to be stable due to their high 

melting point of 2827oC and 936oC, respectively, which are well above the extrusion 

temperature of 350 oC [151]. Hence relatively the SiC and Ge can be assumed to exhibit  

elastic material behavior.  A spheroid type shape was assumed for the SiC and Ge 

particulate since it provides the lower bound of residual plastic zone. Figure 9.12 (a) and 

        (a)             (b) 
Fig. 9.12  Equivalent plastic strain contour plot in the unit cell model containing

composition equivalent to: (a) Al- 1.9 vol. % Ge (b) Al-1.8 vol. % Ge /2.9
vol. % SiC.  
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(b) shows the equivalent plastic strain (EQPLST) contours for the two different 

compositions. Next on top of the residual stress the model was subjected to a tensile 

cyclic load with a maximum strain amplitude of 0.0001 and a time period corresponding 

to the specimen resonant frequency of 2500Hz was applied. From the computed results, 

the total energy dissipated in one cycle ∆W as well as the maximum strain energy U was 

deduced. Using these values, the damping loss factor was calculated. 

 

9.6 Discussion 

Considering the MMC as a multiphase system, the mechanical loss can be written 

as the sum of the contributions from the particulates, the general metallic matrix far from 

the matrix-particulate interface and the micro-plastic zone around the reinforcement, 

which are denoted with the subscript r, m, and zp, respectively as follows: 

where rη and mη  corresponds to the damping loss factor of reinforcement and the 

metallic matrix, respectively, fzp is the volume fraction of the microplastic zone around 

the reinforcement, Emmc is the elastic modulus of the metal matrix composite, maxσ is the 

maximum stress amplitude and W∆ is the energy dissipated in one cycle under the 

presence of the micro-plastic zones. Thus it is clear from equation (9.11) that the 

damping loss factor increases proportionally with the plastic zone volume fraction. The 

FEM results from the present study can be explained by a simplistic model which is 

based on a elastic-perfectly plastic model [15]. The size of the plastic zone Cs predicted 

from the FEM can be compared against the equation (5.2). 

zp mmc
mmc r m 2

max

f E W
tan

∆
η = φ ≈ η + η +

πσ
(9.11)
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Secondly, the deformation of essentially all metals is, to a certain extent, time-

dependent. This dependence, however, becomes more pronounced at temperatures 

exceeding a third of the material’s melting point. Hence it is termed viscoplastic material 

behavior, which refers to the mechanical response of solids involving time-dependent, 

irreversible (inelastic) strains. This can be seen as a more accurate way of predicting the 

energy dissipated per cycle as represented by equation (5.3). In this part of the study, 

W∆ was calculated using the FEM based unit-cell model which mimics a rate dependent 

viscoplastic model (called Anand model [16] explained in the previous section) for the 

aluminium matrix. In the UCM, the reinforcement such as SiC, Ti ang Ge particulates 

were assumed to possess a spheroid shape so as to achieve a conservative result in terms 

of energy dissipation and stiffness since it possess a minimum stress concentration and a 

unit aspect ratio. From the computed ∆W and U, the plastic zone induced damping loss 

factor was deduced. Fig. 9.3 (b) shows the variation of the damping loss factor due to the 

micro-plastic zones with the number of the loading cycle which shows that the predicted 

damping loss factor is significant at the first cycle and reduces significantly for the 

second cycle and later stabilizes for the further loading cycles. Similar observation of 

damping variation was seen with loading cycles in the elastic-plastic based damping 

studies of Xu and Schmauder [171]. This can be explained by Fig. 9.3 (c), which shows 

the variation of the equivalent plastic strain within the Al-SiC unit cell increases for the 

first cycle and strain hardens the metallic matrix, which reduces further increase in the 

overall plasticity with similar loading cycles.  

 Similarly, for Al-Ti system uniform increase in damping is observed with increase 

in volume fraction. Secondly, as noted earlier the Al-Ti has a lower thermal mismatch 
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than Al-SiC and hence the plastic zone volume fraction is less, hence the energy 

dissipated per cycle is less. Fig. 9.11 shows the FEM predicted damping loss factor under 

similar volume conditions for the three volume percentages of Ti viz., 1.8, 3.7 and 5.0. 

The increase in the damping loss factor with volume fraction of Ti can be explained 

based on equation (9.11) that the damping depends directly on the volume fraction of the 

plastic zone under similar loading conditions. 

To study the Al/SiC/Ge two different compositions were studied as shown in 

Figure 9.12 (a) and (b) which describes the equivalent plastic strain (EQPLST) contours. 

This shows clearly that the overall plastic zone around the particulate has increased due 

to the combined presence of SiC and Ge particles compared to only Ge particle presence. 

Also the maximum value of the plastic strain at the interface has increased in the Al-

1.8Ge/2.9SiC composition compared to Al-1.9Ge, from 0.0155 to 0.0181. Application of 

a sinusoidal load with a low strain amplitude of 10-6 and a frequency of 300 Hz showed 

that the energy dissipated in the form of plastic work by the residual plastic zone was in 

the order of 0.0011 and 0.0014 for Al-1.9Ge and Al-1.8Ge/2.9SiC, respectively. Thus the 

presence of 1.9 vol. % of Ge in Al matrix enhances energy dissipation capability 

compared to the monolithic Al matrix. Secondly, presence of 2.88 vol. % of SiC 

increases the energy dissipation capability of the Al matrix by 27% compared to the 

energy dissipating capacity of Al-1.9Ge composition. Thus the hybrid composite has 

increased energy dissipating capability than the single reinforcement type. 

The drawback of the present FEM model is that it assumes a uniform inter-

particulate distance, since it is based on a unit cell concept, which may not be true due to 

the presence of clusters in the actual experiment samples. However, the model can 
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account to some extent for sharp faceted particulate shapes compared to the spherical 

shape assumed in the previous study.  Secondly in terms of the interfacial condition, the 

present model assumes a fully-bonded interface between the particle and the Al-matrix 

which may be considered as an ideal condition. However as explained in Fig. 9.5(b), it 

accounts for defects such as particle breakage, particle debond and partial debond etc. In 

reality, the experimental sample would be expected to have both bonded and debonded 

interfaces as well as transformation of Al to Al-SiC interfacial compounds. The later 

effect at the particulate-matrix interface can be expected to influence the plastic zone 

radius due to variation in the CTE mismatch, since the interfacial compounds (oxides, 

carbides, etc.) are expected to have lower CTEs compared to their parent materials. 

Hence the researcher can model individual defect’s effect on damping and superimpose 

on one global model to take a overall effect on a multi-cell model. While further efforts 

to improve the numerical model are being made to circumvent these shortcomings, the 

results of the model confirms that the explanation expressed in the forms of equations 

(5.3) and (5.4) are able to explain the experimental observation of the various MMC 

samples. 

 

9.7 Summary 

 Based on the systematic numerical study using the unit-cell model following 

conclusions can be reached: 

1. The FEM based cell model used in the present study enables the determination of 

damping loss factor of composites due to the presence of residual plastic zones 
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induced due to thermal mismatch during cooling from extrusion temperature to 

room temperature.  

2. The results matches well with experimental results obtained from impact based 

suspended beam experiments, which corresponds to low strain amplitude 

condition.  

3. Numerical results also show similar increasing trend in damping loss factor with 

weight percentage of SiC and Ti added in the metallic matrix, consistent with the 

experimental observation of suspended beam experiments. 

4. Effect of stress concentration due to sharp faceted particulates increases the 

energy dissipation capability of the metallic matrix due to the increased presence 

of plastic zone. 

5. The present model is capable to study the effect of process induced defects such 

as particulate breakage, presence of void in the metallic matrix and debonding at 

the metal-particulate interface on the overall energy dissipation capability of the 

MMC. Comparison against ideally bonded condition shows that these defects 

increase the energy dissipation capability of the MMC.  

6. An increase in damping with an increase in the weight/volume percentage of SiC 

particles gets enhanced with the presence of Ge particles which can be attributed 

to a progressive increase in the energy dissipation. The energy dissipation can 

primarily be attributed to the simultaneous influence of increase in volume 

percentage of plastic zone and increase in dislocation density.  

7. The present results thus suggest that with a proper selection and combination of 

reinforcement material (metallic + ceramic) the overall damping capacity of the 
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composite can be significantly enhanced which can tailored using numerical 

models.   
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10.0 Introduction 

 Engineering materials generally exhibit decreased stiffness and strength with 

increased damping. Also material defects induced damping results in a drop in stiffness. 

Compared to these phenomena, thermo-elastic damping offers several advantages viz., 

they are predictable and hence materials such as particulate reinforced MMCs, laminates 

and unidirectional composites, can be tailored to provide enhanced damping for a 

particular application.  

Material deformation results in temperature variation with in a material. Metallic 

materials exhibit cooling under tensile stress and heating under compression. After the 

initial coupling equations were published by Nowicki in 1962 [179], Zener was the first 

to relate this coupling to an energy loss in vibration. His monograph in 1948 examined 

the various dissipation mechanisms in metals, which included the relations for 

thermoelastic dissipation that were derived from basic energy conservation in a material 

along with irreversible thermodynamic theory [15]. He postulated that a irreversible heat 

transfer takes place from the heat source which is the compressive stress side of a flexure 

beam to the heat sink which is the tensile portion of the beam where cooling exists. Thus 

relaxation of the thermoelastic solid is achieved through the irreversible flow of heat 

driven by local temperature gradients that through the coupling accompany the strain 

field. This process of energy dissipation, called thermoelastic damping, is a fundamental 

one. As long as the thermal expansion coefficient is nonzero, thermoelastic damping sets 

a damping capacity for any vibrating mechanical component in a dynamic system. 

In this present study, a finite element based unit-cell is also introduced to 

visualize the heat flow and damping loss factor due to micro-thermoelasticity in a MMC 
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under a cyclic load. The model is also capable to study the effect of particle morphology 

such as sharp edges and particulate’s aspect ratio on the ETD damping capacity of the 

MMC. Secondly, the inertial effects of the particle are taken into account compared to the 

pseudo static model of Milligan and Kinra [188]. Thirdly, the effect of process induced 

defects such as particle-matrix debonding and particle breakage as well as presence of 

voids and cracks in the metallic matrix on the overall ETD damping capacity of the 

MMC. Since Al/SiC is the most widely studied PRMMC system, such a material has 

been taken as the material of choice for the detailed study, however the present model can 

be extended to any material system.  

 

10.1 Theoretical Consideration 

Elastic as well as plastic deformation results in altering the temperature of a 

material. For example, in a metallic material tensile deformation results in volume 

increase as well as cooling, while compressive deformation results in volume decrease as 

well as heating. Thus under elastic loading the component material exhibits heating or 

cooling depending on the hydrostatic stress it experiences [180]: 

where '
eq is the rate of heating or cooling, oT is the component temperature before the load 

is applied, λ and µ are the Lame constants, ρ is the density, c is the specific heat, α is 

the thermal expansion coefficient, '
kkε is the elastic strain rate while k ranges from 1 to 3 

which indicates the material coordinates. But under plastic deformation, most of the work 

( )
( )

' '3 2
/

+
=e o kkq T

c
λ µ

ε
ρ α

(10.1)
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done on the material is converted to heat and plastic work. The heat produced purely aims 

to increase the temperature and thus converts it in to a positive heat source. 

where '
pq is the heat source from the plastic deformation, β is the fraction of heat that 

converts to heat which is around 0.5, ijσ is the applied stress and p
ijε is the plastic strain 

rate. 

Thermoelastic damping arises from the coupling of the stress-strain state equation 

to heat flow in the material. The familiar effects of the coefficient of thermal expansion 

where stresses and strain can be thermally induced can be derived from the dependence 

of the Hemholtz free energy on both strain and temperature [15]. From this starting point, 

however, one finds that the temperature gradient in a material can be driven by changes 

in strain. The coupled (linearized) state equations for an isotropic medium is derived as 

follows.  

 The linear thermoelastic stress/strain relation for an isotropic material, also known 

as the Duhamel-Neuman form of Hooke’s law, which in indicial notation, is expressed as 

[179, 107-108]: 

where λ and µ are Lame’s constants, T is the temperature, To is the temperature of a 

stress free reference state, α is the linear thermal expansion and ijδ is the Kronecker delta. 

The second equation required to define the linear, coupled, thermoelastic theory is the 

energy equation, given by [182, 183]: 

' =
p

ij ij
pq

c
βσ ε

ρ
(10.2)

( ) ( )ij ij kk ij ij o2 3 2 T Tσ = δ λε + µε − δ λ + µ α − (10.3)

( )
kk kk

' '
,mm E okT c T 3 2 T= ρ + λ + µ ε (10.4)
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where k is the thermal conductivity, ρ is the density and Ec  is the specific heat at 

constant deformation. Since kkε is time harmonic, the fluctuation of temperature is also 

time harmonic. For most crystalline solids the relative temperature resulting from the 

thermoelastic effect is very small, i.e. 3
oT / 10−∆ Τ ≈ . Hence in equation (10.4) it has 

been assumed that the time varying temperature can be replaced by a constant 

temperature To. Other basic assumption is that the heat conduction term in the energy 

equation depends on temperature difference T-To in each orthogonal direction, instead of 

the Laplacian of the temperature, i.e. ,mmT . For example, Zener assumed for a beam 

bending, the strain, stress and temperature varies spatially with “orthogonal 

thermodynamic potentials” which satisfy a characteristic equation, along with appropriate 

boundary conditions. The characteristic equation and boundary condition for temperature 

are: 

where t is a geometric boundary condition, such as thickness of the specimen. The 

solutions to this equation show that the temperature varies periodically through the 

thickness of the beam. This assumption also implies that the temperature only varies in 

one direction; in this case it varies along the thickness. This changes the relation of stress 

and temperature from a three-dimensional temperature change, ( )3 2λ + µ , to that of a 

single dimension, ( )2 1µ − ν . Use of equation (10.5), requires that the thermal 

conductivity k, in equation (10.4), be replaced by a constant κ which is related to the 

geometric boundary conditions resulting in  

( ),kk
E

,i i

k TT 0
c

tT 0, at x
2

+ =
ρ τ

= = ±

(10.5)
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where the geometry related constant for a beam of thickness t in transverse bending is 

 

Thermoelastic damping occurs only in deformations that cause volumetric change 

(e.g. bending and tension/compression) [179] hence in equation 10.3, there is no thermal 

coupling for the case i j≠ . In the case of pure shear deformation no volumetric change 

occurs and hence no contribution towards thermoelastic damping. Solving above 

equations for temperature and its first derivative and then solving for stress, gives the 

energy equation in stress, strain and their first derivatives: 

 

 

 

The first two terms of the above equation denotes the isotropic elastic relation. The third 

bracketed term contains the damping effect, similar to viscosity, from thermo elastic 

dissipative sources.  

Zener showed that under certain assumptions about the specimen geometry, the 

thermoelastic dissipation can be related to an equivalent viscoelastic material’s 

constitutive equation which he termed as standard linear solid and is described 

mathematically as follows [184]: 

where σ is stress, ε is strain, ετ is the time constant of relaxation of stress under constant 

strain, στ is the time constant of relaxation of strain under constant stress and MR is the 

relaxed elastic modulus. Thus his intent was to show that the damping behavior can be 

( )( )
kk kk

' '
E oT c T 2 1 Tκ = ρ + µ − υ ε (10.6)

2

2

k
t
π

κ = (10.7) 
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approximated by a single relaxation peak with a characteristic relaxation time which 

corresponds to the thermal diffusion time across the width ‘b’ of the beam, which is 

proportional to 2 /b χ , where χ is the thermal diffusivity of the material. 

Under sinusoidal vibration with a frequency ω  the stress and strain are given by: 

A complex elastic modulus relates the stress to the strain, where the ratio of the real to the 

imaginary part of the complex quantity provides a measure of the dissipation or internal 

friction of the material as follows [15, 184]: 

where σ ετ τ τ= and U R
m

R U

M M
M M

−
∆ = is a dimensionless quantity called the relaxation 

strength of the modulus. 

 

10.2 Macro thermo elasticity: Flexural vibrations of beams 

As discussed previously, in a isotropic, homogenous, thermoelastic, Bernoulli-

Euler beam of constant rectangular cross section with height h and undergoing time-

harmonic bending vibrations in the x-y plane, the curvature of the beam varies with time 

i t
oe

ωκ κ= where ω  is the circular frequency in rad/sec. The stresses in the beam can be 

expressed in terms of curvature ( xx yε κ= −  and xx zz xxε ε νε= = − ). Thus the variation in 

the curvature during bending results in fluctuation of the hydrostatic stress ( kkε ) as 

follows: 

( )1 2= − − i t
kk o ye ωε ν κ (10.12)

= i t
oe

ωε ε = i t
oe

ωσ σ (10.10)

( )21
= ∆

+
mQ ωτ

ωτ
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Thus the stressed material experiences a temperature change as it experiences a 

reversible adiabatic (isentropic) process which can be predicted using the first and second 

laws of thermodynamics. For an isotropic material, the change in temperature due to 

change in hydrostatic stress ( kkσ ) can be predicted as follows [142]: 

where s is the entropy which is to be constant in an isentropic process. Thus shear 

stresses are not expected to produce heat. Using the above principle Zener’s solution of 

the ETD damping for a beam configuration is given by [15]: 

 

 

 

 

where ω is the circular frequency, τ is the characteristic time of the beam, oΨ is the 

characteristic damping of the beam, α is the coefficient of thermal expansion, RE is the 

relaxed modulus of elasticity, To is the absolute temperature, γ  is the mass per unit 

volume, c is the specific heat per unit mass, k is the isotropic thermal conductivity of the 

material and h is the beam thickness. The ETD damping mechanism is frequency 

dependent and reaches a maximum when the time constant of vibration reaches the 

characteristic time of the beam [1, 26] given by equation (10.16). Shieh had extended this 

thermoelastic damping study to timoshenko type beams [186, 187]. In the present study 

the samples were 10mm in diameter and 300 mm in length, hence they essentially 

satisfied Euler’s beam conditions. Using the thermomechanical properties of the matrix 
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material, viz., Al and Mg the damping loss factor due to the macro-thermoelasticity of the 

beam was found to be 10-5, which is presumed to be insignificant. But to understand the 

micro-thermoelasticity at the reinforcement particulate level the method summarized in 

the following section was adopted. 

 

10.3 Micro Thermoelastic Damping: PRMMCs 

Presence of stress raisers such as reinforcements, precipitates, voids, cracks would 

alter the hydrostatic stress distribution causing enhanced heat dissipation. In this section 

the effect of the presence of spherical reinforcement as an individual stress raiser is 

discussed. 

 A complete set of field equations required for calculating the 

elastothermodynamic damping was presented by Kinra and Milligan [188]. They 

presented elegantly for isotropic composite material and further extended to: (a) a single 

linear inclusion in an unbounded matrix [188], (b) bending of a laminate beam [188], (c) 

a multi-layered metal-matrix composite [189] and finally (d) to an imperfect thermal 

interface in a fiber reinforced metal matrix composite [190].  

For conciseness, the basic equations that are needed for the present work are 

reproduced. The isothermal isotropic Hooke’s law is [179]: 

where kkσ is the stress tensor, E is the Young’s modulus, lmδ  is the Kronecker delta and 

υ is the poisson’s ratio. The one-way coupled heat conduction equation in spherical 

coordinates is [119, 120]: 

( )( )1 1= + −lm lm kk lmE
ε σ υ υσ δ (10.17) 
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where r is the radial coordinate, T is absolute temperature, To is the thermodynamic 

equilibrium temperature and also the reference temperature at which all the material 

properties are taken, t is time, α is the linear coefficient of thermal expansion, k is the 

thermal conductivity, and C is specific heat per unit volume. In the case of a spherical 

coordinate, the heat conduction equation involves only the radial coordinate and hence 

the problem can be seen as spherically symmetric. The term on the right of equation 

(10.15) is due to the thermoelastic effect, given by equation (10.1). Solving the above 

equation we get the temperature distribution from which the thermal gradient is obtained. 

The rate of entropy produced per unit volume ps due to irreversible heat conduction is 

given as follows [119]: 

where the dot over a symbol represents partial differentiation with respect to time. It is 

important to recognize that the entropy produced is proportional to the square of the 

temperature gradient at that point.  

 Under a cyclic load with frequency ω (which is the circular frequency), the 

maximum elastic stored energy per unit volume is given by [188-190] 

The entropy produced per unit volume during one cycle of vibration is given by [188-

190]: 

The entropy produced can also be represented in terms of temperature variation that is 

also time harmonic (described as ( )* *, i t
oT r t T V e ω= + ). The superscript * denotes a 

( ) 21 1
2 2

⎡ ⎤= = + −⎣ ⎦
lm lm

lm lm kkW
E

σ ε υ σ σ υσ (10.20) 

∆ = ∫ pS s dt (10.21) 
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complex number and thus the temperature is theoretically a complex quantity with a 

phase difference compared to the applied harmonic stress field kkσ .  The entropy increase 

is given by: 

where the overbar ( )V denotes the complex conjugate. 

The mechanical energy dissipated (converted into heat), W∆ , in the continuum of 

volume V, during one cycle of vibration is given by: 

This equation gives the correspondence between entropy produce in the composite during 

a cycle of vibration and the elastic energy that has been made unavailable for work by 

turning it into heat. The specific damping capacity is defined as the energy dissipated 

through the composite in one cycle normalized by the maximum elastic energy stored 

during that cycle, as follows: 

By this method the damping characteristics of SiC reinforced Al matrix was 

studied and Fig. 10.1 shows the variation of the specific damping with volume fraction of 

reinforcement and cyclic frequency. Here the frequency is represented in normalized 

form of using the characteristic time of heat conduction in the inclusion (τ ), similar to 

the practice of Kinra et al. [107] ( )ωτΩ = where τ for the inclusion depends on its 

diameter (a), thermal conductivity (k) and specific heat (C) as follows: 

* *

Re
⎛ ⎞∂ ∂

∆ = ⎜ ⎟∂ ∂⎝ ⎠o

k V Vs
T r r

π
ω

(10.22)
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W T sdt (10.23)
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10.4 Finite element implementation of Micro-thermoelasticity 

The above formulation of Kinra et al. [190] has been attempted to be implemented 

in a finite element form with full coupling between the heat transfer equation and force 

transfer equation within in the UCM under a cyclic load. In a three dimensional condition, 

the dependence of the total strain on the stress vector { }σ and temperature rise T∆  can 

be represented as follows [173, 191]: 

where [D] is the stiffness matrix, { }α  is the vector of thermal expansion coefficient, T∆  

is temperature rise (T-To). Since stresses vary with time under cyclic load, for example in 

the case of cyclic bending, heat flows from the hot region to cold region with a 

characteristic time constant which depends on the thermophysical properties and hence 

lags behind the stress cycle. According to second law of thermodynamics, entropy (S) is 

generated ( )oQ ST= due to this irreversible heat conduction (Q) that can be determined 

as follows [190]: 

where To  is reference temperature and Cp is the specific heat at constant pressure that is 

related to specific heat at constant volume (Cv) as follows [192]: 

Taking strain { }ε  and T∆  as independent variables, the coupled equations (10.26) and 

(10.27) can be expressed as follows: 

{ } { }T p

o

C
S T

T
ρ

α σ= + ∆ (10.27) 

{ } [ ]{ } [ ]{ }D D Tσ ε α= − ∆ (10.29)

[ ]{ } { }T
o VQ T D C Tα ε ρ⎡ ⎤= − ∆⎣ ⎦ (10.30)

{ } [ ] { } { }1D Tε σ α−= + ∆ (10.26) 
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V P

TC C Dα α
ρ

= − (10.28)
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Expressing in terms of heat transfer, the rate of heat generation is given by [193]:  

where [K] is the thermal conductivity matrix and ∇ is the Laplacian operator. Thus under 

dynamic condition the finite element model’s force and heat balance is expressed by the 

following set of equations which can be solved by numerical methods [173]:  

where each dash on the superscript denotes a differentiation with time, [ ]M and [ ]K are 

the mass and stiffness matrices, respectively, { }u is the displacement vector, [ ]tK is 

thermal diffusion conductivity matrix, [ ]tC is the specific heat matrix, [ ]TeK is 

thermoelastic stiffness matrix which is computed as follows: 

where [ ]B is the strain-displacement matrix, { }N is the shape function matrix, [ ]ETDC is 

the ETD damping matrix which is derived as follows: 

Thus; when the material is subjected to vibration, stresses vary sinusoidally and the 

induced strain due to the coupling of thermal and mechanical energy lags behind the 

applied stress by a phase angle ‘δ ’ as follows [194]:  

Denoting { }*ε as the complex conjugate of total strain, the time averaged total strain 

energy Ut becomes a complex number and is determined as follows: 

[ ]{ } { } [ ] 2∂∂ ∂∆
⎡ ⎤= + − ∇⎣ ⎦∂ ∂ ∂

T
o V

Q TT D C K T
t t t

ε
α ρ (10.31)
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where the real part of Ut represents stored energy and imaginary part represents the 

dissipated energy due to the thermoelastic damping. The ratio of the imaginary to the real 

part provides the loss factor ( )η , which is equal to the inverse of quality factor (Q) which 

is given by [173]: 

where ‘tot’ denotes the total number of elements in the finite element model. 

{ } { }*0.25= ∫
T

t
V

U dVσ ε (10.37)
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Fig. 10.1 Methodology for deducing a simplified FEM model for the PRMMC: (a)

hexagonal representation of a particulate reinforced MMC, (b) unit hexagonal cell,

(c) approximated cylindrical unit cell, (d) axisymmetric FEM model of the

cylindrical unit cell, (e) equivalent stress contour plot and (f) hysterisis curve. 

(a) (b) (c) 

(d) 
(e) (f) 
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SiC particle 
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Fig. 10.2 (a) FEM based axisymmetric model similar to that of Kinra et al. [7] having a

spherical matrix and particle  (b) Corresponding damping characteristics result of Al – 10

vol. % SiC for different spherical particle radius ranging from 0.1 to 20 micron. 
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Sphere Truncated Cylinder Cylinder 

Fig. 10.3  Particulates of similar volume but with different shape morphologies. 

(a) (b) 
Fig. 10.4 (a) Typical SiC particle distribution and shape in an Al containing

5 volume percentage of SiC (b) Typical particle cracking and debond

Fig. 10.5 UCM models with different defects (a) broken particle (b) particle-

matrix debonding (c) presence of voids in matrix and (d) presence of cracks in matrix.  
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Fig. 10.6 Damping characteristics of Aluminium with cylindrical SiC particle and volume

fraction ranging from 5 to 50 percentage. 

Fig. 10.7 Variation of damping characteristics of Al containing 10 volume 

percentage of SiC with particle shapes of cylinder, sphere and truncated cone. 
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(c) 
Fig. 10.8  Material deformation under (a) tensile part and (b) compressive part of the 

cyclic load at a non-dimensional frequency of Ω~10. Corresponding temperature flux 

pattern in the unit cell under the same instance of (c) tensile direction (d) compressive 

direction of the cyclic load. 

(a) (b) 

(d) 
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Fig. 10.9 Typical hydrostatic stress distribution under the compressive part of the load

cycle at non-dimensional frequency of Ω~10 for a particle shape of (a) cylinder (b) sphere

(c) truncated cone. 

(c) 

(a) 

(b) 
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Fig. 10.10 Damping characteristics of Aluminium containing 10 volume percentage of

cylindrical SiC particle with aspect ratio ranging from 0.5 to 2.0. 
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Fig. 10.11 Effect of process-induced defects on the ETD damping characteristics of a Al 

matrix containing 10 volume percentage of cylinder shaped particle. 
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10.5 UCM for Micro-thermoelasticity 

 Using the finite element methodology described in previous section a unit cell 

model was made to extend the analytical method developed by Kinra and his co-workers 

[120]. The drawback of their analytical method is that the particles are assumed to be 

spherical and are placed in a hollow metallic matrix sphere. Composing a global MMC 

using such matrix spheres is not practical as it leads to voids in between the spheres. 

Secondly, particles are non-spherical in reality and have sharp corners. Presence of stress 

concentrations such as aspect ratio of particles, overall particle shape and sharp corners 

results in non-uniform hydrostatic stresses which alters the heat generation and thus the 

energy dissipated during the vibration.  

 As explained in chapter 9, the particles can be assumed to be uniformly 

distributed based on general observation of isotropic behavior of the PRMMCs. These 

particles are assumed to be placed at the center of hexagonal metal matrix cells. Further 

to cut down the computation time, the hexagonal cells are simplified to circular cylinders 

so as to convert the three-dimensional model to an equivalent two-dimensional one. 

The composite material was idealized in terms of periodic array of identical 

hexagonal cylindrical cells, shown in Fig. 10.1 (a), with the SiC reinforcement located in 

the center of each cell. Axisymmetric cylindrical cells, which can be regarded as 

approximations to the three-dimensional array of the hexagonal cylindrical cells [167-

172], were used in the calculation (see Fig. 10.1 (c)). 

 Exact micro-mechanical modeling of a two or more phase composite material is 

very complicated due to the geometric size and shape of the individual phases. Hence 

unit cell models have been designed and successfully used by a number of researchers, 
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including Llocra et al. [167], Bao et al. [168], and Shen et al. [169] to calculate the 

thermo-mechanical properties of composites. These models were successfully used to 

predict results similar to more rigorous and computationally more intense three-

dimensional models. In the present study, an axi-symmetric cell model similar to Bao et 

al. [168] is chosen to model a particulate reinforced metal matrix composite. This limits 

the particulate shape to axially symmetric in nature such as a sphere, cylinder, or an 

ellipsoid and provides the convenience to analyze the 3D model as a 2D axi-symmetric 

model, which results in high accuracy with least computer resource. The unit cell model 

for a cylindrical particulate is shown in Fig. 10.1 (d). Cylindrical coordinates are defined 

so that ‘r’ represents the radial direction and ‘z’ represents the axial direction of the 

cylinder. In the present study, the particulate is assumed to be a cylinder with a particle 

radius R with an aspect ratio ranging from 0.5 to 2. The dimensions of the cylinder are so 

chosen so as to satisfy the required volume fraction of the reinforcement in the composite 

under study.  The reinforcement volume fraction was taken as the ratio of the 

reinforcement volume to the cell volume.  The particulate is placed at the exact center of 

the metal matrix cylinder with a radius L and length 2L. Thus the aspect ratio of the cell, 

the ratio of the height of the cylinder to its diameter, was maintained to be unity.  The 

cylindrical surface is constrained to remain cylindrical but can move in or out with zero 

average normal traction. The faces perpendicular to the direction of stressing also remain 

planar with zero shear traction and a sinusoidally varying normal stress. Before applying 

such a cyclic load, the UCM was subjected to thermal cooling from extrusion temperature 

to room temperature to account for the residual stress in the subsequent calculations. 
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  The ANSYSTM (version 10) code was employed using a mid-noded coupled field 

element (Plane 221) to solve the boundary value problem that was explained 

systematically in the previous section [173]. Fig. 10.1 (a) to (f) shows the overall 

modeling methodology of particulate reinforced metal matrix composites. 

The unit cell model proved to be a proper idealization of the particulate reinforced 

MMC.  The model assumed Al as the metallic matrix and SiC as the reinforcing 

particulate.  Table 1 lists the material properties assumed in the present study. The unit 

cell was made corresponding to a cylindrical particulate of size 20 µm inside a cylindrical 

metallic matrix with an length to diameter ratio of 1 and a volume modeled such that the 

volume fraction of particulate to the matrix is maintained at different values ranging from 

5 to 50 vol. %, as shown in Fig. 10.1(d). The model was subjected to a tensile cyclic load 

with maximum stress amplitude of 1Pa. The cyclic frequency range extended to an 

additional decade compared to the studies of Kinra [189, 190] so as to easily compare 

with their pseudo-static model and study the dynamic effects. The results were expressed 

in terms of the non-dimensional frequency (Ω), which is defined as the product of the 

operating frequency and the thermal time constant [189, 190, 196], and thus Ω was varied 

from 0.1 to 10,000. From the computed strain energy results, the real and imaginary 

portion was deduced for each element and was summed for the complete model based on 

equation (10.38).  

To confirm that the present FEM methodology works well, a spherical model 

similar to that of Kinra et al. [190] and Srivatsava et al. [196-197] (see Fig. 10.2 (a)) was 

built which comprised a spherical particle inside a spherical matrix sphere and was 

subjected to a pulsating hydrostatic pressure on the matrix surface. The results shown in 
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Figure 10.2 (b) matches well with the published results of Kinra et al. [190] and 

Srivatsava et al. [196].  

Based on the confidence gained from the above exercise the FEM based unit-cell 

as explained in Fig. 10.1 was built. The loads were assumed to be uniaxial loading such 

that each cell in a composite is subjected to tensile/compressive loading when the sample 

is subjected to a flexing condition. As explained in the previous paragraph, to extend the 

use of FEM, the particle was assumed to have a cylinder shape (see Fig. 10.3) such that it 

is symmetric, yet having enough stress concentration features similar to actual SiC 

particle’s morphology (see Fig. 10.4 (a)). Further, to understand the effect of particle 

shape, the cylindrical particulate was compared against a sphere and a truncated-cylinder 

type particle shape, as shown in Fig. 10.3. Also to understand the effect of particle aspect 

ratio, the UCM with a cylindrical particle shape was studied by varying the aspect ratio 

from 0.5 to 2.0. The results from such shape variation studies help to understand the 

effect of particulate morphology on the ETD damping characteristics of the composite.  

Finally, the unit cell model containing 10 volume percentage of SiC was used to 

study the different types of process induced defects individually, such as voids and cracks 

in the metallic matrix, particulate-matrix debonding and particulate breakage, illustrated 

in Fig. 10.5, and described as follows: 

• To understand the effect of particulate breakage, the cylindrical particulate was 

modeled as two broken pieces with no force transmitting capability in between. 

• To understand the effect of particulate debonding, the interface between the 

cylindrical particulate and the cylindrical cavity of the matrix is modeled with 

contact elements [198] with a friction coefficient of 0.3. This enables normal 
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hydrostatic forces to be passed to the particulate from the matrix and vice-versa 

while the shear stress obeys coulombs law of friction [173]. Thus, the energy 

dissipated due to rubbing at the interface during sliding is also taken into account.  

• To understand the effect of voids, a spherical void of 1 volume fraction was added 

to an Al containing 10 volume percentage of SiC composite. The void was placed at 

the axis of the unit cell model above the SiC particulate to achieve axis-symmetry 

in the model. 

• To understand the effect of the presence of a crack close to a particle in the metallic 

matrix, a penny shaped crack with a radius of 20% of the particle size was analyzed 

with its axis matching with the unit cell’s axis. The composition of the unit cell was 

maintained to be Al with 10 volume percentage of SiC. 

 

10.6 Discussion of UCM Predicted Micro-ETD Effects 

The analytical model of Kinra et al. [190] and Srivatsava et al. [196] assumed a 

spherical particulate inside a spherical matrix with a harmonic hydrostatic pressure 

loading as shown in Fig. 10.2(a). Such assumptions impose several restrictions in 

modeling the actual geometry, load and other boundary conditions. The finite element 

based UCM model developed in the present study was found to be exceptionally simple 

and fast to run in a PC platform (Windows XPTM). To demonstrate its accuracy, similar 

model conditions as that of Kinra [190] were performed for the Al/ 20 vol. % SiC 

PRMMC system. At low frequency range of ( )~ 10Ω it is clear from Fig. 10.2 (b) that a 

damping peak similar to Kinra’s model [190] is observed, which matches with the 

characteristic thermal time constant that is expressed as follows: 
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where C is specific heat, ρ is density, a is particle size and k is thermal conductivity.  

Studies of Srivatsava et al. [196] showed that the inertial load become important in the 

force balance equation at high frequencies ( )1000Ω > , in terms of the dynamic effects of 

the particle mass with respect to the frequency. In the present study, similar to their 

studies the particle radius in a MMC containing 20 vol. % was varied viz., 0.1 µm, 0.5 

µm, 1 µm, 5 µm, 10 µm and 20 µm and the frequency dependent damping characteristics 

are compared in Fig. 10.2 (b). A dominant damping peak arises above 1000Ω >  for a 10 

µm  particle size similar to results of Srivatsava et al. [196] which matches the time 

constant for the mechanical resonance of the particle, which is given as follows [199]: 

where ‘a’ is the particle radius, ρ  is the reinforcement density, λ  and µ  are the Lame 

constants. For submicron particle size (a < 1 µm) it is clear from Fig. 10.2 (b) that the 

dominant mechanical resonance peak reduces in terms of frequency and approaches the 

~ 10Ω peak. Thus it is encouraging that as the particle size reduces, enhanced damping 

in terms of increased number of damping peaks can be observed, which encourages 

researchers to move towards sub-micron or nano-particle type composites. Such 

increased damping due to particle size reduction has been observed in the present 

research which is explained in detail in chapter 11. 

Fig. 10.6 shows the variation in the damping loss factor for different volume 

fraction of the SiC in the Al matrix. This shows clearly that the increase in volume 

fractions increases the overall ETD damping capacity of the composite. Experimental 

results listed in chapter 5 also showed such increased damping loss factor of Al matrix 

2=t a C kτ ρ (10.39)

( )( )2= +m aτ ρ λ µ (10.40) 
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for increase in SiC volume fraction viz., 4.4, 12.0 and 15.4 which increased the damping 

capacity by an order of 27%, 61% and 71%, respectively, when compared against the 

monolithic aluminium sample. This was explained based on the damping relation to the 

volume fraction of the plastic zone under similar loading condition. However, the present 

study shows ETD mechanism can also contribute to composite’s overall damping 

capacity since various damping mechanisms in a composite material can act in tandem. 

In reality, SiC particulates in the MMC as seen in Fig. 10.6, possess shapes 

similar to a polyhedron with multiple sharp edges leading to stress concentrations. In the 

present model, enhancement has been made compared to the model of Kinra [190] and 

Srivatsava [196] in terms of modeling the particle with a cylindrical shape to account the 

effect of sharp edges so as to invoke the stress concentration. Further to compare the 

effect of particle shape, separate models were prepared with truncated cone and spheroid 

shape, as shown in Fig. 10.3. Fig. 10.7 shows the variation of the damping loss factor 

against the normalized frequency for a 10 vol. % of SiC in an Al matrix which shows that 

the presence of stress concentration features of the particulate’s shape such as sharp 

edges results in enhanced ETD damping compared to the spheroid particle shape. For 

example at ~ 10Ω  peak it is clear that a cylindrical particle provides higher damping of 

9.6 percentage than the spherical particulate. This can be hypothesized that as the particle 

shape has sharp edges, the force distribution is non-uniform and concentrates more at the 

stress-raising corners and hence the hydrostatic stress distribution differs at the tensile 

and compression part of the load cycle. Fig. 10.8 compares the material deformation 

direction and the heat flow direction within the UCM during the tensile and compressive 

part of a load cycle. Hence variation in the particle shape distorts the hydrostatic stress 



Thermoelastic Damping Mechanism of  Metal Based Composites 

 218

contours (see Figs. 10.9 (a)-(c))within the UCM containing different particle shapes with 

unit aspect ratio viz., cylinder, sphere and truncated cone, as shown in Fig. 10.3. 

Similarly, results from UCM models with same particle radius of 10 µm but with 

different aspect ratio of cylindrical particle viz., 0.5, 0.75, 1.0, 1.5 and 2.0 shows that the 

ETD damping capacity (see Fig. 10.10) is higher for smaller aspect ratios which may be 

due to the reduction in the particle mass. 

To identify the presence of microstructural defects in the composites, the stiffness 

or the elastic modulus is a good parameter especially at low strain amplitude, similar to 

the present experiment. Experiment results show in general that the PRMMCs do not 

reach the upper bound of stiffness that is predicted using the rule of mixture. This was 

mainly attributed to the process induced defects such as presence of debonding at the 

metal-ceramic interface, presence of broken particulates in the MMC as well as due to the 

presence of voids [200] (see Fig. 10.4 (b)). Also results mentioned in chapter 5 showed 

that the particle size reduces as the MMC undergoes secondary processes such as 

extrusion. Thus particle debonding due to poor wettability and particle breakage due to 

the secondary processes can be expected to exist in a MMC and can play a key role in the 

damping characteristics of an MMC. From a damping perspective, it is interesting to note 

that for both good and bad interfacial bonding condition between the ceramic particulate 

and the metal matrix, the overall damping characteristics increases in an MMC due to 

different damping mechanisms. In the present study, the effect of debonding on the 

overall ETD damping characteristics of the MMC along with the interface damping was 

computed by investigating the energy dissipated in the unit-cell model under a debonded 

metal-particulate interface condition with a cylindrical particulate morphology. Analysis 
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was performed for a friction coefficient of 0.3, which showed that the damping loss factor 

of the Al containing 10 volume percentage of SiC, see Fig. 10.11. Such results when 

compared against a fully bonded interfacial condition, shows clearly that the ETD 

damping loss factor is decreased which is due to poor stress transfer and poor thermal 

heat transfer across the debonded interface. However, experimental studies of Zhang et al. 

[201] showed that the debonded interface results in enhanced damping. This can be 

explained in terms of the frictional energy loss during cyclic loading at the particulate-

matrix interface which can be analytically described as follows [201]: 

 

where µ  is the coefficient of friction between the SiC on an Al surface, k is the stress 

concentration factor at an interface between a soft particulate and the metal matrix, γ  is a 

correction factor and f is the volume fraction of SiC added. Hence debondη  depends 

directly on the friction coefficient, stress concentration and the volume fraction of 

debonded particulates.  Similarly, analysis for a broken particulate condition (see Fig. 

10.11) shows a similar reduction in ETD damping loss factor compared to a fully bonded 

particulate condition, due to lack of force and heat transfer through the particulate during 

the tensile and compressive part of the cyclic loading.  

Investigation of the presence of a void and a crack in the metallic matrix close to a 

SiC particulate in an Al matrix shows increased damping capacity as compared to the 

ideal UCM model with no matrix defects, see Fig. 10.11. According to Fougere et al. 

[202] the elastic moduli ‘Ep’ of porous materials depend on the porosity percentage ‘p’ by 

an exponential function, E E pp o= −exp( )β , where β is a material constant which ranges 

between 2 and 4 and Eo is Young’s modulus under no porosity condition. Thus the force 

3
2

=debond kfπη γµ (10.41)
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distribution is altered in the metallic matrix and similarly results in reduction in strain 

energy and an increase in dissipated energy and hence an overall increase in ETD 

damping capacity. This matches well with analytically predicted results of Panteliou et al. 

[203], where they showed that the presence of voids of few volume percentage and 

cracks in the metallic matrix result in increased ETD damping capacities which were 

verified experimentally.  

In summary, the present UCM model built using generalized FEM methodology, 

forms an elegant tool in predicting the ETD damping capability of a particulate type 

composite using the common thermo-physical properties of the parent materials used in 

the composite. But it assumes a uniform inter-particulate distance, since it is based on a 

unit cell concept, which may not be true due to the presence of clusters observed in the 

SEM micrograph, shown in Fig. 10.4(a). Based on the study of Zhou et al. [205], the 

presence of clusters leads to unequal load sharing and overlapping of the thermally 

induced plastic zones which is presently being studied. However, the model can account 
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to some extent for sharp faceted particulate shapes and the particle’s aspect ratio 

compared to a spherically shaped particulate assumed in the previous studies [190, 196].  

Further in terms of interfacial condition, both fully-bonded and a fully-debonded 

interface between the SiC-particle and the Al-matrix can be modelled using the present 

UCM methodology which may be considered as the two extremes of the real situation. 

While further efforts are made to closely mimic the actual composite, the result of the 

present study shows clearly that the present UCM model described in this section can be 

a useful design tool to predict the elasto-thermodynamic damping capacity of a particle 

reinforced composite in terms of particle size, shape, volume fraction, material type and 

also account for the effect of process induced defects, for a given dynamic design 

application. Thus the model is capable to predict for different material combinations for a 

given strain amplitude, frequency and temperature as shown in Fig. 10.12 and 10.13. 

Fig. 10.13  Surface plot of specific damping capacity variation of Al matrix with
various volume fraction of SiC reinforcement and subjected to different
frequency. Kindly note that the normalized frequency and the damping
capacity are denoted in log scale. 
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10.7 Summary 

 Based on the present study about ETD damping following conclusions can be 

reached: 

1. ETD damping is purely a thermo-mechanical phenomenon which is purely 

non-destructive in nature compared to microplastic damping. It can be tailored 

for a given application whose vibration parameter such as amplitude and 

frequency are known. 

2. ETD-damping becomes dominant at higher frequencies (ultrasonic 

frequencies) yet they seem to contribute up to 25% of the total enhancement 

in overall damping capacity of Al based composites, for example.  

3. The unit-cell model seems to be viable choice to visualize the stress pattern 

and heat flow pattern in and around the matrix-reinforcement interface. 

4. The FEM based cell model used in the present study enables the determination 

of damping loss factor of composites due to the elasto thermodynamic 

phenomenon that arises due to the cyclic variation in the hydrostatic strain 

distribution within the composite. 

5. The UCM model is capable to account the inertial loads and thus predict the 

effect of particle size. Results show a decrease in particle size increases the 

damping loss factor that arises due to the ETD effect. Hence it is encouraging 

from a ETD damping standpoint to move towards a micro or a nano sized 

particle. 

6. Results also show similar increasing trend in damping loss factor with volume 

percentage of SiC added in the metallic matrix. 
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7. Effect of stress concentration features of particulates increases the ETD 

contribution to the energy dissipation capability of the metallic matrix due to 

non-uniform force transfer between the matrix and reinforcement. For 

example, use of cylindrical particle enhances the damping capacity by 9.6 % 

than a spherical particulate at a non-dimensional frequency of Ω~10. 

8. The present model is capable to study the effect of process induced defects 

such as particulate breakage, presence of void in the metallic matrix and 

debonding at the metal-particulate interface on the overall energy dissipation 

capability of the MMC. Comparison against ideally bonded condition shows 

that these defects decrease the energy dissipation capability of the MMC due 

to poor force and heat transfer.  

9. Presence of matrix defects like voids and cracks, adjacent to a reinforcement 

results in increased damping capacity than an ideal MMC condition. 
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Chapter 11

Effects of Nano Particle 
Reinforcement on  
MMC Damping 
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11.0 Introduction 

Studies on micron sized SiC particle reinforcement in a ductile matrix such as Al 

exhibit good improvement in damping capacity. Another widely used ceramic 

reinforcement is Al2O3 that is more inert than SiC in Al and is resistant towards 

oxidation. Research findings also reveal that when the microstuctural features such as 

reinforcement dimension approaches less than 100 nm, the material exhibits novel 

behavior, which has grown into a special field of materials called Nano-Materials (NM) 

[205, 206]. The results of the literature search, however, reveal that no attempt is made to 

investigate the effect of particle size on the damping behavior of a ductile metallic 

matrix. Hence in this part of the study, damping capacity that indirectly signifies internal 

friction of a material is investigated for Al based metallic matrix as a function of length 

scale of alumina reinforcement. The work was further extended to Mg matrix so as to 

confirm the findings.  

 

11.1 Materials and Processes 

Case A: Three composite ingots with different alumina particle size viz., 10 µm, 0.3 µm 

and 50 nm (obtained from Baikowski, Japan) were prepared using the disintegrated 

deposition method (DMD) [2] and corresponding to volume percentage of 10.13, 1.47 

and 0.94, respectively were hot extruded.  The matrix used was pure Al (99.9% pure) and 

in order to overcome the problem of poor wettability of Al2O3 by Al, either the matrix is 

alloyed or the reinforcement is surface coated. Study shows presence of MgO on the 

surfaces of Al2O3 improves wettability [207], hence Mg is added ~ 4 wt.% to improve 

wettability of alumina to the pure Al matrix in the present study. A monolithic Al sample 
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containing same amount of Mg was also prepared for comparison through the same 

process route. 

Table 11.1 Results of the case A monolithic and composite samples. 

 

Table 11.2 Results of density, CTE and hardness measurement of Mg and Mg/Al2O3 
composites. 

* ND: Not Determined. 

 

Specimen A B C D 
Material description 

Al-Mg 
Al-Mg-
0.05µm 
Al2O3 

Al-Mg-
0.3µm 
Al2O3 

Al-Mg-
10µm  
Al2O3 

Al2O3 Vol. (%) - 0.94 1.47 10.13 
Al2O3 Wt. (%) - 1.4 2.18 14.46 
Mg Content (wt.%) 3.79 3.42 3.97 4.07 
Grain Size (µm) 0.8 ± 0.1 0.4 ± 0.1 0.5 ± 0.1 0.7 ± 0.1 
Grain Aspect ratio 1.3 ± 0.2 1.3 ± 0.2 1.4 ± 0.3 1.3 ± 0.2 
Al2O3 Particle Size (µm) - 0.05 ± 0.02 0.30 ± 0.15 8.03 ± 1.22 
Al2O3 Particle Aspect ratio - 1.6 ± 0.5 1.5 ± 0.3 1.4 ± 0.2 
Density (g/cm3) 2.641 2.662 2.646 2.657 
Porosity (%) 0.056 0.114 0.041 1.033 
Micro-hardness (HV) 68 ± 2.8 78 ± 1.5 74 ± 3.1 71 ± 4.2 
Macro-hardness (HV) 67 ± 1.1 73 ± 1.5 69 ± 1.1 63 ± 2.7 
Experimental mean CTE (10-6/oC) 27.6 ± 1.4 25.4 ± 0.9 26.8 ± 0.3 24.2 ± 0.4 
Dyn. Modulus (GPa) 70 75 73 70 
0.2 % Yield Str. (MPa) 219 ± 8 302 ± 3 233 ± 4 229 ±13 
Ult. Tens. Str. (MPa) 320 ± 9 363 ± 25 342 ± 7 298 ± 7 
Failure Strain (%) 11.8 ± 0.8 6.6 ± 0.6 11.1 ± 1 5.2 ± 1.0 
Est. Inter particle distance (µm) - 0.7 12.0 29.8 
Est. disl. density (m-2) per unit vol. 
fraction of alumina filler - 2.63E13 1.21E12 1.64E11 

Exp. Damp. loss factor η free 0.0057 0.0088 0.0082 0.0075 
% increase in damping per unit vol. 
fraction of Al2O3 

- 58 % 30 % 3 % 

Wt. % of 
Al2O3 

Vol. % of 
Al2O3 

Density 
(g/cm3) 

Grain Size 
(micron) 

CTE 
(x10-6/°C) 

Microhardness 
(HV) 

- 0.000 1.7397 49 ± 8 28.4 ± 0.3 40 ± 0 

0.5 0.224 1.7523 - 27.5 ± 0.1 51 ± 1 

1.5 0.677 1.7470 - ND* 56 ± 1 

2.5 1.134 1.7623 14 ± 2 25.1 ± 0.3 66 ± 1 
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Case B: Similarly, DMD technique was used to synthesize Mg (99.9% pure) reinforced 

with 0.5, 1.5 and 2.5-weight percentages of 50-nm sized Al2O3 particulates. For 

comparison, monolithic magnesium was synthesized using similar steps except that no 

reinforcement particulates were added. 

Table 11.3 Results of damping measurement and prediction in the case of Mg and 
Mg/Al2O3 samples. 

Wt. % of 
Al2O3 

Inter-
particle 
spacing 

(µm) 

Estimated 
plastic zone 

volume  
(%) 

Estimated 
dislocation 

density  
(m-2) 

Dynamic 
modulus 

(GPa) 
Edyn 

Exp. 
damping  

loss factor  
η free 

Increase in 
damping 

(%) 

- - - - 42.77 0.011 - 
0.5 1.06 0.3 7.74E+10 44.42 0.013 18 
1.5 0.61 1.0 2.33E+11 45.14 0.014 27 
2.5 0.47 1.7 3.91E+11 52.52 0.018 64 

 

Fig. 11.1  Representative SEM micrographs showing: grain morphology of: (a) Al-
Mg (b) Al-Mg-0.3 µm Al2O3 and (c) Al-Mg-10 µm Al2O3 and distribution
of: (d) Al12Mg17 precipitates in Al-Mg matrix and typical clusters in (e) Al-
Mg-0.3 Al2O3 and (f) Al-Mg-10 Al2O3 . 

(a) (b) 

(d) 

(c) 

(e) (f) 
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11.2 Results 

The results of the density measurements of the case A and B specimens obtained 

using Archimedes’ principle [4] are listed in Table 11.1 and Table 11.2. The samples 

were polished and were examined using optical microscopy technique to determine the 

grain size. The coefficient of thermal expansion of the monolithic sample was determined 

on extruded samples using thermal-mechanical analyzer and the Vickers hardness (HV) 

was obtained using a digital micro-hardness tester (Matsuzawa model MXT50) [4]. Table 

11.1 and 11.2 lists the hardness values of various specimen, which shows that a steady 

increase in hardness with decrease in particle size in the case of Al-Mg/Al2O3 sample, 

while with the increase in volume fraction the hardness increases in the case of Mg/Al2O3 

samples. Tensile test results show for Case A samples, the decrease in particle size shows 

Fig. 11.2  Typical FESEM image showing nano-size Al2O3 particulate distribution
in a Mg/2.5 vol.%Al2O3 sample. 
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a systematic increase in yield strength, tensile strength. Hence it is encouraging to 

observe the effect of particle dimension and particle volume fraction on the overall 

MMCs’ thermo-mechanical properties.  

Damping loss factor and elastic modulus were estimated using the impact-based 

“Free-Free” or “Suspended” beam method in accordance with ASTM C1259-98 standard 

[126]. Description of the experimental setup can be found in chapter 4, section 4.7. Table 

11.1 lists the variation in damping loss factor with reduction in particle size, which 

clearly shows that as the particle approaches the nano-size from micron-size the damping 

capacity of the composite increases. Similarly, Table 11.2 shows the variation of 

damping loss factor with increase in volume fraction of alumina in Mg matrix, which 

confirms that there is a systematic increase in damping capacity of the composite with 

reinforcement volume fraction. 

Field emission scanning electron microscope (FESEM) was used to study the 

nano-size Al2O3 particulate distribution in the metallic matrix. Fig. 11.1 shows the grain 

morphology, particle and precipitate distribution in the case A samples. Similarly, Fig. 

11.2 shows a typical particulate distribution in an Mg/2.5 vol.%Al2O3.  

 

11.3 Discussion 

Close inspection of the alumina particle at high magnification illustrated good 

particle-matrix interfacial bonding in all the three composites investigated in the present 

study. In case A samples, this can be partly attributed to the efficacy of adding the 

elemental Mg in the Al matrix, which can be confirmed in terms of increased strength and 

stiffness (see Table 11.1). Uniform distribution of alumina particles with minimal 
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clustering was seen in all the composite samples and thus a isotropic behavior from a 

global perspective can be assumed. 

Table 11.1 shows that the damping capacity of the case A composite samples 

increases due to the presence of alumina particles compared to the monolithic sample. 

Additionally, variation in ηfree is seen to increase with decrease in alumina particle size. 

This can be expected due to high dislocation density at the particle-matrix interface, 

which can be observed in terms of increased hardness and yield strength due to work 

hardening of the metallic matrix [8], and can be estimated using a prismatic dislocation-

punch model described as equation 5.5 (and are listed in Table 11.1). According to 

Granato-Lucke dislocation model, the dislocation behaves like an elastic string pinned 

between both sides due to any hard particles such as Al12Mg17 intermetallic precipitates, 

alumina particles or antiplane dislocations [29, 101] and under a low strain amplitude 

(below 10-4) type cyclic load it bows, which introduces increased relative atomic 

movement in a crystalline lattice thus interfering with homogenous deformation of the 

bulk material. In the present experimental setup the strain magnitude induced in the 

specimen is of the order of 10-6 and hence the frequency dependent damping is applicable 

and is as follows [9]:  

where k is a material constant, L is the effective dislocation loop length which depends 

on the inter-particle spacing and Λ  is the total dislocation density which increases with 

decrease in alumina particle size (as shown in Table 11.1) thus contributes to increased 

dislocation-based damping characteristics in the composite samples. However, presence 

of clusters (see Fig. 11.1(e)) adversely affects the overall damping capacity [1].  

(11.1)1 4
fQ k L− ≈ Λ
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Similarly for case B samples, the average sizes of alumina particulates was 50-

nm. In general, uniform distribution of alumina particulates was observed in all the MMC 

samples and was confirmed based on the isotropic material behavior observed in terms of 

the elastic modulus in all the composite samples, from a global perspective. Table 11.3 

lists the experimentally determined loss factor variation with an increase in weight 

percentage of Al2O3 in the magnesium matrix. It may be noted that the increase in 

damping of Mg is realised as a result of presence and increasing weight percentage of 

Al2O3 irrespective of the fact that Al2O3 has lower loss factor of the order of 0.0009 [12] 

as compared to magnesium, which has loss factor of the order of 0.011. Such an increase 

in the loss factor due to the addition of Al2O3 can be attributed to the Al2O3 associated 

intrinsic and extrinsic damping mechanisms as described in the forthcoming paragraphs. 

Table 11.3 lists the predicted increase in dislocation density with volume fraction that 

clearly shows there is a steady increase in dislocation density with increase in 

reinforcement volume fraction as observed in Chapter 5 for micron-sized reinforcement. 

This can be observed with the steady increase in hardness of the metallic matrix due to 

the work hardening during material processing, which is listed in Table 11.2. Based on 

equation (11.1) such an increase in dislocation will give rise to increased energy 

dissipation within the metallic matrix. The experiment results list in Table 11.3 confirms 

this hypothesis. 

Another parallel damping mechanism occurs at the grain boundaries due to their 

sliding behavior in a viscous manner under a shear stress field. This process manifests 

itself in anelastic deformation and internal friction. Damping study on aluminium by K e
∧

 

[22] showed that polycrystalline microstructure had increased energy dissipation due to 
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increased presence of grain boundaries as compared to single crystal. During 

thermomechanical processing, the presence of alumina particles in the metal matrix 

stimulates grain nucleation. For micro-sized ceramic particulates grain refinement has 

been observed during thermomechanical processing (see Chapter 5). Based on the 

assumption of one grain per particle, the grain diameter Dgb is predicted for the 

conventional micron-sized ceramic particulates, as follows [208]: 

 where d is the particle diameter and Vf is the volume fraction of reinforcement. With an 

assumption of 1.134 volume percentage of alumina and 50-nm particle diameter the final 

grain size can be estimated to be 0.22-µm. But based on experiment results listed in Table 

11.3, grain size reduction is seen but not to that extent predicted by equation (11.2), in the 

composite sample containing 1.134-vol. percentage of alumina (14 µm) compared to the 

monolithic Mg sample (49 µm). Yet this grain size reduction (~ 71%) is significant and 

thus can enhance anelastic energy dissipation during a cyclic motion. Similar discussion 

hold good for Al-Mg/Alumina samples (case A) due to systematic decrease in grain size 

with particle dimension (see Table 11.1). Additional details on the effect of nano-grain 

size is discussed in the following chapter. 

In addition, presence of voids in the metallic matrix also provides additional 

damping to the overall composite damping capability based on the studies of Zhang et al. 

[25]. Other damping mechanisms such as macro-elasto-thermodynamic damping can be 

seen to be insignificant in the present experimental study due to room temperature 

operation conditions, sample dimensions and frequency magnitude. But as shown in Fig. 

10.1 as the particle dimension reduces additional ETD-damping at particle level increases 

( )( )1 3
gb f fD d 1 V V= − (11.2) 
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giving rise additional maxima with frequency and hence it is rewarding to use nano-sized 

particles as reinforcement. 

 The increase in the elastic modulus for case B samples with increase in weight 

percentage of reinforcement can be attributed to the higher elastic modulus of Al2O3, 

which is reported to be about 420 GPa [23] as compared to the monolithic Mg sample’s 

elastic modulus value of 42.77 GPa, based on the present study (see Table 11.3). In 

addition, any presence of brittle oxide phases of magnesium in the metallic matrix are 

also expected to increase the overall composite’s stiffness, due to their higher stiffness 

compared to the parent materials. In a previous study, Srikanth et al. [122] showed that 

various theoretical models such as the Shear Lag model, Halpin-Tsai model and the 

Eshelby model can be used to explain such an increase in the MMC’s stiffness with 

reinforcement.  

Studies of Trajanova et al. [209] have shown that 1 vol. % alumina with a particle 

diameter of 20 µm showed surprisingly lesser damping than the monolithic magnesium. 

However they did not discuss the reasons for this decrease in damping. Based on their 

material process description it is clear that they adopted a powder metallurgy route, 

which may have not provided enough chemical bonding between the matrix and the 

reinforcement. Solidification processing approach was thus used in the present study to 

enhance the chemical integrity of the Al2O3/Mg interface. In general, reduction of 

particulate diameter results in a significant increase in surface energy [210]. Hence in the 

present study nano size spherical particle was chosen as the reinforcement morphology so 

as to achieve increased surface energy so as to achieve better chemical bonding between 

the matrix and the reinforcement. The results of the studies of the various samples have 
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confirmed this hypothesis. Thus from the above discussions, it is encouraging to note that 

addition of hard nano-size alumina particulates improves the metallic matrix stiffness and 

damping properties significantly. Fig. 11.3 explains such an increase in damping loss 

factor (e.g. case B) help in achieving faster settling of the vibration in a structural system 

such as a beam with cantilever like support system (e.g. a satellite’s antenna structure) 

and subjected to a initial unit deformation followed by free oscillations. 

 
11.5 Summary 

Based on the present study following conclusions can be drawn: 

1. The free-free beam type flexural resonance method can be successfully used with 

circle-fit approach to measure the damping characteristics of the magnesium 
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containing different volume fraction of nano-size alumina particulates. 

2. Presence of alumina particles in Al matrix enhances energy dissipation irrespective 

of their size due to the various intrinsic damping mechanisms acting parallel. 

3. The damping of Al increases with a decrease in alumina particle size for a fixed 

amount of alumina reinforcement. This can primarily be explained due to increase 

in dislocation density arising from an increase in surface area with a decrease in 

particle size. 

4. An increase in damping of Mg with an increase in the weight/volume percentage 

of Al2O3 particulates can be attributed to a progressive increase in the energy 

dissipation due to simultaneous influence of various intrinsic and extrinsic 

damping mechanisms. 

5. The hardness, elastic modulus and damping capacity of the pure magnesium 

matrix increased as a result of the increasing presence of Al2O3 particulates. 
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Chapter 12

Effect of Nano Grain Size  
on Damping Capacity of 

 Metallic Materials 
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12.0 Introduction 

The potential of nanomaterials (NMs) to exhibit unusual combination of 

properties has been instrumental in fuelling extensive research activities across the world. 

More particularly, these materials have thrilled the material community due to the 

unconventional behavior in terms of mechanical, physical and chemical properties 

compared to a coarse-grain sized counterpart viz., higher hardness, higher strength and 

higher diffusivity [205, 206, 211]. Research shows that normal coarse-microcrystalline 

material behavior is approached when the grain size exceeds 100-nm [212].  

 As discussed in previous chapters damping property of a material reflects the 

ability of a material to dissipate mechanical energy. The dissipation of the mechanical 

energy takes place through the means of different energy transformation such as 

mechanical energy to caloric energy. In macro-grained metallic specimens presence of 

crystalline defects, elastothermodynamic and magnetoelastic effects contribute to the 

total damping.  In addition to these mechanisms, in a NM, increased presence of 

microstructural defects, such as dislocations, grain boundaries, triple junctions, pores, 

etc., has been observed, compared to a micro-crystalline material (CM) [205]. Thus the 

damping study would help to understand the damping sources present and thereby 

describe the microstructure of the material indirectly.  

 Among different metallic materials, copper remains as one of the interesting 

material for the material community. The results of literature search have indicated that 

damping behavior of microcrystalline copper has been investigated [18] and the damping 

capacity depends on frequency, temperature and strain amplitude [14, 23]. No 

information, however, is available on the energy dissipation capability of nanocrystalline 
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bulk copper synthesized using the technique of mechanical milling (MM) coupled with 

hot extrusion. As mechanical milling remains one of the most industrially adaptable 

synthesis technique of high performance metallic materials, it is expected that the 

properties (such as stiffness and damping properties) of the NMs synthesized using 

mechanical milling will be of paramount importance to a design engineer especially for 

designing dynamic systems. 

Accordingly, the variation in the microstructure of a NM type pure copper is 

studied in terms of damping capacity. The pure Cu based NM sample was prepared using 

the methodology of mechanical milling coupled with hot extrusion excluding sintering 

step. The room temperature damping behaviour was determined using a free-free type 

suspended beam technique utilizing frequency domain based circle-fit approach.  The 

damping loss factor, η  thus computed for a NM was further compared with that of the 

micro-grain size copper samples.  

 

12.1 Materials and Processes 

In the present work, Copper particles of 99 percent purity and less than 50 micron 

size (supplied by Goodfellow, England) and stearic acid (> 99.5% purity, supplied by 

Sigma-Aldrich, Switzerland) were used as the starting materials. The primary processing 

consisted of mechanical milling (MM) 50 grams of copper powder and 1 wt. % of stearic 

acid together at room temperature using a FRITSCH Pulverisette 5 planetary ball mill at 

250 rpm for 10 hours (denoted as 10h-MMed samples). Next, the mechanically milled 

(MMed) powder was loaded into the 35mm-diameter compaction die lubricated by dry 

graphite lubricant and were subsequently cold-pressed uniaxially at 70 tons using a 
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hydraulic press. The secondary processing consisted of hot extrusion of the cold-

compacted sample at an extrusion ratio of 12.25:1 to form a 10-mm diameter extruded 

rod. Further, for comparison, samples without MM were made (denoted as 0h-MMed 

samples) by cold compaction of the elemental powder without performing mechanical 

milling. The extrusion pressures of 0h-MMed samples and 10h-MMed samples were 

maintained close to ~70 tons and ~80 tons, respectively. The extrusion die temperature 

was maintained at 400°C throughout the extrusion process. The powder compact was 

soaked at 700°C for 0h-MMed sample and 600°C for 10h-MMed sample prior to 

extrusion. The different temperatures were used to maintain the average grain size in 

nanometer range and to avoid surface cracks. For comparison, a micro-grain size Cu 

sample (from GoodfellowTM, England) of high purity (99.99%) under as-drawn condition 

was also tested. 

 

12.2 Results 

Grain Size Estimation 

The microstructural characterization of the elemental powder, mechanically 

milled powder and the extruded samples was performed using Shimadzu Lab-XRD-6000 

X-ray diffractometer with Cu-Kα radiation operated at 40 kV and 30mA, and at a scan 

speed of 2°C/min. Fig. 12.1 shows the X-ray diffraction spectra of the initial powder and 

final extruded nano-Cu samples. Based on these XRD data, the crystalline size of the 

nano-Cu samples were calculated using Sherrer equation [213]. The estimated results of 

the grain size are listed in Table 12.1.  Grain size of the micro-grain sized Cu sample was 

measured using standard metallographic methods. 
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Density Measurement 

The results of the experimental density values measured using Archimedes’ 

principle are listed in Table 12.1.  

 

Hardness Testing 

The results of microhardness measurements carried out on the NM and CM 

samples are summarized in Table 12.1. It may be noted that the 10 hr milling leads to an 

increase in the average value of hardness by ~ 186 % when compared to 0h-MMed 

sample. The corresponding grain size reduction was ~ 33 %.   

 

Coefficient of thermal expansion 

 The results of CTE measurements in the temperature range of 50-600oC (refer 

Table 12.1) revealed that milling does not affect the CTE of the bulk-extruded copper 

even when the grain size difference is about 36-nm. The results are in accordance with 

the grain size-CTE trend predicted by researchers elsewhere [206]. 
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Fig 12.1  X-ray diffraction spectra of:  (a) MMed pure Cu powder and (b) MMed 

extruded Cu at different milling durations. 
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Table 12.1 Results of microstructural and damping studies of nano-Cu samples. 
Sample 
details 

Milling 
duration 

(hr) 

Density 
(g/cm3) 

MMed 
powder 

size 

Grain 
size after 
extrusion 

Hardness 
(HV) 

CTE  
(ppm/ oC) 

Dyn. 
elastic 
mod. 

Ed  
(GPa) 

Damp. 
loss 

factor 

freeη  

Nano-Cu-
0hrMMed 0 8.8547 156 nm 99 nm 53±1 21.23±0.4

1 128.1 0.0020 

Nano-Cu-
10hrMMed 10 8.2208 25 nm 63 nm 152±2 21.19±0.1

7 109.7 0.0074 

Micro-Cu - 8.96 * - 20.6 µm 109±2 17.0 * 117 0.0068 
* denotes from reference [214]. 
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Fig. 12.2  Typical receptance frequency response function (FRF) showing: (a) Actual
FRF data for the 0-h MMed sample. (b) Actual FRF data for the 10-h MMed
sample. (c) Actual FRF data for the micro-grain Cu sample. 



Effect of Nano Grain Size on Damping Capacity of Metallic Materials 

 242

Suspended Beam Vibration Testing 

Suspended beam vibration testing was used in the present study and Fig. 12.2 

shows the typical circle fit plots for the various samples used in this study. The damping 

loss factor freeη and the dynamic elastic modulus Ed for NM and CM Cu-samples 

corresponding to both 0 hr and 10 hr mechanical milling condition and are listed in Table 

12.1.  

 

12.3 Discussion 

Table 12.1 lists the damping loss factor of the 0 hour and 10 hours mechanically 

milled nano-Cu samples. Comparison shows that the additional milling process results in 

the increase of the damping loss factor and a subsequent decrease in dynamic elastic 

modulus. The results can be explained based on the presence of residual stress induced 

due to the milling process as described in the forthcoming paragraphs. 

As explained in chapter 2, metallic materials possess different forms of damping 

sources which exists in parallel due to various relaxation processes, such as, point defect 

relaxation, dislocation motion, grain boundary sliding, inclusion-matrix friction, 

magnetoelastic effects, and elasto-thermodynamic effects. In addition to these 

mechanisms, a nano-crystalline metallic material have increased presence of interfacial 

defects such as grain boundaries, triple junctions, and elastically distorted layers, 

compared to the conventional coarse-crystalline material [205, 206, 211]. In a NM, 

dislocations are said to be present in a lesser quantity and are expected to be sessile 

(immovable) in configuration. This is based on the theory that the existence of image 

forces in finite atomic ensembles tends to pull the mobile dislocations out of the grains. 
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But TEM based deformation studies of Youngdahl et al. [215] on nanocrystalline Cu 

samples with grain size ~100-nm shows that the dislocation activity is quite dominant 

and is active up to a grain size of ~ 30-nm. In the present study, the additional milling 

process provided to the 10hr-MMed sample is expected to have contributed high density 

of sessile dislocations in the microstructure compared to the 0hr-MMed sample. Studies 

of Le Brun et al. [216] shows that the ball milling of Cu powders results in 

inhomogeneous deformation that can be observed as deformation substructures (like 

striations) in the grains using SEM and TEM. Thus their study showed that the 

mechanical milling of the powders increases the microhardness by a factor of 2.5 as a 

result of work hardening and due to the reduction in the grain size. Similar increase in the 

hardness, by a factor of ~3 (from 53 Hv to 152 Hv) has been observed in the present 

study (see Table 1) with a simultaneous reduction in grain size by a factor of one-third. 

The effect of grain size reduction on the hardness vH  can be deduced using the Hall-

Petch relationship for nanocrystalline Cu up to a grain size of 5-nm [202].  

where Ho and k are the material constants and d is the grain size diameter. For nano-Cu, 

the Hall-Petch constants are found to be viz., Ho and k are ~0.4 GPa and ~9, respectively 

[217]. Hence in the present study, the grain size reduction from 99-nm to 63-nm can 

attribute to an increase in hardness by a factor of only ~ 18 % which does not explain the 

experimental results of hardness showing an increase of 186 %. This clearly shows that 

work hardening is prominent due to high density of micro-plastic zones in the form of 

sessile dislocations that has accumulated in the microstructure. High resolution electron 

microscopy (HREM) studies of Ganapathi and Rigney [218] on nano-Cu samples have 

0.5
v oH H kd−= + (12.1)
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confirmed that cells bounded by cell-walls are formed due to severe deformation under 

sliding condition. The cell walls are full of dislocations, which arrange themselves so as 

to minimize energy. Thus from the above discussions, increased hardness can be seen as 

increased micro-plastic zones. 

In the present study, the damping characteristics of the micro-grain sized sample 

also shows a damping loss factor of 0.0068 which is comparatively higher than that of an 

annealed Cu sample which possess a damping loss factor of 0.0011 [219].  This 

significant increase in the damping is also due to the presence of presence of residual 

stress which can be seen in terms of increased hardness of 109 Hv compared to an 

annealed Cu sample which has a hardness of 47 HB (~52 Hv) for a grain size of 0.07 

mm. Based on reference [220], the increase in hardness is mainly due to work hardening 

in micro-grain sized copper samples which is the well known mechanism for increasing 

the strength. Thus the increased energy dissipation due to the presence of process induced 

residual stress in nano-grain sized copper samples agrees well with the observation of 

micro-grain sized copper samples. 

Studies of other researchers on metallic materials have clearly shown the 

dependencies of η on temperature, frequency and strain amplitude, which provide a large 

amount of important information on the mechanisms of micro-plasticity on the relaxation 

behavior of the metallic materials [14, 16, 18]. Mulyukov et al. [221] have shown that the 

severely deformed sub-micron-grained copper samples exhibit exponentially varying 

damping capacity with an increase in strain amplitude. Their study shows that the 

damping loss factor of the cold worked sample was around 0.00238. Furthermore, 

carrying out an annealing process above the temperature of 250 oC, on these severely 
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deformed samples, drastically reduced the overall damping capacity by a factor of 5. This 

clearly shows that the accumulation of the residual stress in the form of the micro-plastic 

zones contributes significantly to the intrinsic damping capacity of the material.  

   Based on the Granto-Lucke theory, the sessile dislocations with pinned 

configuration by any two obstacles such as the impurity atoms or antiplane dislocations 

can also be seen to aid the overall energy dissipation capability. They behave like an 

elastic vibrating string in an electron and phonon environment [29]. Under low strain 

amplitude the damping depends on the dislocation density, frequency of cyclic stress and 

burgers vector b of the bulk material as follows: 

where k is a material constant, L is the effective dislocation loop length which depends 

on the inter-particle spacing and Λ  is the total dislocation density. 

Based on the theory of anelasticity, presence of the internal dislocations can also 

be inferred in the form of a decrement in the elastic modulus, which can be expressed as 

follows:  

where A is a material constant. From Table 12.1, a decrement of 14% between the 0h-

MMed sample and 10h-MMed sample can be observed in terms of elastic modulus, 

which indirectly confirms the presence of high dislocation density. This is similar to the 

decrease in the elastic modulus of a micro-grain size sample that has an elastic modulus 

of 117 GPa (see Table 12.1), which is less than the elastic modulus of an annealed copper 

sample (125 GPa [220]) by 6.4%. 

2E A L
E

∆
= Λ (12.3) 

(12.2)1 4
fQ k L− ≈ Λ
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In addition to the above discussions on dislocation density, grain boundaries in a 

metallic material are also considered as defects since they are not in a perfect crystalline 

condition and lack long-range periodicity found in a typical crystal [206]. Based on a 

spherical or a cubical grain shape assumption, the volume fraction of nanocrystalline 

materials associated with the boundaries ‘V’ can be calculated [205]: 

where λ  is the average grain boundary thickness and d is the average grain diameter. 

Generally in a nano-material the grain boundary thickness varies from 0.5-1 nm [222]. 

Hence compared to a polycrystalline sample containing 10-µm grain size, a 60-nm nano-

sample can contain as much as 5% of atoms in the grain boundary region while the 

polycrystalline sample is expected to contain only 0.03% of atoms. Such non-crystalline 

nature are synonymous to amorphous condition under definition, and are condensed 

phases that are not in thermodynamic equilibrium [223]. These solids, behave similar to 

the polymeric materials that are known to exhibit viscoelastic material behaviour. 

Experiments have been conducted on pure amorphous metallic materials which exhibit 

clear glassy state, evidenced by a discontinuous change in the thermo-physical properties, 

such as, the shear modulus, heat capacity, coefficient of expansion thermal, etc [223]. In 

the NM, such a frequency dependent behavior can be seen based on the mechanical 

spectroscopic studies of Bonneti et al.[224]. The anelasticitiy due to grain boundaries in 

metals is because of viscous nature, which transforms the mechanical energy in to caloric 

energy [14]. Kê’s damping study on single crystal versus polycrystalline aluminium 

clearly shows that increased presence of grains increases the damping tremendously at 

high temperature around 200-300o C [22]. In the present study, the experiments are 

3V d
λ= (12.4) 
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performed at room temperature and hence the grain boundary sliding can be presumed to 

be insignificant based on a coarse polycrystalline material model. But according to Siegel 

[225], grain boundary diffusion and grain boundary sliding are enhanced in a NM and 

hence the validity of Ke’s studies may need to be investigated further for a nano-

crystalline microstructure. Literature review shows that the damping measurement results 

of copper with coarse-crystalline microstructure and single-crystal microstructure are 

0.0011 [153] and 0.0003 [18], respectively. In the present study, the 0h-MMed sample, 

which is expected to have relatively lesser residual stresses compared to 10h-MMed 

sample and belongs to a class of NM, exhibits a damping loss factor of 0.0020. But care 

should be taken to account the increased presence of nano-pores in the grain boundaries 

in a NM material [211], on the damping capacity of the matrix [140]. To understand the 

effect of grain boundary on mechanical properties, the coefficient of thermal expansion 

(CTE) can be taken for investigation. The CTE exhibits the combined expansion behavior 

of the grains and the grain boundaries in a metallic material. In the present study, the 

thermal expansion of both 0hr and 10hr MMed samples exhibits similar CTE results of 

21.2x10-6 K-1 and are higher than the CTE results of both single-crystalline Cu sample 

and coarse-crystalline Cu sample which are around 16x10-6 K-1 [226] and 17x10-6 K-1 

[227], respectively. Thus the presence of increased volume fraction of grain boundary in 

the NM sample can be seen in increasing the damping loss factor and thermal expansion 

behavior on a relative scale.  

 In addition to the above damping mechanisms, extrinsic damping sources exist 

under a cyclic load in a metallic material. Zener’s research showed that when a material 

is stressed in a reversible adiabatic process, thermal gradient is induced in accordance 
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with the Thomson effect [15]. Heat conducts from the high temperature regions to the 

low-temperature regions. However small this temperature increase, this is viewed as a 

loss of energy and is known as elasto-thermodynamic damping (ETD) [15]. In the present 

study, using the thermo-mechanical properties of copper the magnitude of the macro-

thermoelastic damping was predicted using the appropriate ETD model explained in 

chapter 10 and was found to be of the order of 10-5 due to the beam dimensions (diameter 

~10mm) and the resonant frequency magnitude (which was around 700 Hz), that does not 

seem to be significant to explain the experimental observation. But nano-pores can give 

rise inhomogenity and cause hydrostatic stress to arise which may result in micro-

thermoelastic damping that can be determined using the analytical and numerical models 

explained in chapter 10. 

 

12.4 Summary 

Based on the present study, following conclusions may be drawn: 

1. The free-free beam type flexural resonance method can successfully be used with 

circle-fit approach to measure the damping characteristics of microcrystalline and 

bulk nanostructured copper samples.  

2. Addition of the mechanical milling process step during the synthesis of the NM alters 

the microstructure and thereby increases the damping capacity and reduces the 

dynamic modulus of copper. 

3. An increase in the overall energy dissipation and reduction in dynamic modulus in the 

case of 10h-MMed Cu sample when compared to the 0h-MMed Cu sample can 
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primarily be attributed to the increase in the process induced micro-plastic zones 

which matches well with the dynamic property of a micro-grain size Cu sample. 
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Following conclusions may be drawn from the present study: 

1. The free-free beam type flexural resonance method can successfully be used with 

circle-fit approach to measure the damping characteristics of the unreinforced and 

the reinforced metallic samples. This method can be extended to study bulk nano 

materials also. 

2. In general, the damping of the pure magnesium and pure aluminium matrix 

increases as a result of presence of SiC particulates. 

3. An increase in damping with an increase in the weight/volume percentage of 

micron sized SiC particulates can be attributed to a progressive increase in the 

energy dissipation. This is confirmed in both Al and Mg based matrix. The energy 

dissipation can primarily be attributed to the simultaneous influence of increase in 

volume percentage of plastic zone and increase in dislocation density.  

4. Use of stiff metal particulates, such as Ti, seems to be a viable choice to enhance 

damping. Progressive increase in damping was observed with an increase in 

volume fraction of reinforcement. 

5. Interestingly, when the reinforcement is inter-connected it provides further 

enhancement in damping similar to the enhanced stiffness it provides.  

6. Further, use of a hybrid combination of two different reinforcements also shows 

enhanced damping within the metallic samples. This observation was confirmed 

in three different case studies with different formulation Mg/Ti/SiC, Al/Fe/SiC, 

and Al/Ge/SiC.   

7. The FEM based cell model used in the present study enables the determination of 

damping loss factor of composites due to the presence of residual plastic zones 
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induced due to thermal mismatch during cooling from extrusion temperature to 

room temperature. The results matches well with experimental results obtained 

from impact based suspended beam experiments, which corresponds to low strain 

amplitude condition. Numerical results also show similar increasing trend in 

damping loss factor with weight percentage of SiC and Ti added in the metallic 

matrix, consistent with the experimental observation of suspended beam 

experiments. Also the model can be used to study hybrid composites such as 

Al/SiC/Ge which micmics similar to the experiment results. Effect of stress 

concentration due to sharp faceted particulates increases the energy dissipation 

capability of the metallic matrix due to the increased presence of plastic zone. 

8. The present model is capable to study the effect of process induced defects such 

as particulate breakage, presence of void in the metallic matrix and debonding at 

the metal-particulate interface on the overall energy dissipation capability of the 

MMC. Comparison against ideally bonded condition shows that these defects 

increase the energy dissipation capability of the MMC.  

9. In the present study, there was no significant macro-ETD damping due to chosen 

specimen dimension and operational frequency, as well as no grain boundary 

damping due to room temperature operation conditions. ETD damping is purely a 

thermo-mechanical phenomenon which is non-destructive in nature compared to 

microplastic damping. It can be tailored for a given application whose vibration 

parameter such as amplitude and frequency are known. ETD-damping becomes 

dominant at higher frequencies (ultrasonic frequencies) yet they seem to 

contribute up to 25% of the total enhancement in overall damping capacity of Al 
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based composites, for example. Secondly, in this study the unit-cell model seems 

to be viable choice to visualize the stress pattern and heat flow pattern in and 

around the matrix-reinforcement interface. 

10. Presence of alumina particles in Al matrix enhances energy dissipation irrespective 

of their size due to the various intrinsic damping mechanisms acting parallel. The 

damping of Al increases with a decrease in alumina particle size (from micron size 

to nano size) for a fixed amount of alumina reinforcement. This can primarily be 

explained due to increase in dislocation density arising from an increase in surface 

area with a decrease in particle size. 

11. Similarly, an increase in damping of Mg with an increase in the weight/volume 

percentage of Al2O3 particulates can be attributed to a progressive increase in the 

energy dissipation due to simultaneous influence of various intrinsic and extrinsic 

damping mechanisms. The hardness, elastic modulus and damping capacity of the 

pure magnesium matrix increased as a result of the increasing presence of Al2O3 

particulates. 

12. An increase in the overall energy dissipation and reduction in dynamic modulus in 

the case of 10h-MMed Cu sample when compared to the 0h-MMed Cu sample 

can primarily be attributed to the increase in the process induced micro-plastic 

zones which matches well with the dynamic property of a micro-grain size Cu 

sample. Addition of the mechanical milling process step during the synthesis of 

the NM alters the microstructure and thereby increases the damping capacity and 

reduces the dynamic modulus of copper.  
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Following topics can be aimed for further work to extend the present study: 

1. The free-free beam type flexural resonance method can be modified to account 

variation in temperature. Secondly it can be modified with a forced vibration 

source through a string at a anti-node of the specimen. Hence a sine-sweep can be 

performed to determine the damping at different frequencies. Also the applied 

force amplitude can be modified to vary the strain amplitude in the specimen. 

2. Further research can aim to segregate the overall damping capacity to individual 

damping mechanisms such as grain boundary effects, dislocations, residual 

stresses, etc. This can be achieved by performing damping studies under pure 

shear, flexural and axial conditions as well as different experimental conditions 

such as temperature (Room temp to 500 oC) , strain amplitude (10-6 to 10-1) and 

frequency (1 Hz to MHz range), so as to understand the contribution of each 

mechanisms. 

3. Numerical models should be designed using Molecular Dynamics (MD) and 

Monte Carlo (MC) methods to study the energy dissipation at the interface under 

higher surface energy and thus extend this work to study damping effects in nano-

materials. 
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Disintegrated Melt Deposition Method: 
 



Appendix B 
 

Flow chart illustrating the whole work flow: 

Characterisation Studies 

Physical Properties 

♦ Chemical Analysis 

♦ Acid dissolution 

♦ Density measurements 

♦ Porosity calculations 

♦ CTE 

Mechanical Properties 

♦ Macrohardness 

♦ Microhardness 

♦ Tensile properties 

♦ Dynamic testing 
 

Microstructure 

♦ XRD 

♦ Fractography 

♦ Grain size 

♦ Reinforcement 
Distribution 

♦ Matrix / Reinforcement 
Interface 

Preparation 
• Literature Review of various damping 

studies, material preparation, etc. 

Primary Processing 
• Casting of composite using DMD method. 

Secondary Processing 
• Turning and cutting of cast ingots 
• Hot extrusion of billets 
• Machining of extruded rods 

Thesis 
• Compilation of data 
• Analysis of results 
• Technical communication 
• Plan for next sample type 


