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Abstract 

Future wireless mobile systems are required to transport multimedia traffics at 

much higher bit rates and this motivates the author to work on the technologies 

suitable for the next generation of wireless mobile communication systems. 

Multicarrier (MC-) code division multiple access (CDMA) has emerged as a powerful 

candidate due to its capabilities of achieving high capacity over frequency selective 

fading channel. It inherits the substantial advantages from both the orthogonal 

frequency division multiplexing (OFDM) and code division multiple access (CDMA) 

systems. Space-time coding (STC) which integrates the techniques of spatial diversity 

and channel coding to combat the channel destructive multipaths is also a promising 

diversity technique to increase the system capacity of future wireless communication 

systems. This thesis focuses research on space-time block coded (STBC) multicarrier 

(MC-) CDMA system. 

 The thesis first investigates the bit error ratio (BER) performance and 

bandwidth efficiency of STBC MC-CDMA systems in the presence of carrier 

frequency offset (CFO) over frequency selective fading channels. The closed form 

expressions to compute BER theoretically when either equal gain combining (EGC) or 

maximum ratio combining (MRC) is used are derived. From these expressions, the 

effect of CFO on the performance and capacity can be easily investigated. It can be 

shown that if CFO is below certain threshold, it has insignificant effect on the BER 

and capacity of STBC MC-CDMA systems. This conclusion could be important in 

transceiver design.  



ix 

 Then various multirate access schemes for STBC MC-CDMA systems are 

proposed. The performance and capacity comparisons among the multicode, variable 

spreading gain (VSG) and multiple symbol rate (MSR) multirate access schemes over 

frequency selective fading channels are investigated. Power control is made to 

maintain the link quality and to improve the system capacity. From the numerical 

results, it can be concluded that the multicode access scheme when the orthogonal 

Gold sequence is used and the VSG access scheme have the similar performance and 

capacity. Both multicode and VSG access scheme are better than the three spectrum 

configurations of the MSR access scheme.  

 Next, the thesis looks into some of design and implementation issues of STBC 

MC-CDMA systems. First, the timing and frequency synchronization is studied. A 

subspace-based blind joint timing and frequency synchronization algorithm for STBC 

MC-CDMA systems over frequency selective fading channels is proposed. Through 

properly choosing the oversampling factor and the number of received samples, the 

timing and frequency synchronizations of all mobiles can be achieved. The use of 

subspace approach allows the multiuser estimations to be decoupled into multiple 

singe user estimations, and hence makes it computational efficient in multiuser 

environment. 

 After all the mobile users have adjusted and achieved synchronous 

transmission, the semi-blind channel estimation and linear multiuser detection are 

performed to recover the data from all the mobile users at the receivers of base station. 

Simulation results show the robustness and effectiveness of the estimation algorithm in 

the presence of near-far problems, multipath fading and large number of users. Finally 

the linear zero-forcing (ZF) and minimum-mean-square-error (MMSE) multiuser 

detection techniques are investigated in the thesis using the estimated channel gain. 
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Chapter  1  

Introduction 

The next generation wireless communication systems (sometimes also referred 

as 4G systems or beyond 3G) are required to support multimedia services such as 

speech, audio, video, image and data at much higher transmission rate. In future 

wireless networks, the various services such as circuit switched traffic, IP data packets 

and broadband streaming services are needed to be provided seamlessly.  To ensure 

this, the development of wireless communication systems with generic protocols and 

multiple-physical layers or software defined radio interfaces are expected to allow 

users to seamlessly switch access among existing and future standards. 

The idea behind of 4G wireless communication systems will be not only the 

application of new technologies to cover the need for high data rate services and new 

services, but also the integration of a multitude of existing and new wireless access 

technologies over a common platform in a manner that, at any given time, a user (or 
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rather his/her terminal) may select the best suited of all access technologies that are 

available at her current location. These could include short-range technologies such as 

Bluetooth and wireless local area network (WLAN) as well as various types of cellular 

access technologies and even access through satellite. Hence, the selection of generic 

air-interface for future wireless communication system is of great importance. First, 

the new air-interface in the 4G system should be generic, so that it can integrate the 

existing access technologies; secondly, it should be spectrum efficient so that the high 

data rate can be supported in the system; thirdly, it should have high adaptability and 

reconfigurability so that the different standards and technologies can be supported; 

fourthly, it should have high scalability so that the system can provide different cell 

configurations hence better coverage; finally, it should be low cost so that a rapid 

market can be introduced.  

1.1   Evolution of Cellular Mobile Communication Systems 

1.1.1  Analogue First Generation Cellular Systems 

In the late of 1970s and early 1980s, various first generation (1G) cellular 

mobile  communication systems were introduced, characterized by analogue 

(frequency modulation) voice transmission and limited flexibility. The first such 

system, the Advanced Mobile Phone System (AMPS), was introduced in the US in the 

late 1970s [1][2]. Other 1G systems include the Nordic Mobile Telephone System 

(NMTS), and the Total Access Communications System (TACS). The former was 

introduced in 1981 in Sweden, then soon afterwards in other Scandinavian countries 

followed by the Netherlands Switzerland, and a large number of central and eastern 
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European countries, the latter was deployed from 1985 in Ireland, Italy, Spain and UK 

[1][2]. 

These systems used analog frequency modulation (FM) for speech transmission 

and frequency shift keying (FSK) for signaling. Individual calls use different 

frequencies. This way of sharing the spectrum is called frequency division multiple 

access (FDMA). While these systems offer reasonably good voice quality, they 

provide limited spectral efficiency. They also suffer from the fact that network control 

messages — for handover or power control, for example — are carried over the voice 

channel in such a way that they interrupt speech transmission and produced audible 

clicks, which limits the network control capacity [3]. This is one reason why the cell 

size cannot be reduced indefinitely to increase capacity. 

1.1.2  Digital Second Generation Cellular Systems 

Capacity increase was one of the main motivations for introducing second 

generation (2G) systems in the early 1990s. Compared to the 1G system, 2G offers: 

1) increased capacity due to application of low-bit-rate speech codec and lower 

frequency reuse factors; 

2) security (encryption to provide privacy, and authentication to prevent 

unauthorized access and use of the system); 

3) integration of voice and data owing to the digital technology; and 

4) dedicated channels for the exchange of network control information between 

mobile terminals and the network infrastructure during a call, in order to 

overcome the limitations in network control of 1G systems. 

Digitization allows the use of time division multiple access (TDMA) and code 

division multiple access (CDMA) as alternatives to FDMA. With TDMA, the usage of 
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each radio channel is partitioned into multiple timeslots and each user is assigned a 

specific frequency/timeslot combination. With CDMA (which uses direct sequence 

spreading), a frequency channel is used simultaneously by multiple mobiles in a given 

cell and the signals are distinguished by spreading them with different codes [8]. The 

use of TDMA and CDMA offers advantages such as the capability of supporting much 

higher number of mobile subscribers within a given frequency allocation, better voice 

quality, lower complexity and flexible support of new services. The digital cellular has 

become a real success. The vast majority of the subscribers are based on the Global 

System for Mobile Communications (GSM) Standard proposed by Europe, which 

today is deployed in more than 100 countries. The GSM standard uses Gaussian 

minimum shift keying (GMSK) modulation scheme and it adopts TDMA as the access 

technology. A very important contribution of GSM is that it brought forward strict 

criteria on its interfaces such that every system following such criteria can be 

compatible with each other. Another feature of GSM is that it has an interface 

compatible with Integrated Services Digital Network (ISDN). Other systems that are 

based on TDMA are Digital AMPS (DAMPS) in North America and Personal Digital 

Cellular (PDC) in Japan. DAMPS system, based on the IS-54 standard, operates in the 

same spectrum with the existing AMPS systems, thus making the standard IS-54 a 

“dual mode” standard that provides for both analog (AMPS) and digital operations. 

Another standard by North America is IS-95, which is based on narrow-band CDMA 

and can operate in AMPS mode as well. This standard has very attractive features such 

as increased capacity, eliminating the need for planning frequency assignments to cells 

and flexibility for accommodating different transmission rates.  Cellular systems such 

as GSM and DAMPS are optimized for wide-area coverage; giving bit rates around 
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100 kbps. Further development will be capable of providing user data rates of up to 

384kbps.  

1.1.3  Third Generation Cellular Systems 

Already before the launch of 2G systems, research on the third-generation (3G) 

wireless communication system started in the late 1980s. The international 

telecommunications union’s radio communication sector (ITU-R) task group 8/1 

defined the requirements for the 3G mobile radio systems. This initiative was then 

known as future public land mobile telecommunication system (FPLMTS) [4][5]. The 

tongue-twisting acronym of FPLMTS was also aptly changed to IMT-2000, which 

refers to the international mobile telecommunication system in the year 2000. Besides 

possessing the ability to support services from rates of a few kbps to as high as 2Mbps 

in a spectrally efficient way, IMT-2000 aimed to provide seamless global radio 

coverage for global roaming. This implied the ambitious goal of aiming to connect 

virtually any two mobile terminals worldwide. The IMT-2000 system was designed to 

be sufficiently flexible in order to operate in any propagation environment, such as 

indoor, outdoor to indoor and vehicular scenarios. It’s also aiming to be sufficiently 

flexible to handle circuit as well as packet mode services and to handle services of 

variable data rates. In addition, these requirements must be fulfilled with a quality of 

service (QoS) comparable to that of the current wired network at an affordable cost. 

Several regional standard organizations — led by the European 

telecommunications standards institute (ETSI) in Europe, the association of radio 

industries and businesses (ARIB) in Japan, and the telecommunications industry 

association (TIA) in the United States — have been dedicating their efforts to 

specifying the standards for IMT-2000. Most standardizations bodies have based their 
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terrestrial oriented solutions on wideband-CDMA (W-CDMA), due to its 

advantageous properties, which satisfy most of the requirements specified for 3G 

mobile radio systems. W-CDMA is aiming to provide improved coverage in most 

propagation environments in addition to an increased user capacity. Furthermore, it has 

the ability to combat, or to benefit from, multipath fading through RAKE multipath 

diversity combining [6][7][29]. W-CDMA also simplifies frequency planning due to 

its unity frequency reuse. 

Several of the regional standard organizations have agreed to cooperate and 

jointly prepare the technical specifications for the 3G mobile systems in order to assist 

as well as accelerate the ITU process for standardization of IMT-2000. This led to the 

formation of two partnership projects, which known as 3GPP [9] and 3GPP2 [10]. 

3GPP was officially launched in December 1998 with the aim of establishing the 

ethnical specifications for IMT-2000 based on the evolved GSM core networks and the 

UMTS terrestrial radio access (UTRA) radio transmission technology (RTT) proposal. 

In contrast to 3GPP, the objective of 3GPP2 is to produce the ethnical specifications 

for IMT-2000 based on the evolved ANSI-41 core networks, the CDMA2000 RTT. 

The objectives of the 3G standards by 3GPP or 3GPP2 went far beyond the 2G 

systems, especially with respect to: 

1) the high quality of service requirements (better speech/image quality, 

lower bit error, higher number of active users.); 

2) operation in mixed cell scenarios (macro, micro, oicp); 

3) operation in different environments (indoor/outdoor, business/domestic, 

cellular/cordless) 

4) finally flexibility in frequency (variable bandwidth), data rate (variable) 

and radio resource management (variable power/channel allocation). 
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1.2   Future or Fourth Generation Cellular Mobile 

Communication Systems 

Wireless service providers are slowly beginning to deploy 3G cellular services. 

Voice, video, multimedia, and broadband data services are becoming integrated into 

the same network. However, the hope once envisioned for 3G as a true broadband 

service has dwindled away. Maintaining the possible 2Mbps data rate in the standard, 

3G systems that were built so far can only realistically achieve 384kbps rates. To 

achieve the goals of a true broadband cellular service, the systems have to make the 

leap to a fourth generation (4G) network. 4G is intended to provide high speed, high 

capacity, low cost per bit and IP based services. The goal is to achieve data rates of up 

to 20Mbps, even when used in scenarios such as a vehicle traveling at 200km per hour. 

New modulation and signal processing techniques, however, are needed to make this 

happen. 4G does not have any solid specification defined yet, but it is clear that some 

standardization effort is in process. 

Future mobile terminals will have to coexist in a world of multiple standards – 

both 2G and those members of the IMT-2000 (3G) family. Also, standards themselves 

are expected to evolve. In order to provide universal coverage, seamlessly roaming and 

non-standardized services, some of the elements of the radio interface (i.e., channel 

coder, modulator, transcoder, etc.) will no longer have fixed parameters; rather they 

will take the form of a toolbox whereby key parameters can be selected or negotiated 

to match the requirements of the local radio channel. In addition to the ability to adapt 

to different standards, downloadable terminals will enable network operators to 

distribute the new communications software over the air in order to improve the 

terminal’s performance in the network or to fix minor problems. 
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Besides offering new services and applications, the success of the 4G of 

cellular mobile communication systems will strongly depend on the choice of the 

concept and technology innovations in architecture, spectrum allocation, spectrum 

utilization and exploitation. Therefore, new high performance physical layer and 

multiple access technologies are needed to provide high speed data rates with flexible 

bandwidth allocation. A low-cost generic radio interface, being operational in mixed 

cell and in different environments with scalable bandwidth and data rates, is expected 

to have better acceptance. 

1.2.1  Multicarrier Modulation 

The technique of CDMA may allow the above requirements to be at least 

partially fulfilled because of its apparent advantages: high immunity against multipath 

distortion through the use of Rake receiver, able to overcome narrowband jamming 

due to the spectrum spreading of signal, and high flexibility to make variable rate 

transmission through changing the spreading gain [29]. However, the CDMA 

technology relies on spreading the data stream using an assigned spreading code for 

each user in time domain. In the presence of severe multipath propagation in mobile 

communications, the capability of distinguishing one component from others in the 

composite received signal is offered by the autocorrelation properties of the spreading 

codes. The RAKE receiver should contain multiple correlators, each matched to a 

different resolvable path in the received composite signal. Hence the system 

performance and capacity will strongly depend on the number of fingers employed in 

the RAKE. It is difficult for the CDMA receivers to make full use of the received 

energy scattered in time domain and usually the number of fingers is limited due to the 

hardware complexity. 
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Multicarrer modulation (MCM) has recently been attracting wide interest, 

especially for high data rate broadcast applications. The history of orthogonal 

multicarrier transmission dates back to the mid of 1960s, when Chang published his 

paper on the synthesis of band-limited signals for multichannel transmission [11][12]. 

He introduced the basic principle of transmitting data simultaneously through a band-

limited channel without interference between subcarriers (without inter-channel 

interference, ICI) and without interference between consecutive transmitted symbols 

(without inter-symbol interference, ISI) in time domain. Later, Saltzberg performed 

futher analyses [13]. However, the major contribution to multicarrier transmission was 

presented in 1971 by Weinstein and Ebert [14] who used Fourier transform for 

baseband processing instead of a bank of subcarrier oscillators. To combat ICI and ISI, 

they introduced the guard time between the OFDM symbols. 

The main advantages of multicarrier transmission are its robustness in 

frequency selective fading channels, and in particular, the reduced signal processing 

complexity by performing equalization in the frequency domain. The basic principle of 

multicarrier modulation relies on the transmission of data by dividing a high rate data 

stream into several parallel low rate substreams. These substreams are modulated on 

different subcarriers [15][16]. By using a sufficient number of subcarriers, a high 

immunity against multipath dispersion can be provided since the useful symbol 

duration on each subcarrier will be much larger than the channel time dispersion. 

Hence, the effect of ISI will be minimized. Since the large number of filters and 

oscillators necessary have to be used for a number of subcarriers, an efficient digital 

implementation of a special form of multicarrier modulation, known as orthogonal 

frequency division multiplexing (OFDM), with rectangular pulse shaping and guard 

time was proposed in [15]. OFDM can be easily realized by using the discrete Fourier 
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transform (DFT). It divides the full bandwidth into a number of narrowband 

subcarriers each having bandwidth less than the channel coherent bandwidth, the 

transmission over each subcarrier will experience frequency nonselective fading. With 

the insertion of cyclic prefix (CP), ISI free system can be obtained as long as the 

number of CP is greater than the channel order. 

The complementary advantages for CDMA and MCM have led to the thought 

to combine both CDMA and MCM to realize the so-called multi-carrier (MC-) 

CDMA. This combination of the techniques was proposed in 1993 by several authors 

independently [17]-[22]. It allows one to benefit from several advantages of both 

multicarrier modulation and spread spectrum system by offering, for instance, high 

flexibility, high spectral efficiency, simple and robust detection techniques and narrow 

band interference rejection ability. It is today emerged as the powerful candidate for 

the future generation (4G) high-speed wireless communication systems. 

1.2.2  Diversity Techniques 

Wireless channel suffers from attenuation due to destructive addition of 

multipaths in the propagation media and due to interference from other users. Severe 

attenuation makes it impossible for the receiver to determine the transmitted signal 

unless some less-attenuated replica of the transmitted signal is provided to the receiver. 

This resource is called diversity and it is the single most important contributor to 

achieve reliable wireless communications. Examples of diversity techniques are [43]: 

• Temporal Diversity:  Channel coding in conjunction with time interleaving is 

used. Thus replicas of the transmitted signal are provided to the receiver in the 

form of redundancy in temporal domain. 
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• Frequency Diversity:  The fact that waves transmitted on different frequencies 

induce different multipath structure in the propagation media is exploited. 

Thus replicas of the transmitted signal are provided to the receiver in the form 

of redundancy in the frequency domain. 

• Spatial Diversity:  Spatially separated or differently polarized antennas are 

used. The replicas of transmitted signal are provided to the receiver in the 

form of redundancy in spatial domain. This can be provided with no penalty 

in bandwidth efficiency. 

Encompassing all forms of diversity is required in the future wireless 

communication system (4G) to ensure high performance of capacity and spectral 

efficiency. Furthermore, the future generation of broadband mobile/fixed wireless 

system will aim to support a wide range of services and bit rates. The transmission rate 

may vary from voice to very high rate multimedia services requiring data rates up to 

100Mbps. Communication channel may change in terms of their level of mobility, 

cellular infrastructure, required symmetrical or asymmetrical transmission capacity, 

and whether they are indoor or outdoor. Hence, air interfaces with highest flexibility 

are demanded in order to maximize the spectral efficiency in a variety of 

communication environments. 

Temporal and frequency diversity techniques has been exploited in the 

conventional 2G or 3G wireless communication systems to achieve the spectral and 

power efficiency. For instance, cellular systems typically use channel coding in 

combination with time interleaving to obtain some form of temporal diversity [43][52]. 

In TDMA systems, frequency diversity is obtained using a nonlinear equalizer [43][53] 

when multipath delays are a significant fraction of symbol interval, In DS-CDMA, 

RAKE receivers are used to obtain frequency diversity [43].  
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However, spatial diversity so far only for cell sectorization will play much 

more important role in future wireless communication systems. In the past most of the 

work has concentrated on the design of intelligent antennas, known as space-time 

processing. In the meantime, more general techniques have been introduced where 

arbitrary antenna configurations at the transmit and receive sides are considered.  For a 

general space-time processing systems where multiple antennas are employed at both 

the transmitter and receiver, such a signal model is so-called as multiple-input and 

multiple-output (MIMO) model.  

Two approaches exist to exploit the capacity in MIMO channels. The 

information theory shows that with I transmit antennas and J = I receive antennas, I 

independent data streams can be simultaneously transmitted, hence, increasing the 

system capacity. The BLAST (Bell-Labs Layered Space Time) architecture can be 

referred to [49][50]. The basic concept of BLAST architecture is to exploit channel 

capacity by increasing the data rate through simultaneous transmission of independent 

data stream over I transmit antennas. In this architecture, the number of receive 

antennas should be at least equal to the number of transmit antennas IJ ≥ . For m-ary 

modulation, the receiver has to choose the most likely out of mI possible signals in 

each symbol time interval. Therefore, the receiver complexity grows exponentially 

with the number of modulation constellation points and the number of transmit 

antennas. Furthermore, the BLAST architecture for mobile communications is the 

needs of high number of receive antennas, which is not practical in a small mobile 

terminal. 

An alternative approach is known as space-time coding (STC) [43][44][48] to 

obtain transmit diversity with I transmit antennas, where the number of receive 

antennas is not necessarily equal to the number of transmit antennas. Even with one 
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receive antenna the system should work. This approach is more suitable for mobile 

communications. The basic philosophy with STC is different from the BLAST 

architecture. In stead of transmitting independent data streams, the same data stream is 

transmitted in an appropriate manner over all antennas.  All transmit signals occupy 

the same bandwidth, but they are constructed such that the receiver can exploit antenna 

diversity. 

1.3   Multicarrier CDMA and Space Time Coding 

1.3.1  Multicarrier CDMA 

Since 1993, various combinations of multicarrier modulation with the spread 

spectrum technique have been introduced. It has been shown that multicarrier CDMA 

offers high spectral efficiency, robustness and flexibility. Three different systems exist, 

namely MC-CDMA, MC-DS-CDMA and multitone (MT-) CDMA. 

MC-CDMA is based on a serial concatenation of direct sequence (DS) 

spreading with multicarrier modulation. The high-rate DS spread data stream of 

process gain GP  is multicarrier modulated in the way that the chips of a spread data 

symbol are transmitted in parallel and the same assigned data symbol is simultaneously 

transmitted on each subcarrier. As for DS-CDMA, a user may occupy the total 

bandwidth for the transmission of a single data symbol. Separation of the user’s signal 

is performed in the code domain. Each data symbol is copied on the substreams before 

multiplying it with a chip of the spreading code assigned to the specific user. This 

reflects that an MC-CDMA system performs the spreading in the frequency domain, 

and thus, has an additional degree of freedom compared to a DS-CDMA system. 
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Mapping of the chips in the frequency domain allows for simple methods of signal 

detection. This concept was proposed with OFDM for optimum use of available 

bandwidth. The realization of this concept implies a guard time between adjacent 

OFDM symbols to prevent ISI or to assume that the symbol duration is significantly 

larger than the time dispersion of the channel. The number of subcarriers has to be 

chosen sufficiently large to guarantee frequency nonselective fading on each 

subcarrier. Since the fading on the narrowband subcarriers can be considered as flat, 

simple equalization using one complex-valued multiplication per subcarrier can be 

realized.  

MC-DS-CDMA modulates substreams on subcarriers with a subcarrier spacing 

proportional to the inverse of the chip duration. This wills guarantee orthogonality 

between the spectra of the substreams. If the spreading code length is smaller or equal 

to the number of subcarrier, a single data symbol is not spread in the frequency 

domain; instead it is spread in the time domain. Spread spectrum is obtained by 

modulating the time spread data symbols on parallel subcarriers. By using high 

numbers of subcarriers, this concept benefits from time diversity. However, due to the 

frequency nonselective fading per subcarrier, frequency diversity can only be exploited 

if channel coding with interleaving or subcarrier hopping is employed or if the same 

information is transmitted on several subcarriers in parallel. Furthermore, high 

frequency diversity could be achieved if the subcarrier spacing is chosen larger than 

the chip rate. The MC-DS-CDMA scheme can be subdivided into the scheme with 

broadband subcarriers and the scheme with narrowband subcarriers. System with 

broadband subcarriers typically applies only a small number of subcarriers, where each 

subcarrier can be considered as a classical DS-CDMA system with reduces data rate 
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and ISI. The system with narrowband subcarrier typically uses high numbers of 

subcarriers and can be efficiently realized by using the OFDM operation. 

MT-CDMA is a combined technique employing time domain spreading and a 

similar multicarrier transmission scheme to that of the MC-DS-CDMA scheme. 

However, the spectrum of each subcarrier prior to the spreading operation satisfies the 

orthogonal condition which subsequently loses the orthogonal quality after spreading. 

In this way, the system has a multiple access capability. The main intention of this 

operation is to increase the spreading gain within a given bandwidth. However, the 

system will experience ICI and ISI since the subcarriers do not maintain the 

orthogonality. 

  It has been shown that MC-CMDA outperforms than MC-DS-CDMA and 

MT-CDMA in the synchronous downlink and uplink channel [24]. However, in the 

asynchronous uplink channel, direct multicarrier transmission using OFDM operation 

without any pre-processing will lead to high peak to average power ratio (PAPR). Thus 

multicarrier modulated system using OFDM operation are more sensitive to high 

power amplifier (HPA) non-linearity than single carrier modulated system [26], and 

leading to severe clipping effects. One of possible approach is to use MC-DS-CDMA 

with low number of subcarriers in asynchronous mode. The low number of subcarriers 

results in the possibility to use the broadband transmission instead of OFDM operation 

and this leads to lower PAPR. However, for this implementation of MC-DS-CDMA, 

the each subcarrier experience frequency selective fading instead of flat fading, then 

much more complex RAKE receivers and multiuser detectors have to be needed. 

Hence, the BER performance and system capacity decreases. Another possible 

approach is to use pre-distortion technique or to properly select the spreading codes to 

reduce the influence of HPA non-linearity [27][28].  It can be shown in [27] (Table 4-
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8) that the total degradation for MC-CDMA with the pre-distortion is less than the DS-

CDMA and MC-DS-CDMA implemented without OFDM transmission in the uplink 

channels. And with the appropriate selection of spreading codes, the degradation of 

MC-CDMA decreases greatly.  Hence, the MC-CDMA system is also a choice for 

uplink channel with pre-distortion or appropriate selection of spreading codes. 

1.3.2    Space-Time Coding 

Information theoretic studies have shown that antenna diversity provided by 

multiple transmit and receive antennas allows for a dramatic increase in the capacity 

and is an effective technique for combating fading in wireless communication systems 

[40][41]. Only recently has transmit diversity been studied extensively as a method of 

combating detrimental effects in wireless fading channels because of its relative 

simplicity of implementation and feasibility to support transmission in multiple 

antennas at the base station.  The first bandwidth efficient transmit diversity scheme 

was proposed by Wittneben [45], and it includes the delay diversity scheme of 

Seshadri and Winters [46] as a special case. Later Foschini introduced multilayered 

space–time architecture [49]. 

 More recently, a considerable amount of research in multiple antennas has 

addressed the design and implementation of space-time coded systems. These systems 

integrate the techniques of antenna diversity and channel coding, can combat the 

channel attenuation due to the destructive multipath and interference from other users, 

and can provide significant capacity gains [43][44][48]. The spatial nature of space-

time codes can guarantee that the diversity burden is put at the base station while 

maintaining optional receive diversity. The temporal nature, on the other hand 

guarantees that the diversity advantage is achieved, without any sacrifices in the 
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transmission rate. The design of space-time codes guarantees the highest possible 

transmission rate at a given diversity gain. In fact, it has shown that the space-time 

coding approach provides the best theoretical trade-off between diversity gain, 

transmission rate, constellation size, and trellis complexity [43].  For this reason, 

transmit diversity schemes become very attractive after the space-time coding 

techniques are proposed. Theoretically, we can add more antennas and receivers to all 

the remote units to implement such system. Although it is definitely not so economical 

at this state of art, however, its potential to achieve higher capacity has attracted the 

attention of many researchers.  

A number of space-time coding schemes have been proposed so far, including 

space time trellis codes (STTC) and space time block codes (STBC). Space–time 

trellis coding has been proposed [43] which combines signal processing at the receiver 

with coding techniques appropriate to multiple transmit antennas and provides 

significant gain. Space–time trellis codes are designed for two or four transmit 

antennas perform extremely well in slow fading environments (typical in indoor 

transmission) by Telatar [51] and independently by Foschini and Gans [41]. The 

bandwidth efficiency is about three to four times that of current systems without any 

expansion in the bandwidth used. The space–time trellis codes presented in [43] 

provide the best possible tradeoff between constellation size, data rate, diversity 

advantage, and trellis complexity. When the number of transmit antennas is fixed, the 

decoding complexity of space–time trellis coding (measured by the number of trellis 

states in the decoder) increases exponentially as a function of both the diversity level 

and the transmission rate. 

In addressing the issue of decoding complexity in space-time trellis codes, 

Alamouti discovered a remarkable scheme for transmission using two transmit 
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antennas [44]. Space–time block coding, introduced in [48], generalizes the 

transmission scheme discovered by Alamouti to an arbitrary number of transmit 

antennas and is able to achieve the full diversity promised by the transmit and receive 

antennas. These codes retain the property of having a very simple maximum likelihood 

decoding algorithm based only on linear processing at the receiver [48]. For real signal 

constellations (such as PAM), they provide the maximum possible transmission rate 

allowed by the theory of space–time coding [43]. For complex constellations, space–

time block codes can be constructed for any number of transmit antennas, and again 

these codes have remarkably simple decoding algorithms based only on linear 

processing at the receiver. They provide full spatial diversity and half of the maximum 

possible transmission rate allowed by the theory of space–time coding. For complex 

constellations and for the specific cases of three and four transmit antennas, these 

diversity schemes were improved to provide 3/4 of the maximum possible 

transmission rate [48]. 

1.4   Motivations 

As we discussed above, MC-CDMA and space-time block coding (STBC) are 

emerged as powerful technologies for the future wireless communication system. This 

motivates the author to concentrate his studies in their combination - STBC MC-

CDMA as the candidate of radio techniques for the next generation wireless 

communication system.   

In the thesis, we concentrate the research on the uplink transmission of STBC 

MC-CDMA systems. In the first part, the thesis focuses on the theoretical analysis of 

BER performance and system capacity for STBC MC-CDMA systems. The analysis 

on the system performance in the presence of carrier frequency offset is first made, and 
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the performance comparison among different multirate access schemes is also studied. 

In the second part, the thesis focuses on the receiver design and implementation for 

STBC MC-CDMA systems. First, the timing and frequency synchronizations are 

investigated. A joint timing and frequency synchronization is performed at the base 

station where the timing delays and carrier frequency offset of all users are estimated. 

Then the estimated timing delay and carrier frequency offset will be feed back to 

mobile users at the control channel. The mobile users then adjust its transmitted signal 

so that it is in alignment with other users’ signals, and adapt to the base station’s 

oscillator frequency by adjusting their own oscillators’ frequency, according to the 

time and frequency offset information obtained from the control channel. After timing 

and frequency synchronization processing, the signals from all the mobile users arrive 

at the base station synchronously. Then the channel estimation is made at the base 

station where the channel state information of all users are obtained. Finally, with the 

estimated channel state information, multiuesr detection and STBC decoder is 

performed, so that the source information from all mobile users are resolved.  

1.4.1  Performance and Capacity in the Presence of Carrier 

Frequency Offset 

The performance and capacity of STBC MC-CDMA systems in the presence of 

carrier frequency offset is studied. There are many literatures on the BER performance 

of MC-CDMA [1][61] and STBC MC-CDMA systems [57]-[60] using synchronous 

and asynchronous transmissions, however, perfect carrier frequency synchronization is 

assumed. A major drawback of multicarrier modulation is that it is sensitive to the 

carrier frequency offset between the transmitter and receiver oscillator. Carrier 

frequency offset causes a loss of orthogonality between subcarriers and thus inevitably 
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results in inter-subcarrier interference (ICI), which will cause severe performance 

degradation in MC-CDMA systems. In [62], the effect of frequency offset on the 

downlink performance of MC-CDMA systems was investigated. They used a 

computer simulation approach to study the multiuser case, while the analytical 

approach was only for a single user situation. In [63], the effect of carrier frequency 

offset on the performance of downlink MC-CDMA system in the frequency selective 

fading channels was studied, but not for uplink transmission. There were only a few 

reports considered the effect of carrier frequency offset on asynchronous MC-CDMA 

systems. In [64], the impact of frequency offset in the uplink of MC-CDMA systems 

was investigated, but only additive white Gaussian noise (AWGN) channels was 

considered. In [65], although frequency selective fading channels were studied in the 

uplink of MC-CDMA systems, only synchronous transmission was assumed. In [66], 

the effect of frequency offset on asynchronous MC-CDMA systems in correlated 

Rayleigh fading channel was studied, however, the approach needed complicated 

multi-dimensional integration when computing the BER performance.  

To the author’s best knowledge, there are no closed form expressions available 

to compute the BER performance of asynchronous STBC MC-CDMA systems in the 

presence of carrier frequency offset over frequency selective fading channels. Many of 

methods to obtain the BER performance over such channels in the literature always 

need complicated multi-dimensional integrations. 

1.4.2  Multirate Access Schemes 

The future wireless communication systems are required to support various 

multimedia application services. And the multimedia services entail variable data rates 

and may have different Quality of Service (QoS) requirements. Future system should 



Chapter 1 Introduction                                                     21 

thus support flexible QoS for these multirate services. There were many works in the 

literature investigating the performance and capacity of multirate direct sequence code 

division multiple access (DS-CDMA) systems [68]-[70]. To be accommodated with 

the multirate information sources, different access schemes were employed under DS-

CDMA scenario: (i) multicode (mc) [68], (ii) variable spreading gain (VSG)[68], and 

(iii) multiple chip rate (MCR) access schemes [69][70]. However, only a few 

publications were related to the system performance and capacity of multirate MC-

CDMA systems [72]. The performance of multicode and VSG schemes for 

asynchronous MC-DS/CDMA system was studied in [71]. The performance of 

multicode schemes for quasi-synchronous generalized MC-CDMA system was studied 

in [72]. Although multirate STBC MC-CDMA systems was considered in [67], only 

VSG access scheme was studied. To the author’s best knowledge, MCR multiple 

access scheme (in MC-CDMA, named as MSR) has not been considered for 

multicarrier systems, and there are also no attempt to study the comparisons of 

performance and capacity of all possible multirate access schemes (multicode, VSG 

and MSR access schemes) for STBC MC-CDMA systems. 

1.4.3  Timing and Frequency Synchronization 

In this part of research, some important issues related to the receiver design and 

implementations which have not been fully researched on will be investigated. Firstly, 

the joint timing and frequency synchronization scheme for STBC MC-CDMA systems 

is studied.  

Since MC-CDMA is basically multicarrier transmission, it is very vulnerable to 

the synchronization errors, i.e. timing error at the receiver and carrier frequency offset 

[73][74]. Symbol timing synchronization is to find the correct starting position of fast 
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Fourier transform (FFT) window while frequency synchronization is to compensate the 

frequency offset due to the mismatch in frequencies between the local oscillators in the 

transmitter and receiver. Timing error results in the rotation of the subcarrier 

constellation, whilst frequency offset causes the loss of subcarrier orthogonality and 

results in ICI – both will severely degrade the system performance [73][74].  

The timing and frequency synchronization in OFDM systems has been studied 

in the literature [78][79], however, these methods cannot be directly applied to MC-

CDMA systems due to the presence of multiuser interference (MUI). There are also 

some approaches proposed to perform code synchronization in CDMA systems 

[80][81]. These approaches cannot be directly used in MC-CDMA systems since the 

use of multicarrier modulation is vulnerability to frequency offset. In the literature, 

some schemes have been proposed to recover the timing and frequency offset for MC-

CDMA systems [82]-[88]. However, in [82][83], only timing synchronization was 

studied and zero frequency offset was assumed. Conversely, in some of the studies 

[84][85], only frequency offset was estimated and perfect timing synchronization was 

assumed. Joint timing and frequency synchronization were studied in [86]-[88]. But 

only downlink synchronous transmission was considered in [86] and only single user 

uplink asynchronous transmission was investigated in [87][88].  

To the author’s best knowledge, there is still no attempt to investigate the joint 

timing and frequency synchronization for asynchronous MC-CDMA or STBC MC-

CDMA in multiuser scenario. 

1.4.4  Channel Estimation and Multiuser Detection 

After all mobile users have adapted to the base station’s receiver clock and 

oscillator by adjusting their own oscillators’ frequency and scheduling their 
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transmission time according to the time and frequency offset information obtained 

through control channel, the signals of all the users arrive at the base station aligned in 

time and frequency. The channel estimation and multiuser detection will be performed 

to recover the data from all the mobile users. 

To facilitate coherent detection, channel state information (CSI) is required – 

this is difficult especially for the frequency dispersive fading channels in the multiuser 

environment and multiple-input and multiple-output (MIMO) system.  In practice, CSI 

is obtained through channel estimation. The conventional methods used are training 

and blind estimation. When training method is used, the number of training symbols 

required increases proportionally with the number of transmit/ receive antennas and the 

number of users. This can cause a substantial decrease in the system throughput. On 

the other hand, blind detection methods [91]-[94] (such as subspace-based algorithm) 

do not require training data but suffer from other limitations such as scalar ambiguity, 

hence restrict its usefulness in some applications. This is due to that when using the 

second order statistics, the channel impulse response can be only estimated up to a 

complex constant, which represents the phase ambiguity in coherent detection system.  

Semi-blind channel estimation is then adopted to overcome this limitation 

[95][96][97][98]. This method allows a significant reduction in the number of training 

symbols and reduces the bit error rate (BER) in severe reception conditions. In this 

thesis, the subspace-based semi-blind channel estimation is studied in uplink STBC 

MC-CDMA systems over frequency selective channels. The work here is the extension 

of our previous research in [95]. We investigate the channel identifiablity of semi-blind 

channel estimation, present more accurate perturbation analysis of channel estimation 

error and also calculate the Cramér-Rao bound (CRB) of channel estimation. 
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There were no attempts in the literature to study the semi-blind techniques in 

MC-CDMA system as well as STBC MC-CDMA for the multiuser scenario. And there 

were no analysis about the theoretical error of channel estimation and the effect of 

channel estimation error on system performance of STBC MC-CDMA systems for the 

semi-blind techniques as well. 

1.5   Contributions 

In Chapter 3, the effect of carrier frequency offset (CFO) on the system 

capacity and performance for the STBC MC-CDMA systems in frequency selective 

Rayleigh fading channels is first studied. A method for applying equal gain combining 

(EGC) technique and an approximate approach for applying maximum ratio combining 

(MRC) technique at the receiver were presented. In both cases, the BER expressions 

obtained were verified through computer simulations. Using these BER expressions, 

system capacities for both EGC and MRC receiver in the presence of CFO were 

studied. Although independent channel characteristics between neighboring subcarriers 

were assumed in the analysis, the theoretical analysis could be a good approximation 

to the practical correlated channels whose correlation coefficients among subcarriers 

are small, i.e. the correlation coefficient between neighboring subcarriers was less than 

0.5, and could be a good lower bound when the neighboring subcarriers had large 

correlation coefficients [100]. Through theoretical analysis and computer simulation, 

the thesis gives a clear range of allowed CFO in which it would have only a slight 

effect on system capacity and performance. It is very important to keep the CFO within 

this range when doing receiver design. 

In Chapter 4, the thesis studied the three possible multirate access schemes for 

STBC MC-CDMA systems. One of them is the multicode access scheme, where each 
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high rate user is divided into multiple low rate parallel substreams and each is assigned 

different codes for spreading. The second is variable spreading gain (VSG) access 

scheme, where each user is assigned one periodic code sequence with its code length 

determined by its data rate. In these two access schemes, symbol rates at each 

subcarrier for different service classes remain the same.  The third is multiple-symbol-

rate (MSR) scheme, which is similar as multiple-chip-rate (MCR) scheme in DS-

CDMA, where each user is assigned with one code sequence with symbol rate 

determined by its data rate. In MSR scheme, symbol rates at each subcarrier for 

different service classes are different, and there are three possible spectrum 

configurations for MSR access scheme. In these multirate access schemes for STBC 

MC-CDMA systems, an adaptive power control was proposed to maintain the link 

quality and improve the system capacity. The multiple access interferences and hence 

the system performance and capacity of these three multirate access schemes for 

asynchronous multirate STBC MC-CDMA systems are obtained. And the thesis 

presents the clear comparisons among these three schemes.  

In Chapter 5, a joint blind multiuser timing and frequency synchronization 

scheme for asynchronous STBC MC-CDMA systems over frequency selective fading 

channels is proposed. Through properly choosing the oversampling factor and the 

number of received samples, the joint timing and frequency synchronization are 

resolved using the subspace approach. The proposed subspace based algorithm is 

derived by taking all users and all transmitters into consideration, and then the 

algorithm transforms the joint multiuser and multiple input multiple output (MIMO) 

synchronization problem into a set of single user and single input single output (SISO) 

timing and frequency synchronization problems. Each single user and single input 

problem is then reduced and generalized as a one-dimensional unconstrained 
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optimization, and solved using the numerical iterative algorithm, such as Newton 

approach. Simulation results show the robustness and effectiveness of the proposed 

synchronization algorithm in the presence of noises, near far problem, multipath fading 

and Doppler Effect. Performance of the proposed algorithm is studied using the small 

perturbation analysis and is verified by computer simulations. The efficiency of the 

proposed algorithm is demonstrated by comparing its performance with the Cramér-

Rao bound (CRB) being derived in the paper. 

Finally, in Chapter 6, the subspace-based semi-blind channel estimation is 

studied in uplink STBC MC-CDMA systems over frequency selective channels. We 

assume perfect timing and frequency synchronization at the receiver of base station, 

and the signals from different users are synchronized at the receiver. In the uplink 

context, we have to simultaneously estimate the multipath channels corresponding to 

the different links between the different mobile users and base station. It is a JIK ×× -

dimension estimation problem if there are K active users, each having I transmit 

antennas and J receiver antennas. Again, subspace-based technique decouples this 

multiuser channel estimation to a series of single user and single-input single output 

(SISO) estimation problems. To resolve the inherent scalar ambiguity existing in all 

the second-order statistic blind estimation, a training symbol is introduced to obtain 

this scalar. To access the performance of the proposed subspace-based semi-blind 

channel estimation technique, we quantify its resilience to the additive noise. Using the 

subspace perturbation result in [101], we develop a first-order analysis of the channel 

estimation covariance matrix in a closed form. As a benchmark to measure the relative 

accuracy of the proposed channel estimation algorithm, a closed-form expression for 

the Cramér-Rao bound (CRB) is derived in the thesis by assuming the unknown 

transmitted symbols as the deterministic or nuisance parameters and independent 
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additive Gaussian white noise (AWGN). We prove that the estimation approach is 

statistically efficient at the practical SNR values. Finally linear zero-forcing (ZF) and 

minimum mean squared error (MMSE) detectors are constructed to recover the data of 

the different users using the estimated channel parameters.  

1.6   Outline 

The work of the thesis provides the efficient theoretical analysis model and 

implementation solutions in the practical system design for the STBC MC-CDMA 

systems which has emerged as a good candidate for the next generation of wireless 

communication systems. 

Chapter 2 presents the literature reviews for the STBC MC-CDMA systems. 

Chapter 3 provides the theoretical BER performance and bandwidth efficiency system 

capacity analysis for STBC MC-CDMA systems in the presence of the carrier 

frequency offset. In Chapter 4, the system capacity comparisons among three multirate 

access schemes (multicode, VSG, MSR) for STBC MC-CDMA systems are present. 

Chapter 5 proposes a subspace-based blind joint timing and frequency synchronization 

for STBC MC-CDMA systems.  In Chapter 6, subspace-based semi-blind channel 

estimation and multiuser detection are proposed. The motivation and detail summary 

of the work can be found in respective subsection in Chapter 1.4 and 1.5. 

Some of the commonly used notations in this thesis are as follows. Matrices are 

shown in upper case bold while column vectors are shown in lower case bold with an 

underscore. T)(⋅ , H)(⋅ , *)(⋅  and †)(⋅   are used to denote the transpose, Hermitian, 

conjugate and pseudo-inverse of the matrix, respectively. )(⋅D  is the diagonalization 

operation converting a vector to diagonal matrix. )(⋅vec  is the vectorization operator 
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that turns a matrix into a vector by stacking the column of the matrix one below 

another and ⊗  denotes the Kronecker product. 2⋅  denotes the vector norm. For a 

given matrix, ],[ baM  denotes the ),( ba th element of the matrix. The notation )(⋅M , 

)(⋅f  is to indicate that it is a function of the random variables (or vectors) given in the 

bracket. The subscripts k, i, j and g are used to refer the user, transmitter, receiver and 

multipath of the channels under consideration, respectively. The notation I and J is to 

represent the number of transmit antennas and receiver antennas, respectively. 
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Chapter  2  

Fundamentals of Multicarrier CDMA and 

Space-Time Coding 

Future wireless radio systems are required to transport multimedia traffic at 

much higher bit rates and this motivates the communications research community to 

work on the possible technologies and system configurations for next generation of 

cellular mobile communication system. As mentioned in Chapter 1, multicarrier 

CDMA and space-time coding are the powerful potential candidates to fulfill the 

requirement of next generation high-speed wireless multimedia communication 

systems. 

Since the mutlicarrier CDMA techniques rely on the combination of CDMA 

and OFDM, these two techniques will be reviewed briefly in this chapter. The concept 

of multicarrier CDMA will be presented next, followed by the fundamentals on space-

time coding. 
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2.1   Combining DS-CDMA and OFDM 

2.1.1  DS-CDMA  

Direct-sequence (DS-) CDMA is a spread spectrum communication technique. 

DS-CDMA systems [29] are capable of supporting multiple users transmission in the 

same bandwidth by assigning different orthogonal codes to different users, in order to 

distinguish their signals from each other at the receiver. Spread spectrum techniques 

were developed originally for military applications [30]. 

In spread spectrum system, the original information signal is spread over a 

wide frequency band, much wider than the minimum bandwidth required to transmit 

the information. In general, the idea behind spread spectrum system is the information 

signal having a bandwidth sB  is spread into a signal having bandwidth B, where 

sBB >> . The spreading gain is defined as 

sB
BL =       (2.1) 

Power Density

P Watts/Hz

P/L Watts/Hz

sB
B

Frequency

 

Fig. 2.1  Power spectral density of signal before and after spreading 
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The frequency domain spreading concept is illustrated in Fig. 2.1. The power of the 

transmitted spread spectrum signal is spread over L times of the original bandwidth, 

while its spectral density is correspondingly reduced by the same amount. The higher 

the spreading gain, the lower the power spectral density (PSD) of the transmitted 

signal. If the spreading gain is very large, the transmitted signal exhibits the PSD of a 

noise. 

)(tbk

)(tak tS cωcos2

)(tsk

 

Fig. 2.2  BPSK modulated DS spread spectrum transmitter 

The block diagram of a typical binary phase shift keying (BPSK) modulated 

DS-SS transmitter is shown in Fig. 2.2. We will now express the associated signals 

mathematically. The binary data signal of kth user may be written as: 

)()( , bT

j

j
jkk jTtpbtb

b
−= ∑

∞=

−∞=

       (2.2) 

where bT  is the bit duration, }1,1{, −+∈jkb  denotes the jth data bit, 1,,1,0 −= Kk L , K 

is the total number of active users, and )(tp
bT  is the pulse shape of the data bit. In 

practical applications, )(tp
bT  is a bandlimited waveform, such as a raised cosine 

Nyquist pulse. However, for analysis and simulation simplicity, we will assume that 

)(tp
bT  is a rectangular pulse throughout this chapter, which is defined as: 

⎩
⎨
⎧ <≤

=
otherwise

t
tp

  ,0
0    ,1

)(
τ

τ .      (2.3) 

Similarly, the spreading sequence with the length L for kth user may be written as 
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where }1,1{, −+∈lka  denotes the lth chip and )(tp
cT  is the chip-pulse with a chip 

duration of cT . The proper choice of spreading sequence is a crucial problem in DS-

CDMA, since the multiple access interference (MAI) strongly depends on the cross-

correlation function (CCF) of the used spreading sequences. To minimize the MAI, the 

CCF values should be as small as possible. In order to guarantee equal interference 

among all transmitting users, the cross-correlation properties between different pairs of 

spreading sequences should be similar. Moreover, the auto-correlation function (ACF) 

of the spreading sequence should have low out-of phase peak magnitudes in order to 

achieve a reliable synchronization. 

 As shown in Fig. 2.2, the data signal and spreading sequence are multiplied, 

and the resultant baseband spread signal )(tsk   for kth user is given by 

)()()( tatbts kkk = .      (2.5) 

At the intended receiver, the signal is multiplied by the conjugate of the transmitter’s 

spreading sequence, which is known as dispreading sequence, in order to retrieve the 

information. Ideally, in a single-user, nonfading, noiseless environment, the original 

information can be decoded without errors. 

)(* taktcωcos

LPF ∫
+ b

b

Tn

nTbT
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Recovered
signal

signal
sequence

nkb ,
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Fig. 2.3  BPSK DS spread spectrum receiver for AWGN channel 
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In reality, however, the channel conditions are never so perfect. The received 

signal will be corrupted by noise, interfered by both multipath fading and the existence 

of other users. Of course it’s possible to reduce the interference due to multipath fading 

and MUI, and it will not be discussed in this chapter.  

 Fig. 2.3 shows the diagram of the receiver for a noise-corrupted channel using a 

correlator for detecting the transmitted signal, yielding 
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if the downlink transmission is considered. The first term is the desired signal, the 

second term is known as MUI, and the third term is known as noise interference. 

DS-CDMA has numerous inherent advantages that are derived from the 

spectral spreading. These advantages, to name a few, include: improved capacity, 

narrow-band interference rejection, ISI rejection and higher privacy, etc. While in the 

hostile mobile communications channel, frequency selective multipath fading causes 

severe degradation in a CDMA system. As mentioned in [61], multipath propagation 

causes ISI in the DS- CDMA system and severe ISI in high data rate systems if the 

channel delay spread exceeds the symbol duration. Due to the severe ISI and the 

difficulty in synchronization, conventional CDMA has been designed only for low- or 

medium-bit-rate transmission. OFDM is the technique prompted to solve this problem. 

2.1.2  OFDM 

The principle of multicarrier transmission is to convert a serial high-rate data 

stream onto multiple parallel low-rate substreams. Each substream is modulated on one 
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subcarrier. Since the symbol rate on each subcarrier is much less than the initial serial 

data symbol rate, the effect of ISI significantly decreases, and hence reduces the 

complexity of the equalizer. Orthogonal frequency division multiplexing (OFDM) is a 

specific form of multicarrier modulation technique [16] [34]-[36],[54][55]. 

An important design goal for multicarrier transmission scheme is that the 

channel can be considered as time-invariant during one OFDM symbol and that fading 

of each subcarrier can be considered as flat. Thus, the OFDM symbol duration should 

be smaller than the coherent time of the channel and the subcarrier spacing should be 

smaller than the coherent bandwidth of the channel. By fulfilling these conditions, the 

realization of low-complex receivers is possible. 

The OFDM communication system transmits N complex-valued source 

symbols nb , 1,,1,0 −= Nn L , in parallel on N subcarriers. The source symbols, for 

instance, be obtained after source and channel coding, interleaving and symbol 

mapping. The source symbol duration bT  of the serial data symbols results after serial-

to-parallel (S/P) conversion in the OFDM symbol duration bs NTT = . The principle of 

OFDM is to modulate the N substreams on subcarriers with a spacing sT/1 . The 

complex baseband equivalent OFDM signals with rectangular pulse shaping can be 

represented as 

∑
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.     (2.7) 

At the receiver, the received signal is multiplied by 
t

T
nj
se

π2−

 and integrated over a 

symbol duration in order to recover nb . The resultant signal becomes, assuming perfect 

carrier frequency and symbol time synchronization over the idea channel: 



Chapter 2   Fundamentals of Multicarrier CDMA and Space-time Coding          35 

n

T t
T
njt

T
kjN

k
k

s

T t
T
nj

s

bdteeb
T

dtets
T

s
ss

s
s == ∫∑∫

−−−

=

−

0

221

0
0

2 1)(1 πππ
.  (2.8) 

In order to implement directly the transmitter and the receiver of an OFDM system, N 

oscillators are required. 

 Weinstein and Ebert [14] presented a method involving the discrete Fourier 

Transform (DFT) to perform baseband modulation and demodulation, which spurred 

the development of OFDM systems with the advent of efficient real-time digital signal 

processing (DSP) technology. By sampling the modulated signal N times during a 

OFDM symbol at instants of sT
N
mt = , (2.7) becomes: 
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Since )( sT
N
ms   depends only on m, it can be represented as ms  in discrete form, and 

(2.9) can also be written as: 

{ }( )nm bNs IDFT⋅= , 1,,1,0 −= Nm L ,    (2.10) 

where IDFT represents the inverse discrete Fourier transform operator. The efficient 

implementation of IDFT is the inverse fast Fourier transform (IFFT). The overall block 

diagram of OFDM transmission system is shown in Fig. 2.4. 

The N message sequence 110   ,  ,  , −Nbbb L , form a frame, which is converted 

into a parallel form, where nb  is modulated at nth subcarrier. The IFFT module takes 

the parallel data and calculates N sampled time domain signals, 110   ,  ,  , −Nsss L . The 

IFFT eliminates the use of N oscillators and renders the OFDM transmitter 

implementationally attractive. 
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Fig. 2.4  OFDM transmission system 

When the number of subcarriers increases, the OFDM symbol duration sT  

becomes large compared to the duration of the impulse response time delay spread mτ  

of the channel, and the amount of ISI reduces. However, to completely avoid the 

effects of ISI and, thus, to maintain the orthogonality between the signals on the 

subcarriers, i.e., to also avoid the inter-channel interference (ICI), a guard interval of  

mgT τ≥  has to be inserted between the adjacent OFDM symbols. The guard interval is 

the cyclic extension of each OFDM symbol which is obtained by extending the 

duration of an OFDM symbol to gss TTT +=′ . The discrete length of guard interval has 

to be 
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      (2.11) 

samples in order to prevent ISI. The sampled sequence with cyclic extended guard 

interval results in 

∑
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This sequence is passed through a digital-to-analog (D/A) converter whose 

output ideally would be the signal waveform )(tx  with increased duration sT ′ . The 

signal is up-converted and the RF signal is transmitted to the channel. The output of 

the channel, after RF down conversion, is received signal waveform )(ty  obtained 

from the convolution of )(tx  and the channel impulse response ),( th τ  and additive 

noise )(tη , i.e., 

)(),()()( tdthtxty ητττ +−= ∫
∞

∞−
.    (2.13) 

The received signal )(ty  is passed through an analog-to-digital (A/D) converter, 

whose output sequence ny , 1,,1,0,, −−= NLn g LL , is the samples of )(ty  sampled 

at rate bT/1 . Since ISI is only presented in the first gL  samples of the received 

sequence, these gL  samples are removed before multicarrier demodulation. Then the 

ISI-free part 1,,1,0 −= Nn L  of ny  is multicarrier demodulated by FFT. The output of 

the FFT is the multicarrier demodulated sequence nd , 1,,1,0 −= Nn L , consisting of 

N complex-valued samples 
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Since ICI can be avoided due to the guard interval, each subcarrier can be considered 

separately. Furthermore, when assuming that the fading on each subcarrier is flat and 

ISI is removed, a received sample nd  is obtained from the frequency domain 

representation according to 

nnnn NbHd += , 1,,1,0 −= Nn L     (2.15) 
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where nH  is the frequency response of nth subcarrier and nN  represents the noise in 

the nth subcarrier. 

 

In summary, OFDM systems are attractive with advantages as: (1) High 

spectral efficiency due to nearly rectangular frequency spectrum; (2) Simple digital 

realization by using the FFT operation; (3) Low complex receivers due to the 

avoidance of ISI and ICI with a sufficiently long guard interval; (4) Different 

modulation schemes can be used on individual subcarriers which are adapted to the 

transmission conditions on each subcarriers. 

2.2   Multicarrier CDMA Systems 

In 1993, the first MC-CDMA system was proposed by N. Yee, J-P. Linnartz 

and G. Fettweis [22]. Shortly after that, the MC-DS-CDMA was proposed by V. 

DaSilva and E. S. Sousa [18] and the MT-CDMA by Vandendorpe [37]. Although 

there are other versions of the MC-CDMA system, these three systems are the 

foundation for which other MC-CDMA systems are built. A systematic overview of 

MC-CDMA systems was presented by S. Hara and R. Prasad in [24]. 

2.2.1  MC-CDMA  

In MC-CDMA, instead of applying spreading sequences in the time domain, it 

applies them in the frequency domain, mapping a different chip of a spreading 

sequence to an OFDM subcarrier. Hence, each OFDM subcarrier has a data rate 

identical to the original input data rate and the multicarrier system absorbs the 

increased rate due to the spreading in a wider frequency band. The basic MC-CDMA 
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signal is generated by a serial concatenation of classical DS-CDMA and OFDM. With 

MC-CDMA, the chips of a spread data symbol are transmitted in parallel on different 

subcarriers, in contrast to a serial transmission with DS-CDMA. The transmitted signal 

of the kth user )(tsk  is written as [25]: 
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where N is the number of subcarriers, kb  is the source symbol of the kth user with the 

data duration bT , nkc , , 1,,0 −= Nn L , represents the spreading sequence for kth user, 

0f  is the lowest subcarrier frequency, df  is subcarrier separation. 
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Fig. 2.5  Transmitter of MC-CDMA 

If bT/1  is used for df , the transmitted signal can be generated using the IFFT, 

as in the case of an OFDM system. The overall transmitter structure is implemented by 

concatenating a DS-CDMA spreader and an OFDM transmitter, as shown in Fig. 2.5. 

The rate of the serial data symbols is bT/1 . In the transmitter, the complex-valued data 

symbol kb  is spread in the time domain by the user specific spreading sequence 

[ ]TLkkkk ccc 1,,1,,0, −= Lc  with the spreading gain equal to the number of 

subcarriers, i.e., L = N. The chip rate of the serial spreading sequence kc  before S/P 

conversion is 
bc T

N
T

=
1 , and it is N times higher than the data symbol rate bT/1 . In this 

implementation, high speed operations are required at the output of the spreader in 

order to carry out the chip-related operations. The spread chips are fed into the S/P 
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block and IFFT is applied to these N parallel chips. With multicarrier spread spectrum, 

each data symbol is spread over N subcarriers. The OFDM symbol duration with 

multicarrier spread spectrum including a guard interval results in 

cgs NTTT +=′ .     (2.17) 

In this case one data symbol per user is transmitted in one OFDM symbol. This OFDM 

symbol is passed through a digital-to-analog (D/A) converter whose output ideally 

would be the signal waveform )(tx  with increased duration sT ′ . The signal is up-

converted and the RF signal is transmitted to the channel. 

...
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Fig. 2.6  Power spectrum of MC-CDMA 

The power spectrum of the MC-CDMA signal is shown in Fig. 2.6. Assume the 

rectangular pulse shape, the required bandwidth for this MC-CDMA scheme is 
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Fig. 2.7  Alternative transmitter of MC-CDMA 
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Fig. 2.7 shows an alternative implementation of MC-CDMA, which removes 

the time domain spreader. In this implementation, the spreading sequence is applied 

directly to the identical parallel bits. Hence, the high speed spreading operation is not 

required. And the spreading of the symbol is done in the frequency domain before 

modulating to the carrier frequencies. 
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Fig. 2.8  Receiver of MC-CDMA 

At the MC-CDMA receiver shown in Fig. 2.8 each subcarrier’s symbol, i.e. the 

corresponding chip nkc ,  of user k at nth subcarrier, is recovered using FFT after 

sampling at a rate of cT/1  and the recovered chip sequence is correlated with the 

desired user’s spreading code in order to recover the original information kb . Let us 

define the received sample at the nth subcarrier as 

n
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nmmnn cbHy η+= ∑
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,     (2.18) 

where K is the number of active users, nH  is the frequency channel response at nth 

subcarrier and nη  is the corresponding noise samples. The MC-CDMA receiver of the 

kth user multiplies ny  in (2.18) by its spreading sequence nkc , , as well as by the gain, 

nα , which is given by the reciprocal of the estimated channel transfer factor of 
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subcarrier n, for each received subcarrier symbol 1,,1,0 −= Nn L , and sum all these 

products, in order to arrive at the decision variable kd , which is given by 
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2.2.2  MC-DS-CDMA 

This scheme is the combination of time domain spreading and multicarrier 

modulation, originally proposed in [18]. MC-DS-CDMA signal is generated by S/P 

converting data symbols into N substreams followed by DS-CDMA spreading on each 

individual substream. Thus with MC-DS-CDMA, each data symbol is spread within its 

subcarrier bandwidth ( 1>N ), but in contrast to MC-CDMA or DS-CDMA not over 

the whole transmission bandwidth. A MC-DS-CDMA system with one subcarrier is 

identical to a single-carrier DS-CDMA system. MC-DS-CDMA systems can be 

distinguished in systems where the subcarriers are narrowband and the fading over 

each subcarrier appears flat and in systems with broadband subcarrier where the fading 

is frequency selective over each subcarrier. The fading over the whole transmission 

bandwidth can be frequency selective in both cases. The complexity of the receiver 

with flat fading per subcarrier is comparable to that of MC-CDMA receiver, when 

OFDM is assumed for multicarrier modulation. As long as the fading in each 

subcarrier is frequency selective,  ISI occurs and more complex detectors have to be 

applied. 

Fig. 2.9 shows the block diagram of the transmitter for MC-DS-CDMA. The 

data symbol rate is bT/1 . A sequence of N complex-valued data symbols nkb , , 

1,,0 −= Nn L , of kth user is S/P converted into N substreams. The data symbol rate 
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on each substream becomes bNT/1 . Within each single substream, a data symbol is 

spread in the time domain with the user specific spreading code 
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Fig. 2.9 Transmitter of MC-DS-CDMA 

with spreading gain L. The pulse form of the chips is given by )(tp
cT . The duration of 

a chip with a substream is 

L
NT

TT b
sc == .     (2.21) 

The complex-valued sequence obtained after spreading is given by 
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where 0f  is the lowest subcarrier frequency, df  is the subcarrier spacing. If 

sd Tf /1= , the transmitted signal can be generated using the IFFT, as in the case of 

OFDM system. However, OFDM might not necessarily be the choice in the 

asynchronous uplink transmission since the MC-DS-CDMA with broadband subcarrier 

has the lower PAPR than the MC-DS-CDMA system with narrowband subcarrier 

when using OFDM. However, the spectral efficiency of the system decreases. 
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Fig. 2.10 Power spectrum of MC-DS-CDMA 

Fig. 2.10 shows the typical power spectrum of the MC-DS-CDMA signal using 

the schematic shown in Fig. 2.9. If sd Tf /1=  and NL = , the MC-DS-CDMA 

spectrum has the same shape of a MC-CDMA system. 

It is important to note that each symbol in the MC-DS-CDMA is spread in time 

by the same spreading sequence per subcarrier while in the MC-CDMA, each symbol 

is spread by a spreading sequence in frequency but one chip per subcarrier. 

2.2.3  Multi-tone (MT-) CDMA 

MT-CDMA is similar to the MC-DS-CDMA with the incoming bit stream 

divided into N different bit streams, after which the spreading of each stream is done in 

time domain with a long spreading sequence aimed at maintaining a constant 

bandwidth for each of the subcarriers. The ratio of the length of spreading codes, r, to 

the number of sub-carriers is kept at a constant. The relationship is LNr =/ , where L 

has been denoted previously as the spreading gain of the MC-CDMA and MC-DS-

CDMA system. 

 The MT-CDMA transmitter has the same structure as that of MC-DS-CDMA. 

The only difference from MC-DS-CDMA is that the spectrum of each subcarrier prior 

to the spreading operation satisfies the orthogonal condition, while subsequently loses 
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the orthogonal quality after spreading. This is achieved by separating the subcarrier 

frequency with bNT/1  and keeping the chip duration as LTrNT bb // = , where r is the 

spreading gain of the MT-CDMA system. Note that in MC-DS-CDMA system, the 

chip duration is LNTb /  and the separation of the subcarrier is NTL b/ . Loss of 

orthogonality after spreading results in ICI. In the frequency domain, the bandwidth of 

each subcarrier after spreading is larger than the coherence bandwidth of the channel, 

therefore, with a high spreading gain, each subcarrier will experience frequency 

selective fading. The frequency domain power spectrum is shown in Fig. 2.11. 

The transmitter design is performed using the same data mapping and 

spreading (in time) as in the MC-DS-CDMA except that longer codes are used to 

spread each subcarrier signal such that it experiences frequency selective fading. 

Therefore, a Rake receiver or other multiuser detector must be used at the receiver. It is 

important to note that because the adjacent carriers are separated by bNT/1  the N 

modulators/demodulators in the transmitter/receiver can be implemented by the 

IFFT/FFT.  

...

Power Density
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Fig. 2.11 Power spectrum of MT-CDMA 

2.2.4  Systems Comparison 

Table 2.2 briefly compares the advantages and disadvantages of three 

multicarrier CDMA systems. 
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The simulation in [24] compared the BER performance of MC-CDMA, MC-

DS-CDMA, MT-CDMA, from which it is evident that the MC-CDMA scheme 

outperforms the other two multicarrier schemes in synchronous transmission.   

Table 2.1 Comparison of advantages and disadvantages of three multicarrier CDMA systems 

Scheme Advantages Disadvantages 

MC-CDMA  Performance is the best in the 

synchronous transmission 

 Transmits multiple carrier per 

symbol, therefore diversity 

combining can be applied. 

 Spreads the signal in frequency 

domain, the frequency diversity can 

be obtained. 

 Sensitive to timing errors 

and frequency offsets 

MC-DS-CDMA  It needs fewer carriers and thus 

allows the spreading gain to be 

increased 

 Robust to timing errors and 

frequency offsets. 

 Performance is not as 

good as MC-CDMA 

MT-CDMA  Longer spreading codes result in a 

reduction in self-interference and 

multiple access interference as 

compared to those experienced in 

conventional CDMA system. 

 Detection can be done non-

coherently. 

 The modulated signal 

experience ISI and ICI. 

 

 

In asynchronous uplink channel, direct multicarrier transmission using OFDM 

operation without any pre-processing will lead to high PAPR. Thus multicarrier 

modulated system with OFDM operation are more sensitive to high power amplifier 

(HPA) non-linearity than single carrier modulated system [26], and lead to severe 

clipping effects. One of possible approach is to use MC-DS-CDMA with small number 
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of subcarriers in asynchronous mode. The small number of subcarriers results in the 

possibility to use the broadband transmission instead of OFDM and this leads to lower 

PAPR. However, for this implementation of MC-DS-CDMA, each subcarrier 

experiences frequency selective fading instead of flat fading when a large number of 

sucarriers used, therefore much more complex RAKE receivers and multiuser detectors 

are needed. This results in the loss of the BER performance and system capacity. 

Another possible approach is to use pre-distortion technique or to properly select the 

spreading codes to reduce the influence of HPA non-linearity [27][28].  It can be 

shown in [27] that the total degradation for MC-CDMA with the pre-distortion is less 

than the DS-CDMA and MC-DS-CDMA without OFDM operation in the uplink 

channels. And with the appropriate selection of spreading codes, the degradation of 

MC-CDMA decreases greatly.  Hence, the MC-CDMA system is also a choice for 

uplink channel with pre-distortion or appropriate selection of spreading codes. 

Therefore, with the above advantages of MC-CDMA, the focus of our work is 

mainly on MC-CDMA system. 

2.3   Space-Time Coding 

Information theoretic studies have shown that spatial diversity provided by 

multiple transmit and receive antennas allows for a dramatic increase in the capacity 

and is an effective technique for combating fading in wireless communication systems 

[40][41]. Space-time coding (STC) systems, which integrate the techniques of antenna 

array spatial diversity and channel coding to combat the channel destructive multipaths 

and interference from other users, have been one of the key research focus over the last 

few years [42]-[48].  
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STC is a transmit diversity techniques with multiple transmit antennas, where 

the number of receiver antennas is not necessarily equal to the number of transmit 

antennas. The basic idea of STC is different from the BLAST [49][50]. Instead of 

transmitting independent data streams, the same data stream is transmitted in an 

appropriate manner over all antennas. This could be, for instance, a downlink mobile 

communication, where in the base station I transmit antennas are used while in the 

terminal mobile station either one or a few antennas can be applied. 

The principle of STC is illustrated in Fig. 2.12. The basic idea is to provide 

through coding constructive superposition of the signals transmitted from different 

antennas. Constructive combining can be achieved for instance by modulation 

diversity, where orthogonal signals are used in different transmit antennas. The 

receiver uses the respective matched filters, where the contributions of all transmit 

antennas can be separated and combined with the diversity combining techniques, such 

as maximum ratio combining (MRC). 

Space-
time

Coding
(STC)

Space-
time

DecodingOptional

 

Fig. 2.12 General Principle of space-time coding (STC) 

The first attempt to develop STC was presented in [38] and was inspired by the 

delay diversity scheme of Wittneben [39]. However, the key development of the STC 
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concept was originally revealed in [43] in the form of trellis codes, which required a 

multi-dimensional Viterbi algorithm at the receiver for decoding. These codes were 

shown to provide a diversity benefit equal to product of the number of transmit 

antennas and receiver antennas, in addition to a coding gain that depends on the 

complexity of the code (i.e., number of states in the trellis) without any loss in 

bandwidth efficiency. Then, the popularity of STC really took off with the discovery 

of the so-called space-time block codes (STBC). This is due to the way of their coding 

construction. STBC can be decoded using simple linear processing at the receiver in 

contrast to the vector Viterbi decoding algorithms required for ST trellis codes 

(STTC). Although STBC codes give the same diversity gain as STTC for the same 

number of transmit and receiver antennas, they provide zero or minimal coding gain. 

Below, we will briefly summarize the basic concepts of STTC and STBC. 

2.3.1  Space-Time Trellis Codes 

Space-Time
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Encoder
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Fig. 2.13 Transceiver of space-time trellis code 
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Fig. 2.13 shows the diagram of the transceiver for STTCs. For every input 

symbol ls , a space-time trellis encoder generates I code symbols lIll ccc ,,, 21 L . These 

I code symbols are transmitted simultaneously from the I transmit antennas. We define 

the code vector T
lIlll ccc ],,,[ 21 L=c . Suppose that the code vector sequence  

{ }LcccC ,,, 21 L=  

is transmitted. We consider the probability that the decoder decides erroneously in 

favor of the legitimate code vector sequence 

{ }LcccC ~,,~,~~
21 L=  

Consider a frame or block of data of length L and define the II ×  error matrix A  as 

∑
=

−−=
L

l
llll

1

)~)(~()~,( HccccCCA .          (2.23) 

If ideal channel state information (CSI) is available at the receiver, then it is possible to 

show the probability of transmitting C  and defining in favor of C~  is upper bounded 

for a Rayleigh fading channel by [104] 

rJ
s

Jr

i
i NEP −

−

=

⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≤→ ∏ )4/()~( 0

1

λCC    (2.24) 

where sE  is the symbol energy and 0N  is the noise spectral density, r is the rank of 

the error matrix A  and iλ , ri ,,2,1 L=  are the nonzero eigenvalues of the error matrix 

A . We can easily see that the probability of error bound in (2.24) is similar to the 

probability of error bound for trellis coded modulation for fading channel, The term 

∏
=

=
r

i
irg

1

λ  represents the coding gain achieved by the STC and the term rJ
s NE −)4/( 0  

represents a diversity gain of rJ. Since Ir < , the overall diversity order is always less 

than or equal to IJ. It is clear that in designing a STTC, the rank of error matrix r 
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should be maximized (thereby maximizing the diversity gain) and at the same time rg  

should be also be maximized, thereby maximizing the coding gain. 

However, there is no general rule how to obtain good space-time trellis codes 

for arbitrary number of transmit antennas and modulation methods. Powerful STTCs 

are given in [48] and obtained from an exhaustive search. And the problem of STTCs 

is that the detection complexity measured in the number of states grows exponentially 

with Im , where m is the modulation level, and I is the number of transmit antennas. 
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Fig. 2.14 Space-time trellis code with four states 

In Fig. 2.14, an example of a STTC for two transmit antennas 2=I  in case of 

quadratic phase shift keying (QPSK) 2=m  is given. This code has four states. 

Assuming ideal channel, the decoding of this code at the receive antenna j can be 

performed by minimizing the following metric: 

∑ ∑
= =

−=
J

j

I

i
ijij xrD

1

2

1
,β     (2.25) 

where jr  is the received signal at jth receive antenna and ix  is the branch metric in the 

transition of the encoder trellis, I and J is the number of transmit and receive antennas, 

respectively, and ji,β  is the channel response between the ith transmit antenna and jth 
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receive antenna. Here, the Viterbi algorithm can be used to choose the best path with 

the lowest accumulated metric.  

2.3.2  Space-Time Block Codes  

In addressing the issue of decoding complexity, Alamouti [44] introduces a 

remarkable scheme for transmissions using two transmit antennas in 1998. This 

scheme is much less complex than space-time trellis coding for two transmit antennas 

but there is a loss in performance compared to space-time trellis codes. Despite this 

performance penalty, Alamouti’s scheme is still appealing in terms of simplicity and 

performance. In 1999, Tarokh [48] generalized the Alamouti’s scheme to an arbitrary 

number of transmit antennas, namely as space-time block codes (STBC), and is able to 

achieve the full diversity promised by the transmit and receive antennas. These codes 

remain the property of having a very simple maximum likelihood decoding algorithm 

based only on linear processing at the receiver. For real signal constellations, they 

provide the maximum possible transmission rate allowed by the theory of space-time 

coding [43]. However, the orthogonal block codes design exists if and only if the code 

size equal to two, four and eight [48]. For complex constellations, STBCs can be 

constructed for any number of transmit antennas, and again these codes also have 

remarkably simple decoding algorithms based only on linear processing at the receiver. 

They provide full spatial diversity and half of the maximum possible transmission rate 

allowed by the theory of space-time coding. For complex constellations and for the 

specific cases of three and four transmit antennas, these diversity schemes were 

improved to provide ¾ of the maximum possible transmission rate [48]. 
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Fig. 2.15 Transceiver of space-time block codes with two transmit antennas 

 Basically, STBCs are designed as pure diversity schemes and provide no 

additional coding gain as with STTCs.  The transceiver of space-time block coding can 

be referred to Fig. 2.12. For the case of two transmit antennas, 2=I , (see Fig. 2.15), 

the successive transmitted symbols ],[ 12 ss  are mapped to the transmit antenna with 

the STBCs shown as follows [44][48]: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

− 2
*
1

1
*
2

ss
ss

   
space
time

↓
←

    (2.26) 

where the row corresponds to the time index and the column corresponds to the 

transmit antenna index. In the first symbol time interval 1s  is transmitted at 1st 

antenna and 2s  is transmitted at 2nd antenna simultaneously, while in the second 

symbol time interval *
2s  is transmitted at 1st antenna and *

1s−  is transmitted at 2nd 

antenna simultaneously. More general STBCs for other number of transmit antennas 

can be found in [48] 

 Due to the orthogonality of STBCs, the symbols can be recovered at the 

receiver by a simple linear processing [43]. The maximum likelihood detection 

amounts to minimizing the decision metric 
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over all possible values of 1s  and 2s , where tjr ,  is the received signal at time t and at 

receive antenna j,  ji,β  is the channel response between the ith transmit antenna and jth 

receive antenna, and I and J is the number of transmit and receive antennas, 

respectively. Note that due to the quasi-static nature of the channel, the path gains are 

constant over two transmissions. The minimizing values are the receiver estimates of 

1s  and 2s , respectively. We expand the above metric and delete the terms are 

independent of the codewords and minimizing metrics are given by 

2
1

1

2

1

2

,

2

1
1

,2
*

2,
*
,11, 1 ssrr

J

j i
ji

J

j
jjjj ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+−+−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+ ∑∑∑

= ==

βββ           (2.28) 

for detecting 1s  and  
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for detecting 2s .  

 STBCs techniques are prompted as the most promising antenna diversity 

techniques for the future wireless mobile communication system  because of its low 

coding and decoding complexity and the full diversity gain obtained by transmit and 

receive antenna. It has been demonstrated in [43][47] that the significant diversity gain 

and performance improvement can be achieved by increasing the number of transmit 

and receive antennas with very little decoding complexity. 
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2.4   Related Mathematics  

In this section, we present some fundamentals and definitions of the 

mathematics used in this thesis. 

2.4.1  Subspace Approach 

Basis: Let { }nxx ,,1 L  be a set of 1×m  vectors in a vector space S. This set 

is called a basis of S if it spans the vector space S and the vectors nxx ,,1 L  are 

linearly independent. 

Subspace of nC  [56]: Let nCX ⊆ , X is subspace if (a) X∈0 ; (b) for each u , 

v  X∈ , X∈+ vu  (closure under addition); (c) for each u X∈ , Cc∈ , Xc ∈u  

(closure under scalar multiplication), where nC  is n-dimensional complex space. 

Range of A  [56]: the range (or column space) of nm×A  is a set of all linear 

combinations of the columns of A . In other words, if [ ]naaA L1= , 

m
n C∈aa L1 , then 

{ }nSpanR aaA L1)( = .       (2.30) 

This is the subspace of mC . 

Right Null Space of A  [56]: the null space of nm×A  is a set of all solutions of 

0xA = , i.e., 

{ }n
R CN ∈== x0xAxA  ,:)( .       (2.31) 

This is a subspace of nC . 

Left Null Space of A : the null space of nm×A  is a set of all solutions of 

0Ax =H , i.e., 
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{ }m
L CN ∈== x0AxxA  ,:)( H .      (2.32) 

This is a subspace of mC . 

Singular Value Decomposition (SVD): Let A  be an arbitrary nm×  matrix. 

There exist two orthonormal matrices, U  and V , such that 

UA = Σ HV       (2.33) 

where ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

00
0Σ

Σ s  ,  sΣ  is the diagonal matrix, ( )rs diag λλλ ,,, 21 L=Σ , 

[ ]nuuuU L21=  and [ ]nvvvV L21=  are unitary matrix. The r values 

rλλλ ,,, 21 L  are arranged such that rλλλ ≥≥≥ L21 , together with the values of 

021 ==== ++ nrr λλλ L .  We rewrite (2.33) as 

UΣAV = .        (2.34) 

By partitioning multiplication on the left and backward multiplying on the right, we 

have 

iii uvA λ=        (2.35) 

for ri ,,2,1 L=  and otherwise 

0vA =i .      (2.36) 

Recall from  [56], if nvvv L21  is a basis for nC , then nAvvAvA L21  

form a spanning set for the range of A . Thus, the vectors rr uuu λλλ L2211  and 

thus ruuu L21  span the range of A , i.e., 

{ }rSpanR uuuA L21)( =        (2.37) 

Let nn vvvx ααα +++= L2211  and suppose 0xA = , and noting (2.36), we see that  

0uuuxA =+++= rrrλαλαλα L221111 .   (2.38) 
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Since ruuu L21  are linearly independent, 011 =λα , …, 0=rrλα  or 01 =α , 

…, 0=rα . Thus nnrrrr vvvx ααα +++= ++++ L2211 . And any vector in this form is 

in Right Null Space )(ARN , so  

{ }nrrR SpanN vvvA L21)( ++=  .     (2.39) 

If we rewrite (2.33) as 

HH ΣVAU =          (2.40) 

and we have 

HH
iii vAu λ=         (2.41) 

for ri ,,2,1 L=  and otherwise 

0Au =H
i .       (2.42) 

Similarly, the vectors rr vvv λλλ L2211  and thus rvvv L21  span the 

range of A , i.e., 

{ }rSpanR vvvA L21)( = .         (2.43) 

Let nn uuux ααα +++= L2211  and suppose 0Ax =H , similarly, we can obtain 

01 =α , …, 0=rα . Thus nnrrrr uuux ααα +++= ++++ L2211 . And any vector in this 

form is in Left Null Space )(ALN , so  

{ }nrrL SpanN uuuA L21)( ++=  .      (2.44) 

We partition the SVD into blocks corresponding to the location of the zero and 

nonzero singular values, we can exploit the following properties of the matrices U  and 

V : 

UA = Σ HV [ ] ⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=

H

H

o

ss
os V

V
00
0Σ

UU .          (2.45) 
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By the above discussion, it can be shown that the columns of matrix sU  or sV  span 

the range space (or signal space in signal communication) of A , and the columns of 

oU  spans the left null space of A , the columns of oV  spans the right null space of A . 

Thus, we have 

0AU =H
o      (2.46a) 

or 

0AV = .     (2.46b) 

Hence, the orthogonality shown in (2.46) is the basic principle of subspace approach in 

the signal estimation theory. 

2.4.2  Cramér-Rao Bound 

Estimation accuracy is often measured in the terms of the mean-square errors 

of the estimates. The Cramér-Rao bound (CRB) provides a lower bound for the 

variance of an unbiased estimator. If an estimator can be found to achieve the bound, 

then it must be the minimum variance unbiased estimator. 

We denote the measurement vector (the received signal) by x , an unknown 

parameter by θ , the probability density function of x  by )|( θxp  and unbiased 

estimate θ  by θ̂ , then the variance of any unbiased estimator θ̂  must satisfy [105] 
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where the expectation is taken with respect to )|( θxp , which is given by 
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Since the second derivative is a random variable dependent on x , the bound will 

depend on θ . 

 For the vector parameter θ , we let [ ]TNθθθ L21=θ  a set of N unknown 

parameters. The estimator for the ith parameter is denoted by )(xθ i . Then 

)()var( 1 θ−≥ iii Jθ          (2.49) 

where 
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where Ni ,,2,1 L= , Nj ,,2,1 L=  and ijJ  is the (i, j)th element of the NN ×  square 

matrix J , and J  is known as the Fisher’s information matrix (FIM) [105]. 

2.5   Conclusion 

With the above introductory knowledge of MC-CDMA, space-time block 

coding (STBC) and their potential advantages to dramatically increase the capacity and 

to effectively combat the destructive fading channel in wireless communication system, 

the author is motivated to focus his research on the combined technology, namely 

STBC MC-CDMA. In the next chapters, the thesis studies and investigates the 

performance and capacity analysis of STBC MC-CDMA systems. Some 

implementation issues for STBC MC-CDMA systems, such as timing and frequency 

synchronization, channel estimation and multiuser detections are investigated.  
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Chapter  3  

Performance and Capacity in the presence 

of Carrier Frequency Offset 

In the following two chapters of the thesis, we focus on the theoretical study of 

bit-error-rate (BER) performance and system capacity of STBC MC-CDMA systems. 

We begin the studies with the BER performance and capacity analysis in the presence 

of carrier frequency offset (CFO) between the transmitter and receiver oscillators. The 

exact BER expression when using equal gain combining (EGC) and the approximate 

BER expression when using maximum ratio combining (MRC) are derived. These 

BER expressions are verified through simulations. Using these derived expressions, 

the achievable system capacity satisfying a minimum BER requirement can be studied 

for the two cases when EGC and MRC are used, and hence possible to compare the 

achievable capacity of STBC MC-CDMA systems with that of MC-CDMA systems. It 

is concluded that small CFO has insignificant effect on the BER and capacity of STBC 
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MC-CDMA systems, and this range of CFO is important in transceiver design. 

Besides, STBC MC-CDMA systems with multiple receive antennas can achieve higher 

capacity than that of the MC-CDMA systems, and this amount can be obtained 

analytically using the theoretical BER expressions derived. 

Although independent channel characteristics between neighboring subcarriers 

are assumed, the theoretical performance analysis can be a good approximation to the 

practical channels when the correlation coefficients between neighboring subcarriers 

are small, for example, less than 0.5, and can be a good lower bound when the 

neighboring subcarriers have large correlation coefficients [100]. The expressions 

obtained provides a simple way to study the effect of CFO on the BER performance 

and capacity of asynchronous STBC MC-CDMA systems. 

3.1   System Model 

The equivalent block diagram of the transmitter and receiver of a STBC MC-

CDMA systems used in our analysis is shown in Fig. 3.1. The stream of binary phase-

shift keying (BPSK) symbols of the kth user first goes through the ST block encoder. 

Without incurring any power or bandwidth penalty, the Alamouti’s orthogonal ST 

block coding scheme for 2 transmit antennas is employed [44][48], and more general 

ST codes for other number of transmit antennas can be found in [48]. Two successive 

block symbols )2( nkb  and )12( +nkb  for the kth user are mapped to the following 

matrix 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

+−
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+
+

)12()2(
)2()12(

2
1

)2()12(
)2()12(

2,2,

1,1,

nn
nn

nn
nn

kk

kk

kk

kk

bb
bb

aa
aa

 



Chapter 3   Performance and Capacity in presence of CFO                   62 

where [ ]TPkkk nbnbn )()()( ,1, L=b  denotes the nth block symbols for kth user with 

length P, and [ ]TPikikik nanan )()()( ,,1,,, L=a  denotes the nth block symbols at ith 

transmit antenna for kth user with length P.  The columns are transmitted in successive 

block time with the symbols in the upper and lower blocks simultaneously sent 

through the two transmit antennas, respectively. The factor 21  is to normalize the 

transmitted symbol energy. 

Next every block symbol )(, nika ( 2,1=i ) at the ith transmit antenna is serial-to-

parallel converted to P parallel data streams. Each data stream is spread and 

transmitted on L different subcarriers, where L is the spreading gain. Random 

spreading sequence is used in this paper. The symbol duration sT  on each subcarrier is 

P times of the input symbol duration bT , i.e., bs PTT = , therefore, frequency selective 

fading over each subcarrier can be avoided by increasing P if bT  is less than the 

channel delay spread. The MC-CDMA modulator transmits a total of PL chips 

resulting from the P BPSK symbols over a total of PL subcarriers. The frequency 

separation between the neighboring subcarriers is sT/1  Hz and passband null-to-null 

bandwidth of each subcarrier is sT/2 . The ideal central baseband frequency of each 

subcarrier is given by 

sx Txf =     PLx ,,2,1 L= .        (3.1) 

In order to achieve frequency diversity, the assignment of PL subcarriers to the 

PL chips is made such that the frequency separation among subcarriers conveying the 

chips of the same data symbol is kept at maximum, as shown in Fig. 3.1. It means that 

data in the pth ),,2 ,1( Pp L=  data stream is transmitted on the lth subcarrier with the 

frequency },,2 ,1 ,{ )1( Llf Plp L=−+  and the adjacent frequency separation between 
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these subcarriers is sTP / . Let B as the null-to-null passband bandwidth of the STBC 

MC-CDMA systems with PL subcarriers, then sTPLB /)1( += .  

Symbol duration sT  in each subcarrier is assumed to be longer than channel 

delay spread so that each subcarrier signal undergone flat fading, and fading process of 

a given user on different subcarriers is assumed to be independent throughout this 

paper. In the literature, when using this model, no cyclic prefixes (CP) need to be 

considered since all subcarriers undergo flat fading [61]-[66]. In practical 

implementation where inverse fast Fourier transform (IFFT) is used, the intersymbol 

interferences (ISI) for MC-CDMA symbol have to be considered since the channel 

fading is modeled at chip period interval over the full bandwidth instead of at symbol 

period interval over each subcarrier bandwidth. Normally, the use of CP requires the 

use of additional bandwidth, which does not account for in this analysis since our 

system model is equivalent to the IFFT/FFT implemented system with CP has been 

removed at the receiver. This bandwidth expansion factor needs to be compensated 

when applying the results obtained in this paper to IFFT/FFT implemented system. 
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Fig. 3.1 STBC MC-CDMA system model with 2Tx2Rx 

Assume that there is K asynchronous users, each employing BPSK with the 

same transmitting power S and at the same data bit rate bT/1 . The transmitted signal at 

the ith antenna of user k can be expressed as 

⋅−= ∑ ∑∑
+∞=

−∞= = =

n

n

P

p

L

l
slkpikik nTtuncnaSts

1 1
,,,, )()()(2)( ])(2exp[ tffj kx ∆+π , 2,1=i     (3.2) 
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where )(,, na pik  denotes the nth data bit of the pth data stream at the ith antenna of user k, 

)(, nc lk ),,1( Ll L=  is the lth spreading chip for the nth data bit of the kth user, )(tu  is 

the rectangular pulse define over ] ,0[ sT . The subscript 

Plpx )1( −+=               (3.3) 

and xf  is the ideal central baseband frequency at xth subcarrier given by (1), kf∆  is the 

CFO between the kth user’s transmitter and the oscillator at the receiver of base station. 

Consider uplink transmission, the received signal at the jth receive antenna 

( Jj ,,1L= ) is given by 

⋅−−= ∑ ∑∑∑∑
+∞=

−∞= = = = =

n

n

K

k i

P

p

L

l
jikslkpikj nTtuncnaStr

1

2

1 1 1
,,,,, )()()(2)( τ  

)())]()(2(exp[ ,,,,,, tttffj jxjikkxxjik ηφπβ ++∆+   (3.4) 

where jik ,,τ  is the transmission delay from ith transmit antenna of user k to the jth 

receive antenna, which is independently and uniformly distributed over ) ,0[ sT  for 

different k, i and j. jikkxxjikxjik fftt ,,,,,,,, )(2)()( τπϕφ ∆+−= , )(,,, txjikβ  and )(,,, txjikϕ  are 

respectively the amplitude and phase of the channel fading gain of user k when signal 

is transmitted from the ith transmit antenna to the jth receive antenna through the xth 

subcarrier, )(,,, txjikβ  is Rayleigh distributed with 22
,,, }{ σβ =xjikE , )(,,, txjikϕ  is 

uniformly distributed over ]2 ,0[ π . )(tjη  denotes AWGN at the jth receive antenna 

with zero mean and double-sided power spectral density (PSD) 2/0N . 

Assume user 1 is of interest and coherent receiver is used. Without loss of 

generality, let 0,,1 =jiτ . At the lth subcarrier of the pth parallel data stream, the coherent 

receiver output for the nth symbol of the jth antenna is given by 

  ∫
+

−= s

s

Tn

nT xj
s

lpj dttfjtr
T

nY
)1(

,, )2exp()(1)( π  )()( ,,,, nInD lpjlpj +=        (3.5) 
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where )(,, nD lpj  is the desired signal term before decision is made, and  

)()()()()( ,,,,,,,,,,,,, nnInInInI lpjlpjMOlpjMSlpjSOlpj η+++=   (3.6) 

where )(,,, nI lpjSO  denotes the self-interference from the remaining subcarriers, lpjMSI ,,,  

and )(,,, nI lpjMO  denote the multiuser interference (MUI) from the same subcarriers and 

other subcarriers, respectively, and )(,, nlpjη  is the AWGN. 

3.2   Interference Analysis 

Channel fading is assumed to be quasi-stationary over the two successive 

symbol intervals sT2 , i.e., the channel gain remains constant over the time interval 

[ ]ss TnnT )22(2 + ,  

        xjikxjikxjik nn ,,,,,,,,, )12()2( βββ =+≈ ,  

  xjikxjikxjik nn ,,,,,,,,, )12()2( ϕϕϕ =+≈ .                    (3.7) 

Let skk Tf∆=ε  be the CFO normalized by the subcarrier spacing for user k. We assume 

that )1 ,0[1 ∈ε  and kε ),,2( Kk L=  is uniformly distributed over ) ,0[ 1ε . This 

corresponds to the case where user 1 will have the worst performance among the group 

of users since its offset frequency observed by the base station receiver is the largest. 

The signal and respective interference terms can be derived using (3.4), (3.5) and (3.6). 

The desired (2n)th and (2n+1)th block symbols at the lth subcarrier of the pth data stream 

of the jth antenna can be shown to be given by 

 )2()2()exp([)2( ,1,1,,1,1,,1,1,, nbncjnD plxjxjlpj ⋅ΦΞ= β  

 )]12()2()exp( ,1,1,,2,1,,2,1 +⋅Φ+ nbncj plxjxjβ ,    (3.8) 

 ))12()(12()exp([)12( ,1,1,,1,1,,1,1,, +−+⋅ΦΞ=+ nbncjnD plxjxjlpj β  
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             )]2()12()exp( ,1,1,,2,1,,2,1 nbncj plxjxj +⋅Φ+ β       (3.9) 

where )(sinc 1
2 ε⋅=Ξ S , )()sin()sinc( xxx ππ=  and 1,,,1 πε=Φ xji  xji ,,,1φ+  ( 2 ,1=i ). In 

the following, we derive the respective interference terms defined in (3.6) for a 

referenced subcarrier Plpx )1( −+=  at the receive antenna j of user 1. 

3.2.1  Self-Interference from the other subcarriers  

Here we consider only those terms corresponding to 1=k . There are altogether 

1−PL  subcarriers that will interfere the referenced subcarrier x.    

⋅−−= ∑ ∑
= ≠=

P

q

L

xyh
lpjSO yxSnI

1 ,1
1,,, )sinc()2( ε [ )2()2()exp( ,1,1,1,1,,1,1 nbncj qhjyj ⋅Φ′−β  

])12()2()exp( ,1,1,2,1,,2,1 +⋅Φ′−+ nbncj qhjyjβ ,     (3.10) 

⋅−−=+ ∑ ∑
= ≠=

P

q

L

xyh
lpjSO yxSnI

1 ,1
1,,, )sinc()12( ε    

   [ ))12()(12()exp( ,1,1,1,1,,1,1 +−+⋅Φ′− nbncj qhjyjβ   

])2()12()exp( ,1,1,2,1,,2,1 nbncj qhjyj +⋅Φ′−+ β     (3.11) 

where Phqy )1( −+= , yjiji yx ,,,11,,1 ][ φεπ −+−=Φ′ , and is uniformly distributed over 

]2 ,0[ π .   

3.2.2  Multiuser Interference from the same subcarrier 

Here we consider only terms in (3.5) resulting from other users ( 1≠k ) who 

transmit using subcarrier x.    

∑
=

⋅=
K

k
klpjMS SnI

2
,,, /)2( πε   

 [{ ))12()(12()exp()/sin( ,,,1,1,,,1,,1, −−−⋅Φ′′⋅ nbncjT pklkjkxjksjkk βτπε       
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])22()12()exp()/sin( ,,,2,1,,,2,,2, −−⋅Φ′′⋅+ nbncjT pklkjkxjksjkk βτπε  

[ ⋅−+ ]/)(sin[ ,1, sjksk TT τπε )2()2()exp( ,,,1,2,,,1, nbncj pklkjkxjk ⋅Φ ′′β   

⋅−+ ]/)(sin[ ,2, sjksk TT τπε  

]})12()2()exp( ,,,2,2,,,2, +⋅Φ ′′ nbncj pklkjkxjkβ ,     (3.12)  

∑
=

⋅=+
K

k
klpjMS SnI

2
,,, /)12( πε  

     [{ )2()2()exp()/sin( ,,,1,1,,,1,,1, nbncjT pklkjkxjksjk ⋅Φ ′′⋅βπετ  

⋅+ )/sin( ,2, sjkk Tτπε ])12()2()exp( ,,,2,1,,,2, +⋅Φ ′′ nbncj pklkjkxjkβ  

[ ⋅−+ ]/)(sin[ ,1, sjksk TT τπε  

       ))12()(12()exp( ,,,1,2,,,1, +−+⋅Φ′′ nbncj pklkjkxjkβ   

⋅−+ ]/)(sin[ ,2, sjksk TT τπε  

]})2()12()exp( ,,,2,2,,,2, nbncj pklkjkxjk +⋅Φ ′′β     (3.13) 

where xjiksjikkjik T ,,,,,,,1, / φτπε +=Φ′′  and sjikskjik TT /)( ,,,,2, τπε +=Φ′′  xjik ,,,φ+ , 2 ,1=i , 

are all uniformly distributed over ]2 ,0[ π .   

3.2.3  Multiuser Interference from the other subcarriers 

Here we consider those terms in (3.5) resulting from other users ( 1≠k ) who 

transmit using different subcarrier. 

∑∑ ∑
= = ≠=

⋅−−=
K

k

P

q

L

xyh
klpjMO yxSnI

2 1 ,1
,,, )()2( επ  

     [{ ⋅−− ]/)(sin[ ,1, sjkk Tyx τεπ  

))12()(12()exp( ,,,1,1,,,1, −−−⋅Φ ′′′− nbncj qkhkjkyjkβ   

     ⋅−−+ ]/)(sin[ ,2, sjkk Tyx τεπ   
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       ])22()12()exp( ,,,2,1,,,2, −−⋅Φ ′′′− nbncj qkhkjkyjkβ  

     [ ⋅−−−+ ]/))((sin[ ,1, sjksk TTyx τεπ  

       )2()2()exp( ,,,1,2,,,1, nbncj qkhkjkyjk ⋅Φ ′′′−β   

    ⋅−−−+ ]/))((sin[ ,2, sjksk TTyx τεπ  

      ]})12()2()exp( ,,,2,2,,,2, +⋅Φ ′′′− nbncj qkhkjkyjkβ , (3.14)  

∑∑ ∑
= = ≠=

⋅−−=+
K

k

P

q

L

xyh
klpjMO yxSnI

2 1 ,1
,,, )()12( επ  

   [{ ⋅−− ]/)(sin[ ,1, sjkk Tyx τεπ   

        )2()2()exp( ,,,1,1,,,1, nbncj qkhkjkyjk ⋅Φ ′′′−β   

      ⋅−−+ ]/)(sin[ ,2, sjkk Tyx τεπ  

       ])12()2()exp( ,,,2,1,,,2, +⋅Φ ′′′− nbncj qkhkjkyjkβ  

   [ ⋅−−−+ ]/))((sin[ ,1, sjksk TTyx τεπ   

       ))12()(12()exp( ,,,1,2,,,1, +−+⋅Φ ′′′− nbncj qkhkjkyjkβ   

      ⋅−−−+ ]/))((sin[ ,2, sjksk TTyx τεπ  

]})2()12()exp( ,,,2,2,,,2, nbncj qkhkjkyjk +⋅Φ ′′′−β     (3.15) 

where yjiksjikkjik Tyx ,,,,,,,1, /)( φτεπ −−−=Φ ′′′ , sjikskjik TTyx /))(( ,,,,2, τεπ +−−=Φ ′′′  

yjik ,,,φ− ,  2 ,1=i , all are uniformly distributed over ]2 ,0[ π .   

3.2.4  Noise 

The AWGN noise term lpj ,,η  has zero mean and variance  

sTN
lpj

20
2

,,
=ησ .     (3.16) 
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3.3   BER Performance and Capacity Analysis 

At the xth subcarrier of the jth receive antenna, we denote the factors used to 

weight the received signals )2(,, nY lpj  and )12(,, +nY lpj  from the two successive 

intervals to be )2(1,, nxjα , )2(2,, nxjα  and )12(1,, +nxjα , )12(2,, +nxjα , respectively. The 

values are to be chosen depending on the combining scheme used. For BPSK only the 

real part of the signal is used for making decision. The decision variables for )2(1 nb p  

and )12(1 +nb p  are respectively given by   

∑∑
= =

++=
J

j

L

l
xjlpjxjlpjp nnYnnYnU

1 1
2,,

*
,,1,,,, )}2()12()2()2(Re{)2( αα ,   (3.17) 

          ∑∑
= =

++=+
J

j

L

l
xjlpjp nnYnU

1 1
1,,,, )12()2(Re{)12( α )}12()12( 2,,

*
,, ++ nnY xjlpj α  

 (3.18) 

where *)(⋅  denotes the complex conjugate. In the following BER analysis, )2( nU p  

will be used as an example and we shall simply use pU  to denote )2( nU p . Eq.(3.17) 

can be expressed as 

ppp IDU +=  ,     (3.19) 

where )2()2()2()2( ,,, nnInInII ppMOpMSpSOp η+++= . The desired signal is given by 

{∑∑
= =

==
J

j

L

l
xjlpjpp nnDnDD

1 1
1,,,, )2()2(Re)2( α })2()12( 2,,

*
,, nnD xjlpj α++  .   (3.20) 

The self-interference (SI) from other subcarriers is given by 

{∑∑
= =

=
J

j

L

l
xjlpjSOpSO nnInI

1 1
1,,,,,, )2()2(Re)2( α })2()12( 2,,

*
,,, nnI xjlpjSO α++  .     (3.21) 

The MUI from same subcarriers is given by 

{∑∑
= =

=
J

j

L

l
xjlpjMSpMS nnInI

1 1
1,,,,,, )2()2(Re)2( α })2()12( 2,,

*
,,, nnI xjlpjMS α++  .    (3.22) 
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And the MUI from other subcarriers is given by 

{∑∑
= =

=
J

j

L

l
xjlpjMOpMO nnInI

1 1
1,,,,,, )2()2(Re)2( α })2()12( 2,,

*
,,, nnI xjlpjMO α++  .   (3.23) 

For large value of JL, )2(, nI pSO , )2(, nI pMS  and )2(, nI pMO  can be approximately 

assumed to be Gaussian distributed with zero mean. The variance for pSOI ,  defined in 

(3.21) is given by 

( )∑∑
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xjxjplSOI nnA
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αασ     (3.24) 

where ∑ ∑
= ≠=

+−=
P

q

L

xyh
plSO yxSA

1 ,1
1

22
., )(sinc εσ . Here we assume that all the terms 

corresponding to different subscripts are all independent from each other. Similarly for 

(3.22),  
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where [ ] 2
1

22
1

2
2
3

2
1

2
1

21
2

,, /)};,{};({1)1( επεπσ −−+−−= FSKA plMS . );;( zFqp ba  is the 

generalized hypergeometric function and its definition can be found in [107]. And for 

(3.23),  
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where ∑ ∑
= ≠=
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2
,, )0,(),(/)1( επεσ , 

    ⋅−−−−−−= )(2)](2sinc[)](2cos[2{),( babababag ππ )(2/)]}(2Si[ baba −−π ,  
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z

tdttz
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/)sin(]Si[ .  

The noise term can be written as 
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*
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It is a Gaussian RV with zero mean and variance 

( )∑∑
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l
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02 )2()2(
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Since interference items )2(, nI pSO , )2(, nI pMS , )2(, nI pMO  and )2( npη  are 

mutually uncorrelated, the total interference pI  is also a Gaussian RV with zero mean 

and variance 

22222
,,, ppMOpMSpSOp IIII ησσσσσ +++= .      (3.29) 

3.3.1  Equal Gain Combining 

For EGC scheme, the factors used to weight the received signal at the xth 

subcarrier of the jth antenna are given by 

  xjlxjxjxj ncjn ,,1,1,,1,1,,1,11,, )2()ˆexp()2( ββα ⋅Φ−= , 

    xjlxjxjxj ncjn ,,1,1,,2,1,,2,12,, )12()ˆexp()2( ββα +⋅Φ=       (3.30)  

and      xjlxjxjxj ncjn ,,1,1,,2,1,,2,11,, )2()ˆexp()12( ββα ⋅Φ−=+   

 xjlxjxjxj ncjn ,,1,1,,1,1,,1,12,, )12()ˆexp()12( ββα +⋅Φ=+                 (3.31) 

where 2
,,2,1

2
,,1,1,,1 xjxjxj βββ += , and xji ,,,1Φ̂  can be obtained by using a carrier 

synchronizer to estimate the phase xjixji ,,,11,,,1 φπε +=Φ . We assume perfect 

synchronization, i.e. xjixji ,,,1,,,1
ˆ Φ≅Φ  throughout this paper. Substitute (3.8), (3.9) and 

(3.30) in (3.20), the desired signal is given by 

 )2(1
1 1

2
,,2,1

2
,,1,1 nbD p

J

j

L

l
xjxjp ⋅+⋅Ξ= ∑∑

= =

ββ .           (3.32) 

Assuming that a “+1” is transmitted, (3.19) can be rewritten as 
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p

J

j

L

l
xjp IU +⋅Ξ=∑∑

= =1 1
,,1β .      (3.33) 

Since BPSK is used, then the BER for pth data stream can be obtained by using [103]   

∫
∞ − Ψ−=

0

1
, )](Im[1

2
1P ωωω

π
d

pUpe        (3.34) 

where )(ω
pUΨ  is the characteristic function (CHF) of the decision variable pU .  Im(z) 

is the imaginary part of complex number z. And it can be easily shown that 

∏∏
= =

Ψ⋅ΞΨ=Ψ
J

j

L

l
IU pxjp

1 1

)()()(
,,1

ωωω β .      (3.35) 

Since xj ,,1,1β  and xj ,,2,1β  are independent Rayleigh RVs, then RV xj ,,1β  is Nakagami-m 

( 2=m ) [105] distributed with parameter 22σ . Its CHF is given by [106] 

   [ ⋅⋅+−=Ψ 43)4/;;()( 2.2
2
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3

11,,1
πωσωσωβ jF

xj
] )4/exp()4/;;1( 2.22.2

2
3

11 ωσωσ −⋅−F , 

 (3.36) 

where );;(11 ωbaF  denotes the confluent hypergeometric function [107].  The CHF of 

Gaussian RV pI  is given by [104] 

)2/exp()( 22ωσω pI p
−=Ψ .     (3.37) 

Substitute (3.36) and (3.37) into (3.35), then the CHF of pU  is given by 

[ ⋅Ξ⋅+Ξ−=Ψ 43)4/;;()( 22
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11 πωσωσω jF
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] ]4/)2(exp[)4/;;1( 2.2222
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3

11 ωσσωσ Ξ+−⋅Ξ− JLF
pI
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.  (3.38) 

Let 2222 σσω Ξ+= JLz
pI , the exact BER for the pth data stream is given by [107] 
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−−=
0

2
, )exp()(1

2
1P dzzzGEGC

pe π ∑
=

−=
p

m

N

m
mx xGH

1
)(1
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1

π
        (3.39) 

where  
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  [{ +Ξ+Ξ−= ))2(;;(Im)( 2222
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pI ⋅Ξ+Ξ⋅ 2)2(3 22 σσπσ JLzj
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] }12222
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11 ))2(;;1( −Ξ+Ξ− zJLzF JL
I p
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and pN  is the order of the Hermite polynomial, and we found that 20=pN  is 

sufficient for good accuracy. mx  is the mth  zero of the pN th order Hermite polynomial, 

and 
mxH are the weight factors given by 

)(
!2

1
2

1

mNp

p
N

x xHN
N

H
p

p

m
−

−

=
π

.       (3.41) 

 

It is assumed that any bit can be sent via any of the P data streams with equal 

probability. Therefore, the system average BER if EGC scheme used is given by 

∑
=

=
P

p

EGC
pe

EGC
e P 1

,P1P .     (3.42) 

Under a guaranteed quality-of-service (QoS) requirement, the BER 

performance with EGC receiver has to be better than a given BER threshold THRBer .  

It means that the system BER performance needs to satisfy 

THRBerP ≤EGC
e  .     (3.43) 

We define EGCK max  as the largest number of users that the system can 

accommodate while satisfying the QoS requirement (3.43), i.e., 

{ }THRmax BerP|max ≤= EGC
e

EGC KK .    (3.44) 

The system capacity (bandwidth efficiency) if EGC is used is given by 

BRK b
EGC

EGC max=ρ  ,      (45) 

where bb TR 1=  is the data rate of the system and B is the total bandwidth of the 

system. 
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3.3.2  Maximum Ratio Combining 

For MRC scheme, the factors used to weight the received signal at xth 

subcarrier of jth antenna are given by 

 )2()ˆexp()2( ,1,,1,1,,1,11,, ncjn lxjxjxj ⋅Φ= βα ,     

 )12()ˆexp()2( ,1,,2,1,,2,12,, +⋅Φ−= ncjn lxjxjxj βα ,                (3.46) 

and     )2()ˆexp()12( ,1,,2,1,,2,11,, ncjn lxjxjxj ⋅Φ=+ βα ,    

   )12()ˆexp()12( ,1,,1,1,,1,12,, +⋅Φ−=+ ncjn lxjxjxj βα .        (3.47) 

Assume a “+1” is transmitted, (3.33) becomes 

p

J

j

L

l
xjp IU +⋅Ξ=∑∑

= =1 1

2
,,1β ,     (3.48) 

where 2
,,2,1

2
,,1,1

2
,,1 xjxjxj βββ += , and similarly, xji ,,,1Φ̂  can be obtained by using a carrier 

synchronizer. The variance of the total interference pI  can be written as 

∑∑
= =

=
J

j

L

l
xjplI A

p
1 1

2
,,1,

2 βσ                   (3.49) 

where plA ,  is the interference coefficient at the lth subcarrier of pth data stream, which 

is given by 

 splMOplMSplSOpl TNAAAA 20,,,,,,, +++=  .     (3.50) 

The variances of the respective terms in (3.50) have been given in (3.24), (3.25) 

and (3.26). The conditional signal-to-interference and noise ratio (SINR) is therefore 

defined as 
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γ .        (3.51) 
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The BER for the pth data stream conditioned on { xji ,,,1β , 2,1=i , Jj ,,1L= , 

Plpx )1( −+= , Ll ,,1 L= } is given by 

)2(P }{|, ,,,1 ppe Q
xji

γβ = .     (3.52) 

The BER for pth data stream is obtained via averaging over { xji ,,,1β , 2,1=i , 

Jj ,,1L= , Plpx )1( −+= , Ll ,,1L= }, 

       ∫ ∫ ∫
∞ ∞

−+

∞
=

0 0 )1(,,2,11,1,1,1}{|,0, )()(PP
,,,1 PLpJpe

MRC
pe ff

xji
βββ LL PLpJ )1(,,2,11,1,1,1 dd −+ββ L  

   (3.53) 

where )( ,,,1 xjif β  is the probability density function (PDF) for RV xji ,,,1β . It can be 

seen that (3.53) involves computing the complicated 2JL-dimensional integrations. To 

avoid such complexity in computing the BER, an approximate approach is proposed in 

this section.  

In the following, we first introduce a lemma, and then use it to simplify the 

expression given in (3.51). The conditions for such approximation to be valid are also 

stated. The theoretical justification on these conditions is presented in the Appendix. 

 

Lemma 1:  Given lv ),,2,1( Ll L=  are positive independent and identical 

distributed (i.i.d.) random variables (RVs) with mean vµ  and variance 2
vσ , and 

lw ),,2,1( Ll L=  are positive i.i.d. RVs with mean Ω= λµw  and variance 22 Ω= λσw , 

where L/1>>λ , 0>Ω . Then it can be shown that  

∑∑
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≈
L

l
lv

L

l
ll wwv

11
µ .     (3.54) 

The conditions for the approximation in (3.54) to be held is given by 
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(ii) ( )
2/1

2

2
4/12 ⎟⎟

⎠

⎞
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⎝

⎛
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⋅≤
λλ

λπζ
µ
σ

L
v

v             (3.54b) 

where κ  is the level of inaccuracy to be defined in Appendix 3.B, ζ  is the desired 

bound of the normalized standard deviation for z to be defined in (3.B.20) of Appendix 

3.B. The correctness of this lemma is also verified through simulations by arbitrarily 

choosing some probability density functions with appropriate values of mean and 

variance. 

Since xj ,,1,1β  and xj ,,2,1β  are independent Rayleigh RVs with 22
,,,1 }{ σβ =xjiE , 

2 ,1=i , 2
,,2,1

2
,,1,1

2
,,1 xjxjxj βββ +=  can be shown to be Gamma distributed [105]. The 

mean and variance are given by  

22σµβ =  , 42 2σσ β = .               (3.55) 

Denote ∑ =
=

L

l plpA LA
1 ,, /µ  and ∑ =

−=
L

l pAplpA LA
1

2
,,

2
, /)( µσ  as the mean and the 

variance of the interference coefficients }),1{( , LlA pl L∈∀ , we show in Appendix 3.C 

that for all values of 11 ≤ε , 

125.0,, ≤pApA µσ ,  Pp ,,2,1 L=      (3.56) 

when 32≥L . We show in Appendix 3.B that by applying pll Av ,= , 

2
,,1 xjlw β= ),,2,1( Ll L= , 2=λ , 2σ=Ω  to Lemma 1, the two conditions given by 

(3.54a) and (3.54b) are both satisfied. Under this circumstance, the variance of pI  in 

(3.49) can be approximated by 

∑∑
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≈
J
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l
xjpAI p

1 1

2
,,1,

2 βµσ .     (3.57) 

Then the conditional SINR for pth data stream can be simplified as 
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To simplify the notation, (3.58) can be written as 

∑
=

Ξ
≈

JL

m
m

pA
p

2

1

2

,2
β

µ
γ       (3.59) 

where { mβ , JLm 2 ,,2 ,1 L= } denotes { xji ,,,1β , 2 ,1=i , Jj ,,2,1 L= , 

Pplx )1( −+= , Ll ,,2,1 L= }, hereafter. Then the approximate BER for pth data 

stream is given by 

∫
∞

≈
0, )()2(P ppp

MRC
pe dfQ

p
γγγ γ     (3.60) 

where )( pp
f γγ  is PDF for RV pγ , which can be given by [104] 
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where pApc ,
2

, 2/ µσγ Ξ= . Therefore, the closed form expression of BER for the pth 

data stream is given by [104] 
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where )1/( ,, pcpcpu γγ += . It is assumed that any bit can be sent via any of the P data 

streams with equal probability. Therefore, the system average BER if MRC scheme is 

used is given by 

∑
=

=
P

p

MRC
pe

MRC
e P 1

,P1P .      (3.63) 

It can be seen that it will be much easier to use the closed form expression (3.62) rather 

than (3.53) to obtain the BER performance for MRC receiver. 

 

Similarly, the BER performance with MRC receiver has to be better than the 

given BER threshold THRBer  to satisfy the QOS requirement.  It means that the system 

performance is required to satisfy 
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THRBerP ≤MRC
e .      (3.64) 

Similarly, we define MRCK max  as the largest number of users fulfils the QoS requirement 

if MRC is used.  

{ }THRmax BerP|max ≤= MRC
e

MRC KK .     (3.65) 

Therefore, the system capacity (bandwidth efficiency) if MRC is used can be obtained 

by 

BRK b
MRC

MRC max=ρ .      (3.66) 

3.4   Numerical Results 

The effect of CFO on BER performance and system capacity for asynchronous 

STBC MC-CDMA systems can be easily obtained by using (3.42), (3.45) and (3.63), 

(3.66). The results obtained are also compared with the conventional MC-CDMA 

systems [102]. For comparison, BPSK is used and the total system bandwidth and 

fading channel statistics for all subcarriers are chosen to be the same. The BER 

threshold THRBer  is set to 310−  to satisfy the QoS requirement. The symbol energy is 

defined as ss LSTE = . The normalized CFO is set to 1ε  for desired user 1 and kε  for 

kth user which is assumed to be uniformly distributed over ) ,0[ 1ε . The simulation 

results are obtained by taking average over 500 sets of uniformly distributed random 

kε  ),2( Kk L=  for each given value of 1ε . In the following numerical results, the 

BER performance and system capacity of (i) MC-CDMA systems with 1 transmitter 

and 1 receiver, (ii) STBC MC-CDMA systems with 2 transmitters and 1 receiver, and 

(iii) STBC MC-CDMA systems with 2 transmitters and 2 receivers are investigated. 
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Fig. 3.2 and Fig. 3.3 show the BER performance and system capacity as a 

function of the normalized CFO 1ε  when 0/ NEs =20dB, and with the number of data 

streams P is set to 1. The ratio KL  is kept at a constant for fair comparison when L 

increases. It can be found that the BER performance and system capacity remains 

almost the same when 1ε  is less than 0.01 for the three systems. When 1ε  is between 

0.01 and 0.1, the system performance degrades very slightly since MUI is the main 

impairment source and results in the error floor. Hence, maintaining CFO within this 

range is already sufficient in transceiver design. When 1ε  is larger than 0.1, BER 

performance and system capacity deteriorate severely. The performance of MC-

CDMA systems obtained by using our expressions are in good agreement with [66] 

where the fading correlation coefficients between neighboring subcarriers is equal to 

0.26. In general, the performance and system capacity of STBC MC-CDMA systems 

with 2 transmitters and 1 receiver are only slightly better than that of MC-CDMA 

systems despite of the diversity combining schemes applied. On the other hand, the 

BER performance and system capacity of STBC MC-CDMA systems with 2 

transmitters and 2 receivers are much better than that of previous two systems despite 

of the diversity combining schemes used. The system capacity is about 1.5~2 times 

higher than that of MC-CDMA systems. Besides, the computed BER results using our 

proposed analysis well agree with the results obtained from our simulations. This 

verifies the correctness and effectiveness of our analysis for both the asynchronous 

STBC MC-CDMA and MC-CDMA systems with either EGC or MRC receivers. It can 

be also found that MRC receivers outperform EGC receivers in the presence of CFO 

for these three asynchronous systems. 

Fig. 3.4 shows BER versus the number of parallel data streams P given 

32=L , 8=K  and 0/ NEs =20dB. In the case if 1>P , the results we obtained are 
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almost the same as that of 1=P  due to the assumption that fading processes of a given 

user on different subcarriers are independent each other, and the slight change is due to 

the slight different in the interference. However, the introduction of P is necessary in 

practice because through properly choosing the value of P, it can be guaranteed that all 

subcarriers used by a given user undergo flat fading, since the symbol duration over 

subcarriers used by a particular user will be increased by P times. 

Fig. 3.5 shows the BER performance versus 0/ NEs  given 32=L , 8=K  and 

1=P . And Fig. 3.6 shows the system capacity versus 0/ NEs  given 32=L  and 

1=P . It can be observed that the BER performance and system capacity improved 

gradually as 0/ NEs  increases when 1ε  is small. And BER performance and system 

capacity remain almost the same when 0/ NEs  is greater than 20dB. For large 1ε , the 

BER performance and system capacity degraded dramatically. 

Fig. 3.7 shows the BER performance versus the number of users when 

0/ NEs =20dB, L=32 and 1=P . It can be seen that BER degrades gradually as K 

increases when 1ε  is small. For large 1ε , BER has already been large even for small 

number of users. 

3.5   Conclusion 

The BER performance and system capacity of asynchronous STBC MC-

CDMA systems in the presence of CFO are theoretically analyzed in this chapter. A 

closed form BER expression is obtained for EGC receiver, and an expression to 

estimate the BER for MRC receiver is also derived. These expressions are verified 

through simulations. The BER performance and system capacity degrade significantly 

as the normalized CFO is larger than 0.1 but remain nearly the same when the 
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normalized CFO is less than 0.1. Our results show that the performance and system 

capacity of STBC MC-CDMA systems are better than that of MC-CDMA systems 

without ST coding, regardless of the diversity combining schemes used. STBC MC-

CDMA systems with two receive antennas will obtain 1.5~2 times higher in system 

capacity.  
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(a) 

 
(b) 

Fig. 3.2 BER versus normalized carrier frequency offset 1ε   (a) EGC and (b)  MRC 



Chapter 3   Performance and Capacity in presence of CFO                   84 

 
Fig. 3.3 System capacity versus normalized carrier frequency 1ε  

 
Fig. 3.4 BER versus the number of parallel data streams P  
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Fig. 3.5 BER versus Es/No dB 

 
Fig. 3.6 System capacity versus Es/No dB 
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Fig. 3.7 BER versus the number of users 
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Appendix 3.A 

Proposition 1: iX ),,2,1( Li L=  are positive i.i.d. RVs with mean xµ  and 

variance 2
xσ . Let ∑ =

=
L

i iXY
1

, then by central limit theorem (CLT), for large L, Y can 

be approximated by a Gaussian RV with mean xLµ  and variance 2
xLσ . The PDF of 

RV Y is given by 

⎥
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x
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σ
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σπ
 ∞<<∞− y .   (3.A.1) 

However, since Y is a positive RV, inaccuracy occurs by assuming that Y follows a 

Gaussian distributed RV because 0)(
0

≠∫ ∞−
yfY . Denote 

( ) κ
σ
µ

κ ≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−=≤=Θ

x

xLQYL 1)0P(, ,    (3.A.2) 

we define κ  as the level of inaccuracy when applying CLT. This means that a small 

amount of inaccuracy exists to positive RVs when applying CLT. κ  is a small value, 

and ideally 0→κ  as ∞→L . ∫
∞

−=
x

dxxxQ )2/exp(
2
1)( 2

π
 represents the Gaussian 

cumulative function. Conversely, to guarantee a given level of accuracy κ , it is 

required that  

( )[ ] 2221 1 xxQL µσκ−> − ,     (3.A.3) 

Lemma 2: iX ),,2,1( Li L=  are positive i.i.d. RVs with mean xµ  and variance 

2
xσ .  Let ∑ =

=
L

i iXY
1

, for arbitrary δ , where L<<δ , it can be shown that xY µ/  will 

always greater than δ  with a level of inaccuracy κ  if  

( )[ ] δµσκ 2     1 2221 +−> −
xxQL .    (3.A.4) 
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Proof:  Since xY µ/  can be approximated as a Gaussian RV with mean L and 

variance 22
xxL µσ , then  

⎟⎟
⎠
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⎝
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1  ( ) κκδσδµ ≤−Θ=−−−< ),2(  21 LLQ xx , 

  (3.A.5) 

where )(⋅Θ  is the level of inaccuracy when applying CLT defined in (3.A.2). By 

Proposition 1, κ  is negligibly small when L is large. Conversely, given κ , we can 

lead to (3.A.4).  

Appendix 3.B 

In this appendix, we shall prove Lamma 1 stated in the main text. Define a RV 

as 

∑∑∑
===
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where ∑∑
==

−=
L

l
lv

L

l
ll wwvX

11
1 µ , ∑

=

=
L

l
llwvX

1
2 . In the following, the objective is to verify 

that 0≈z  if both the mean and variance of z can be shown to be or approximately equal 

to zero under the two specific conditions given in (3.54a) and (3.54b).  

By CLT, for large L, 1X  and 2X  can be approximated as Gaussian RVs with 

mean 1µ , 2µ  and variance 2
1σ , 2

2σ , respectively. Since lv , lw  ),,2,1( Ll L=  are i.i.d. 

RVs, the mean and variance of 1X  can be computed to be 

0)()(}{ 11 =−== wvwv LuLXE µµµµ ,    (3.B.2) 

22222
1

2
1 )(}{ wwvLXE σµσσ +== .    (3.B.3) 

Similarly the mean and variance of 2X  can be easily found as 
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wvLXE µµµ == }{ 22 ,             (3.B.4) 

222222
2

2
2

2
2 )(}{ wvwwv LLXE σµσµσµσ ++=−= .    (3.B.5) 

The covariance of 1X  and 2X  is given by 

   212112 ){ µµµ −= XXE )( 222
wwvL σµσ += .       (3.B.6) 

To obtain the mean and variance of RV z, we first obtain its PDF. Since 1X  

and 2X  are Gaussian RVs, the joint PDF is given by 
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Since 21 XXz = , then the PDF of z is given by 

∫
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The mean of RV z is given by 
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and can be shown that [108] 
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Substitute (3.B.12) in (3.B.11), we have  
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Substitute (3.B.2)-(3.B.6) into (3.B.14), (3.B.14) can be rewritten as 
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We shall now estimate an upper bound for (3.B.15). Again 2X  in (3.B.1) is 

approximately Gaussian distributed and our objective is to have 2X  greater than some 

positive number. Applying Lemma 2 with λδ /1=  and L<<δ  (conversely 

L/1>>λ ), Ωλµ vX 2  will always be greater than λ/1  for a given level of 

inaccuracy κ  under the condition 
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Then (3.B.15) can be evaluated by letting Ω= vXY µ2  and expressed as 
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µ
.   (3.B.17) 

It can be verified that  



Chapter 3   Performance and Capacity in presence of CFO                   91 

2/3

1
λµ L

R
vΩ

<      when  23≥L  .           (3.B. 18) 

Combine (3.B.16) and (3.B.18) will give condition (3.54a). Substitute (3.B.18) in 

(3.B.13), we obtain 
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Substitute (3.B.2) to (3.B.6) in (3.B.19) 
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where ζ  is the desired bound of the standard deviation of z that we want to define. For 

a given ζ , it is required that 

( )
2/1
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2
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⎠
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⎝

⎛
+

⋅≤
λλ

λπζ
µ
σ

L
v

v ,            (3.B.21) 

which gives the condition (3.54b).  

When L is large, 0→ζ  and 02 →zσ . Hence, for large L, the RV z has zero 

mean and zero variance or 0≈z . It means that (3.54) holds under the conditions 

(3.54a) and (3.54b) for a predefined κ  and ζ . 

In particular, when 2=λ , with the upper bound of the normalized standard 

deviation %1.4=ζ , and the level of inaccuracy of applying CLT is defined at 

1410−=κ , then the conditions given in (3.54a) and (3.54b) can be computed as 

(i) 32≥L ;      (3.B.22a) 

(ii) 126.0≤vv µσ      (3.B.22b) 
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Appendix 3.C 

Denote the mean and variance for plA ,  which is defined in (3.50) by 

∑ =
=

L

l plpA LA
1 ,, /µ  and ∑ =

−=
L

l pAplpA LA
1

2
,,

2
, /)( µσ , respectively, with L denoted the 

spreading gain. We define the normalized standard variance for the pth data stream as 

pApApNSV ,, µσ=  and { }PNSVNSVNSVNSV ,,max 21 L= . Fig. 3.8 shows the plot on 

NSV versus L as (a) the number of users LK = , (b) 2=K , when 1=P  and 

0/ NEs =20dB, for various values of 1ε . It shows that NSV decreases as L increases. 

We purposely choose LK =  and 2=K  to over-estimate the normalized standard 

variance of a practical system; in general, LK ≤≤2 . We then investigate the 

relationships (i) between NSV and P for a given K  and 0/ NEs . For 1>P , the results 

we obtained are almost the same as that of 1=P  and the plot is not presented here. (ii) 

between NSV and K for a given L, P and 0/ NEs . Fig. 3.9 shows that there is a strictly 

monotonely increase as 1ε  is small or decrease as 1ε  is large in NSV. (iii) between NSV 

and 0/ NEs  for a given L, K, and P. Fig. 3.10 shows that when dB20/ 0 ≥NEs , NSV 

attains a constant value and below 20dB, NSV decreases as dB20/ 0 ≥NEs  decreases.  

From all these observations, it can be concluded that the values of NSV shown 

in Fig. 3.8  give the worst case bound, Fig. 3.8  (a) gives the bound as 1ε  is small and 

Fig. 3.8  (b) gives the bound as 1ε  is large, for a practical range of 0/ NEs  and when 

LK < . We can use Fig. 3.8  to find whether the conditions (3.B.22a) and (3.B.22b) 

will be satisfied so as to apply Lemma 1 in the main text. For example, for all values of 

11 ≤ε , we need 32≥L  to fulfill 

125.0,, ≤pApA µσ   Pp ,,2,1 L= .    (3.C.1) 
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Hence if we let pll Av ,= , the two conditions in (3.B.22a) and (3.B.22b) are 

satisfied from the above discussion. Similarly, if we are interested in the range where 

1.01 ≤ε , then for any value of L will satisfy 

 06.0,, ≤pApA µσ     Pp ,,2,1 L= .    (3.C.2) 



Chapter 3   Performance and Capacity in presence of CFO                   94 

 

(a) K = L 

 
(b) K = 2 

Fig. 3.8  NSV versus the spreading gain L 



Chapter 3   Performance and Capacity in presence of CFO                   95 

 
Fig. 3.9  NSV versus number of users K 

 
Fig. 3.10 NSV versus Es/No 
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Chapter  4  

Multirate Access Schemes 

In this chapter, the multicode, variable spreading gain (VSG) and  spectral 

overlaid multiple-symbol-rate (MSR) multirate access schemes for asynchronous 

space-time block coded (STBC) multicarrer code division multiple access (MC-

CDMA) systems are considered. The system performance and system capacity of these 

three multirate access schemes are investigated. Transmit power control is adjusted 

according to the service rates and the number of active users in each service class to 

maintain the link quality and to improve the system capacity. The multiple access 

interferences and hence the BER performance and system capacities of the three 

multirate access schemes for STBC MC-CDMA systems are studied. From the 

numerical results obtained, it can be concluded that the systems with mc access 

scheme when orthogonal Gold spreading sequence is applied and the VSG access 

scheme have similar system performance and capacity, and both perform better than 
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the system with MSR access scheme for any spectrum configurations. In case when 

non-orthogonal Gold sequences are used, mc access scheme shows a degrading in the 

system capacity as compared to VSG, due to the presence of larger self-interference 

(SI) among the sequences used by each user. 

The remaining of the chapter is organized as follows. The system models of 

mc, VSG and MSR multirate access scheme are presented in Section 4.1. The 

interference terms in these three multirate access schemes for STBC MC-CDMA 

systems are given in Section 4.2. Then Section 4.3 presents the BER performance 

analysis. The transmit power control and system capacity for the multirate STBC MC-

CDMA systems are given in section 4.4. Numerical results are presented and discussed 

in Section 4.5. The conclusion is finally given in Section 4.6. 

4.1   System Model 

An asynchronous multirate STBC MC-CDMA system with K users over 

frequency selective Rayleigh fading channels is considered. Fig. 4.1 shows the 

transmitter diagram of multirate STBC MC-CDMA systems. Assume that the system 

supports M different data rates and there are mK  users in the mth class, each transmits 

at a data rate of mR , where ∑ =
=

M

m mKK
1

. Users in the 1st service class have the 

lowest data rate 1R , and users in Mth service class have the highest date rate MR . The 

data rate for the mth class, denoted by mR , is an integral multiple of 1R , 

i.e., 1RNR mm = , where mN  is an integer and MNNN <<<= L211 . And the total 

null-to-null wide bandwidth of the systems is fixed at B for all access schemes in our 

analysis for the ease of comparison. 
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Fig. 4.1  Transmitter of multirate STBC MC-CDMA system 

  

The stream of binary phase-shift keying (BPSK) symbols of the kth user from mth 

class is first passed through the ST block encoder. Without incurring any power or 

bandwidth penalty, the Alamouti’s orthogonal ST block coding scheme is employed 

[44][48]. Two successive block symbols )2(, nkmb  and )12(, +nkmb  for the kth user are 

mapped to the following matrix 
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where [ ]TPkmkmkm nbnbn
m

)()()( ,,1,,, L=b  denotes the nth block symbols for kth user 

from mth service class with length mP and T)(⋅  denotes the transpose, and 

[ ]TPikmikmikm nanan
m

)()()( ,,,1,,,,, L=a  denotes the nth STBC coded block symbols at 

ith transmit antenna for the kth user from the mth service class with length mP . For mc 

and VSG access scheme, mm NP = ; for MSR access scheme, 1=mP . The columns are 

transmitted in successive block time with the block symbol in the upper and lower 

blocks simultaneously sent through the two transmit antennas, respectively. The factor 

21  is to normalize the transmitted symbol energy. 
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Next every symbol )(,, nikma  ( 2,1=i ) at the ith transmitter antenna will go through 

the multirate MC-CDMA modulator before transmitted. In this chapter, three multirate 

access schemes will be studied. 

 

Fig. 4.2  Multirate MC-CDMA modulator with multicode access scheme 

(a) mc access scheme. Fig. 4.2 shows multirate MC-CDMA modulator with 

multicode access scheme. The spreading gain (equal to the number of subcarriers as 

well) is the same for different classes, i.e. LLLL M ==== L21 . The block symbols 

)(,, nikma  ( 2,1=i ) from the users in mth class is first serial-to-parallel converted to mP  

parallel data streams (known as virtual users). Thus, the symbol rate on each data 

stream is the same and equal to the lowest data rate 1R , i.e., 1TTPT mms == , where mT  

is the input bit duration of mth class, sT  is the symbol duration at each data stream and 

also each subcarrier. Essentially, the higher rate user in the mth ( 1>m ) class will be 

converted into mP  virtual users each with lowest data rate 1R . Each virtual user will 

then be spread via a different signature sequence with spreading gain L over the L 

subcarriers. The frequency separation between the neighboring subcarriers is sT/1  Hz 
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and passband null-to-null bandwidth of each subcarrier is sT/2 . We therefore have 

sTLB /)1( += . The center frequency of each subcarrier is given by 

smc Tlf =     Ll ,,2,1 L= .    (4.1) 

 

Fig. 4.3  Multirate MC-CDMA modulator with VSG access scheme 

(b) VSG access scheme.  Fig. 4.3 shows Multirate MC-CDMA modulator with 

VSG access scheme. Different classes are accommodated with the signature sequences 

having different spreading gains. The spreading gain for mth class is given by 

mm PLL /= . Hence, the highest transmission rate users will have the least spreading 

gain, i.e. MLLLL >>>= L21 . The block symbol )(,, nikma  ( 2,1=i ) from the users in 

mth class is first serial-to parallel converted to mP  parallel data streams. Similarly, the 

symbol period on each data stream remains the same at 1TTPT mms == . The data on 

each data stream is spread via the same spreading sequence with the spreading gain mL  

in the frequency domain. A total of LLP mm =  chips resulting from the mP  BPSK 

symbols are transmitted over a total of mm LP  subcarriers. The frequency separation 

between the neighboring subcarriers is sT/1  Hz and passband null-to-null bandwidth 
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of each subcarrier is sT/2 , hence smm TLPB /)1( += . The center frequency of each 

subcarrier is given by 

sVSGVSG Txf =     mmVSG LPx ,,2,1 L= ,    (4.2) 

where mVSG Plpx )1( −+= . 

 

Fig. 4.4  Multirate MC-CDMA modulator with MSR access scheme 

 (c)  MSR access scheme.  Fig. 4.4 shows multirate MC-CDMA modulator with 

MSR access scheme. The symbol rates over each subcarrier for different service 

classes are different. This is the main difference compared to the former two access 

schemes. It means that the symbol duration over each subcarrier for mth service class 

is given by ms TT = . In this access scheme, no serial-to-parallel converter is needed 

since 1=mP . The block symbol )(,, nikma  ( 2,1=i ) will directly go through MSR 

multirate modulator. Three possible spectrum configurations for the MSR access 

scheme are investigated.  

     (i) MSR Configuration 1 and Configuration 2.  In these two spectrum 

configurations, the spreading gains for different service classes are the same, i.e. 

LLL M ===L1 . The total bandwidth B is divided to L subcarriers. The maximum 

bandwidth of each subcarrier is given by Mn TLBB /2)1/(2 =+= . If we assume 
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rectangular waveform is used, users transmitted at highest data rate will normally 

occupy the subcarrier bandwidth for transmission, as shown in Fig. 4.5 (a). The 

spectrum of the subsystems supporting lower data rate services is overlaid on the 

spectrum of the subsystems accommodating higher data rate users. Since lower rate 

users will only use part of the subcarrier bandwidth, there are two ways to place the 

subcarrier frequencies for MSR STBC MC-CDMA systems, as demonstrated by the 

layer structure shown in Fig. 4.5 (b) and (c). Configuration 1 shown in Fig. 4.5 (b) 

indicates that all the subcarrier frequencies of lower data rate users (class m) is offset 

from the corresponding subcarrier frequencies of highest data rate users (class M) by 

mf∆ , and there is only one subsystem to accommodate all the lower rate class m users. 

In MSR configuration 1, the central frequency of the lth subcarrier for kth user from 

mth class is given by 

kmlMMSR fff ,,1_ ∆+= ,     (4.3a) 

where 1_MSR  denotes the MSR configuration 1, MlM Tlf /, =  is the central frequency 

of lth subcarrier for the highest data rate class and mMkm TTf /1/1, −≤∆ .  Configuration 2 

shown in Fig. 4.5 (c) has ⎣ ⎦ 1/2 −= Mmm TTN  subsystems similar to configuration 1, 

each with different subcarrier frequency offsets from the Mth class users who occupied 

the whole bandwidth for transmission. All the lower rate class m users are evenly 

distributed among these mN  subsystems. In MSR configuration 2, the central 

frequency of nth subsystem at lth subcarrier for kth user from mth class is given by 

mMlMMSR TnTff //1,2_ +−= , 1,,2,1 Nn L= ,   (4.3b) 

where 2_MSR denotes the MSR configuration 2. 
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(b) Lower rate user configuration 1 (one subsystem per subcarrier) 
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(c) Lower rate user configuration 2 ( mN  subsystems per subcarrier) 

Fig. 4.5  Spectrum Configuration 1 & 2 of MSR STBC MC-CDMA 

        (ii) MSR Configuration 3.  In this configuration, the spreading gains for 

different service classes are different. i.e. LLLL M =>>> L21 . The spectrum of 

configuration 3 for MSR STBC MC-CDMA system is shown in Fig. 4.6. For mth 

class, the total bandwidth is divided into mL  subcarriers, i.e. mm TLB /)1( +=  

(conversely, 1−= mm BTL ) and rectangular waveform is used. mT  is the symbol 

duration on subcarrier for mth class. In MSR configuration 3, the central frequency of 

the lth subcarrier for kth user from mth class is given by 

mMSR Tlf /3_ = .     (4.3c) 
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Fig. 4.6 Spectrum Configuration 3 of MSR STBC MC-CDMA system 

 Consider uplink transmission and each user is assumed to employ binary 

phase-shift keying (BPSK) symbols, the received signal at jth antenna can be 

expressed as 

      ∑∑ ∑∑∑∑
+∞=

−∞= = = = = =

⋅=
n

n

M

m

K

k i

L

l

P

p
lpkmpikmmmmj

m m m

ncnaLPStr
1 1

2

1 1 1
,,,,,, )()(/2)(  

)()( ,,,,,,, tnTtu
schxjikmjikms βτ ⋅−−  

)())](2(exp[ ,,,, tttfj jxjikmsch sch
ηφπ ++ ,            (4.4) 

where sch denotes either one of the mc, VSG or MSR (including MSR_1, MSR_2, 

MSR_3) access schemes. mS  denotes the transmit power for the mth class users with 

the value to be determined by the proposed power control algorithm presented in the 

next section, )(,,, na pikm  is the nth data bit of the pth data stream at ith antenna for the 

kth user from mth service class. Note that 1=mP  for MSR access scheme. )(,,, nc lpkm  

( mLl ,,1 L= ) is the spreading sequence used to spread the nth data bit of the pth data 

stream in the frequency domain. For mc access scheme )()( ,,,,1,, ncnc lPkmlkm m
≠≠L , 

whereas, for VSG and MSR access scheme, )()()( ,,,,,,1,, ncncnc lkmlPkmlkm m
===L . 

)(tu  is the rectangular pulse defined in ],0[ sT , jikm ,,,τ  denotes the transmission delay 

and it is uniformly distributed over the time interval ],0[ sT . )(,,,, t
schxjikmβ  and 

)(,,,, t
schxjikmϕ  are respectively the amplitude and phase of the channel fading gain of 

user k from mth class when signal is transmitted from the ith transmit antenna to the jth 
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receive antenna through the schx th subcarrier, where lxmc = , mVSG Plpx )1( −+=  and 

lxMSR = . )(,,,, t
schxjikmβ   is Rayleigh distributed with 22

,,,, }{ σβ =
schxjikmE , )(,,,, t

schxjikmϕ  

is uniformly distributed over ]2,0[ π . )()( ,,,,,,,,,,, tt
schschsch xjikmxikmxjikm ϕθφ +=    

jikmxsch
f ,,,2 τπ− , where 

schxikm ,,,θ  is the random carrier phase uniformly distributed over 

]2,0[ π .  )(tjη  denotes the additive white Gaussian noise (AWGN) at jth receive 

antenna with zero mean and double-sided PSD 2/0N . 

 Symbol duration in each subcarrier is assumed to be longer than channel delay 

spread so that each subcarrier signal undergone flat fading. Also with sufficient 

frequency separation between adjacent subcarriers relative to the channel’s coherent 

bandwidth, fading process of a given user on different subcarriers can also be assumed 

to be independent; otherwise the results could be used as the upper limit. We assume 

that perfect timing and frequency sychnronization are achieved at the receiver 

throughout this chapter. 

 Assume that the 1st user from uth class is of interest, and coherent receiver is 

used. Without loss of generality, let 01, =uτ . The correlator output for the nth data bit 

at the lth subcarrier of the pth data stream at the  jth antenna for mc scheme is given by 

dttfjtr
T

nY s

s

Tn

nT schj
s

sch
lpju ∫

+
−=

)1(

,,, )2exp()(1)( π  

)()()( ,,,,,,,,, nnInD sch
lpju

sch
lpju

sch
lpju ξ++= ,                (4.5) 

where )(,,, nD sch
lpju , )(,,, nI sch

lpju and )(,,, nsch
lpjuξ  are the desired signal, interference and 

AWGN noise, respectively. The noise term )(,,, nsch
lpjuξ  is Guassian distributed with zero 

mean and variance sTNsch
lpju

2/0
2

,,,
=

ξ
σ . The interference term 

)()()( ,,,,,,,,,,, nInInI sch
lpjuMI

sch
lpjuSI

sch
lpju += , where )(,,,, nI sch

lpjuSI  denotes the self-interference 
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(SI), and )(,,,, nI sch
lpjuMI  represent the multiuser interference (MUI). Note that for MSR 

access scheme, the signal will be filtered by a bandpass filter with its bandwidth 

adapted to the symbol rate of the desired class before decision making. 

4.2   Interference Analysis 

Channel fading is assumed to be quasi-stationary over the two successive 

symbol intervals sT2 , i.e., the channel gain remains constant over the time interval 

[ ]ss TnnT )22(2 + , i.e.    

   
schschsch xjikmxjikmxjikm nn ,,,,,,,,,,,, )12()2( βββ =+≈ , 

schschsch xjikmxjikmxjikm nn ,,,,,,,,,,,, )12()2( ϕϕϕ =+≈ .      (4.6) 

The signal and respective interference terms can be derived using (4.4) and (4.5). The 

desired (2n)th and (2n-1)th block symbols at the lth subcarrier of the pth data stream of 

the jth antenna are given by 

    )exp([/)2( ,,1,1,,,1,1,,,, schsch xjuxjuuuulpju jLPSnD φβ −=  

     
schxjupulpu nbnc ,,2,1,,1,,,1, )2()2( β+⋅⋅   

)]12()2()exp( ,1,,,1,,,2,1, +⋅−⋅ nbncj pulpuxju sch
φ ,     (4.7) 

   )exp([/)12( ,,1,1,,,1,1,,,, schsch xjuxjuuuulpju jLPSnD φβ −=+  

⋅++−+⋅
schxjupulpu nbnc ,,2,1,,1,,,1, ))12()(12( β  

)]2()12()exp( ,1,,,1,,,2,1, nbncj pulpuxju sch
+⋅− φ .      (4.8) 

 Assume that the equal gain combining (EGC) technique is used. The decision 

variables for )2(,1, nb pu  and )12(,1, +nb pu  are respectively given by 
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{∑∑
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where )exp( ,,,1,,,,1, schsch xjiuxjiui jφβα = ( 2,1=i ) and 2
,,2,1,

2
,,1,1, schschsch xjuxjux βββ += . In 

the following analysis, )2(, nU pu  will be used as an example and we shall simply use 

sch
puU ,  to denote )2(, nU pu .  Eq.(4.9a) can be expressed as 

 sch
pu

sch
pu

sch
pu

sch
pu IDU ,,,, ξ++= ,     (4.10) 
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1 1
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pu = . The noise is 
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Thus the variance of sch
pu ,ξ  is given by 

su TJLNsch
pu

2/0
2

,
=

ξ
σ .      (4.12) 

 In the following, we derive the respective interference terms defined in (4.10) 

for mc, VSG and MSR access schemes, either Gold sequence or orthogonal Gold 

sequences will be used. Gold sequence is one of pseudo-random sequences that exhibit 

noise-like randomness properties. And the orthogonal Gold sequences has the similar 

autocorrelation and cross-correlation as compared to Gold sequence except that 

orthogonal Gold sequence offer zero crosscorrelation value at zero time shift 
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[109][110]. In the following interference analysis, we use the statistical properties of 

pseudo-random sequences to simplify the analysis when we compute the variances of 

the various interference terms. 

4.2.1  Multicode Access Scheme 

The interference for mc access scheme is given by 

mc
puMI

mc
puSI

mc
pu III ,,,,, += ,            (4.13) 

where )(,, nI mc
puSI  denotes the self-interference (SI), and )(,, nI mc

puMI  represents the 

multiuser interference (MUI), respectively. Then, the SI from other parallel data 

streams (virtual users) for mc access scheme is given by 
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thus the SI can be simplified as 
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If orthogonal Gold sequences are used, then we have ∑ ≠=
=

L

pql lqulpu cc
.1 ,,1,,,1, 0 , and let 

lqulpu ccc ,,1,,,1,
~ = . This implies that a half of c~  take the value “+1”, the other half take 

the value “-1”. Denote the index of "1"~ +=c  as da ,1 , and the index of "1"~ −=c as da ,2 . 

Then (4.15) can be rewritten as 
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By the central limit theorem (CLT), the RV ∑
=

−
2/
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)(
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L

d
aa dd

ββ  can be approximated to 

be a Gaussian RV with zero mean and variance 2)16/92( σπ L−  for large L. 

Therefore, the variance of mc
puSII ,,  is given by 
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If Gold sequences (nonorthogonal) are used, the value of mc
puSII ,,  can be obtained by  
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The MUI for mc access scheme is given by 
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Therefore, the variance of mc
puMII ,,  is given by 
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By central limit theory (CLT), and since mc
puSII ,, , mc

puMII ,,  are independent each other, the 

total interference mc
puI ,  is also a Gaussian RV with zero mean and variance 

∑
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where muG , can be obtained from (4.17) and(4.19). 

4.2.2  VSG access scheme 

The interference for VSG access scheme is given by 

VSG
puMI

VSG
puSI

VSG
pu III ,,,,, += ,     (4.21) 

where )(,, nI VSG
puSI  denotes the self-interference (SI), and )(,, nI VSG

puMI  represents the 

multiuser interference (MUI), respectively. In VSG access scheme, different parallel 

data streams will occupy different subcarriers, hence will not interfere each other, i.e. 

0,, =VSG
puSII . 

 The MUI for VSG access scheme is given by 
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and mVSG Phqy )1( −+= . Therefore, the variance of VSG
puMII ,,  is given by 
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Similarly, by central limit theorem (CLT), the total interference VSG
puI ,  is also a 

Gaussian RV with zero mean and variance 
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where muG , can be obtained from (4.23). 

4.2.3  MSR access scheme 

The MUI for MSR access scheme is given by 
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 (4.25a) 

The evaluation of MSR
ljkmI ,,,  is presented below. Since for MSR access scheme the symbol 

rate in each subcarrier is not the same for different service classes, extra care has to be 
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taken when computing the average interference imposed by users in one of the service 

classes on the other. The correct number of consecutive symbols that will interfere the 

desired user has to be taken into consideration. The derivation details are omitted here, 

and [70] can be used as a reference source to fill up this gap.   

A. um TT ≥ ( Lower rate and the same rate class) 

This is corresponding to the case where desired user has higher or equal data 

rate than interference user. The MUI imposed from users in the lower and same data 

rate class can be separately considered. 
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where ])([ 1,, Mukmconf Tfflh ∆−∆+−=∆ πω  Mconf TT =  for MSR configuration 1 or 2, 

and,  )/( lThT muconf −=∆ πω , uconf TT =  for MSR configuration 3, lulkm ,1,,, φφ −=Φ . 
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When um TT ≥ , the variance of MSR
kmI ,  is given by 
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B. um TT < (Higher rate class) 

This is corresponding to the case when desired user has a lower transmission 

rate than the interference user. The MUI from the users in the higher rate class is given 

by 
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where ⎣ ⎦ 1/ −= mu TTa . There are altogether (a+2) bits from higher rate user that will 

affect the decision symbol of the lower rate user. When um TT < , by taking the PSD of 

interference signal into consideration, after the bandpass filter, the variance of MSR
puI ,  is 

given by 
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where mu ,χ  is to account for the effect of the receiver filter on the signal of the desired 

user and the PSD of the signal of the interference user. The significance of mu ,χ   is 

defined by [70] 

∫∫ −−
= m

m

u

u

T

T m

T

T mmu dffTdffT
/1

/1

2/1

/1

2
, ][sinc][sincχ .              (4.31) 

  
Similarly, by CLT, the interference MSR

puI ,  can be assumed as Gaussian distributed with 

zero mean and variance 
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where muG , can be obtained from (4.28) and (4.30). To better understand the effect of 

MUI for different MSR spectrum configurations, we present a two-class service 

system in Appendix 4.A. 

4.3   BER Performance Analysis 

 Assume that a “+1” is transmitted, (4.10) can be rewritten as 
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    (4.33) 

and since BPSK is used, then the BER of pth data stream for mc or VSG or MSR 

access scheme can be obtained by using [103] 
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where )(
,
ωsch

puU
Ψ  is the characteristic function (CHF) of the decision variable sch

puU , .  

Im(z) is the imaginary part of complex number z. And it can be easily shown that 
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Since 
schxju ,,1,1,β  and 

schxju ,,2,1,β  are independent Rayleigh RVs, then RV 
schxβ  is 

Nakagami-m ( 2=m ) distributed with parameter 22σ . Its CHF is given by [106] 
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11 ωσωσ −⋅−F ,   (4.36) 

where );;(11 ωbaF  denotes the confluent hypergeometric function.  The CHF of 

Gaussian RV sch
puI ,  and sch

pu ,ξ is given by [105] 
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respectively. Substitute (4.36)-(4.38) into (4.35), the CHF of sch
puU ,  is given by 
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Let uuI PJSz sch
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/222 222
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++= , the exact BER for the pth data stream is 

given by [104] 
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and pN  is the order of the Hermite polynomial and we found that 40=pN  is 

sufficient for good accuracy. The parameter mx  in (40) is the mth  zero of the pN th 

order Hermite polynomial, and 
mxH are the weight factors given by 
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It is assumed that any bit can be sent via any of the uP  data streams with equal 

probability. Therefore, the system average BER for either mc , VSG or MSR access 

scheme is given by 
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4.4   Transmit Power Control and Capacity Analysis 

 We define the signal-to-interference ratio (SIR) for pth data stream as 
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pu IuuuI

sch
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pu PLSDE σσγ == ,           (4.42) 

where 2]16/)1(92[~ σπ −+= uu JLJL . It is assumed that any bit can be transmitted via 

any of data streams with equal probability, and define sch
uγ  as the average SIR given by 
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In the multirate STBC MC-CDMA systems, different service classes may have 

different QoS requirements, i.e. bit error rate (BER) requirements. We assume that the 

average BER for mth class service is demanded to be less than its threshold mTrhBer , . 

Equivalently, the SIR threshold can be defined as  

[ ]2,
1 )( mTrhm BerQ −=Γ   ( Mm ,,1 L= ),        (4.44)  

where ∫
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dxxxQ π2/)2/exp()( 2  represents the Gaussian cumulative function. 

The proposed power control algorithm is to maintain the ratio among the average SIR 

defined in (4.43) of different classes equal to the ratio among the corresponding SIR 

thresholds between different classes, i.e.,  

M
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schsch ΓΓΓ= :::::: 2121 LL γγγ .    (4.45) 

Then the transmit power of every user from each class has to be adapted according to 

the relation defined in (4.45). Let the average power S in the system is kept at a 

constant, given by 
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by solving the M variables M independent linear equations (4.45) and (4.46), we can 

obtain the transmit power mS  ( Mm ,,1 L= ) for different classes. Particularly, if 

2=M , the transmit powers for each service class are given by 
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respectively, where  
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 Under a guaranteed QoS requirement, the average BER performance of mth 

class service has to be better than a given BER threshold mTrhBer , .  It means that the 

system average BER performance of mth class service needs to satisfy 

mTrh
sch

me Ber ,,P ≤ .       (4.48) 

Define sch
MaxmK ,  as the maximum number of users from mth class that the system with 

either mc, VSG or MSR scheme can accommodate under the QoS requirement (4.48), 

i.e. 
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Then the system capacity (bandwidth efficiency) of the system with mc or VSG or 

MSR access scheme is given by 
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4.5   Numerical Results 

 In this section, we investigate the performance and system capacity of mc, 

VSG and MSR access schemes for STBC MC-CDMA systems. The results obtained 

are also compared with the conventional MC-CDMA systems. Three systems i) MC-

CDMA system (1 transmitter and 1 receiver), ii) STBC MC-CDMA system (2 

transmitters and 1 receiver) and iii) STBC MC-CDMA system (2 transmitters and 2 

receivers) are considered. For simplicity, a two-class service system ( 2=M ) is used. 

The transmission rate for a low and a high rate user are given to be 1R  and 2R , 

respectively, with 122 RNR = . There are altogether 1K  low rate and 2K  high rate users 

in the systems. The total bandwidth B for the systems is fixed at 5MHz. The 

transmission rate 1R  of low rate class is fixed at 20kbps. The BER thresholds are the 

same for all classes, and we set 3
, 10−=mTrhBer . The symbol energy is defined as 

mss PSTE /= . 

 Fig. 4.7 shows the BER performance of high rate users versus 0/ NEs  for 

different multirate access schemes when 321 =K , 82 =K  and 12 4RR =  (The BER 

performance of low rate users is not presented here since the results are nearly the 

same as those of high rate users), with (a) shows the BER performance for multirate 

MC-CDMA systems, and (b) shows the BER performance of multirate STBC MC-

CDMA systems. It can be observed that BER performance of multicode access scheme 

when orthogonal Gold sequences are used and VSG access scheme give the highest 

capacity. The performance of multicode access scheme when Gold sequences (non-

orthogonal) are used will be a slightly worse. On the other hand, the BER 

performances of the three configurations of MSR access scheme are worse than that of 

multicode and VSG access schemes, although the performances of configuration 2 and 
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3 of MSR access scheme is approaching the that of multicode and VSG access 

schemes.  The performance of configuration 1 of MSR access scheme is the worst 

among all the schemes because it does not fully make use of the whole bandwidth. It 

also can be seen that for any of the multirate access scheme, the performance of 

multirate STBC MC-CDMA systems is better than that of conventional multirate MC-

CDMA system. Besides, the computed BER results using our proposed analysis 

method well agree with the results obtained from computer simulations. This verifies 

the correctness and effectiveness of our analysis for all the multirate access schemes 

(multicode, VSG and MSR access scheme) of both the asynchronous STBC MC-

CDMA systems and MC-CDMA systems. 

The system capacity for mc access scheme of STBC MC-CDMA systems is 

shown in Fig. 4.8 (a) and (b), where orthogonal and non-orthogonal Gold sequences 

are used, respectively. It can be observed that the system capacity of STBC MC-

CDMA with 2 transmitters and 2 receivers will be much better, although the system 

capacity of STBC with 2 transmitters and 1 receiver will be only slightly better than 

that of conventional MC-CDMA. It also shows from Fig. 4.8 (b) that the system 

capacity is relatively worse when there a larger number of high rate users (i.e. smaller 

number of low rate users) in the system. This is due to the presence of self-interference 

(SI) resulting from all virtual users of a high rate user. On the other hand, if orthogonal 

sequences are used, interference between users exist (because of asynchronous 

transmission) but not between virtual users. Hence system capacity exhibits different 

behavior when the number of low rate users increases, as shown in Fig. 4.8 (a). As 

12 / RR  increases, a larger “fluctuation” in the system capacity is observed. This is 

expected because we need to remove more low rate users in order to allow a high rate 

user to enter the system. The results presented in these curves also shown that there 
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exist a maximum number of users that the system can support and beyond that, BER 

cannot be satisfied. 

By comparing Fig. 4.8 (a) and (b), it can be observed that the system capacity 

for mc access scheme when the Gold sequence is used is worse than that when the 

orthogonal Gold sequence is used. The system capacity gets worse when the value of 

12 / RR  increases. This is because SI from virtual users when non-orthogonal Gold 

sequence is used is much larger than that when orthogonal Gold sequence is used, 

since transmission among virtual users is synchronized.  

 Fig. 4.9 shows the system capacity for VSG multirate access scheme of STBC 

MC-CDMA system. As mentioned before, the system capacity when either orthogonal 

Gold sequence or Gold sequences is used will be the same. By comparing Fig. 4.9 with 

Fig. 4.8, it can be observed that the system capacity of the VSG access scheme is 

nearly the same as that of mc access scheme when orthogonal Gold sequence is used. 

In fact, very slight degradation is observed for VSG by comparing using the actual 

computed values. This observation is in contrast to MC-CDMA systems, where 

orthogonal Gold sequence mc scheme exhibits a higher capacity than VSG scheme, as 

can be seen by comparing the curves for MC-CDMA shown in Fig. 4.8 (a) and Fig. 

4.9. 

Fig. 4.10 shows the system capacity of three configurations of MSR access scheme 

for STBC MC-CDMA system, where (a) is for MSR system with spectrum 

configuration 1 ( 01 =∆f , here the case when 01 ≠∆f  is not presented since the results 

we have evaluated have not much differences.), (b) is for the MSR system with 

spectrum configuration 2 and (c) is for the MSR system with spectrum configuration 3. 

It can be observed from (a) that as 12 / RR  increases, the system capacity and the 

maximum number of low rate users 1K  that the system can accommodate decreases 
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dramatically for MSR system with CSG configuration 1. From (b) and (c), it can be 

seen that as the 12 / RR  increases, the system capacity and maximum number of low 

rate users that the system can accommodate changes only slightly for the MSR system 

with spectrum configuration 2 or the MSR system with spectrum configuration 3.  By 

comparing (b) with (c), as 1K  is small, the system capacity of spectrum configuration 

2 will be better than that of the system with spectrum configuration 3 when 12 / RR  is 

small, the result is reverse when 12 / RR is large. As 1K  is moderate, the system 

capacity of configuration 2 will be better than that of the system with spectrum 

configuration 3. Besides, the larger the high transmission rate 2R  is, the larger 

fluctuation in the system capacity is observed. This is expected because more lower 

rate users are needed to replace a high rate user to enter the systems.   

By comparing (a) with (b) and (c), the system capacity for MSR system with 

spectrum configuration 2 and the system with spectrum configuration 3 is getting 

much steadily than that for the system with spectrum configuration 1 as 12 / RR  is 

large. And the system capacity of MSR system with spectrum configuration 2 is the 

best when 1K  is moderate. And as expected, when the two service rates approach the 

same value, All the MSR system with different spectrum configuration will approach 

the nearly same system capacity. 

By comparing Fig. 4.8,  Fig. 4.9. and Fig. 4.10, it can be concluded that the systems 

with mc access scheme when orthogonal Gold spreading sequence applied and VSG 

access scheme have similar system performance and capacity, and both perform better 

and much steadily than the system with any spectrum configurations of MSR access 

scheme.   
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(a)  MC-CDMA system 

 
(b) STBC MC-CDMA systems 

Fig. 4.7            BER performance of high rate users versus Es/No for different multirate access 
schemes (K1=32, K2=8 and R2=4R1)1 

                                                 

1 OGD is abbreviation of  orthogonal gold sequence, while GD is abbreviation of gold sequence. 
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(a) 

 

 
(b) 

Fig. 4.8      System capacity for mc access scheme of STBC MC-CDMA system 
  (a) orthogonal Gold  sequence; (b) Gold sequence  
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Fig. 4.9       System capacity for VSG access scheme of STBC MC-CDMA system.  

  (Gold sequence or orthogonal Gold sequence is used) 

 
(a) 



Chapter 4   Multirate Access Schemes                                   126 

 
(b) 

 
(c) 

Fig. 4.10 System capacity of MSR access scheme for STBC MC-CDMA system  (Gold 
sequence or orthogonal Gold sequence is used)   (a) Spectrum Configuration 1;   (b) Spectrum 

Configuration 2;  (c)Spectrum Configuration 3 
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4.6   Conclusion 

In this chapter, the system performances and capacities of mc, VSG and MSR 

multirate access schemes with transmit power control for STBC MC-CDMA systems 

are investigated. The system models for these three multirate access schemes are 

presented, then the interferences for different access schemes are given. With our 

proposed power control, the BER performance and system capacity analysis for the 

three access schemes are presented. Finally, the numerical results are given to show 

clear comparisons between the three multirate access schemes. And the theoretical 

analysis is also verified by computer simulations. It can be concluded that the systems 

with mc access scheme when orthogonal Gold spreading sequence is used and VSG 

access scheme have similar system performance and capacity, and both perform better 

than the system with any spectrum configurations of MSR access scheme. In case 

when non-orthogonal Gold sequences are used, mc access scheme shows a degrading 

in the system capacity as compared to VSG, due to the presence of larger self-

interference (SI) among the sequences used by each user. It can be also concluded that 

the system performance and capacity of STBC MC-CDMA system will be better than 

the conventional MC-CDMA without space-time coding. The system performance and 

capacity will be much better when the system have more receive antennas. 
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Appendix 4.A 

 To better understand the multiuser interference for different MSR sepctrum 

configurations, a two-class service system ( 2=M ) is considered in this appendix. 

However, the analysis can be easily extended to more service classes. The two classes 

of users have the low and high transmission rates, 1R  and 2R , respectively, with 

112 RNR = . There are 1K  low rate users and 2K  high rate users in the system. 

    (i) MSR Configuration 1 

In this configuration, high rate users will occupy whole bandwidth at each 

subcarrier, whereas, all the low rate users are allocated in only one subsystem. One of 

the subcarrier spectral of the two systems is shown in 0(b), where we have 1,1 ff k ∆=∆   

for any low rate user k. Thus, the variance of interference for low rate user is given by 

)|()|()1( ,22,11
2
1 um

CSG
kum

CSG
kI TTIVarKTTIVarK <+=−=σ   (4.A.1) 

and the variance of interference for high rate user is given by 

)|()1()|( ,22,11
2
2 um

CSG
kum

CSG
kI TTIVarKTTIVarK =−+>=σ .   (4.A.2) 

(ii) MSR Configuration 2 

    In this configuration, high rate users will occupy the whole bandwidth of each 

subcarrier. The low rate users divide the subcarrier bandwidth into 12 11 −= NN  

subsystems. The low rate users are evenly distributed among 1N  subsystems. The 

central frequency of the nth subsystem at the lth subcarrier is given by 

mMlMnlm TnTff //1,,, +−= , 1,,2,1 Nn L= . The spectrum allocation is shown in Fig. 

4.5(c). It is expected that with such arrangement, the MUI experienced by a 
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narrowband user is smaller so that system capacity can be improved. The allocation 

algorithm is presented as follows: 

(1) Let vKNK += 111 , where ⎣ ⎦111 / NKK =  and 11 mod NKv = . 

(2) Allocate 1K  low rate users evenly among 1N  subsystems. 

(3) Finally, allocate the remaining v low rate users into the first v subsystems, 

one user per one subsystem. 

If the user in the first subsystem is of interest, the variance of the interference for low 

rate user is given by 

         )|()1)1,(( ,11
2
1 um

CSG
kI TTIVarvgK =−+=σ  

∑ =
=++ 1

2 ,11 )|()),((N

n um
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where 
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),( . The variance of the interference for high rate user is 

given by 

 ∑ =
>+= 1

2 1 ,11
2 )|()),((N

n um
CSG

kI TTIVarnvgKσ )|()1( ,22 um
CSG

k TTIVarK =−+ .

  

          (4.A.4) 

   (iii) MSR Configuration 3 

For this configuration of MSR access scheme system, the relationship between 

the spreading gains (or number of subcarriers) of the low rate and high rate class is 

given by 11211 −+= NLNL . The variance of interference for a low rate user is given 

by 

)|()|()1( ,22,11
2
1 um

VSG
kum

VSG
kI TTIVarKTTIVarK <+=−=σ    (4.A.5) 

and the variance of interference for a high rate user is given by 

)|()1()|( ,22,11
2
2 um

VSG
kum

VSG
kI TTIVarKTTIVarK =−+>=σ .  (4.A.6)
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Chapter  5  

Timing and Frequency Synchronization  

In the next two chapters, we focus our studies on some receiver design and 

implementation issues for STBC MC-CDMA systems. Firstly, joint timing and 

frequency synchronization are investigated in this chapter. Then time and frequency 

offset information will be feed back to mobile users through the control channel, so 

that the mobile users adjust their clock and oscillators adapted to the base station.  

When the signals of all users arrived at the base station synchronously, the channel 

estimation and multiuser detection will be performed to recover the data of all users. 

In this chapter, a subspace-based joint blind multiuser timing and frequency 

synchronization scheme for asynchronous STBC MC-CDMA systems over frequency 

selective fading channels is proposed. While formulating the joint synchronization 

using the maximum likelihood (ML) method [75], we find that it will inevitably result 

in a multi-dimensional estimation problem when multiple users are present, This 
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means that we are not able to decouple the multiuser parameters estimation problem to 

a series of single user estimation problems, as a result, huge amount of computation 

needs to be performed. Our effort shows that subspace-based algorithm can resolve 

this joint timing and frequency synchronization in multiuser STBC MC-CDMA or 

MC-CDMA systems more efficiently. We show that through properly choosing the 

oversampling factor and the number of received samples, the joint timing and 

frequency synchronization for multiple users can be resolved using the subspace 

approach. The proposed subspace based algorithm is derived by taking the transmitters 

of all users into consideration, and the joint multiuser and multiple input multiple 

output (MIMO) synchronization problem will be transformed into a set of single user 

and single input single output (SISO) timing and frequency synchronization problems. 

Each single user problem is then reduced and generalized to a one-dimensional 

optimization, and then solved by using an numerical iterative algorithm, such as the 

Newton’s approach. Simulation results show the robustness and effectiveness of the 

proposed synchronization algorithm in the presence of near far problem, multipath 

fading and Doppler Spread. Performance of the proposed algorithm is studied using 

the small perturbation analysis and is verified by computer simulations. Finally the 

Cramér-Rao bound (CRB) is derived and computed in this chapter. 

The rest of this chapter is organized as follows. The synchronization scheme is 

first described in the Section 5.1. The system model is described and the problem 

under investigation is formulated in Section 5.2. The subspace based blind joint timing 

and frequency synchronization algorithm is proposed in Section 5.3. The performance 

analysis is presented in Section 5.4. The derivation of CRB is given in Section 5.5. The 

computer simulations are presented in Section 5.6. Finally, the paper is concluded in 

Section 5.7 
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5.1   Synchronization Scheme 

We concentrate our work on the uplink (asynchronous) transmission of STBC 

MC-CDMA systems. The important difference between the uplink and downlink 

multiuser synchronization is how symbol and frequency synchronization is 

accomplished. In a downlink scenario, offsets are estimated by the mobile receiver. 

These offset estimates then control the adjustments of the local symbol clock and 

demodulation oscillator.  Synchronization thus takes place at the receiver. In the uplink, 

on the other hand, time and frequency offset estimation is performed in the base station 

but the clock and oscillator adjustments are made in the mobile user’s transmitter. 

Since all mobile users’ signals must arrive at the base station aligned in time and 

frequency in order to maintain the orthogonality between the subcarriers, all users 

adapt to the base station’s receiver clock and oscillator by adjusting their oscillators 

and scheduling their transmission according to the base station information. Therefore, 

in our scheme, for every connected mobile user a control channel is embedded in the 

downlink on which control information conveying the offset estimates is transmitted 

back to the mobile user. With the aid of these control parameters, the mobile user 

aligns its transmitted signal to the receiver reference symbol clock and to the receiver 

oscillator. The control channel is embedded in the downlink frequency band, which 

may have a similar multiuser structure as the uplink band and is set up during the 

initial phase of the connection. Apart from offset estimates, other control parameters 

for one user include, for instance, which time slots must be used for the uplink 

transmission and which transmission power must be applied. Successful 

synchronization of the user thus relies on the control channel. 
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5.2   System Model 

 
(a)   

 
(b) 

Fig. 5.1  The system model of STBC MC-CDMA (a) Transmitter; (b) Receiver 

 

An asynchronous STBC MC-CDMA system over frequency selective fading 

channels is considered. We assume that there are K active asynchronous users in the 

system. The equivalent block diagram of the transmitter and receiver of STBC MC-

CDMA system used in our analysis is shown in Fig. 5.1. The stream of symbols of the 

kth user first goes through the ST block encoder. Without incurring any power or 

bandwidth penalty, the Alamouti’s orthogonal ST block coding scheme for two 
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transmit antennas is employed [44][48], and more general ST codes for other number 

of transmit antennas can be found in [48]. Two successive symbols )2( ndS kk  and 

)12( +ndS kk  for the kth user are mapped to the following matrix 
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where )(nd k  denotes the nth symbol for kth user, kS  is its transmit power and )(, nb ik  

denotes the nth symbol at the ith transmit antenna for the kth user, and ∗  denotes 

complex conjugate. The columns are transmitted in successive block time with the 

symbols in the upper and lower blocks simultaneously sent through the two transmit 

antennas, respectively. The factor 21  is to normalize the transmitted symbol energy.  

Next the signal )(, nb ik  at ith transmit antenna is spread by the spreading code 

T
Likikik cc ],[ 1,,0,,, −= Lc , where L is spreading gain and T denotes the transpose. We 

assume that the spreading code has unit amplitude, and normalized by L1/ . The 

spread signal )(/ ,, nbLS ikikk c⋅  is then serial-to-parallel converted followed by the 

inverse fast Fourier transform (IFFT) processing HF , where F  is the LL×  matrix 

with its th),( nm  entry equal to ]/)1)(1(2exp[/1 LnmjL −−−⋅ π  and H  denotes the 

Hermitan transpose. To compensate for the channel’s time-dispersive effects thus to 

avoid ISI, we insert redundancy in the form of cyclic prefix (CP) of the length larger 

than the channel order, G, ⎣ ⎦TG maxτ=  where maxτ  denotes the maximum delay 

spread among all the users, and T is the interval between two MC-CDMA samples 

after CP insertion, i.e., VTVLTT sc // ==  where V is the total number of samples in 

one MC-CDMA symbol period sT . The CP insertion process can be described by a 

LV ×  transmit matrix given by T
Lcpcp ][ IIT = , where cpI  denotes the last 
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GLV ≥−  rows of LL×  identity matrix LI , and the energy is normalized by VL / . 

Then the transmitted signal for kth user is given by 

)()( ,,, nbVSn ikikcpkik cFTx H⋅= ,     (5.1) 

where Kk L,1= , 2,1=i  

The signal )(, nikx  is converted from parallel to serial (P/S), and the resulting 

sequence )(, ax ik  is then shaped to obtain the continuous time signal 

∑∞

−∞=
−=

a ikik aTtuaxtx )()()( ,, , where )(tu  is the pulse shape. The transmitted signal 

propagates through the unknown time-dispersive channel between ith transmit antenna 

and jth receive antenna which has finite impulse response denoted as )(,, tijkβ . The 

received signal is then shaped by )(tu  which is matched to )(tu , and then sampled at 

the rate THT //1 0 = , where H is an integer and denotes the oversampling factor. At 

the receiver of the base station, the equivalent discrete-time channel impulse response 

can be expressed as 

0

)()()()(,, aTtkijk tuttua
=

⊗⊗= ββ ∑
=

−=
kG

g
gijkgijk a

1
,,,,,, )( τδβ           (5.2) 

where )(tδ  denotes the Dirac delta function, gijk ,,,β  is complex channel fading gain 

between ith transmit antenna and jth receive antenna for gth path of user k, 

respectively. kG  denotes the number of paths of user k. And gijk ,,,τ  is the relative time 

delay between the ith transmit antenna and the jth receive antenna for the gth path of 

user k with respect to some reference time, which can be taken as the time where 

samples are collected, as shown in Fig. 5.2. We assume that the relative time delay of 

each path from the same user is distinct and within one symbol interval, i.e.,  gijk ,,,τ  

takes an integer value in [ )VH,0  [82]-[88], and  
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VH
kGijkijkijk <<<<< ,,,2,,,1,,,0 τττ L , and sgijk TVHTT =< 00,,,τ .  (5.3) 
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Fig. 5.2  Illustration of the timing information in the asynchronours transmission of diff
erent users and multipath delay at jth receive antenna 

 
 Assume K asynchronous users in the system, due to the mismatch between the 

oscillator in the transmitters of K users and the receiver at base station, the received 

signal at the jth receive antenna ( Jj ,,2,1 L= ), sampled at the rate 0/1 T , can be 

written as 
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Jj ,,2,1 L= ,   (5.4) 
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where kε  is the normalized carrier frequency offset (NCFO) to the subcarrier spacing 

sT1 . )(ijη  denotes the zero-mean additive white Gaussian noise (AWGN) with the 

variance 2
ησ  which is assumed to be independent of )(nd k  and )(, ⋅ikx  has been 

defined in (1). Denote a 1×VH  vector Vikcpik /,, ⎟
⎠
⎞⎜

⎝
⎛ ⊗= hcFTa H , where 

[ ]TVHikikikik aaa 1,,1,,0,,, ,,, −= La . Without loss in generality, the transmission pulse 

shape is assumed rectangular and h  is 1×H  vector to account for the oversampling 

and HT /]1,,1,1[ L=h . With some manipulation, the nth received sample block at 

jth receive antenna can be expressed as a 1×VH  vector 

)()()())(()(
1

,,

2

1
,, nnn

j

K

k
ijk

i
ijkkkj

ηsτAfy += ∑ ∑
= =

εD ,  Jj ,,2,1 L= ,         (5.5) 

where [ ]Tjjjj
VHnVHynVHynVHyn )1(),1(),()( −++= Ly  is the collection of 

the nth block of VH  samples to be processed, and likewise for )(n
j

η  takes the similar 

form. T
kkk VHVHjVHj )]/)1(2exp(,),/2exp(,1[)( −−−= πεπεε Lf , and  

 ⋅−= kkijk Snjn )2exp()(,, επs  

  [ ]
kk GijkikGijkikijkikijkik nbnbnbnb ,,,,,,,,0,,,,0,,,, )1()()1()( ββββ −− L .  

Note that two consecutive MC-CDMA symbols are used because transmissions are 

asynchronous. To make the element of the matrix ))(( kεfD  independent of time index 

n is an important step in our algorithm. Because of this, ))(( kεfD  contains only the 

frequency offset kε  which is of the interest, and the time dependent term 

kk Snj )2exp( επ−  incorporated in )(,, nijks  is regarded as the nuisance parameter in 

our algorithm. The matrix 

 [ ])(~)()(~)()( ,,,,,,1,,,1,,,,, kk GijkkGijkkijkkijkkijkk ττττ aaaaτA L= ,       (5.6) 
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where [ ]TGijkijkijkijk k,,,2,,,1,,,,, τττ L=τ . The definition of )( ,,, gijkk τa  and 

)(~
,,, gijkk τa  ( kGg ,,2,1 L= ) are given by 

[ ]TVHikikik
T

gijkk gkgijk
aaa 1,,1,,0,,1,,, ,,,,

)( −−×= τττ L0a ,   (5.7) 

[ ]TT
VHVHikVHikVHikgijkk gijkgkgijk

aaa 1)(1,,1,,,,,,, ,,,,,,,
)(~

×−−+−−= ττττ 0a L .    (5.8) 

Note that in the derivation, two consecutive MC-CDMA symbols are involved because 

transmissions among all mobile users are asynchronous. Eq (5.5) can be further 

rewritten as 
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Our objective here is to estimate the relative time delay ijk ,,τ  ( Kk ,,2,1 L= , 

Jj ,,2,1 L= , 2,1=i ) and NCFO kε  ( Kk ,,2,1 L= ) from the received signal )(n
j

y  

( Jj ,,2,1 L= ). Before we present the subspace based estimation algorithm, the 

conditions and assumptions are first stated in (a1) to (a5) below.  

 a1)  The source signal { })(nd k  is a sequence of independent and identical 

distributed (i.i.d.) random variables with zero mean and unit variance. 

 a2)  All channels { }gijk ,,,β  are linearly time-invariant finite impulse response 

(FIR) filter and assumed to be stationary over the symbol interval, and the number of 

paths kG  of each user is known in the receiver.  
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a3)  The noise )(n
j

η  is a temporally and spatially white Gaussian noise with 

zero mean and second-order moments { } VHjj
nnE Iηη 2)()( ησ=

H  and 

{ } 0)()( =nnE T

jj
ηη  [76]. Moreover, )(n

j
η  is independent of the source signal { })(nd k  

and channel fading { }gijk ,,,β . However, if we consider the correlations in the noise 

samples as the result of oversampling, the estimation performance will be certainly 

better than when uncorrelated noise samples are assumed [77]. Therefore, the obtained 

performance can be considered as the upper bound to the practical systems. 

5.3   Joint Timing and Frequency Synchronization Algorithm 

In this section, the subspace based blind joint timing and frequency 

synchronization algorithm is proposed. We collect N blocks of receive samples defined 

in (5.9) first at jth receiver antenna and obtain 

jjjj NSQY +=   Jj ,,2,1 L= ,   (5.10) 

where [ ]
NVHjjjj N

×
−= )1()1()0( yyyY L  denotes the received signal block and 

[ ]
NGjjjj

T
N

×
−= )1()1()0( sssS L  denotes the transmitted signal block, where 

∑ =
=

K

k kT GG
1

4 , and [ ]
NVHjjjj N

×
−= )1()1()0( ηηηN L  denotes the noise 

block.. The follow assumptions are made in the sequel to use the subspace algorithm.  

a4) Signal matrix jS  has full row rank, i.e. Tj GRank =)(S  or TGN > . Thus, 

the number of MC-CDMA symbols needed to perform synchronization should be 

greater than TG . 

a5) Matrix jQ  has full column rank, i.e. Tj GRank =)(Q  or TGVH > . Thus 

the oversampling factor should be properly chosen according to this constraint. 
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With these assumptions, Tjjj GRankRankRank === )()()( SQY    i.e. jY , 

jQ  and jS  span the same space. Properties (a4) and (a5) imply that if the channel is 

more severe, i.e. TG  is larger, then more MC-CDMA symbols need to be used, and 

concurrently the oversampling factor used should also be higher, for the subspace 

approach. 

5.3.1  Noiseless Situation 

A singular value decomposition (SVD) is then performed on noiseless received 

signal jY  given by 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
==

H

H

o

ss
osjjj V

V
00
0Σ

UUSQY .       Jj ,,2,1 L=  (5.11) 

where ( )os UU  is an VHVH ×  unitary matrix. The TG  column vectors of sU  span 

the signal space, while TGVH −  column vectors of oU  span the null space (often 

known as the noise space or perturbed null space in practice if SVD is applied on the 

noise perturbed signal matrix jY ) which is orthogonal to the signal space. 

),,,( 21 TGs diag ΣΣΣ= LΣ  is diagonal matrix consisting of TG  singular values 

corresponding to the signal space. The orthogonality property between the signal space 

and noise null space asserts that 

0QU =jo
H .            (5.12) 

Due to above orthogonality, the columns of jQ  are orthogonal to any vector in the null 

space, thus we have 

0Qu =jkm ,
H    TGVHm −= ,,2,1 L , Kk ,,2,1 L= , Jj ,,2,1 L=     (5.13) 

where mu  is mth column of null space oU .  
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 It can be seen that Eq (5.13) decouples the multiuser parameter estimation to a 

series of K single user problems. The estimation of kε̂  and gijk ,,,τ̂  therefore only 

depend on the information of the kth user itself and not related to the information from 

the other users. Since [ ])()())(())(( 2,,1,,,, jkkjkkkjkkjk τAτAfAfQ εε DD == , and 

the relationship )()( abba DD HH =  holds, Eq (5.13) can be rewritten as 

      [ ] 0τAτAufAuf == )()()()()()( 2,,1,,, jkkjkkmk
T

jkmk
T HH DD εε    

Kk ,,1 L= , 2,1=i , Jj ,,1 L= , TGVHm −= ,,2,1 L   (5.14) 

Eq (5.14) involves the relative time delays between the multiple input antennas (two 

transmitters in this paper) and the jth receiver antenna, and we can further transform 

the parameters estimation problem in MIMO system to a series of SISO parameter 

estimation problem given by 

0τAuf =)()()( ,, ijkkmk
T HDε ,    

Kk ,,1 L= , 2,1=i , Jj ,,1 L= , TGVHm −= ,,2,1 L .  (5.15) 

The matrix )( ,, ijkk τA  includes the timing delay information of total kG  paths for kth 

user between the ith transmit antenna and jth receive antenna, without the loss of 

generality,  Eq (5.15) can be further simplified as 

[ ] 0

W

aauf =
44444 344444 21

mijk

gijkkgijkkmk
T

,,,

,,,,,, )(~)()()( ττε HD  

Kk ,,1 L= , 2,1=i , Jj ,,1 L= , TGVHm −= ,,2,1 L .  (5.16) 

We stack all mu in (5.16), then we can obtain 

[ ] 0Wf

W

WWWf ==− ijkk
T

ijk

GVHijkijkijkk
T

,,

,,

,,,2,,,1,,, )()( εε
444444 3444444 21

L  

Kk ,,1 L= , 2,1=i , Jj ,,1 L= , TGVHm −= ,,2,1 L .   (5.17) 
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Thus the estimation of NCFO kε̂  and the timing delay  gijk ,,,τ̂  can be obtained by 

solving (5.17).  

5.3.2  Practical Situation 

In practice, the received signal jY  in (5.11) is corrupted by noise jN , only the 

perturbed null space oU~  corresponding to the TGVH −  smallest eigenvalues can be 

obtained. The perturbed value of ijk ,,W  defined in (17), ijk ,,
~W , will be used and (5.17) 

is no longer fulfilled. The estimation of NCFO kε̂  and the timing delay gk ,τ̂  is to solve 

the following least square equation 

  { } ),(minargˆ,ˆ ,,,,,1,2,,1,,,1,,1,,, gjjkkkGgiJjKkgijkk τετε Λ=
==== LLL

                 

Kk ,,1 L= , 2,1=i , Jj ,,1 L=     (5.18) 

where the cost function is given by 

)(~~)(),( ,,,,,,, kijkijkk
T

gijkkk εετε ∗=Λ fWWf H .                       (5.18a) 

Since gijk ,,,τ  is an integer value in [ )VH,0 , we therefore have to evaluate all the local 

minimums of the cost function )|( ,,, gijkkk τεΛ  for every possible  

1,,1,0,,, −= VHgijk Lτ . This is to guarantee that the global minimum of 

),( ,,, gijkkk τεΛ  can be obtained. In the following, the implementation of the searching 

algorithm is described. 

 We first apply SVD to the received sample to obtain the perturbed null space 

oU~ . Given gijk ,,,τ , ijk ,,
~W  can then be computed using its definition in (5.17) and 

obtain )|( ,,, gijkkk τεΛ . The estimation of kε̂  can be obtained by minimizing the cost 

function )|( ,,, gijkkk τεΛ . Generally, the estimation of kε̂  can be obtained by using 
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MUSIC [111]. In the following, we propose another easy and efficient approach to 

estimate NCFO kε̂ . 

 We first define angular frequency VHkk /2πεω = [ )ππ ,−∈ , the cost function 

kΛ  in (5.18a) can be expressed as 

∑
−

−−=

=Λ
1

)1(
,,,,,,, )exp()()|(

VH

VHn
kgijknkgijkkk jnωτλτω ,      (5.19) 

where ∑ ∑
= =−=

=
VH

b

VH

naba
ijwgijknk ba

1 ,1
,,,,,, ),(~)( Rτλ  and H

ijkijkijw ,,,,,,
~~~ WWR = . In general, the 

solution of kω  is to solve the zero points of the first-order differential of 

)|( ,,, gijkkk τωΛ  with respect to kω , i.e., 

0)exp()(
1

)1(
,,,, ==

∂
Λ∂

∑
−

−−=

VH

VHn
kgijknk

k

k jnnj ωτλ
ω

.        (5.20) 

Let )exp( kk jz ω= , (5.20) is equivalent to 

0)(
1

)1(
,,,, =∑

−

−−=

VH

VHn

n
kgijknk nzτλ .     (5.21) 

This involves solving a polynomial equation of a degree of )1(2 −VH  for the complex 

random variable lying on the unit circle. Normally numerical iterative algorithm [112] 

can be used to search for the maximum of the cost function )|( ,,, gijkkk τωΛ . However, 

the use of direct numerical methods, such as Newton’s method, is only applicable to 

strictly convex or concave cost function over the region investigated. Unfortunately, 

the cost function )|( ,,, gijkkk τωΛ  over [ )ππ ,−  does not satisfy this requirement since 

it has )1(2 −VH  extremes determined by (5.21). We proposed a two-step approach to 

estimate the CFO kω̂  (or kε̂ ), which has been substantiated by the simulations. 
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Proposition 1:  If we can first divide the whole range [ )ππ ,−  into some of subranges 

])1(,[ ,, ωω µςπµςπ CSCS nn +++−++− , ( ⎣ ⎦ 1/)22(,,1,0 , −−= ωµςπ CSn L ), where 

ωµ ,CS  is the stepsize of kω and ς  is a small value to avoid the ambiguity of kω  at π−  

and π , so that in each subrange the cost function )|( ,,, gijkkk τωΛ  will be strictly 

convex (or concave) function and the optimization-searching approach can be applied. 

In general, we choose the number of subranges ⎣ ⎦ )1(2/)22( , −≥− VHCS ωµςπ since 

the cost function in (5.21) have )1(2 −VH  extreme points. This means 

VHCS /5.02, ⋅≤ πµ ω . Our simulations show that it is sufficient to obtain good 

accuracy if VHCS /5.02, ⋅= πµ ω .  Since the value of cost function )|( ,,, gijkkk τωΛ  

over each subrange varies only slightly, we can obtain a coarse estimation of kω′ˆ  by 

examining the minimum of cost function at each value of ωµςπω ,CSk n++−=  

( ⎣ ⎦ 1/)22(,,1,0 , −−= ωµςπ CSn L ). Fine estimation can be then obtained by using any 

numerical iterative optimization algorithm over the range of 

]2/ˆ,2/ˆ[ ,, ωω µωµω CSkCSk +′−′ . 

 

 

 

 

(i)  Coarse Estimation 

 By Proposition 1, we find the coarse estimation of CFO kω′ˆ  by searching for the 

minimum of the cost function )|( ,,, gijkkk τωΛ  at the values of kω  range from ςπ +−  

to ςπ − , each with the value of kω  increases by ωµ ,CS . 
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(ii) Fine Estimation 

 After obtaining the coarse estimation of CFO kω′ˆ , the actual CFO kω  which is 

very close to kω′ˆ  can be obtained using any numerical iterative optimization algorithm. 

Newton approach [112] is used here to search for the actual CFO kω . Denote 

∑
−

−−=

=
∂
Λ∂

=Λ′
1

)1(
,,,,,,, )exp()()|(

VH

VHn
kgijknk

k

k
gijkkk jnnj ωτλ

ω
τω ,     (5.22) 

∑
−

−−=

−=
∂
Λ∂

=Λ ′′
1

)1(

2
,,,,2

2

,,, )exp()()|(
VH

VHn
kgijknk

k

k
gijkkk jnn ωτλ

ω
τω .    (5.23) 

The iteration process is summarized as follows. 

1) Set the initial point kk ωω ′= ˆ ; 

2) Calculate )|( ,,, gijkkk τωΛ′ ; 

3) If ξτω <Λ′ )|( ,,, gijkkk , then kk ωω =*  is the good estimation for CFO. Here, x  

denotes the absolute value of x and ξ  is the tolerable accuracy ( +→ 0ξ ); 

4) If ξτω >Λ′ )|( ,,, gijkkk , calculate new step size ωµ ,FN  using 

  )|(/1 ,,,, gijkkkFN τωµ ω Λ ′′−= .      (5.24) 

5) The next value of kω  is then computed from 

     )|( ,,,, gijkkkFNkk τωµωω ωΛ′−= .                   (5.25) 

6) Repeat from (2) until the good estimation is declared. 

 

   To summarize, the estimation CFO kω̂  (or kε̂ ) and the relative time delay of 

gk ,1,1,τ  ( kGg ,,2,1 L= ) between the first transmit antenna ( 1=i ) and the first receive 

antenna ( 1=j ) can be jointly obtained by evaluating the global minimum of the cost 

function )|( ,1,1,
*

gkkk τωΛ  at each local minimum extreme pair ),( *
,1.1, kgk ωτ .  
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           )|(minargˆ ,1,1,
*

*
gkkkk

k

τωω
ω

Λ= , Kk ,,2,1 L= , 

{ } )|(minargˆ ,1,1,
*

,,1,1,1,
,1,1

gkkk
th

Gggk
gk

k
g τωτ
τ

Λ=
= L

,     (5.26) 

πωε 2/ˆˆ VHkk = , Kk ,,2,1 L= .               (5.26a) 

It can be seen from (5.26) that the proposed approach can estimate the NCFO kε  

within [ )2/,2/ VHVH− . The estimate of timing delay gk ,1,1,τ̂  can be obtained by 

evaluating the first kG  global minimums of the cost function )|( ,1,1,
*

gkkk τωΛ  at each 

local minimum extreme pair ),( *
,1,1, kgk ωτ .  

 Similar procedure can be repeated to every transmit receiver antennas pair of the 

same user. However, since multiple receive antennas of the same user share the same 

local oscillator, the frequency offset estimations are expected to be nearly the same for 

each transmission pair. When the estimated NCFO kω̂  (or kε̂ ) is obtained from one of 

the transmission pairs, we verify that it is not necessary to repeat the evaluation of kω̂  

again in simulation since the difference in values obtained are generally insignificant. 

Therefore, { }gijk ,,,τ  between the other transmit antennas and the receive antennas can 

be simplified to the following single parameter estimation problem given by 

       { } ),ˆ(min argˆ ,,,
)(,,1,,,

,,,

gijkkk
th

Gggijk
gijk

k
g τωτ
τ

Λ=
= L

, Kk ,,2,1 L= , Jj ,,2,1 L= , 2,1=i  

and ( if 1=j , 1≠i  ).   (5.27) 

5.4   Performance Analysis 

In this section, the theoretical performance analysis of frequency offset 

estimation in the presence of additive noise is studied. The performance is measured in 
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terms of mean square error (MSE). The vectorization and the matrix Kronecker 

product have the following properties [113] 

   
( )

( )( ) ( )
( ) ( )HHH BABA

BDACDCBA
BACABC

⊗=⊗

⊗=⊗⊗
⊗= )()( vecvec T

.
            (5.28) 

We resort to the first-order perturbation approximation used in [101]. Since the 

CFO is performed at the first receive antenna, hereafter, the perturbation analysis will 

also be focused at the first receive antenna. We define 1Y  and 1
~Y  as the observation at 

the 1st receive antenna given in (10) without and with the presence of noise, 

respectively, i.e.,  

   11111
~ NYYYY +=∆+= .      (5.29) 

Denote oU  as the true null subspace obtained from the noise-free observation (5.11), 

and oU~  as the perturbed null subspace obtained from the additive noise-corrupted 

observation (5.10), and  

   ooo UUU ∆+=~ .     (5.30) 

Thus, the first order of perturbation approximation of null subspace can be derived to 

be [101] 

oossso UNYUNVΣUU HHHH
1

†
11

1 −=−=∆ − .       (5.31) 

Using the relationship in (5.28), (5.31) can be expressed as 

( ) )()( †
1

HH NYUU vecvec T
oo ⊗−=∆ .                       (5.32) 

Since the CFO is estimated by using the cost function corresponding to the signal 

information only between the 1st transmit antenna and the 1st receive antenna, only the 

information 1,1,)( kk
T Wf ε  is of interest in the analysis. Performing some manipulations 

using (5.14)-(5.17), we can obtain  
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( )1,1,1,1, )()( kGVHokk
T vec QIUWf ⊗= −

Hε .             (5.33) 

Thus the cost function in (5.18) can be expressed as 

( ) )()( 1,1,1,1, okkGVHok vecvec UQQIU HH ⊗=Λ − .           (5.34) 

In the noise-free case, the cost function kΛ  will reach zeros at the true NCFO kε . 

While, in the presence of noise, kΛ  will reach its minimum at the estimated NCFO kε̂ . 

Denote kkk εεε ˆ−=∆ . As we describe in section III, Newton approach obtains the 

estimated NCFO kε̂  when the first order differential of )ˆ,ˆ( okk UεΛ  in respect to kε  

must be zero. The first order differential of kΛ  at )ˆ,( ok Uε  can be approximated by 

the first order Taylor expansion at kε , yielding 

k
k

okk

k

okk

k

okk ε
ε
ε

ε
ε

ε
ε

∆
∂

Λ∂
+

∂
Λ∂

≅
∂

Λ∂
= 2

2 )ˆ,()ˆ,()ˆ,ˆ(
0

UUU
.    (5.35) 

Define kkT ε∂Λ∂= /1 , kkT ε22
2 / ∂Λ∂= , then we have 

)ˆ,()ˆ,( 1
1

2 okokk TT UU εεε −−=∆ .        (5.36) 

With the first order approximation, we have 

      ),(),()ˆ,( 111 okokok TTT UUU εεε ∆+= , 

),(),()ˆ,( 222 okokok TTT UUU εεε ∆+= .                 (5.37) 

Since 0),(1 =okT Uε , Eq (5.36) can be further approximately as 

 ( ) ),(),(),(),(),( 1
1

2
1
2

1
2

1
2 okokokokokk TTTTT UUUUU εεεεεε ∆⋅∆−−=∆ −−− . 

        (5.38a) 

Ignoring the second order of perturbation, (5.38a) can be simplified as 

),(),( 1
1

2 okokk TT UU εεε ∆−≅∆ − .    (5.38b) 

Denote H
1,1,1,1, kkk QQX = , and kkk ε∂∂=′ /XX , kkk ε22 / ∂∂=′′ XX , then we have 
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( ) )()(),(2 okGVHook vecvecT UXIUU ′′⊗= −
Hε .   (5.39) 

 And since  

      ( ) )ˆ()ˆ()ˆ,(1 okGVHook vecvecT UXIUU ′⊗= −
Hε  

( ) )()( ookGVHoo vecvec UUXIUU ∆+′⊗∆+= −
H .            (5.40) 

Using 0),(1 =okT Uε  and (5.31), after some manipulations, we can obtain 

( ){ })()(Re),( †
11

HHHH NYXUUU vecvecT koook ′⊗−=∆ ε  .    (5.41) 

Assuming the noise is independent complex Gaussian with zero mean and variance 

2
ησ , it’s easy to obtain that 0}{ =∆ kE ε .For arbitrary vector a  with compatible 

dimension, the following results hold: 

   { } 0)()( 11 =NaNa vecvecE HH , 

   { } 0)()( 11 =HHHH NaNa vecvecE , 

   { } }{)()( 2
11 aaaNNa HHH EvecvecE ησ= , 

{ } }{)()( 2
11 aaaNNa HHHHH EvecvecE ησ= .                     (5.42) 

Thus, the MSE of NCFO kε  can be obtained by 

             { } ( ) ⋅′′=∆
−222 )()(2 okok vecvecE UXUH

ησε )()( †
1

†
1 okko vecvec UXYYXU ′′ H . 

           (5.43) 

It is important to point out that though seemingly complicated, the above MSE 

expression only contains the known parameters of the system, and thus allows us to 

predict the performance of the proposed algorithm directly by using the system 

parameters including the true CFO and the relative timing delay. 
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5.5   Cramér-Rao Bound 

In this section, we study the Cramér-Rao bound (CRB) of the NCFO kε  

estimation, assuming that the transmitted symbols and channel coefficients are 

nuisance parameters. Once again, the CRB analysis is based on the received signal 

)(
1

ny . With the assumptions (a1)-(a3) we have made, the probability density function 

(PDF) of each block of the received data )(
1

ny  described in (5.9), conditioned on the 

NCFO [ ]TKεεε L21=ε  and the signal vector )(1 ns , is given by 

⎥⎦
⎤

⎢⎣
⎡ −−= 22

11111)( /)()(exp
)2(

1))((
11

η
η

σ
πσ

nnnp
VHn sQys,ε|ys,ε|y .  (5.44) 

Since the noise samples are uncorrelated, the joint PDF of a block received data 

described in (5.10) is given by 

⎥
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⎤
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⎣

⎡
−−= ∑

−

=
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22

11111 /)()(exp
)2(

1)(
11
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n
VHN nnp η

η

σ
πσ

sQyS,ε|YS,ε|Y .            (5.45) 

To simplify the CRB derivation, we introduce the equivalent 1)2( ×+ KNGT  parameter 

vector 

[ ]TT
im

T
im

T
re

T
re

T NN )1()0()1()0( ,1,1,1,1 −−= ssssεθ LL        (5.46) 

where )](Re[)( 1,1 nnre ss =  and )](Im[)( 1,1 nnim ss = , and we write the log-likelihood 

function as 

∑
−

=

−−−=
1

0

22

111
/)()()2ln()(

N

n

nnVHNf ηη σπσ sQyθ .   (5.47) 

We assume that the SNR is high enough to neglect the estimator’s bias and introduce 

the )2()2( KNGKNG TT +×+  equivalent Fisher’s information matrix (FIM) given by 

⎪⎭
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θ

θ S,ε|Y
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)(J .        (5.48) 
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The calculation of each element of the FIM is given in Appendix 5.A. With the signal 

vectors )(ns  treated as the nuisance parameters, the CRB bound of the estimated 

NCFO covariance matrix is given by the KK ×  upper left block of  1−J . Then the CRB 

of each NCFO for each user k can be obtained by 

)()CRB( 1 k,kεk
−= J .     (5.49) 

However, directly computing the inverse of FIM matrix )(θJ  involves huge 

amount of computation, particularly due to the large dimension of the matrices 

involved. By using the inherent property of )(θJ , a more efficient way to compute 1−J  

is presented in the Appendix 5.A. 

5.6   Simulation Results 

In this section, we provide simulations to demonstrate the performance of the 

proposed blind joint timing and frequency synchronization for asynchronous STBC 

MC-CDMA system. For simplicity, only 1 receiver antenna is considered in the 

simulations, and it can be easily extended to multiple receiver antennas case. We also 

compare the synchronization performance between the STBC MC-CDMA and the 

conventional MC-CDMA system. 

 A STBC MC-CDMA system with K active asynchronous users using binary 

phase shift keying (BPSK) constellation is considered. Each user is assigned with a 

32=L  orthogonal Gold code to spread the signal. In the following, the timing and 

frequency synchronization for the first user is investigated, with the transmit power 

11 =S . In the sequel, we consider near-far environments without enforcing stringent 

power control. The power for 1−K  interfering users follows a lognormal distribution 

with a mean power ddB higher than that of the desired user, and a standard deviation 



Chapter 5   Timing and Frequency Synchronization                          152 

of 10 dB, i.e., 10/
1 10/ kSSk

ξ=  ( Kk ,,3,2 L= ), where )100,(~ dNkξ . The near-far 

ratio (NFR) is defined as d (in decibels). The channel fading coefficients { } kG
ggijk 1,,, =

β  

between the jth receiver antenna and ith transmit antenna were modeled as complex 

Gaussian random variables with zero mean and variance 2
,,, gijkσ  where 

1
1

2
,,, =∑ =

kG

g gijkσ . And the channel fading is assumed to be quasi-stationary over a MC-

CDMA symbol interval. In the simulations below, we set 4=kG ( Kk ,,1 L= ), and 

kGLV += . The time delays { }
kGgKkgijk ,,1,,,1,,, LL ==

τ  are uniformly generated over 

[ )VH,0 , and NCFOs { }K
kk 1=ε  are also uniformly generated over [ )2/,2/ VHVH−  for 

every trial. The fading processing is generated according to the Jakes model [1] with 

with various Doppler rate Df . A mobile cellular system is simulated, where the carrier 

frequency is set to 1800 MHz, the data rate is 20 kbps, and mobiles move at a constant 

speed. The normalized Doppler rate is defined as bDTf  where Df  is Doppler rate.  The 

average signal-to-noise ratio (SNR) per sample for the desired user is defined as (recall 

that 11 =S ) 

( )21lg10 ησVHSNR = .         (5.50) 

The performance measure for timing synchronization, the probability of acquisition, is 

defined as the probability that the time delay is estimated correctly, given by 

delays   timeofNo.
nsacquisitiocorrectofNo.

=aP .    (5.51) 

The performance measure for CFO synchronization is examined by the mean square 

error (MSE) given by 

{ }2ˆMSE kkE εε −= .           (5.52) 
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The below simulation results are obtained by averaging over 500 independent Monte 

Carlo trials.  

 Fig. 5.3 and Fig. 5.4 show the probability of correct acquisition and MSE 

performance of frequency offset estimation versus the number of MC-CDMA 

symbols, N, respectively, when 32=L , 8=K , 5=H , 10dBSNR = , 0dBNFR = , 

4=kG  and 006.0=bDTf  (corresponding to the mobile speed 60km/h). It can be seen 

from Fig. 5.3 that (i) for STBC MC-CDMA, the performance of timing 

synchronization is nearly perfect since the probability of correct acquisition is very 

close to or equal to 100% when 100>N , it degrades greatly when 100≤N ; (ii) for 

MC-CDMA, the probability of correct acquisition is very close to or equal to 100% 

when 50>N , it degrades greatly when 50≤N . It can be observed from Fig. 5.4 that 

the MSE performance for frequency synchronization improves as the N increases. It 

can be found that (i) for STBC MC-CDMA, the MSE performance degrades severely 

when 100≤N ; (ii) for MC-CDMA, the MSE performance degrades significantly 

when 50≤N . This is due to the requirement of the proposed subspace-based 

algorithm described in section III that the number of symbols used for synchronization 

has to satisfy (i) 1284
1

==≥ ∑ =

K

k kT GGN  for STBC MC-CDMA, (ii) 

642
1

==≥ ∑ =

K

k kT GGN   for MC-CDMA.  When 100≤N  for STBC MC-CDMA, or 

when 50≤N  for MC-CDMA, the signal space obtained by the SVD on the received 

signal jY  will not be the same as that of jS , thus the subspace method fails.  

 It can be also seen from Fig. 5.3 and Fig. 5.4 that the synchronization 

performance of MC-CDMA systems is better than that of STBC MC-CDMA systems. 

Since the transmit signals from two transmit antennas of each user in the STBC MC-

CDMA systems contribute to the signal matrix jS  with the dimension 
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NGK

k k ×∑ =
)4(

1
, while only the transmit signals from one transmit antenna of each 

user in the MC-CDMA system contribute to jS  with the dimension NGK

k k ×∑ =
)2(

1
, 

the level of the number of symbols N used for synchronization must be greater than 

∑ =

K

k kG
1

4  for STBC MC-CDMA and ∑ =

K

k kG
1

2  for MC-CDMA, respectively, to 

apply subspace method correctly. That is to say, given N, the resolution of the signal 

space and null space obtained by the SVD on the received signal jY  in MC-CDMA 

systems is better than that in STBC MC-CDMA systems.  

 It can be also observed from Fig. 5.4 that the simulation results present well 

agreement with the MSE perturbation analysis when 100>N  for STBC MC-CDMA 

or when 50>N  for MC-CDMA, indicating the accuracy of the perturbation analysis 

as long as the conditions to apply the proposed subspace-based algorithm are satisfied. 

And the calculated CRB also gives a good lower bound for the MSE performance of 

frequency offset estimation. 

 Fig. 5.5 and Fig. 5.6 show the probability of correct acquisition and MSE 

performance of frequency offset estimation versus SNR, respectively, when 32=L , 

8=K , 5=H , 200=N , 0dBNFR = , 4=kG , and 006.0=bDTf . It can be seen from 

Fig. 5.5 that (i) for MC-CDMA, the SNR has very slight effect on the performance of 

timing synchronization since the probability of correct acquisition will always keep at 

or very close to 100%, and even at 10dBSNR −= ; (ii) for STBC MC-CDMA, the 

probability of correct acquisition is very close to 100% when 0dBSNR ≥ , however it 

can reach 77.83% when -10dBSNR = . It can be observed from Fig. 5.6 that the MSE 

performance improves smoothly as SNR increases. It can be also seen that simulation 

results show well agreement with the MSE perturbation analysis, and the good lower 

bound for the MSE performance of frequency offset estimation is provided by CRB. 
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And it can be shown again from Fig. 5.5 and Fig. 5.6 that the synchronization 

performance of MC-CDMA is better than that of STBC MC-CDMA since the higher 

resolution of signal and null space are obtained by SVD in MC-CDMA system given 

the number of symbols N. 

 Fig. 5.7 and Fig. 5.8 show the probability of correct acquisition and MSE 

performance of frequency offset estimation versus the near-far ratio NFR, respectively, 

when 32=L , 8=K , 5=H , 200=N , 10dBSNR = , 4=kG , and 006.0=bDTf . 

From Fig. 5.7, we can observe that (i) for STBC MC-CDMA, the near-far problems 

result in a small variation of the probability of correct acquisition, and however, it can 

reach above 95% no matter how the NFR changes from 5dB to 30dB. (ii) for MC-

CDMA, the near-far problems have only very slight effect on the performance of 

timing synchronization. It can be seen from Fig. 5.8 that (i) for STBC MC-CDMA, the 

MSE performance of frequency synchronization just degrades one order when 

10dBNFR ≥ comparing with the performance when NFR is small; (ii) for MC-

CDMA, the MSE performance of frequency synchronization has only very slight 

variations no matter how NFR changes. 

Fig. 5.9 and Fig. 5.10 show the probability of correct acquisition and MSE 

performance of frequency offset estimation versus  bDTf , respectively, when 

32=L , 8=K , 5=H , 200=N , 10dBSNR = , 0dBNFR =  and 4=kG . It can be 

seen from Fig. 5.9 and Fig. 5.10 that the values of bDTf  has only a slight effect on the 

synchronization performance both in STBC MC-CDMA systems and MC-CDMA 

systems. It can be concluded that the synchronization performance is only slightly 

affected when channel fading becomes fast. 
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5.7   Conclusion 

In this chapter, a subspace based joint blind multiuser timing and frequency 

synchronization algorithm for asynchronous MC-CDMA system over frequency 

selective fading channels is proposed. Through properly choosing the oversampling 

factor and the number of received samples, the joint timing and frequency 

synchronization are resolved using the subspace approach. Besides, the use of the 

decoupled subspace approach in the algorithm makes it computational efficient in 

multiuser environment. Simulation results show the robustness and effectiveness of the  

proposed synchronization algorithm in the presence of near-far problems, multipath 

fading and Doppler effect. The theoretical MSE perturbation analysis gives a good 

prediction of the estimation, and the calculated CRB also presents a good lower bound 

of the estimation. 
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Fig. 5.3  Probability of correct acquisition versus N 
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Fig. 5.4   MSE of frequency offset estimation versus N 
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Fig. 5.5  Probability of correct acquisition versus SNR 
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Fig. 5.6   MSE of frequency offset estimation versus SNR 
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Fig. 5.7  Probability of correct acquisition versus near-far ratio NFR 
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Fig. 5.8   MSE of frequency offset estimation versus near-far ratio NFR 
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Fig. 5.9  Probability of correct acquisition versus normalized Doppler rate bDTf  
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Fig. 5.10 MSE of frequency offset estimation versus normalized Doppler rate bDTf  
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Appendix 5.A 

In this appendix, we calculate each element of the matrix )(θJ in (5.48), and the 

simplification of computing the inverse of the )(θJ  is presented. Taking the partial 

differential of )(θf  in (5.47) with respect to the unknown parameters, we obtain 
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where [ ]( )VHVHVHj /)1(2/20 −−= ππ LDχ  Thus, we have  
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where [ ])()()( 1,1,1,11,1 nnn KK sχQsχQT L= . Since the noise is white and circularly 

symmetric, we have 
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The equivalent FIM defined in (5.52) can be expressed as the form 
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where the blocks have the following dimensions: 1J  is KK × , 2J  is NGK T2× , a2J  

and b2J  are NGK T× , 3J  is NGNG TT 22 × , a3J  and b3J  are NGNG TT × , with the 

elements defined in (5.A.5)-(5.A.10).  The CRB bound of the estimated NCFO 

covariance matrix is given by the KK ×  upper left block of  1−J , i.e., 

( ) 1
2

1
321)CRB( −−

−= TJJJJε .    (5.A.12) 

However, directly computing the inverse of matrix in (5.A.12) is intensive complexity. 

In the following, a simplification of computing the inverse of )(θJ  is proposed. 

  By the calculations in (5.A.8)-(5.A.9), the matrix  a3J  and b3J  have the 

following form 

 aNa 33 JJ ⊗= I ,      (5.A.13a) 

bNb 33 JJ ⊗= I        (5.A.13b) 

where a3J  and b3J   is TT GG ×  matrix. Thus, the inverse of 3J  can be easily obtained  
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where a3
~J  and b3

~J  has the same form shown in (A.13) with its element 
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Denote [ ])1()1()0( 2222 −= Naaaa JJJJ L   and 

[ ])1()1()0( 2222 −= Nbbbb JJJJ L , where )(2 naJ  and )(2 nbJ  ( 1,,1,0 −= Nn L ) 

is TGK ×  matrix. Substitute (5.A.14) in (5.A.12), then the CRB of NCFO covariance 

matrix can be simplified as 
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Chapter  6  

Channel Estimation and Multiuser 

Detection  

In this chapter, the subspace-based semi-blind channel estimation is studied in 

uplink STBC MC-CDMA system over frequency selective channels. We assume 

perfect timing and frequency synchronization of all users at the receiver of base 

station, and the signals from different users have been synchronized at the receiver. In 

the uplink context, we have to simultaneously estimate the multipath channels 

corresponding to the different links between the different mobile users and the base 

station. This is a JIK ×× -dimension estimation problem for a K active users, I 

transmit antennas and J receiver antennas MIMO system. Subspace-based technique is 

able to decouple this multiuser channel estimation to a series of single user and single-

input single output (SISO) estimation problems. To resolve the inherent scalar 
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ambiguity existing in the second-order statistic blind estimation, a training symbol is 

also transmitted. 

To access the performance of the proposed subspace-based semi-blind channel 

estimation technique, we quantify its resilience to the additive noise. Using the 

subspace perturbation result in [101], the covariance matrix of the channel estimation 

error is derived and expressed in a closed form. As a benchmark to measure the 

relative accuracy of the proposed channel estimation algorithm, a closed-form 

expression for the Cramér-Rao bound (CRB) is derived by assuming the unknown 

transmitted symbols as the deterministic or nuisance parameters and independent 

AWGN samples. Next linear zero-forcing (ZF) and minimum mean squared error 

(MMSE) detectors are used to recover the data of the different users using the 

estimated channel parameters.  

The remaining of the chapter is organized as follows.  In Section 6.1, the 

system model is first presented. In Section 6.2, the subspace-based semi-blind channel 

estimation is studied. We first exploit the theory behind the multichannel state 

information estimation and illustrate how scalar ambiguity arises when subspace 

method is used.  We next explain how to resolve such ambiguity with the use of one 

training symbol. In Section 6.3, the perturbation analysis is presented and the 

derivation of CRB is given in section 6.4. In section 6.5 ZF and MMSE detectors are 

used to suppress the multiuser interference.  Simulation results are presented in Section 

6.6. Conclusion is drawn in Section 6.7. 
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6.1   System Description 
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Fig. 6.1  System Model of STBC MC-CDMA (a) Transmitter; (b) Receiver 
 

We consider a STBC MC-CDMA wireless system consists of two transmit 

antennas ( 2=I ) and 1≥J receive antennas. The discrete-time equivalent baseband 

block diagram of the transmitter and receiver of STBC MC-CDMA system used is 

shown in Fig. 6.1.  We assume K users in the system transmit synchronously. In 

practice, this can be made by adjusting the user transmission time after performing the 

symbol timing and frequency synchronization for all users. Data bits take the value of 

+1 or –1 randomly.  Without incurring any power or bandwidth penalty, we employ 

the Alamouti’s orthogonal space-time block coding scheme [44][48]. Two successive 
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symbols )2( ndS kk  and )12( +ndS kk  for the kth user are mapped to the following 

22×  matrix 
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where )(ndk  denotes the nth symbol for kth user, kS  is its transmit power of kth user 

and )(, nb ik  denotes the nth symbol at ith transmit antenna for kth user. The columns 

are transmitted in successive block time with the symbols in the upper and lower 

blocks simultaneously sent through the two transmit antennas, respectively. The factor 

21  is to normalize the transmitted symbol energy.  

The signal )(, nb ik  at the ith transmit antenna is spread by 

T
Likikik cc ],[ 1,,0,,, −= Lc , where L is the spreading gain. We assume that the 

spreading code has unit amplitude, and normalized by a factor L1/ . The spread 

signal )(/ ,, nbLS ikikk c⋅  is then serial-to-parallel converted followed by the inverse 

fast Fourier transform (IFFT) processing HF , where F  is the LL×  matrix with its 

th),( nm  entry equal to ]/)1)(1(2exp[/1 LnmjL −−−⋅ π . To avoid ISI, we insert 

redundancy in the form of cyclic prefix (CP) of the length larger than the channel order 

⎣ ⎦TG maxτ= . Here maxτ  denotes the maximum delay spread among all the users and T 

is the time interval between two MC-CDMA samples after CP insertion, i.e., 

VTVLTT sc // ==  where V is the total number of samples in one MC-CDMA symbol 

period sT . The CP insertion process can be described by a LV ×  transmit matrix given 

by T
Lcpcp ][ IIT = , where cpI  denotes the last GLV ≥−  rows of LL×  identity 

matrix LI , and the energy is normalized by VL / . The transmitted signal for kth user 

can be expressed as 
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)()( ,,, nbVSn ikikcpkik cFTx H⋅= ,    (6.1) 

where Kk L,1= , 2,1=i  

The signal )(, nikx  is converted from parallel to serial (P/S), and the resulting 

sequence )(, ax ik  is then shaped to obtain the continuous time signal 

∑∞

−∞=
−=

a ikik aTtuaxtx )()()( ,, , where )(tu  is the pulse shape. The transmitted signal 

propagates through the unknown time-dispersive channel between the ith transmit 

antenna and the jth receive antenna which has finite impulse response denoted as 

)(,, tijkβ . The received signal is then shaped by )(tu  which is matched to )(tu , and 

then sampled at the rate T/1 . At the receiver of the base station, the equivalent 

discrete-time channel impulse response can be expressed as 

aTtkijk tuttua
=

⊗⊗= )()()()(,, ββ ∑
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−=
G

g
gijk gTa

1
,,, )(δβ         (6.2) 

where )(tδ  denotes the Dirac delta function, gijk ,,,β  is the complex channel fading 

gain between ith transmit antenna and jth receive antenna for gth path of user k.  

For K users in the system transmit the signals through each dispersive 

frequency selective fading channel synchronously, the received signals at the jth 

antenna can be written as 

( ) )()1()()(
1

2

1
,1,,,,0,,, nnnn

j

K

k i
ikijkikijkj ηxxr ββ &+−+=∑∑

= =

, Jj ,,1L=  ,            (6.3)         

where 0,,, ijkβ  is the VV ×  lower triangular Toeplitz matrix with first column 

T
Gijkijk ]00[ ,,,0,,, LL ββ , 1,,, ijkβ  is the VV ×  upper triangular Toeplitz 

matrix representing the ISI resulting from previous symbol and with its first row vector 

given by T
ijkGijk ],00[ 0,,,,,, ββ LL . The 1×V  vector )(n

j
η&  is the additive 

white Gaussian noise (AWGN) at the jth receive antenna with zero mean and variance 
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I2
ησ . We next remove CP of length LV −  from the received vector )(njr  and perform 

the FFT processing. The matrix ][ )( LLVLcp I0R −×=  is to remove the CP.  The 

recovered signal after FFT is given by 
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where cpijkcpijk TR ββ 0,,,,, = , )()( nn
jcpj

ηFRη =&& . Since 0R β =1,,, ijkcp , ISI can be 

removed completely. Moreover,  

   )( ,,,, ijkijk hFFβ DH = ,     (6.5) 

where  

[ ]Tijkijkijkijk Lhhh )1()1()0( ,,,,,,,, −= Lh                               (6.6) 

is the channel frequency response vector, with its elements given by 
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Therefore, we can rewrite (4) as 
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We collect the received signals in the two successive symbol intervals, and let 

T
j

T
jj nnn ])12()2([)( H+= yyz . We then express )(njz  as a 12 ×L  received signal 

vector with the transmitted space-time block codes.         
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221,
*

1,,2,
*

2,,

2,2,,1,1,,

)()(
)()(

×

⎥
⎦

⎤
⎢
⎣

⎡
−

=
Lkjkkjk

kjkkjkk
j chch

chch
D

DD
DD

 ,     Kk ,,2,1 L= ,           (6.8b)  
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TT
K

T nnn ])()([)( 1 sss L=  and T
kkkk nsnsSn ])12()2([)( +=s denote the samples in 

two successive MC-CDMA symbols for user k,  T
j

T
jj

nnn ])12()2([)( H+= ηηη &&&&   denotes 

the AWGN 12 ×L  vector. 

6.2   Subspace-Based Semi-Blind Channel Estimation 

We propose a subspace algorithm to estimate the channel information of all 

users for the MIMO system. We stream the samples of the 2N successive MC-CDMA 

symbols NLjjj N ×−= 2])1()0([ zzZ L  as a block at each receive antenna and 

denote the transmitted signal block of all users as NKN ×−= 2])1()0([ ssS L . We 

can show that 

jjj L
NSDZ +=

2
1   ,              (6.9) 

where NLjjj N ×= 2])()1([ ηηN L  is the AWGN noise matrix. 

Before the derivation of subspace based semi-blind channel estimation 

algorithm, a few assumptions are made first.  

a1)  The source signal { })(ndk  is a sequence of independent and identical 

distributed (i.i.d.) random variables with zero mean and unit variance. 

a2)  All channels { }gijk ,,,β  are linearly time-invariant finite impulse response 

(FIR) filter and assumed to be stationary over the 2N MC-CDMA symbol intervals, 

and the number of paths G of each user is known in the receiver.  

a3)  The noise )(n
j

η  is a temporally and spatially white Gaussian noise with 

zero mean and second-order moments { } Ljj
nnE Iηη 2)()( ησ=

H  and { } 0ηη =)()( nnE T

jj
. 
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Moreover, )(n
j

η  is independent of the source signal { })(ndk  and channel fading 

{ }gijk ,,,β . 

a4)  Signal matrix S has full row rank, i.e. KRank 2)( =S  and KN 2> .  The 

number of symbols should be large enough such as four times the number of total 

users. 

a5)  Channel information matrix jD  has full column rank, i.e. KRank j 2)( =D  

or KL > , the processing gain of spreading sequence should be greater than the 

number of total users. 

With these assumptions, KRankRankRank jj 2)()()( === SDZ , i.e. jZ , jD  

and S  span the same signal space. 

6.2.1  Subspace Concept 

If there is no additive noise present in (6.9), a subspace decomposition can be 

performed on jZ  by the singular value decomposition (SVD) 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
==

H

H

o

ss

osjj V V

V

00

0Σ
UUSDZ

2
1 ,         (6.10) 

where the vectors in sU  are associated with the 2K signal eigenvalues )( iλ  and span 

the signal subspace defined by the column of jD , whereas the vectors in oU  that are 

associated with zero singular values span the null subspace, 

 [ ]KLo 221, −= uuU L .              (6.11) 

In (6.13), sU , oU  have dimensions KL 22 ×  and )22(2 KLL −×  respectively, and 

),( 21 Ks λλ LD=Σ .  Due to the orthogonality of the null subspace and the signal 

subspace,  
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   jo DU ⊥ .         (6.12) 

6.2.2  Estimation Algorithm 

Due to the orthogonality, 0DU =jo
H , the columns of jD  are orthogonal to 

any vector in the null subspace.  Denote mu  as the mth column of null subspace, thus, 

we obtain 

   KLmk
jm 22,1      −== L0Du H .     (6.13) 

mu  is split into upper part 1,mu  and lower part 2,mu , each is a 1×L  vector, 

i.e. TT
m

T
mm ][ 2,1, uuu = . Using (6.8b), (6.13) can be rewritten as 

[ ] 0
chch

chch
uu =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
⋅

1,
*

1,,2,
*

2,,

2,2,,1,1,,
2,1, )()(

)()(

kjkkjk

kjkkjk
mm DD

DDHH , KLm 221 −= L  .       (6.14) 

We let LGk ×+ )1(V  denote the Vandermonde matrix with (g+1, l+1)th entry equals to 

,/]/2exp[ LLglj π−  kGg L,0=  for 1,0 −= Ll L . Let 

T
Gijkijkijkijk

]      [ ,,,1,,,0,,,,,
βββ L=β  for 2,1=i , using the relationship 

)()( abba DD HH = , after taking the conjugate for the second column, we can rewrite 

(14) as 

       [ ] 0AVββ =⋅⋅ )(,2,,1,,
mjkjk

T

jk

H KLm 22,1 −= L  ,        (6.15) 

where  

⎥
⎦

⎤
⎢
⎣

⎡
= *V0

0V
V  ,                        (6.15a)  

   
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
=

2,1,2,
*

2,

1,2,1,
*

1,
, )()(

)()(
)(

kmkm

kmkm
jk m

cucu
cucu

A
DD
DD

 KLm 22,1 −= L  .             (6.15b) 
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We stack all mu  in (6.15), then we can obtain  

[ ] 0AAVββ =−⋅⋅ )22()1(][ ,,2,,1,,
KLjkjkjk

T

jk
L

H .           (6.16) 

We assume that all the spreading sequences ik ,c  for all K users are known at the 

receiver.  The channel estimation can be solved by the following equation 

   0Gβ =⋅ jkjk ,,

H KkJj LL ,1,,1 == ,        (6.17) 

where    

TT

jkjkjk
][

2,,1,,,
βββ H= ,                        (6.17a) 

    [ ])22()1( ,,, KLjkjkjk −= AAA L ,                           (6.17b) 

 jkjk ,, AVG ⋅= .                              (6.17c) 

Eq. (6.17) provides an efficient way to identify the multi-channel state information in 

the multi-user and multi-antenna environment up to a scalar ambiguity. Since (6.17) is 

a linear overdetermined equation set, it will have unique nontrivial solution 
jk ,

β ② 

subject to 1
2

,
=

jk
β . 

Next, the algorithm is modified to cope with the presence of AWGN.  We 

apply SVD to the noise-corrupted data matrix and obtain the subspace decomposition 

similar to (6.10). 

( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
=+=

H

H

o

s

o

s
osjjj V V

V

Σ0

0Σ
UUNSDZ ~

~

~

~
~~

2
1         (6.18) 

                                                 

② The notation of the strikethrough channel vector  
jk ,

β  and  
jk ,

~β  is to denote the solution of (6.17) 

and (6.20), respectively. 
jk ,

β  and  
jk ,

~β  denote the actual channel vector in (6.17, without noise) and 

(6.20, in the presence of noise), respectively.  
jk ,

β̂  denotes the estimated channel vector. 
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where oU~  is the perturbated null subspace (noise subspace) corresponding to the 

KL 22 −  smallest eigenvalues.  The estimated channel state information can be 

obtained by solving linear equations 

KkJjjkjk
LL ,1,,1~~

,,
==≅⋅ 0Gβ

H
          (6.19) 

subject to 1~ 2

,
=

jk
β , which is equivalent to solving the following least square 

estimation 

KkJjjkkkjkjk
j

LL ,1,,1]~~[minarg~
,,

1~, 2
===

=

hGGββ
h

HH

m
.    (6.20) 

The solution to (6.20), denoted by 
jk ,

~β ,  is the eigenvector corresponding to the 

smallest eigenvalue of H
jkjk ,,

~~ GG . However, in such blind identification employing 

second order statistics and subspace decompositions, there is inherent scalar ambiguity 

in the estimation, i.e. there is a complex scalar yet to be determined.  

6.2.3  Channel Identifiablity 

Firstly, the identifiablity of channel parameters depend on the properties of the 

matrix jD . This matrix has to be full column rank, and the condition is shown in 

Theorem 1. 

Theorem 1: For KL > , the matrix jD , with dimension KL 22 × , has full 

column rank, i.e., KRank j 2)( =D , if and only if at least one of the subcarriers 

channel frequency response between any of the transmit antennas and the receive 

antenna of each respective user is non-zero. 
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Proof:  The submatrix k
jD  defined in (6.8b) which is extracted from the 

( 12 −k )th and k2 th ( Kk ,,2,1 L= ) columns of k
jD  can be rewritten as 

kjk

k

k

k

k

k

jk

jkjk

jkjkk
j CH

C

c0
c0
0c
0c

H

h0h0
0h0h

D ,

1,

2,

2,

1,

,

*
1,,

*
2,,

2,,1,,

)()(
)()(

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎥
⎦

⎤
⎢
⎣

⎡
−

=

43421

444444444 3444444444 21
DD

DD
.     

(6.21) 

Since the spreading code 1,kc  and 2,kc  are linearly independent, and take on values 

from {-1, +1}, matrix kC   has full column rank, i.e., 2)( =kRank C . If each respective 

user has at least one nonzero subcarrier channel frequency response between the 

transmit antennas and jth receive antenna, i.e., the vector [ ]TT
jk

T
jk 2,,1,, hh  has at least 

one nonzero element, then the rank of jk ,H  will be equal or greater than 2. From the 

above argument and using the relationship 

( ) 2)(),(min)(2)()(2 ,, =≤≤−+≤ kjk
k
jkjk RankRankRankRankRank CHDCH ,     

(6.22) 

we obtain 2)(2 ≤≤ k
jRank D  ⇒ 2)( =k

jRank D . This means that k
jD  has full column 

rank. This condition in STBC MC-CDMA system is always satisfied because channel 

will have at least one nonzero multipaths and thus channel frequency response will 

have at least one none-null if KL > .   

 Since matrix kC  is independent for different k and channel frequency response 

[ ]TT
jk

T
jk 2,,1,, hh  is also independent for different j and k (or matrix jk ,H  is also 

independent for different j and k), the matrix jD  consisting of k
jD  will have full 

column rank. Comparing the blind channel estimation in OFDM system [97], 
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subspace-based estimation technique is much more robust in STBC MC-CDMA (and 

MC-CDMA) system. OFDM system requires all the subcarrier channel frequency 

responses to be non-zero. 

 Secondly, the identifiability of the channel will depend on (6.17) - the solution 

for channel parameter vector 
jk ,

β  should be unique (up to a scalar ambiguity). The 

following theorem provides a characterization of condition under which the channel 

jk ,
β  can be uniquely identified. 

 Theorem 2:  The matrix jk ,G  defined in (6.17) has a left null space of 

dimension one, and the channel parameter vector 
jk ,

β  estimated by (6.17) is unique 

and up to a scalar if the spreading codes at each transmit antenna of all users are 

linearly independent of each other, i.e. 2,1, kk cc ≠  which is used in this chapter.. 

 Proof:   Let us assume that (6.17) has two different solutions, 0β ≠′
jk ,

 and 

0β ≠
jk ,

, where 
jk ,

β  represents the actual channel vector and we shall investigate the 

property of 
jk ,

β′ . Since both channel 
jk ,

β′  and 
jk ,

β  satisfy (6.17), they both span the 

same space. Hence, there must exist a full rank 22×  matrix B  such that 

( ) ( ) BβDβD ⋅=′
jk

k
jjk

k
j ,,

, where )(•k
jD  is the composite channel matrix k

jD  defined in 

(6.8b) with the channel parameter 
jk ,

β′  or 
jk ,

β . Let us define matrix B  as 

⎥
⎦

⎤
⎢
⎣

⎡
=

43

21

bb
bb

B , then the following equation should be satisfied 

⎥
⎦

⎤
⎢
⎣

⎡
⋅⎥
⎦

⎤
⎢
⎣

⎡
−

=⎥
⎦

⎤
⎢
⎣

⎡
′−′
′′

43

21

1,
*

1,,2,
*

2,,

2,2,,1,1,,

1,
*

1,,2,
*

2,,

2,2,,1,1,,

)()(
)()(

)()(
)()(

bb
bb

kjkkjk

kjkkjk

kjkkjk

kjkkjk

chch
chch

chch
chch

DD
DD

DD
DD

.    

(6.23) 

With some manipulations, Eq (6.23) can be rewritten as 
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⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

′−′

′′
*

1,,1,
*

2,,2,

2,,2,1,,1,

)()(

)()(

jkkjkk

jk
T

kjk
T

k

βVcβVc

βVcβVc
HH DD

DD
.   

⎥
⎦

⎤
⎢
⎣

⎡
⋅
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
=

43

21
*

1,,
*

1,
*

2,,
*

2,

2,,2,2,1,,1,

)()(

)()(

bb
bb

jkkjkk

jkk
T

kjk
T

k

βVcβVc

βcVcβVc
HH DD

DD
.  (6.24) 

Since IVV =H , and )()( ,
1

, ikik cc DD =−  ( 2,1=i ), we can obtained the following 

equations by (6.24) 

2,,31,,11,, jkkjkjk
bb βQββ ⋅⋅+⋅=′ ,    (6.25a) 

2,,41,,22,, jkjkkjk
bb ββQβ ⋅+⋅⋅=′ ,    (6.25b) 

1,,
*
32,,

*
12,, jkkjkjk

bb βQββ ⋅⋅+⋅=′ ,    (6.25c) 

1,,
*
42,,

*
21,, jkjkkjk

bb ββQβ ⋅+⋅⋅=′ ,    (6.25d) 

where T
kkk VccVQ )()( 2,1,

* DD= . In the sequel, we will discuss the two cases of 

spreading codes. 

  i) 2,1, kk cc ≠ , 

From (6.25a), (6.25d) and (6.25b), (6.25c), we can obtain 

1,,
1

3
*
2

1
*
4

2,, jkkjk bb
bb βQβ ⋅

+
−

= − ,     (6.26a) 

2,,
1

3
*
2

4
*
1

1,, jkkjk bb
bb βQβ ⋅

+
−

= − ,     (6.26b) 

respectively. Substitute (6.26a) in (6.25a) and (6.26b) in (6.25b), the following 

equations can be obtained 

1,,
3

*
2

*
43

*
21

1,, jkjk bb
bbbb ββ ⋅

+
+

=′ ,     (6.27a) 

2,,*
32

4
*
32

*
1

2,, jkjk bb
bbbb ββ ⋅

+
+

=′ .     (6.27b) 
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Substitute (6.27a) and (6.27b) into (6.17), we can show that 
jkjk ,,

ββ ⋅=′ α , where α  is 

a complex scalar defined by *
32

4
*
32

*
1

bb
bbbb

+
+

=α . Thus, the two solutions are different by a 

complex scalar. This proves that the matrix jk ,G  has a left null space of dimension 

one, which implies that it loses its rank by one. Hence the channel vector can be 

identified up to a complex scalar factor when spreading codes at each transmit antenna 

of the users are linearly independent each other. 

  ii) when 2,1, kk cc = , 

In this case, the matrix kQ  is simplified as an identity matrix IQ =k , from 

(6.25a), (6.25d) and (6.25b), (6.25c), we can obtain different relations between 
1,, jk

β  

and 
1,, jk

β  given as 

2,,
1

*
4

3
*
2

1,, jkjk bb
bb ββ ⋅

−
+

= ,         (6.28a) 

1,,
4

*
1

3
*
2

2,, jkjk bb
bb ββ ⋅

−
+

= ,         (6.28b) 

respectively. Substitute (6.28a) in (6.25a) and (6.28b) in (6.25b), the following 

equations can be obtained 

2,,
1

*
4

*
43

*
21

1,, jkjk bb
bbbb ββ ⋅

−
+

=′ ,     (6.29a) 

1,,
4

*
1

4
*
32

*
1

2,, jkjk bb
bbbb ββ ⋅

−
+

=′ .     (6.29b) 

Unlike the previous case, (6.29a) and (6.29b) implies that 

[ ] [ ]TT

jkjk

TT

jkjkjk 1,,2,,2,,1,,,
βββββ HH −⋅=′′=′ α  is another solution of (6.17), where α  is a 

complex scalar defined by 
4

*
1

4
*
32

*
1

bb
bbbb

−
+

=α . Therefore, both channel vector 
jk ,

β′  and 
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jk ,
β , as well as their any linear combinations, satisfied (6.17). This indicates that the 

matrix jk ,G  has a left null space of dimension two, which implies that it loses rank by 

two, and that the channel vector does not necessarily yield a unique solution by (6.17). 

 In the presence of the noise, the proof to (6.19) can be performed similarly. The 

matrix jk ,
~G  defined in (6.19) has a left null space of dimension one, and the channel 

parameter vector 
jk ,

~β  estimated by (6.19) is unique and up to a complex scalar if the 

spreading codes at each transmit antenna of the users are linearly independent to each 

other. 

6.2.4  Resolving the Scalar Ambiguity 

In this chapter, different spreading codes are used at each transmit antenna for 

every user, i.e., 2,1, kk cc ≠ . As we discussed in the subsection 6.2.3, the channel vector 

estimated by (6.20) is unique and up to a complex scalar. I We then specify a training 

symbol to resolve this scalar ambiguity.  Assuming 

   
jkjkjk ,,,

~ˆ ββ ⋅=α ,                (6.30) 

where jk ,α  means the complex scalar, 
jk ,

~β  is the 1)1(2 ×+G  channel coefficients 

vector obtained by the  subspace solution in (6.20).  We require one training symbol in 

every data block of each user, which means 

Kknansk ,,11)12( L===−    (6.31) 

where a  is known symbol.  Eq.(6.30) can be written as 

1,,
*

,1,,

~ˆ
jkjkjk

ββ ⋅=α ,        (6.32a) 

2,,,2,,

~ˆ
jkjkjk

ββ ⋅=α .      (6.32b) 
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Therefore, we can obtain 

  1,1,,
*

,1,1,, )~()ˆ( kjkjkmjk chch DD ⋅=α  ,       (6.33a) 

 2,2,,,2,2,, )~()ˆ( kjkjkkjk chch DD ⋅=α .           (6.33b) 

Let us collect the received data in first two successive symbol intervals for every 

block, apply (6.33a) (6.33b) to (6.8), we can have  

   [ ] )1()2()2(][~
2
1)1( 1,

*
,,1

*
,1 j

T
KjKjKjjjj sasa

L
ηDz +⋅⋅= LL ααααD . 

(6.34) 

Since jD~  is full column rank, there exists Moore-Penrose pseudo inverse †~
jD  which 

satisfies Kjj 2
† ~~ IDD = . We let 

    )1(~2 †
jjj L zDb =              (6.35) 

which is 12 ×K  vector, therefore, the scalar ambiguity can be solved by  

   Kkakbjjk ,,1    ;)12(ˆ **
, L=−≅α  .              (6.36) 

6.3   Performance Analysis of Estimation 

In the section, the theoretical performance when using the above semi-blind 

subspace-based channel estimation method in the presence of AWGN is studied. The 

vectorization and the matrix Kronecker product between matrices have the following 

properties [113] 

   
( )

( )( ) ( )
( ) ( )HHH BABA

BDACDCBA
BACABC

⊗=⊗

⊗=⊗⊗
⊗= )()( vecvec T

.
            (6.37) 
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We resort to the first-order perturbation approximation used in [101]. We 

define jZ  as the observation to (6.9) without noise and jZ~  is the observation in the 

presence of noise, which means  

   jjjjj NZZZZ +=∆+=~ .         (6.38) 

Denote oU  as the true null subspace obtained from the noise-free observation (6.10), 

and oU~  as the perturbated null subspace obtained from the additive noise-corrupted 

observation (6.18), then we can write  

   ooo UUU ∆+=~ .      (6.39) 

Thus, the first order of perturbation approximation of null subspace can be derived to 

be [101] 

ojjojssso UNZUNVΣUU HHHH †1 −=−=∆ − .           (6.40) 

Applying the relationship given in (6.37), 

( ) )()( † HH

jj
T
oo vecvec NZUU ⊗−=∆ .                        (6.41) 

Let 
jkjkjk ,,,

~ βββ ∆+= , jkjkjk ,,,
~ GGG ∆+= , then from (6.19),  

   0GGββ ≅∆+⋅∆+ )()( ,,,, jkjkjkjk

HH .      (6.42) 

Ignore the second order perturbation in (6.42), we have  

   jkjkjkjk ,,,,
GβGβ ∆−=∆ HH .        (6.43) 

Define a )44()44( KLG −×+  matrix jk ,G
r

 given by 

⎥
⎦

⎤
⎢
⎣

⎡ −
=−

0
G

G
)12(:,

)12(:, ,
,

m
m jk

jk

r
,    (6.44a) 

⎥
⎦

⎤
⎢
⎣

⎡
= *

,
, )2(:,

)2(:,
m

m
jk

jk G
0

G
r

.     (6.44b) 
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e.g., if ⎥
⎦

⎤
⎢
⎣

⎡
=

4321

4321
, bbbb

aaaa
jkG , then 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

*
4

*
2

*
4

*
2

31

31

,

00
00

00
00

bb
aa

bb
aa

jkG
r

. Then from Eq 

(6.43) the following equation holds 

   jkjkjkjk ,,,,
GβGβ
rrrr

∆−=∆
HH

.        (6.45) 

where [ ]T
jk

T

jkjk

H

,,,
βββ =

r
.  From  Theorem 2, since jk ,G  loses its rank by one, jk ,G

r
 

will lose its rank by two. Thus we are unable to find a matrix †
, jkG

r
 to satisfy 

IGG =†
,, jkjk

rr
 since jk ,G

r
 has no full row rank. We then reconstruct the matrix jk ,G  by 

removing the dth row where d is the index whose element in vector 
jk ,

β  is having the 

largest amplitude [114]. Therefore from (45), we can express the channel error vector 

as 

     †
,,,, jkjkjkjk

GGββ
trrt

∆−≅∆
HH

.         (46) 

where 
jk ,

β
t

∆  and jk ,G
t

 are obtained from 
jk ,

β
r

 and jk ,G
r

 by removing its dth and (2G + 

2 + d)th rows.  

 Performing some manipulations using (6.14)-(6.17) we can obtain  

    ( )k
jKLojkjk

vec DIUGβ ⊗= −22,,
)(HH rr

 .                       (6.47) 

Therefore, 

( )k
jKLojkjk

vec DIUGβ ⊗∆=∆ −22,,
)(HH rr

.          (6.48)    

By substituting (6.40) in (6.48), we obtain  

( )( )k
jKLjojjkjk

vec DIZUNGβ ⊗⊗−=∆ −22
†

,,
)( HHH rr

 

( )k
jjojvec DZUN †)( ⊗−= HH .                      (6.49) 
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Using (6.9), 

k
k
jj

k
jj

k
jj VVV γSDDSDSDDZ ††††† 2)(2)2( === ,           (6.49a) 

where kγ  is 22 ×K  matrix whose (2k-1, 1)th and (2k, 2)th entries are unity with other 

elements equal zero, e.g. T
K ]   [ )1(22221 −××= 0Iγ .  Substitute (6.49) in (6.46), the channel 

error vector is equal to 

   ( ) †
,

†
,

)(2 jkkojjk
vecV GγSUNβ

tt
⊗−=∆ HHH

.           (6.50) 

Since the channel is estimated with the scalar to resolve the ambiguity, the perturbation 

of the estimated channel is given by 

jkjkjk ,,,
ˆ ββ

tt
∆⋅=∆ α .               (6.51) 

However, the amplitude of the scalar is nearly equal or equal to unity, i.e., 1ˆ , ≅jkα , 

then we have 

HH

jkjkjkjk ,,,,
ββββ
tttt

∆∆≅∆∆ .                  (6.52) 

Thus, the covariance of channel estimation error is given by 

{ } { }HH

jkjkjkjk
EE

k ,,,,
ββββRβ

tttt
∆∆≅∆∆=    

               ( )( ) †
,

†††
,

22 jkko
T
kojkV GγSUSγUG

tt
⊗⊗=

HHH

ησ  

               ( ) †
,

†††
,

22 jkk
T
koojkV GγSSγUUG

tt HHH
⊗= ησ  

( )( ){ }†1†
22

†22 kkkKLkEV GγSSγIG
tt −

− ⊗⋅= HH

ησ  .      (6.53) 

To derive (6.53), we have made used of (6.50) and the fact that oU  is an unitary 

matrix.  When the number of data symbols (2N) is large enough, (6.53) can be 

simplified to  

        { }†
,

†
,

22
jkkjk

k

E
S
V

k
GWGR β

tt H
⋅=∆

ησ             
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        { }†
,

†
,

10/102 jkkjk
SNR E GWG

tt H
⋅⋅= −                     (6.54) 

where [ ]( )( )( )kkKkkKLk SSSS γIγIW 1
21

†
22 /1/ −

− ⊗⊗= LLD , and SNR is 

defined as the received sample signal energy to noise ratio per receive antenna. 

6.4   Cramér-Rao Bound 

In this section, the Cramér-Rao Bound (CRB) of the channel impulse response 

estimation is studied to compare the channel estimation accuracy by assuming that the 

transmitted symbols are nuisance parameters.  

Given the observation vector in (6.8), with the assumption a1) – a5) we made 

neforer, the probability density function (PDF) of each block of the received data 

vector )(njz , conditioned on the channel parameter vector 
j

β  and the source symbol 

vector )(ns , is given by 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−= 2

2

)( /)(
2
1)(exp

)2(
1))(( η
η

σ
πσ

n
V

nnp jjVjjn
jj

sDzs,β|zs,β|z   (6.55) 

where 2⋅  denotes vector norm, and [ ]TT

jK

T

j

T

jj ,,2,1
ββββ L= . Since the noise 

samples are uncorrelated, the joint PDF of a block received data 

])1()0([ −= Njjj zzZ L  described in (6.9) is given by 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−= ∑

−

=

1

0

2
2

/)(
2
1)(exp

)2(
1)(

N

n
jjVNjj n

V
np

jj η
η

σ
πσ

sDzS,β|ZS,β|Z .  (6.56) 

To simplify the CRB derivation, we introduce the equivalent 1)1(4 ×++GNK  

parameter vector 

[ ]TT
im

T
im

T
re

T
re

T

imj

T

rej
NN )1()0()1()0(

,,
−−= ssssββθ LL           (6.57) 
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where )](Re[)(
,

nn
jrej

ββ = , )](Im[)(
,

nn
jimj

ββ = , )](Re[)( nnre ss =  and 

)](Im[)( nnim ss = , and we write the log-likelihood function as 

∑
−

=

−−−=
1

0

2
2

/)(
2
1)()2ln()(

N

n
jj n

V
nVNf ηη σπσ sDzθ .   (6.58) 

We assume that the SNR is high enough to neglect the estimator’s bias and introduce 

the )1(4)1(4 ++×++ GNKGNK  equivalent Fisher’s information matrix (FIM) given 

by 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂

∂
∂

∂
=

T
ffE

jj θ
θ

θ
θθ ,Sβ|Z

)()()(J .            (6.59) 

The calculation of each element of the FIM is given in Appendix A. With the signal 

vectors )(ns  treated as the nuisance parameters, the CRB bound of the covariance 

matrix of channel estimation error is given by the )1(4)1(4 +×+ GKGK  upper left 

block of  1−J , i.e. 

⎟
⎠
⎞⎜

⎝
⎛− ++= )1(41)1(41)CRB( 1 GK:,GK:

j
Jβ .   (6.60) 

However, directly computing the inverse of FIM matrix )(θJ  is computationally 

intensive. With the inherent property of )(θJ , a more efficient way to compute 1−J  is 

presented in the Appendix 6.A. 

6.5   Multiuser Detection 

With the estimated channel state information 
jk ,

β̂  available at the receiver for 

all users, the symbols of desired user can be detected by using standard linear methods 

such as Zero-Forcing (ZF) detection or Minimum Mean Square Error (MMSE) 

detection [104]. We stack all received data symbols at every jth receiver in the 
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successive two symbol intervals to a data vector, and let [ ] 121 )()()( ×= LJ
TT

J
T nnn zzz L , 

[ ] KLJ
TT

J
T

221 ×= DDD L , then we have 

   )()(
2
1)( nn
V

n ηsDz +=  .    (6.61) 

and the channel information matrix can be rewritten as [ ]KDDD L1= , where kD  

( Kk ,,2,1 L= ) is a ( 22 ×LJ ) matrix consisting of the channel information of kth user. 

After the estimated channel information matix D̂  is obtained, in the following, 

we use this to recover the desired symbols at the receiver. We assume that the first user 

is of interest. 

6.5.1  Zero Forcing Detection 

A simple linear design that can completely eliminate the MUI is the ZF 

detection. In this approach, the detector 1,ˆ ZFω  for the desired 1st user is chosen such 

that in the absence of the noise. Since the estimated D̂  in (6.61) has full column rank 

2K, there always exists a Moore-Penrose pseudo inverse †D̂  so that K2
† ˆˆ IDD = . 

Therefore, the ZF detector for the desired kth user is given by  

†
11,
ˆ2ˆ Dγω VZF =H .     (6.62) 

It follows that 

44 344 21
44 344 21

4434421
noise

MUI
signal desired

)(ˆ2)(ˆ)(ˆ)(ˆ)(ˆ †
1

2

†
11

1†
11,1 nVnnnn T

K

k
k

mTT
ZF ηDγsDDγsDDγzωs ++== ∑

=

H .  

(6.63) 

The conditional signal to interference and noise ratio SINR is given by 
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kT
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 .             (6.64) 

6.5.2  MMSE Detection 

The ZF detector might enhance the effect of noise, especially when the noise is 

large. It is well known that the MMSE detector reduces to the ZF detector when 

∞=SNR  and yields a better performance than the latter for finite SNR. The MMSE 

detector also maximizes the receiver output SINR among all linear detectors, and, thus, 

is the optimum linear detectors in that sense. The MMSE detection MMSEω  can be 

obtained by minimizing the mean square error criterion 

    )(minarg MMSEMMSE ωω L=      (6.65) 

where     { }2

1 )()()( nnE MMSEMMSE zωsω H−=L  

⎪⎭
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nE

K

k
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k
MMSE ηsDsDωs H .  

(6.65a) 

Through minimizing (6.65a) we have 

∑
=

=−⋅+ℵ=
∂
∂ K

k
MMSEMMSE

kk

MMSE V
S

V
S

1

1121

22
0DωIωDD

ω ησ
HL             (6.66) 

where [ ])//1( 1122 SSSS KLD⊗=ℵ I . Therefore 

( ) 1110/1022 DIDDω −− ⋅⋅+ℵ= SNR
MMSE V H  .                (6.67) 

Since in practice, only estimated D̂  and 1D̂  are available, the MMSE detector will 

follow that  
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)(ˆ)(ˆ1 nzn MMSE
Hωs =    

43421
4444 34444 21444 3444 21 noiseMUIsignal desired
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1 nn
V

n
V MMSE

K

k
k
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MMSEMMSE ηωsDωsDω HHH ++= ∑
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   (6.68) 

Similarly, the conditional signal to interference and noise ratio is given by 

{ }
{ } { }210/

2

2

1

21

ˆ102/ˆ
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SINR

HH

H

MMSE
SNR

K

k
k

k
MMSE

MMSE

ESSE

E

ωDω

Dω

−

=

⋅+
=

∑
.                         (6.69) 

6.6   Simulations 

In this section, the performance of the proposed semi-blind channel estimation 

technique and the system BER performance when using our ZF and MMSE detectors 

are investigated through simulations. The theoretical perturbation analysis and the 

CRB for the channel estimation are also verified by simulations. 

A STBC MC-CDMA system with K active synchronous users using 16 phase 

shift keying (16-PSK) constellation is considered. Each user is assigned with a 32=L  

orthogonal Gold code to spread the signal. In the following, the channel estimation and 

BER performance for the first user is investigated, with the transmit power 11 =S . In 

the sequel, we consider near-far environments without enforcing stringent power 

control. The power for 1−K  interfering users follows a lognormal distribution with a 

mean power ddB higher than that of the desired user, and a standard deviation of 10 

dB, i.e., 10/
1 10/ kSSk

ξ=  ( Kk ,,3,2 L= ), where )100,(~ dNkξ . The near-far ratio 

(NFR) is defined as d (in decibels). The channel fading coefficients { }G
ggijk 0,,, =

β  

between the jth receiver antenna and ith transmit antenna were modeled as complex 

Gaussian random variables with zero mean and variance 2
,,, gijkσ  where 
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1
0

2
,,, =∑ =

G

g gijkσ . In the simulations below, we set 5=G , and GLV += .  The average 

signal-to-noise ratio (SNR) per sample for the desired user is defined as (recall that 

11 =S ) 

( )21lg10SNR ησV= .     (6.70) 

The performance measure for channel estimation is examined by the mean square error 

(MSE) given by 

⎭⎬
⎫

⎩⎨
⎧ −=

2

,,,,,,
ˆMSE gijkgijkE ββ .    (6.71) 

In the following numerical results, the performance of the proposed channel 

estimation and system BER performance of (i) conventional MC-CDMA systems with 

1 transmitter and 1 receiver, (ii) STBC MC-CDMA systems with 2 transmitters and 1 

receiver, and (iii) STBC MC-CDMA systems with 2 transmitters and 2 receivers are 

investigated. 

Fig. 6.2 shows the MSE of channel estimation versus the SNR when 32=L , 

10=K , 100=N , 0NFR =  and 5=G .  t can be seen that the MSE improves 

gradually as SNR increases. It can be also found that the MSE of channel estimation 

for STBC MC-CDMA system is a bit worse than that for MC-CDMA system. This is 

due to the fact that for a given N, the SVD in (10) for MC-CDMA system can obtain a 

higher accurate null space than that for STBC MC-CDMA system since the 

requirement to guarantee the signal matrix S  has full row rank is KN >  for MC-

CDMA system, while it is KN 2>  for STBC MC-CDMA system. As we expected, 

the MSE of channel estimation for STBC MC-CDMA system will degrades gradually 

when the number of transmit antennas increases. It can be also observed that the MSE 

of channel estimation for STBC MC-CDMA system with different receive antennas 

has nearly the same performance. This indicates that the MSE performance of channel 
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estimation is independent of the number of receiver antennas for STBC MC-CDMA 

system. 

It can be seen from Fig. 6.2 that the simulation results show well agreement 

with the theoretical MSE perturbation analysis, and the good lower bound for the MSE 

performance of channel estimation is provided by CRB. 

Fig. 6.3 shows the MSE of channel estimation versus NFR when 32=L , 

10=K , 100=N , 10SNR =  and 5=G . It can be seen that the near far problem has 

very slight effect on the MSE performance of channel estimation since the MSE 

remains nearly the same values as NFR increases. It shows the proposed the channel 

estimation algorithm is robust with the resistance to the near far problems. 

Fig. 6.4 presents the MSR of channel estimation versus the number of users K 

when 32=L ,  100=N , 10SNR = , 0NFR =  and 5=G . It can be observed that MSE 

performance of channel estimation degrades slightly as the number of users K 

increases.  This indicates that the number of users has only a slight effect on the MSE 

performance of channel estimation. 

In Fig. 6.5, we present the BER performance versus SNR when 32=L , 

10=K , 100=N , 0NFR =  and 5=G , using either ZF or MMSE detection, both for 

the case when channel estimation is performed and when perfect channel information 

is available.  We demonstrate how the practical channel estimation technique affects 

the performance of the system.  Since channel estimation error exists, it will obviously 

result in performance loss and this loss is estimated to 4dB for a 2 transmitters 2 

receiver STBC-MC-CDMA system, 3-4dB for a 2 transmitters 1 receiver MC-CDMA 

system. On the other hand, the loss is only 2-3dB for MC-CDMA system.  It can be 

also seen that the BER performance of STBC MC-CDMA system with two receivers 

will achieve much better performance regardless of whether channel state information 
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is through estimated or perfectly known, and the BER performance of STBC MC-

CDMA system shows a bit better than that of MC-CDMA system.  In our system, 

there is only a slight loss in the BER performance by Zero-Forcing detection compared 

to that by MMSE detection and the curves overlapped and are not presented.  

Fig. 6.6 shows the BER performance versus NFR when 32=L , 10=K , 

100=N , 10SNR =  and 5=G . It can be seen that the near far problems has only a 

slight effect on the BER performance both for estimated channel or true channel when 

either MMSE (or ZF) detection is used. 

Fig. 6.7 presents the BER performance versus the number of users K when 

32=L ,  100=N , 10SNR = , 0NFR =  and 5=G . It can be observed that the BER 

performance degrades gradually as the number of users K increases. And the BER 

performance of STBC MC-CDMA system degrades quicker than that of MC-CDMA 

system when the number of users increases. 
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Fig. 6.2  MSE of Channel Estimation versus SNR 

5 10 15 20 25 30
10-6

10-5

10-4

10-3

10-2

10-1

NFR (dB)

M
S

E

 
Fig. 6.3  MSE of Channel Estimation versus NFR 
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Fig. 6.4  MSE of Channel Estimation versus the Number of Users K 
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Fig. 6.5  BER Performance versus SNR 
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Fig. 6.6  BER versus NFR 
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Fig. 6.7  BER versus Number of users K
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6.7   Conclusion 

In this chapter, a semi-blind channel estimation and multiuser detection for 

uplink space-time block coded (STBC) multicarrier (MC-) CDMA system are studied. 

Subspace-based technique decouples the multiuser and MIMO channel estimation to a 

series of single user and SISO estimation problems. To resolve the inherent scalar 

ambiguity existing in all the second-order statistic blind estimation, a training symbol 

is introduced to obtain this scalar. Using small perturbation analysis, the approximate 

expression of the covariance matrix of the channel estimation error is derived. The 

Cramér-Rao bound (CRB) is also calculated to compare the channel estimation 

accuracy, and is proved that the estimation algorithm is statistically efficient at 

practical SNR values. Simulation results show that the proposed channel estimation 

algorithm is effective and robust, and with the resistance to the near far problems, 

multipath fading and number of users. The estimated channel state information is used 

to examine the BER performance of ZF and MMSE detectors. The implementation 

loss in system BER performance as a result of imperfect channel estimation is 

generally 4dB and 3-4 dB for two receivers and one receiver STBC MC-CDMA 

system, respectively.  It can be concluded that the STBC MC-CDMA system with 

multiple receivers will obtain much better system performance. 
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Appendix  6.A 

In this appendix, we calculate each element of the matrix )(θJ  in (6.59), and the 

simplification of computing the inverse of the )(θJ  is also presented.  

Firstly, we rewritten the channel information matrix from the kth user at the jth 

receive antenna as 
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Let  
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ββ =  and ]Im[
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ββ =  (i = 1,2). Taking the partial 

differential of )(θf  in (6.58) with respect to the unknown channel impulse response, 

we obtain 
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Then, the partial differentials of )(θf  with respect to 
rej ,

β  and 
imj ,

β  are given by 
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Taking the partial differential of )(θf  in (58) with respect to the other 

unknown parameters, we obtain 
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Since the noise )(nη  is i.i.d zero mean, complex Gaussian random variables 

uncorrelated with the symbol sequence )(ns  and channel vector 
j

β , we have 
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The equivalent FIM defined in (6.59) can be expressed as the form 
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where the blocks have the following dimensions: a1J , b1J  and c1J  are 

)1(2)1(2 +×+ GKGK , a2J ,  b2J , c2J  and d2J  are KNGK 2)1(2 ×+ ,  a3J  and b3J  are 

KNKN 22 × , with the elements defined in (6.A.13)-(6.A.22).  The CRB bound of the 

covariance matrix of channel estimation error is given by the )1(4)1(4 +×+ GKGK  

upper left block of  1−J , i.e., 
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4

1
321)CRB( −−

−= JJJJ
j

β .    (6.A.24) 

However, directly computing the inverse of matrix in (6.A.12) is intensive complexity. 

In the following, a simplification of computing the inverse of )(θJ  is proposed. 

  By the calculations in (6.A.20)-(6.A.22), the matrix  a3J  and b3J  have the 

following form 

 aNa 33 JJ ⊗= I ,     (6.A.25a) 

bNb 33 JJ ⊗= I       (6.A.25b) 

where a3J  and b3J   is KK 22 ×  matrix. Thus, the inverse of 3J  can be easily obtained  
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where a3
~J  and b3

~J  with its element 
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)1(42 +× GKK  matrix. Substitute (6.A.26) in (6.A.24), then the CRB of the estimated 

channel covariance matrix of can be simplified as 
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Chapter  7  

Conclusion 

Next generation wireless mobile communication systems need to support high 

data rate and multimedia services with different QoS requirement. This thesis looks 

into the performance and capacity of STBC MC-CDMA systems, and investigates 

some receiver design and implementation issues of STBC MC-CDMA systems. 

The thesis begins with the theoretical performance and capacity analysis of the 

STBC MC-CDMA system. Firstly, the BER performance and system capacity 

(bandwidth efficiency) for STBC MC-CDMA system in the presence of carrier 

frequency offset between the transmitter and receiver oscillators were studied. The 

exact BER expression when using EGC and the approximate BER expression when 

using MRC are derived. These BER expressions are verified through simulations. 

Using these derived expressions, the achievable system capacity satisfying a minimum 

BER requirement can be studied for the two cases when EGC and MRC are used, and 
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hence possible to compare the achievable capacity of STBC MC-CDMA systems with 

that of MC-CDMA systems. It is concluded that small CFO has insignificant effect on 

the BER and capacity of STBC MC-CDMA systems, and this range of CFO is 

important in transceiver design. Besides, STBC MC-CDMA systems with multiple 

receive antennas can achieve higher capacity than that of the MC-CDMA systems, and 

this amount can be obtained analytically using the theoretical BER expressions 

derived. 

Then, the BER performance and system capacity of three multirate access 

schemes (multicode, VSG, MSR access schemes) for STBC MC-CDMA system are 

studied. Transmit power control is adjusted according to the service rates and the 

number of active users in each service class to maintain the link quality and to improve 

the system capacity. The multiple access interferences and hence the BER performance 

and system capacities of the three multirate access schemes for STBC MC-CDMA 

systems are studied. From the numerical results obtained, it can be concluded that the 

systems with mc access scheme when orthogonal Gold spreading sequence is applied 

and the VSG access scheme have similar system performance and capacity, and both 

perform better than the system with MSR access scheme for any spectrum 

configurations. In case when non-orthogonal Gold sequences are used, mc access 

scheme shows a degrading in the system capacity as compared to VSG, due to the 

presence of larger self-interference (SI) among the sequences used by each user. 

The thesis next focuses on some studies on receiver designs and 

implementations for STBC MC-CDMA. First, the development of a timing and 

frequency synchronization algorithm is made. The subspace-based joint timing and 

frequency synchronization algorithm is proposed. Through properly choosing the 

oversampling factor and the number of received samples, the joint timing and 
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frequency synchronization are resolved using the subspace approach. Besides, the use 

of subspace approach allows that multiuser estimations can be decoupled and hence 

makes it computational efficient in multiuser environment.  Using small perturbation 

analysis, the approximate MSE of the proposed algorithm is derived, which can be 

used to quantify the resilience of the proposed algorithm to additive white Gaussian 

noise. The CRB is also evaluated to illustrate. Simulation results show the robustness 

and effectiveness of the proposed synchronization algorithm in the presence of near-far 

problems, multipath fading and Doppler Effect. The theoretical perturbation analysis 

also shows good agreement with the simulation results.  Finally, the computed CRB is 

shown to be a good lower bound. 

When the timing and frequency synchronization is completed at the base 

station, synchronous transmission in the uplink can be achieved. At the base station, 

channel estimation and multiuser detection are then performed to recover the data from 

all users. The subspace-based semi-blind channel estimation and multiuser detection 

are proposed. The method assumes that the channel is finite impulse response (FIR) 

and time-invariant, and the channel order is assumed to be known at the receiver. 

Using small perturbation analysis, the approximate expression of the covariance matrix 

of the channel estimation error is derived, which can be used to quantify the resilience 

of the estimation algorithm to AWGN. The CRB is also calculated to compare the 

channel estimation accuracy, and is proved that the estimation algorithm is statistically 

efficient at practical SNR values. Simulation results show the robustness and 

effectiveness of the estimation algorithm in the presence of near-far problems, 

multipath fading and large number of users. The theoretical perturbation analysis 

shows the good agreement with the simulation results and computed CRB is shown to 

be a good lower bound. Finally BER performances of STBC MC-CDMA system when 
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using ZF and MMSE multiuser detection techniques using the estimated channel gain 

are obtained through simulations. 
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