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Abstract

Future wireless mobile systems are required to transport multimedia traffics at
much higher bit rates and this motivates the author to work on the technologies
suitable for the next generation of wireless mobile communication systems.
Multicarrier (MC-) code division multiple access (CDMA) has emerged as a powerful
candidate due to its capabilities of achieving high capacity over frequency selective
fading channel. It inherits the substantial advantages from both the orthogonal
frequency division multiplexing (OFDM) and code division multiple access (CDMA)
systems. Space-time coding (STC) which integrates the techniques of spatial diversity
and channel coding to combat the channel destructive multipaths is also a promising
diversity technique to increase the system capacity of future wireless communication
systems. This thesis focuses research on space-time block coded (STBC) multicarrier
(MC-) CDMA system.

The thesis first investigates the bit error ratio (BER) performance and
bandwidth efficiency of STBC MC-CDMA systems in the presence of carrier
frequency offset (CFO) over frequency selective fading channels. The closed form
expressions to compute BER theoretically when either equal gain combining (EGC) or
maximum ratio combining (MRC) is used are derived. From these expressions, the
effect of CFO on the performance and capacity can be easily investigated. It can be
shown that if CFO is below certain threshold, it has insignificant effect on the BER
and capacity of STBC MC-CDMA systems. This conclusion could be important in

transceiver design.



Then various multirate access schemes for STBC MC-CDMA systems are
proposed. The performance and capacity comparisons among the multicode, variable
spreading gain (VSG) and multiple symbol rate (MSR) multirate access schemes over
frequency selective fading channels are investigated. Power control is made to
maintain the link quality and to improve the system capacity. From the numerical
results, it can be concluded that the multicode access scheme when the orthogonal
Gold sequence is used and the VSG access scheme have the similar performance and
capacity. Both multicode and VSG access scheme are better than the three spectrum
configurations of the MSR access scheme.

Next, the thesis looks into some of design and implementation issues of STBC
MC-CDMA systems. First, the timing and frequency synchronization is studied. A
subspace-based blind joint timing and frequency synchronization algorithm for STBC
MC-CDMA systems over frequency selective fading channels is proposed. Through
properly choosing the oversampling factor and the number of received samples, the
timing and frequency synchronizations of all mobiles can be achieved. The use of
subspace approach allows the multiuser estimations to be decoupled into multiple
singe user estimations, and hence makes it computational efficient in multiuser
environment.

After all the mobile users have adjusted and achieved synchronous
transmission, the semi-blind channel estimation and linear multiuser detection are
performed to recover the data from all the mobile users at the receivers of base station.
Simulation results show the robustness and effectiveness of the estimation algorithm in
the presence of near-far problems, multipath fading and large number of users. Finally
the linear zero-forcing (ZF) and minimum-mean-square-error (MMSE) multiuser

detection techniques are investigated in the thesis using the estimated channel gain.
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Chapter 1

Introduction

The next generation wireless communication systems (sometimes also referred
as 4G systems or beyond 3G) are required to support multimedia services such as
speech, audio, video, image and data at much higher transmission rate. In future
wireless networks, the various services such as circuit switched traffic, IP data packets
and broadband streaming services are needed to be provided seamlessly. To ensure
this, the development of wireless communication systems with generic protocols and
multiple-physical layers or software defined radio interfaces are expected to allow
users to seamlessly switch access among existing and future standards.

The idea behind of 4G wireless communication systems will be not only the
application of new technologies to cover the need for high data rate services and new
services, but also the integration of a multitude of existing and new wireless access

technologies over a common platform in a manner that, at any given time, a user (or
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rather his/her terminal) may select the best suited of all access technologies that are
available at her current location. These could include short-range technologies such as
Bluetooth and wireless local area network (WLAN) as well as various types of cellular
access technologies and even access through satellite. Hence, the selection of generic
air-interface for future wireless communication system is of great importance. First,
the new air-interface in the 4G system should be generic, so that it can integrate the
existing access technologies; secondly, it should be spectrum efficient so that the high
data rate can be supported in the system; thirdly, it should have high adaptability and
reconfigurability so that the different standards and technologies can be supported,;
fourthly, it should have high scalability so that the system can provide different cell
configurations hence better coverage; finally, it should be low cost so that a rapid

market can be introduced.

1.1 Evolution of Cellular Mobile Communication Systems

1.1.1 Analogue First Generation Cellular Systems

In the late of 1970s and early 1980s, various first generation (1G) cellular
mobile ~ communication systems were introduced, characterized by analogue
(frequency modulation) voice transmission and limited flexibility. The first such
system, the Advanced Mobile Phone System (AMPS), was introduced in the US in the
late 1970s [1][2]. Other 1G systems include the Nordic Mobile Telephone System
(NMTS), and the Total Access Communications System (TACS). The former was
introduced in 1981 in Sweden, then soon afterwards in other Scandinavian countries

followed by the Netherlands Switzerland, and a large number of central and eastern



Chapter 1 Introduction 3

European countries, the latter was deployed from 1985 in Ireland, Italy, Spain and UK
[1112].

These systems used analog frequency modulation (FM) for speech transmission
and frequency shift keying (FSK) for signaling. Individual calls use different
frequencies. This way of sharing the spectrum is called frequency division multiple
access (FDMA). While these systems offer reasonably good voice quality, they
provide limited spectral efficiency. They also suffer from the fact that network control
messages — for handover or power control, for example — are carried over the voice
channel in such a way that they interrupt speech transmission and produced audible
clicks, which limits the network control capacity [3]. This is one reason why the cell

size cannot be reduced indefinitely to increase capacity.

1.1.2 Digital Second Generation Cellular Systems

Capacity increase was one of the main motivations for introducing second
generation (2G) systems in the early 1990s. Compared to the 1G system, 2G offers:
1) increased capacity due to application of low-bit-rate speech codec and lower
frequency reuse factors;
2) security (encryption to provide privacy, and authentication to prevent
unauthorized access and use of the system);
3) integration of voice and data owing to the digital technology; and
4) dedicated channels for the exchange of network control information between
mobile terminals and the network infrastructure during a call, in order to
overcome the limitations in network control of 1G systems.
Digitization allows the use of time division multiple access (TDMA) and code

division multiple access (CDMA) as alternatives to FDMA. With TDMA, the usage of
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each radio channel is partitioned into multiple timeslots and each user is assigned a
specific frequency/timeslot combination. With CDMA (which uses direct sequence
spreading), a frequency channel is used simultaneously by multiple mobiles in a given
cell and the signals are distinguished by spreading them with different codes [8]. The
use of TDMA and CDMA offers advantages such as the capability of supporting much
higher number of mobile subscribers within a given frequency allocation, better voice
quality, lower complexity and flexible support of new services. The digital cellular has
become a real success. The vast majority of the subscribers are based on the Global
System for Mobile Communications (GSM) Standard proposed by Europe, which
today is deployed in more than 100 countries. The GSM standard uses Gaussian
minimum shift keying (GMSK) modulation scheme and it adopts TDMA as the access
technology. A very important contribution of GSM is that it brought forward strict
criteria on its interfaces such that every system following such criteria can be
compatible with each other. Another feature of GSM is that it has an interface
compatible with Integrated Services Digital Network (ISDN). Other systems that are
based on TDMA are Digital AMPS (DAMPS) in North America and Personal Digital
Cellular (PDC) in Japan. DAMPS system, based on the 1S-54 standard, operates in the
same spectrum with the existing AMPS systems, thus making the standard 1S-54 a
“dual mode” standard that provides for both analog (AMPS) and digital operations.
Another standard by North America is 1S-95, which is based on narrow-band CDMA
and can operate in AMPS mode as well. This standard has very attractive features such
as increased capacity, eliminating the need for planning frequency assignments to cells
and flexibility for accommodating different transmission rates. Cellular systems such

as GSM and DAMPS are optimized for wide-area coverage; giving bit rates around
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100 Kkbps. Further development will be capable of providing user data rates of up to

384kbps.

1.1.3 Third Generation Cellular Systems

Already before the launch of 2G systems, research on the third-generation (3G)
wireless communication system started in the late 1980s. The international
telecommunications union’s radio communication sector (ITU-R) task group 8/1
defined the requirements for the 3G mobile radio systems. This initiative was then
known as future public land mobile telecommunication system (FPLMTS) [4][5]. The
tongue-twisting acronym of FPLMTS was also aptly changed to IMT-2000, which
refers to the international mobile telecommunication system in the year 2000. Besides
possessing the ability to support services from rates of a few kbps to as high as 2Mbps
in a spectrally efficient way, IMT-2000 aimed to provide seamless global radio
coverage for global roaming. This implied the ambitious goal of aiming to connect
virtually any two mobile terminals worldwide. The IMT-2000 system was designed to
be sufficiently flexible in order to operate in any propagation environment, such as
indoor, outdoor to indoor and vehicular scenarios. It’s also aiming to be sufficiently
flexible to handle circuit as well as packet mode services and to handle services of
variable data rates. In addition, these requirements must be fulfilled with a quality of
service (QoS) comparable to that of the current wired network at an affordable cost.

Several regional standard organizations — led by the European
telecommunications standards institute (ETSI) in Europe, the association of radio
industries and businesses (ARIB) in Japan, and the telecommunications industry
association (TIA) in the United States — have been dedicating their efforts to

specifying the standards for IMT-2000. Most standardizations bodies have based their



Chapter 1 Introduction 6

terrestrial oriented solutions on wideband-CDMA (W-CDMA), due to its
advantageous properties, which satisfy most of the requirements specified for 3G
mobile radio systems. W-CDMA is aiming to provide improved coverage in most
propagation environments in addition to an increased user capacity. Furthermore, it has
the ability to combat, or to benefit from, multipath fading through RAKE multipath
diversity combining [6][7][29]. W-CDMA also simplifies frequency planning due to
its unity frequency reuse.

Several of the regional standard organizations have agreed to cooperate and
jointly prepare the technical specifications for the 3G mobile systems in order to assist
as well as accelerate the ITU process for standardization of IMT-2000. This led to the
formation of two partnership projects, which known as 3GPP [9] and 3GPP2 [10].
3GPP was officially launched in December 1998 with the aim of establishing the
ethnical specifications for IMT-2000 based on the evolved GSM core networks and the
UMTS terrestrial radio access (UTRA) radio transmission technology (RTT) proposal.
In contrast to 3GPP, the objective of 3GPP2 is to produce the ethnical specifications
for IMT-2000 based on the evolved ANSI-41 core networks, the CDMA2000 RTT.

The objectives of the 3G standards by 3GPP or 3GPP2 went far beyond the 2G
systems, especially with respect to:

1) the high quality of service requirements (better speech/image quality,
lower bit error, higher number of active users.);

2)  operation in mixed cell scenarios (macro, micro, oicp);

3) operation in different environments (indoor/outdoor, business/domestic,
cellular/cordless)

4)  finally flexibility in frequency (variable bandwidth), data rate (variable)

and radio resource management (variable power/channel allocation).
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1.2 Future or Fourth Generation Cellular Mobile

Communication Systems

Wireless service providers are slowly beginning to deploy 3G cellular services.
Voice, video, multimedia, and broadband data services are becoming integrated into
the same network. However, the hope once envisioned for 3G as a true broadband
service has dwindled away. Maintaining the possible 2Mbps data rate in the standard,
3G systems that were built so far can only realistically achieve 384kbps rates. To
achieve the goals of a true broadband cellular service, the systems have to make the
leap to a fourth generation (4G) network. 4G is intended to provide high speed, high
capacity, low cost per bit and IP based services. The goal is to achieve data rates of up
to 20Mbps, even when used in scenarios such as a vehicle traveling at 200km per hour.
New modulation and signal processing techniques, however, are needed to make this
happen. 4G does not have any solid specification defined yet, but it is clear that some
standardization effort is in process.

Future mobile terminals will have to coexist in a world of multiple standards —
both 2G and those members of the IMT-2000 (3G) family. Also, standards themselves
are expected to evolve. In order to provide universal coverage, seamlessly roaming and
non-standardized services, some of the elements of the radio interface (i.e., channel
coder, modulator, transcoder, etc.) will no longer have fixed parameters; rather they
will take the form of a toolbox whereby key parameters can be selected or negotiated
to match the requirements of the local radio channel. In addition to the ability to adapt
to different standards, downloadable terminals will enable network operators to
distribute the new communications software over the air in order to improve the

terminal’s performance in the network or to fix minor problems.
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Besides offering new services and applications, the success of the 4G of
cellular mobile communication systems will strongly depend on the choice of the
concept and technology innovations in architecture, spectrum allocation, spectrum
utilization and exploitation. Therefore, new high performance physical layer and
multiple access technologies are needed to provide high speed data rates with flexible
bandwidth allocation. A low-cost generic radio interface, being operational in mixed
cell and in different environments with scalable bandwidth and data rates, is expected

to have better acceptance.

1.2.1 Multicarrier Modulation

The technique of CDMA may allow the above requirements to be at least
partially fulfilled because of its apparent advantages: high immunity against multipath
distortion through the use of Rake receiver, able to overcome narrowband jamming
due to the spectrum spreading of signal, and high flexibility to make variable rate
transmission through changing the spreading gain [29]. However, the CDMA
technology relies on spreading the data stream using an assigned spreading code for
each user in time domain. In the presence of severe multipath propagation in mobile
communications, the capability of distinguishing one component from others in the
composite received signal is offered by the autocorrelation properties of the spreading
codes. The RAKE receiver should contain multiple correlators, each matched to a
different resolvable path in the received composite signal. Hence the system
performance and capacity will strongly depend on the number of fingers employed in
the RAKE. It is difficult for the CDMA receivers to make full use of the received
energy scattered in time domain and usually the number of fingers is limited due to the

hardware complexity.
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Multicarrer modulation (MCM) has recently been attracting wide interest,
especially for high data rate broadcast applications. The history of orthogonal
multicarrier transmission dates back to the mid of 1960s, when Chang published his
paper on the synthesis of band-limited signals for multichannel transmission [11][12].
He introduced the basic principle of transmitting data simultaneously through a band-
limited channel without interference between subcarriers (without inter-channel
interference, 1CI) and without interference between consecutive transmitted symbols
(without inter-symbol interference, ISI) in time domain. Later, Saltzberg performed
futher analyses [13]. However, the major contribution to multicarrier transmission was
presented in 1971 by Weinstein and Ebert [14] who used Fourier transform for
baseband processing instead of a bank of subcarrier oscillators. To combat ICI and ISl,
they introduced the guard time between the OFDM symbols.

The main advantages of multicarrier transmission are its robustness in
frequency selective fading channels, and in particular, the reduced signal processing
complexity by performing equalization in the frequency domain. The basic principle of
multicarrier modulation relies on the transmission of data by dividing a high rate data
stream into several parallel low rate substreams. These substreams are modulated on
different subcarriers [15][16]. By using a sufficient number of subcarriers, a high
immunity against multipath dispersion can be provided since the useful symbol
duration on each subcarrier will be much larger than the channel time dispersion.
Hence, the effect of ISI will be minimized. Since the large number of filters and
oscillators necessary have to be used for a number of subcarriers, an efficient digital
implementation of a special form of multicarrier modulation, known as orthogonal
frequency division multiplexing (OFDM), with rectangular pulse shaping and guard

time was proposed in [15]. OFDM can be easily realized by using the discrete Fourier
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transform (DFT). It divides the full bandwidth into a number of narrowband
subcarriers each having bandwidth less than the channel coherent bandwidth, the
transmission over each subcarrier will experience frequency nonselective fading. With
the insertion of cyclic prefix (CP), ISl free system can be obtained as long as the
number of CP is greater than the channel order.

The complementary advantages for CDMA and MCM have led to the thought
to combine both CDMA and MCM to realize the so-called multi-carrier (MC-)
CDMA. This combination of the techniques was proposed in 1993 by several authors
independently [17]-[22]. It allows one to benefit from several advantages of both
multicarrier modulation and spread spectrum system by offering, for instance, high
flexibility, high spectral efficiency, simple and robust detection techniques and narrow
band interference rejection ability. It is today emerged as the powerful candidate for

the future generation (4G) high-speed wireless communication systems.

1.2.2 Diversity Techniques

Wireless channel suffers from attenuation due to destructive addition of
multipaths in the propagation media and due to interference from other users. Severe
attenuation makes it impossible for the receiver to determine the transmitted signal
unless some less-attenuated replica of the transmitted signal is provided to the receiver.
This resource is called diversity and it is the single most important contributor to
achieve reliable wireless communications. Examples of diversity techniques are [43]:

e Temporal Diversity: Channel coding in conjunction with time interleaving is
used. Thus replicas of the transmitted signal are provided to the receiver in the

form of redundancy in temporal domain.
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e Frequency Diversity: The fact that waves transmitted on different frequencies
induce different multipath structure in the propagation media is exploited.
Thus replicas of the transmitted signal are provided to the receiver in the form
of redundancy in the frequency domain.

e Spatial Diversity: Spatially separated or differently polarized antennas are
used. The replicas of transmitted signal are provided to the receiver in the
form of redundancy in spatial domain. This can be provided with no penalty
in bandwidth efficiency.

Encompassing all forms of diversity is required in the future wireless
communication system (4G) to ensure high performance of capacity and spectral
efficiency. Furthermore, the future generation of broadband mobile/fixed wireless
system will aim to support a wide range of services and bit rates. The transmission rate
may vary from voice to very high rate multimedia services requiring data rates up to
100Mbps. Communication channel may change in terms of their level of mobility,
cellular infrastructure, required symmetrical or asymmetrical transmission capacity,
and whether they are indoor or outdoor. Hence, air interfaces with highest flexibility
are demanded in order to maximize the spectral efficiency in a variety of
communication environments.

Temporal and frequency diversity techniques has been exploited in the
conventional 2G or 3G wireless communication systems to achieve the spectral and
power efficiency. For instance, cellular systems typically use channel coding in
combination with time interleaving to obtain some form of temporal diversity [43][52].
In TDMA systems, frequency diversity is obtained using a nonlinear equalizer [43][53]
when multipath delays are a significant fraction of symbol interval, In DS-CDMA,

RAKE receivers are used to obtain frequency diversity [43].
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However, spatial diversity so far only for cell sectorization will play much
more important role in future wireless communication systems. In the past most of the
work has concentrated on the design of intelligent antennas, known as space-time
processing. In the meantime, more general techniques have been introduced where
arbitrary antenna configurations at the transmit and receive sides are considered. For a
general space-time processing systems where multiple antennas are employed at both
the transmitter and receiver, such a signal model is so-called as multiple-input and
multiple-output (MIMO) model.

Two approaches exist to exploit the capacity in MIMO channels. The
information theory shows that with I transmit antennas and J = [ receive antennas, /
independent data streams can be simultaneously transmitted, hence, increasing the
system capacity. The BLAST (Bell-Labs Layered Space Time) architecture can be
referred to [49][50]. The basic concept of BLAST architecture is to exploit channel
capacity by increasing the data rate through simultaneous transmission of independent
data stream over [ transmit antennas. In this architecture, the number of receive
antennas should be at least equal to the number of transmit antennas J > 7 . For m-ary
modulation, the receiver has to choose the most likely out of m’ possible signals in
each symbol time interval. Therefore, the receiver complexity grows exponentially
with the number of modulation constellation points and the number of transmit
antennas. Furthermore, the BLAST architecture for mobile communications is the
needs of high number of receive antennas, which is not practical in a small mobile
terminal.

An alternative approach is known as space-time coding (STC) [43][44][48] to
obtain transmit diversity with 7 transmit antennas, where the number of receive

antennas is not necessarily equal to the number of transmit antennas. Even with one
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receive antenna the system should work. This approach is more suitable for mobile
communications. The basic philosophy with STC is different from the BLAST
architecture. In stead of transmitting independent data streams, the same data stream is
transmitted in an appropriate manner over all antennas. All transmit signals occupy
the same bandwidth, but they are constructed such that the receiver can exploit antenna

diversity.

1.3 Multicarrier CDMA and Space Time Coding

1.3.1 Multicarrier CDMA

Since 1993, various combinations of multicarrier modulation with the spread
spectrum technique have been introduced. It has been shown that multicarrier CDMA
offers high spectral efficiency, robustness and flexibility. Three different systems exist,
namely MC-CDMA, MC-DS-CDMA and multitone (MT-) CDMA.

MC-CDMA is based on a serial concatenation of direct sequence (DS)
spreading with multicarrier modulation. The high-rate DS spread data stream of

process gain P. is multicarrier modulated in the way that the chips of a spread data

symbol are transmitted in parallel and the same assigned data symbol is simultaneously
transmitted on each subcarrier. As for DS-CDMA, a user may occupy the total
bandwidth for the transmission of a single data symbol. Separation of the user’s signal
is performed in the code domain. Each data symbol is copied on the substreams before
multiplying it with a chip of the spreading code assigned to the specific user. This
reflects that an MC-CDMA system performs the spreading in the frequency domain,

and thus, has an additional degree of freedom compared to a DS-CDMA system.
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Mapping of the chips in the frequency domain allows for simple methods of signal
detection. This concept was proposed with OFDM for optimum use of available
bandwidth. The realization of this concept implies a guard time between adjacent
OFDM symbols to prevent ISI or to assume that the symbol duration is significantly
larger than the time dispersion of the channel. The number of subcarriers has to be
chosen sufficiently large to guarantee frequency nonselective fading on each
subcarrier. Since the fading on the narrowband subcarriers can be considered as flat,
simple equalization using one complex-valued multiplication per subcarrier can be
realized.

MC-DS-CDMA modulates substreams on subcarriers with a subcarrier spacing
proportional to the inverse of the chip duration. This wills guarantee orthogonality
between the spectra of the substreams. If the spreading code length is smaller or equal
to the number of subcarrier, a single data symbol is not spread in the frequency
domain; instead it is spread in the time domain. Spread spectrum is obtained by
modulating the time spread data symbols on parallel subcarriers. By using high
numbers of subcarriers, this concept benefits from time diversity. However, due to the
frequency nonselective fading per subcarrier, frequency diversity can only be exploited
if channel coding with interleaving or subcarrier hopping is employed or if the same
information is transmitted on several subcarriers in parallel. Furthermore, high
frequency diversity could be achieved if the subcarrier spacing is chosen larger than
the chip rate. The MC-DS-CDMA scheme can be subdivided into the scheme with
broadband subcarriers and the scheme with narrowband subcarriers. System with
broadband subcarriers typically applies only a small number of subcarriers, where each

subcarrier can be considered as a classical DS-CDMA system with reduces data rate
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and ISI. The system with narrowband subcarrier typically uses high numbers of
subcarriers and can be efficiently realized by using the OFDM operation.

MT-CDMA is a combined technique employing time domain spreading and a
similar multicarrier transmission scheme to that of the MC-DS-CDMA scheme.
However, the spectrum of each subcarrier prior to the spreading operation satisfies the
orthogonal condition which subsequently loses the orthogonal quality after spreading.
In this way, the system has a multiple access capability. The main intention of this
operation is to increase the spreading gain within a given bandwidth. However, the
system will experience ICI and ISl since the subcarriers do not maintain the
orthogonality.

It has been shown that MC-CMDA outperforms than MC-DS-CDMA and
MT-CDMA in the synchronous downlink and uplink channel [24]. However, in the
asynchronous uplink channel, direct multicarrier transmission using OFDM operation
without any pre-processing will lead to high peak to average power ratio (PAPR). Thus
multicarrier modulated system using OFDM operation are more sensitive to high
power amplifier (HPA) non-linearity than single carrier modulated system [26], and
leading to severe clipping effects. One of possible approach is to use MC-DS-CDMA
with low number of subcarriers in asynchronous mode. The low number of subcarriers
results in the possibility to use the broadband transmission instead of OFDM operation
and this leads to lower PAPR. However, for this implementation of MC-DS-CDMA,
the each subcarrier experience frequency selective fading instead of flat fading, then
much more complex RAKE receivers and multiuser detectors have to be needed.
Hence, the BER performance and system capacity decreases. Another possible
approach is to use pre-distortion technique or to properly select the spreading codes to

reduce the influence of HPA non-linearity [27][28]. It can be shown in [27] (Table 4-
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8) that the total degradation for MC-CDMA with the pre-distortion is less than the DS-
CDMA and MC-DS-CDMA implemented without OFDM transmission in the uplink
channels. And with the appropriate selection of spreading codes, the degradation of
MC-CDMA decreases greatly. Hence, the MC-CDMA system is also a choice for

uplink channel with pre-distortion or appropriate selection of spreading codes.

1.3.2 Space-Time Coding

Information theoretic studies have shown that antenna diversity provided by
multiple transmit and receive antennas allows for a dramatic increase in the capacity
and is an effective technique for combating fading in wireless communication systems
[40][41]. Only recently has transmit diversity been studied extensively as a method of
combating detrimental effects in wireless fading channels because of its relative
simplicity of implementation and feasibility to support transmission in multiple
antennas at the base station. The first bandwidth efficient transmit diversity scheme
was proposed by Wittneben [45], and it includes the delay diversity scheme of
Seshadri and Winters [46] as a special case. Later Foschini introduced multilayered
space—time architecture [49].

More recently, a considerable amount of research in multiple antennas has
addressed the design and implementation of space-time coded systems. These systems
integrate the techniques of antenna diversity and channel coding, can combat the
channel attenuation due to the destructive multipath and interference from other users,
and can provide significant capacity gains [43][44][48]. The spatial nature of space-
time codes can guarantee that the diversity burden is put at the base station while
maintaining optional receive diversity. The temporal nature, on the other hand

guarantees that the diversity advantage is achieved, without any sacrifices in the
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transmission rate. The design of space-time codes guarantees the highest possible
transmission rate at a given diversity gain. In fact, it has shown that the space-time
coding approach provides the best theoretical trade-off between diversity gain,
transmission rate, constellation size, and trellis complexity [43]. For this reason,
transmit diversity schemes become very attractive after the space-time coding
techniques are proposed. Theoretically, we can add more antennas and receivers to all
the remote units to implement such system. Although it is definitely not so economical
at this state of art, however, its potential to achieve higher capacity has attracted the
attention of many researchers.

A number of space-time coding schemes have been proposed so far, including
space time trellis codes (STTC) and space time block codes (STBC). Space-time
trellis coding has been proposed [43] which combines signal processing at the receiver
with coding techniques appropriate to multiple transmit antennas and provides
significant gain. Space-time trellis codes are designed for two or four transmit
antennas perform extremely well in slow fading environments (typical in indoor
transmission) by Telatar [51] and independently by Foschini and Gans [41]. The
bandwidth efficiency is about three to four times that of current systems without any
expansion in the bandwidth used. The space-time trellis codes presented in [43]
provide the best possible tradeoff between constellation size, data rate, diversity
advantage, and trellis complexity. When the number of transmit antennas is fixed, the
decoding complexity of space—time trellis coding (measured by the number of trellis
states in the decoder) increases exponentially as a function of both the diversity level
and the transmission rate.

In addressing the issue of decoding complexity in space-time trellis codes,

Alamouti discovered a remarkable scheme for transmission using two transmit
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antennas [44]. Space-time block coding, introduced in [48], generalizes the
transmission scheme discovered by Alamouti to an arbitrary number of transmit
antennas and is able to achieve the full diversity promised by the transmit and receive
antennas. These codes retain the property of having a very simple maximum likelihood
decoding algorithm based only on linear processing at the receiver [48]. For real signal
constellations (such as PAM), they provide the maximum possible transmission rate
allowed by the theory of space—time coding [43]. For complex constellations, space-
time block codes can be constructed for any number of transmit antennas, and again
these codes have remarkably simple decoding algorithms based only on linear
processing at the receiver. They provide full spatial diversity and half of the maximum
possible transmission rate allowed by the theory of space-time coding. For complex
constellations and for the specific cases of three and four transmit antennas, these
diversity schemes were improved to provide 3/4 of the maximum possible

transmission rate [48].

1.4 Motivations

As we discussed above, MC-CDMA and space-time block coding (STBC) are
emerged as powerful technologies for the future wireless communication system. This
motivates the author to concentrate his studies in their combination - STBC MC-
CDMA as the candidate of radio techniques for the next generation wireless
communication system.

In the thesis, we concentrate the research on the uplink transmission of STBC
MC-CDMA systems. In the first part, the thesis focuses on the theoretical analysis of
BER performance and system capacity for STBC MC-CDMA systems. The analysis

on the system performance in the presence of carrier frequency offset is first made, and
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the performance comparison among different multirate access schemes is also studied.
In the second part, the thesis focuses on the receiver design and implementation for
STBC MC-CDMA systems. First, the timing and frequency synchronizations are
investigated. A joint timing and frequency synchronization is performed at the base
station where the timing delays and carrier frequency offset of all users are estimated.
Then the estimated timing delay and carrier frequency offset will be feed back to
mobile users at the control channel. The mobile users then adjust its transmitted signal
so that it is in alignment with other users’ signals, and adapt to the base station’s
oscillator frequency by adjusting their own oscillators’ frequency, according to the
time and frequency offset information obtained from the control channel. After timing
and frequency synchronization processing, the signals from all the mobile users arrive
at the base station synchronously. Then the channel estimation is made at the base
station where the channel state information of all users are obtained. Finally, with the
estimated channel state information, multiuesr detection and STBC decoder is

performed, so that the source information from all mobile users are resolved.

1.4.1 Performance and Capacity in the Presence of Carrier

Frequency Offset

The performance and capacity of STBC MC-CDMA systems in the presence of
carrier frequency offset is studied. There are many literatures on the BER performance
of MC-CDMA [1][61] and STBC MC-CDMA systems [57]-[60] using synchronous
and asynchronous transmissions, however, perfect carrier frequency synchronization is
assumed. A major drawback of multicarrier modulation is that it is sensitive to the
carrier frequency offset between the transmitter and receiver oscillator. Carrier

frequency offset causes a loss of orthogonality between subcarriers and thus inevitably
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results in inter-subcarrier interference (ICI), which will cause severe performance
degradation in MC-CDMA systems. In [62], the effect of frequency offset on the
downlink performance of MC-CDMA systems was investigated. They used a
computer simulation approach to study the multiuser case, while the analytical
approach was only for a single user situation. In [63], the effect of carrier frequency
offset on the performance of downlink MC-CDMA system in the frequency selective
fading channels was studied, but not for uplink transmission. There were only a few
reports considered the effect of carrier frequency offset on asynchronous MC-CDMA
systems. In [64], the impact of frequency offset in the uplink of MC-CDMA systems
was investigated, but only additive white Gaussian noise (AWGN) channels was
considered. In [65], although frequency selective fading channels were studied in the
uplink of MC-CDMA systems, only synchronous transmission was assumed. In [66],
the effect of frequency offset on asynchronous MC-CDMA systems in correlated
Rayleigh fading channel was studied, however, the approach needed complicated
multi-dimensional integration when computing the BER performance.

To the author’s best knowledge, there are no closed form expressions available
to compute the BER performance of asynchronous STBC MC-CDMA systems in the
presence of carrier frequency offset over frequency selective fading channels. Many of
methods to obtain the BER performance over such channels in the literature always

need complicated multi-dimensional integrations.

1.4.2 Multirate Access Schemes

The future wireless communication systems are required to support various
multimedia application services. And the multimedia services entail variable data rates

and may have different Quality of Service (QoS) requirements. Future system should
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thus support flexible QoS for these multirate services. There were many works in the
literature investigating the performance and capacity of multirate direct sequence code
division multiple access (DS-CDMA) systems [68]-[70]. To be accommodated with
the multirate information sources, different access schemes were employed under DS-
CDMA scenario: (i) multicode (mc) [68], (ii) variable spreading gain (VSG)[68], and
(i) multiple chip rate (MCR) access schemes [69][70]. However, only a few
publications were related to the system performance and capacity of multirate MC-
CDMA systems [72]. The performance of multicode and VSG schemes for
asynchronous MC-DS/CDMA system was studied in [71]. The performance of
multicode schemes for quasi-synchronous generalized MC-CDMA system was studied
in [72]. Although multirate STBC MC-CDMA systems was considered in [67], only
VSG access scheme was studied. To the author’s best knowledge, MCR multiple
access scheme (in MC-CDMA, named as MSR) has not been considered for
multicarrier systems, and there are also no attempt to study the comparisons of
performance and capacity of all possible multirate access schemes (multicode, VSG

and MSR access schemes) for STBC MC-CDMA systems.

1.4.3 Timing and Frequency Synchronization

In this part of research, some important issues related to the receiver design and
implementations which have not been fully researched on will be investigated. Firstly,
the joint timing and frequency synchronization scheme for STBC MC-CDMA systems
is studied.

Since MC-CDMA is basically multicarrier transmission, it is very vulnerable to
the synchronization errors, i.e. timing error at the receiver and carrier frequency offset

[73][74]. Symbol timing synchronization is to find the correct starting position of fast
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Fourier transform (FFT) window while frequency synchronization is to compensate the
frequency offset due to the mismatch in frequencies between the local oscillators in the
transmitter and receiver. Timing error results in the rotation of the subcarrier
constellation, whilst frequency offset causes the loss of subcarrier orthogonality and
results in ICI — both will severely degrade the system performance [73][74].

The timing and frequency synchronization in OFDM systems has been studied
in the literature [78][79], however, these methods cannot be directly applied to MC-
CDMA systems due to the presence of multiuser interference (MUI). There are also
some approaches proposed to perform code synchronization in CDMA systems
[80][81]. These approaches cannot be directly used in MC-CDMA systems since the
use of multicarrier modulation is vulnerability to frequency offset. In the literature,
some schemes have been proposed to recover the timing and frequency offset for MC-
CDMA systems [82]-[88]. However, in [82][83], only timing synchronization was
studied and zero frequency offset was assumed. Conversely, in some of the studies
[84][85], only frequency offset was estimated and perfect timing synchronization was
assumed. Joint timing and frequency synchronization were studied in [86]-[88]. But
only downlink synchronous transmission was considered in [86] and only single user
uplink asynchronous transmission was investigated in [87][88].

To the author’s best knowledge, there is still no attempt to investigate the joint
timing and frequency synchronization for asynchronous MC-CDMA or STBC MC-

CDMA in multiuser scenario.

1.4.4 Channel Estimation and Multiuser Detection

After all mobile users have adapted to the base station’s receiver clock and

oscillator by adjusting their own oscillators’ frequency and scheduling their
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transmission time according to the time and frequency offset information obtained
through control channel, the signals of all the users arrive at the base station aligned in
time and frequency. The channel estimation and multiuser detection will be performed
to recover the data from all the mobile users.

To facilitate coherent detection, channel state information (CSI) is required —
this is difficult especially for the frequency dispersive fading channels in the multiuser
environment and multiple-input and multiple-output (MIMO) system. In practice, CSI
is obtained through channel estimation. The conventional methods used are training
and blind estimation. When training method is used, the number of training symbols
required increases proportionally with the number of transmit/ receive antennas and the
number of users. This can cause a substantial decrease in the system throughput. On
the other hand, blind detection methods [91]-[94] (such as subspace-based algorithm)
do not require training data but suffer from other limitations such as scalar ambiguity,
hence restrict its usefulness in some applications. This is due to that when using the
second order statistics, the channel impulse response can be only estimated up to a
complex constant, which represents the phase ambiguity in coherent detection system.

Semi-blind channel estimation is then adopted to overcome this limitation
[95][96][97][98]. This method allows a significant reduction in the number of training
symbols and reduces the bit error rate (BER) in severe reception conditions. In this
thesis, the subspace-based semi-blind channel estimation is studied in uplink STBC
MC-CDMA systems over frequency selective channels. The work here is the extension
of our previous research in [95]. We investigate the channel identifiablity of semi-blind
channel estimation, present more accurate perturbation analysis of channel estimation

error and also calculate the Cramér-Rao bound (CRB) of channel estimation.
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There were no attempts in the literature to study the semi-blind techniques in
MC-CDMA system as well as STBC MC-CDMA for the multiuser scenario. And there
were no analysis about the theoretical error of channel estimation and the effect of
channel estimation error on system performance of STBC MC-CDMA systems for the

semi-blind techniques as well.

1.5 Contributions

In Chapter 3, the effect of carrier frequency offset (CFO) on the system
capacity and performance for the STBC MC-CDMA systems in frequency selective
Rayleigh fading channels is first studied. A method for applying equal gain combining
(EGC) technique and an approximate approach for applying maximum ratio combining
(MRC) technique at the receiver were presented. In both cases, the BER expressions
obtained were verified through computer simulations. Using these BER expressions,
system capacities for both EGC and MRC receiver in the presence of CFO were
studied. Although independent channel characteristics between neighboring subcarriers
were assumed in the analysis, the theoretical analysis could be a good approximation
to the practical correlated channels whose correlation coefficients among subcarriers
are small, i.e. the correlation coefficient between neighboring subcarriers was less than
0.5, and could be a good lower bound when the neighboring subcarriers had large
correlation coefficients [100]. Through theoretical analysis and computer simulation,
the thesis gives a clear range of allowed CFO in which it would have only a slight
effect on system capacity and performance. It is very important to keep the CFO within
this range when doing receiver design.

In Chapter 4, the thesis studied the three possible multirate access schemes for

STBC MC-CDMA systems. One of them is the multicode access scheme, where each
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high rate user is divided into multiple low rate parallel substreams and each is assigned
different codes for spreading. The second is variable spreading gain (VSG) access
scheme, where each user is assigned one periodic code sequence with its code length
determined by its data rate. In these two access schemes, symbol rates at each
subcarrier for different service classes remain the same. The third is multiple-symbol-
rate (MSR) scheme, which is similar as multiple-chip-rate (MCR) scheme in DS-
CDMA, where each user is assigned with one code sequence with symbol rate
determined by its data rate. In MSR scheme, symbol rates at each subcarrier for
different service classes are different, and there are three possible spectrum
configurations for MSR access scheme. In these multirate access schemes for STBC
MC-CDMA systems, an adaptive power control was proposed to maintain the link
quality and improve the system capacity. The multiple access interferences and hence
the system performance and capacity of these three multirate access schemes for
asynchronous multirate STBC MC-CDMA systems are obtained. And the thesis
presents the clear comparisons among these three schemes.

In Chapter 5, a joint blind multiuser timing and frequency synchronization
scheme for asynchronous STBC MC-CDMA systems over frequency selective fading
channels is proposed. Through properly choosing the oversampling factor and the
number of received samples, the joint timing and frequency synchronization are
resolved using the subspace approach. The proposed subspace based algorithm is
derived by taking all users and all transmitters into consideration, and then the
algorithm transforms the joint multiuser and multiple input multiple output (MIMO)
synchronization problem into a set of single user and single input single output (SISO)
timing and frequency synchronization problems. Each single user and single input

problem is then reduced and generalized as a one-dimensional unconstrained
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optimization, and solved using the numerical iterative algorithm, such as Newton
approach. Simulation results show the robustness and effectiveness of the proposed
synchronization algorithm in the presence of noises, near far problem, multipath fading
and Doppler Effect. Performance of the proposed algorithm is studied using the small
perturbation analysis and is verified by computer simulations. The efficiency of the
proposed algorithm is demonstrated by comparing its performance with the Cramér-
Rao bound (CRB) being derived in the paper.

Finally, in Chapter 6, the subspace-based semi-blind channel estimation is
studied in uplink STBC MC-CDMA systems over frequency selective channels. We
assume perfect timing and frequency synchronization at the receiver of base station,
and the signals from different users are synchronized at the receiver. In the uplink
context, we have to simultaneously estimate the multipath channels corresponding to
the different links between the different mobile users and base station. Itisa K x/xJ -
dimension estimation problem if there are K active users, each having / transmit
antennas and J receiver antennas. Again, subspace-based technique decouples this
multiuser channel estimation to a series of single user and single-input single output
(SISO) estimation problems. To resolve the inherent scalar ambiguity existing in all
the second-order statistic blind estimation, a training symbol is introduced to obtain
this scalar. To access the performance of the proposed subspace-based semi-blind
channel estimation technique, we quantify its resilience to the additive noise. Using the
subspace perturbation result in [101], we develop a first-order analysis of the channel
estimation covariance matrix in a closed form. As a benchmark to measure the relative
accuracy of the proposed channel estimation algorithm, a closed-form expression for
the Cramér-Rao bound (CRB) is derived in the thesis by assuming the unknown

transmitted symbols as the deterministic or nuisance parameters and independent
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additive Gaussian white noise (AWGN). We prove that the estimation approach is
statistically efficient at the practical SNR values. Finally linear zero-forcing (ZF) and
minimum mean squared error (MMSE) detectors are constructed to recover the data of

the different users using the estimated channel parameters.

1.6 Outline

The work of the thesis provides the efficient theoretical analysis model and
implementation solutions in the practical system design for the STBC MC-CDMA
systems which has emerged as a good candidate for the next generation of wireless
communication systems.

Chapter 2 presents the literature reviews for the STBC MC-CDMA systems.
Chapter 3 provides the theoretical BER performance and bandwidth efficiency system
capacity analysis for STBC MC-CDMA systems in the presence of the carrier
frequency offset. In Chapter 4, the system capacity comparisons among three multirate
access schemes (multicode, VSG, MSR) for STBC MC-CDMA systems are present.
Chapter 5 proposes a subspace-based blind joint timing and frequency synchronization
for STBC MC-CDMA systems. In Chapter 6, subspace-based semi-blind channel
estimation and multiuser detection are proposed. The motivation and detail summary
of the work can be found in respective subsection in Chapter 1.4 and 1.5.

Some of the commonly used notations in this thesis are as follows. Matrices are

shown in upper case bold while column vectors are shown in lower case bold with an
underscore. ()", ()*, ()" and ()" are used to denote the transpose, Hermitian,
conjugate and pseudo-inverse of the matrix, respectively. @() is the diagonalization

operation converting a vector to diagonal matrix. vec(:) is the vectorization operator
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that turns a matrix into a vector by stacking the column of the matrix one below
another and ® denotes the Kronecker product. ||||2 denotes the vector norm. For a

given matrix, M[a,b] denotes the (a,b)th element of the matrix. The notation M(),
f() isto indicate that it is a function of the random variables (or vectors) given in the

bracket. The subscripts %, i, j and g are used to refer the user, transmitter, receiver and
multipath of the channels under consideration, respectively. The notation 7 and J is to

represent the number of transmit antennas and receiver antennas, respectively.
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Chapter 2

Fundamentals of Multicarrier CDMA and
Space-Time Coding

Future wireless radio systems are required to transport multimedia traffic at
much higher bit rates and this motivates the communications research community to
work on the possible technologies and system configurations for next generation of
cellular mobile communication system. As mentioned in Chapter 1, multicarrier
CDMA and space-time coding are the powerful potential candidates to fulfill the
requirement of next generation high-speed wireless multimedia communication
systems.

Since the mutlicarrier CDMA techniques rely on the combination of CDMA
and OFDM, these two techniques will be reviewed briefly in this chapter. The concept
of multicarrier CDMA will be presented next, followed by the fundamentals on space-

time coding.
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2.1 Combining DS-CDMA and OFDM

2.1.1 DS-CDMA

Direct-sequence (DS-) CDMA is a spread spectrum communication technique.
DS-CDMA systems [29] are capable of supporting multiple users transmission in the
same bandwidth by assigning different orthogonal codes to different users, in order to
distinguish their signals from each other at the receiver. Spread spectrum techniques
were developed originally for military applications [30].

In spread spectrum system, the original information signal is spread over a
wide frequency band, much wider than the minimum bandwidth required to transmit
the information. In general, the idea behind spread spectrum system is the information

signal having a bandwidth B, is spread into a signal having bandwidth B, where

B >> B_. The spreading gain is defined as

L=— (2.1)

N

A P Watts/Hz

Power Density

P/L Watts/Hz

% :

>

B, Frequency

A
\ 4

Fig. 2.1 Power spectral density of signal before and after spreading
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The frequency domain spreading concept is illustrated in Fig. 2.1. The power of the
transmitted spread spectrum signal is spread over L times of the original bandwidth,
while its spectral density is correspondingly reduced by the same amount. The higher
the spreading gain, the lower the power spectral density (PSD) of the transmitted
signal. If the spreading gain is very large, the transmitted signal exhibits the PSD of a

noise.

b, (1)
T s, (2)
a,(t) V2§ cosm,t
Fig. 2.2 BPSK modulated DS spread spectrum transmitter

The block diagram of a typical binary phase shift keying (BPSK) modulated
DS-SS transmitter is shown in Fig. 2.2. We will now express the associated signals

mathematically. The binary data signal of kth user may be written as:
Jj=o
b(t)= X b, py, (= JT,) (2.2)
==

where T, is the bit duration, b, ; € {+1,~1} denotes the jth data bit, k¥ =01,---,K -1, K
is the total number of active users, and p, (¢) is the pulse shape of the data bit. In
practical applications, p, (¢) is a bandlimited waveform, such as a raised cosine

Nyquist pulse. However, for analysis and simulation simplicity, we will assume that

py, (1) is arectangular pulse throughout this chapter, which is defined as:

(1) = {1, 0<t<r 23)

0, otherwise

Similarly, the spreading sequence with the length L for kth user may be written as
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I=L-1

a,(t)= Zak,lpT(, (t-1IT,) (2.4)

where a,, e{+1-1} denotes the /th chip and p, (¢) is the chip-pulse with a chip

duration of 7. The proper choice of spreading sequence is a crucial problem in DS-

CDMA, since the multiple access interference (MAI) strongly depends on the cross-
correlation function (CCF) of the used spreading sequences. To minimize the MAI, the
CCF values should be as small as possible. In order to guarantee equal interference
among all transmitting users, the cross-correlation properties between different pairs of
spreading sequences should be similar. Moreover, the auto-correlation function (ACF)
of the spreading sequence should have low out-of phase peak magnitudes in order to
achieve a reliable synchronization.

As shown in Fig. 2.2, the data signal and spreading sequence are multiplied,

and the resultant baseband spread signal s, (rf) for kth user is given by

s (1) = b, (1)a, (1) (2.5)
At the intended receiver, the signal is multiplied by the conjugate of the transmitter’s
spreading sequence, which is known as dispreading sequence, in order to retrieve the
information. Ideally, in a single-user, nonfading, noiseless environment, the original

information can be decoded without errors.

Recovered
signal

LPF —b@—b 1/@]‘,('”1”” J@—)jj—b p

T nT),

CoSm,t a, (t)
signal
sequence

Fig. 2.3 BPSK DS spread spectrum receiver for AWGN channel
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In reality, however, the channel conditions are never so perfect. The received
signal will be corrupted by noise, interfered by both multipath fading and the existence
of other users. Of course it’s possible to reduce the interference due to multipath fading
and MUI, and it will not be discussed in this chapter.

Fig. 2.3 shows the diagram of the receiver for a noise-corrupted channel using a

correlator for detecting the transmitted signal, yielding

(n+1)T, &~
{\[ I mZ:O

(”+1)T[7 *

)b *
=sgNy by, +—= A a,(t) 2 a, ()b, )+ A a,(On() ., (2.6)
{ J‘ m é#k .[ }

if the downlink transmission is considered. The first term is the desired signal, the
second term is known as MUI, and the third term is known as noise interference.
DS-CDMA has numerous inherent advantages that are derived from the
spectral spreading. These advantages, to name a few, include: improved capacity,
narrow-band interference rejection, ISI rejection and higher privacy, etc. While in the
hostile mobile communications channel, frequency selective multipath fading causes
severe degradation in a CDMA system. As mentioned in [61], multipath propagation
causes ISl in the DS- CDMA system and severe ISl in high data rate systems if the
channel delay spread exceeds the symbol duration. Due to the severe ISI and the
difficulty in synchronization, conventional CDMA has been designed only for low- or

medium-bit-rate transmission. OFDM is the technique prompted to solve this problem.

2.1.2 OFDM

The principle of multicarrier transmission is to convert a serial high-rate data

stream onto multiple parallel low-rate substreams. Each substream is modulated on one
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subcarrier. Since the symbol rate on each subcarrier is much less than the initial serial
data symbol rate, the effect of ISI significantly decreases, and hence reduces the
complexity of the equalizer. Orthogonal frequency division multiplexing (OFDM) is a
specific form of multicarrier modulation technique [16] [34]-[36],[54][55].

An important design goal for multicarrier transmission scheme is that the
channel can be considered as time-invariant during one OFDM symbol and that fading
of each subcarrier can be considered as flat. Thus, the OFDM symbol duration should
be smaller than the coherent time of the channel and the subcarrier spacing should be
smaller than the coherent bandwidth of the channel. By fulfilling these conditions, the
realization of low-complex receivers is possible.

The OFDM communication system transmits N complex-valued source

symbols b, , n=01,---,N -1, in parallel on N subcarriers. The source symbols, for
instance, be obtained after source and channel coding, interleaving and symbol
mapping. The source symbol duration 7, of the serial data symbols results after serial-
to-parallel (S/P) conversion in the OFDM symbol duration 7, = N7, . The principle of
OFDM is to modulate the N substreams on subcarriers with a spacing 1/7, . The

complex baseband equivalent OFDM signals with rectangular pulse shaping can be

represented as

_/27rit

s(t):Nzlbne L (2.7)

—_/27[11‘
At the receiver, the received signal is multiplied by e " and integrated over a
symbol duration in order to recover b, . The resultant signal becomes, assuming perfect

carrier frequency and symbol time synchronization over the idea channel:
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—A1'27r£t N-1 —.'27zit —.'27zlt
s =2 yn e e =, 28)

s k=

In order to implement directly the transmitter and the receiver of an OFDM system, N
oscillators are required.

Weinstein and Ebert [14] presented a method involving the discrete Fourier
Transform (DFT) to perform baseband modulation and demodulation, which spurred
the development of OFDM systems with the advent of efficient real-time digital signal

processing (DSP) technology. By sampling the modulated signal N times during a

OFDM symbol at instants of ¢ = %Ts , (2.7) becomes:

.\ hm

m N-1 jor
S(NTS)Zane Noom=01---,N-1 (2.9

n=0
Since s(%TS) depends only on m, it can be represented as s, in discrete form, and

(2.9) can also be written as:
s, =N-IDFT({p,}), m=021,---,N -1, (2.10)

where IDFT represents the inverse discrete Fourier transform operator. The efficient
implementation of IDFT is the inverse fast Fourier transform (IFFT). The overall block

diagram of OFDM transmission system is shown in Fig. 2.4.

The N message sequence b,, b,, -+, b,_,, form a frame, which is converted
into a parallel form, where b, is modulated at nth subcarrier. The IFFT module takes
the parallel data and calculates N sampled time domain signals, s,, s, -:-, s,,. The

IFFT eliminates the use of N oscillators and renders the OFDM transmitter

implementationally attractive.
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b, S
> » o
by, by, b b, sy Add | % x(t)
01711 " 18N
—""» S/P : IFFT : P/S —>» guard » D/A
b g interval
N-1 N-1
A
Channel
dy Yo
dy,dy,--,d 4 <« Remove | V» y(t)
ORI R V|
S ep FFT | SIP l«— guard |« A/D (<
d . y . interval
N- N—
Fig. 2.4 OFDM transmission system

When the number of subcarriers increases, the OFDM symbol duration 7
becomes large compared to the duration of the impulse response time delay spread 7,

of the channel, and the amount of ISI reduces. However, to completely avoid the
effects of ISI and, thus, to maintain the orthogonality between the signals on the
subcarriers, i.e., to also avoid the inter-channel interference (ICl), a guard interval of

T, >z, has to be inserted between the adjacent OFDM symbols. The guard interval is

the cyclic extension of each OFDM symbol which is obtained by extending the

duration of an OFDM symbol to 7 =T, +T, . The discrete length of guard interval has

to be

L, zrmﬂ (2.11)

samples in order to prevent ISI. The sampled sequence with cyclic extended guard

interval results in

x =Sbe N m=-L 0L N-1 (2.12)
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This sequence is passed through a digital-to-analog (D/A) converter whose

output ideally would be the signal waveform x(¢) with increased duration 7''. The

signal is up-converted and the RF signal is transmitted to the channel. The output of

the channel, after RF down conversion, is received signal waveform y(z) obtained
from the convolution of x(¢#) and the channel impulse response 4(z,t) and additive

noise n(z), i.e.,

vty = [ x(t-o)h(z,0)dr+ (). (2.13)

The received signal y(¢) is passed through an analog-to-digital (A/D) converter,
whose output sequence y, , n=-L_,---,01,---,N -1, is the samples of y(z) sampled

<
at rate 1/7,. Since ISI is only presented in the first L, samples of the received
sequence, these L, samples are removed before multicarrier demodulation. Then the
ISI-free part n=01,---, N -1 of y, is multicarrier demodulated by FFT. The output of

the FFT is the multicarrier demodulated sequence d,, n=01,---, N -1, consisting of

N complex-valued samples

d =Ny e ™V, n=01--N-1 . (2.14)

Since ICI can be avoided due to the guard interval, each subcarrier can be considered
separately. Furthermore, when assuming that the fading on each subcarrier is flat and

ISI is removed, a received sample d, is obtained from the frequency domain

representation according to

d =Hb +N,, n=01-N-1 (2.15)
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where H, is the frequency response of nth subcarrier and N, represents the noise in

the nth subcarrier.

In summary, OFDM systems are attractive with advantages as: (1) High
spectral efficiency due to nearly rectangular frequency spectrum; (2) Simple digital
realization by using the FFT operation; (3) Low complex receivers due to the
avoidance of ISI and ICI with a sufficiently long guard interval;, (4) Different
modulation schemes can be used on individual subcarriers which are adapted to the

transmission conditions on each subcarriers.

2.2 Multicarrier CDMA Systems

In 1993, the first MC-CDMA system was proposed by N. Yee, J-P. Linnartz
and G. Fettweis [22]. Shortly after that, the MC-DS-CDMA was proposed by V.
DaSilva and E. S. Sousa [18] and the MT-CDMA by Vandendorpe [37]. Although
there are other versions of the MC-CDMA system, these three systems are the
foundation for which other MC-CDMA systems are built. A systematic overview of

MC-CDMA systems was presented by S. Hara and R. Prasad in [24].

2.2.1 MC-CDMA

In MC-CDMA, instead of applying spreading sequences in the time domain, it
applies them in the frequency domain, mapping a different chip of a spreading
sequence to an OFDM subcarrier. Hence, each OFDM subcarrier has a data rate
identical to the original input data rate and the multicarrier system absorbs the

increased rate due to the spreading in a wider frequency band. The basic MC-CDMA
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signal is generated by a serial concatenation of classical DS-CDMA and OFDM. With
MC-CDMA, the chips of a spread data symbol are transmitted in parallel on different
subcarriers, in contrast to a serial transmission with DS-CDMA. The transmitted signal

of the kth user s, () is written as [25]:

N-1
s, (1) = Zbkck]neﬂﬂ(fowﬁ/)t (2.16)

n=0

where N is the number of subcarriers, b, is the source symbol of the kth user with the

data duration 7,, ¢, ,, n=0,---,N -1, represents the spreading sequence for kth user,

£, is the lowest subcarrier frequency, £, is subcarrier separation.

b, Sy Add | x, x, (?)
S/IP | IFFT | PIS » guard » DIA —>
interval
Ck
Fig. 2.5 Transmitter of MC-CDMA

If 1/7, is used for f,, the transmitted signal can be generated using the IFFT,

as in the case of an OFDM system. The overall transmitter structure is implemented by
concatenating a DS-CDMA spreader and an OFDM transmitter, as shown in Fig. 2.5.

The rate of the serial data symbols is 1/7; . In the transmitter, the complex-valued data
symbol b, is spread in the time domain by the user specific spreading sequence
EkZ[Ck,o, Cpy ot ck,H]T with the spreading gain equal to the number of

subcarriers, i.e., L = N. The chip rate of the serial spreading sequence ¢, before S/P

conversion is 1 = ﬁ, and it is NV times higher than the data symbol rate 1/7, . In this
c b

implementation, high speed operations are required at the output of the spreader in

order to carry out the chip-related operations. The spread chips are fed into the S/P
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block and IFFT is applied to these N parallel chips. With multicarrier spread spectrum,
each data symbol is spread over N subcarriers. The OFDM symbol duration with
multicarrier spread spectrum including a guard interval results in

T/ =T, +NT,. (2.17)
In this case one data symbol per user is transmitted in one OFDM symbol. This OFDM
symbol is passed through a digital-to-analog (D/A) converter whose output ideally

would be the signal waveform x(#) with increased duration 7. The signal is up-

converted and the RF signal is transmitted to the channel.

Power Density

A
1/T,
> Frequency
fo  fo+UT, fo+t(N=-DIT,
Fig. 2.6 Power spectrum of MC-CDMA

The power spectrum of the MC-CDMA signal is shown in Fig. 2.6. Assume the

rectangular pulse shape, the required bandwidth for this MC-CDMA scheme is

(N+1)/T,.

A

cio
b, Sy Add | x, x, (¢)
— % IFFT | P/S guard » DIA—>
Cra

interval

Cr N4

Fig. 2.7 Alternative transmitter of MC-CDMA
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Fig. 2.7 shows an alternative implementation of MC-CDMA, which removes
the time domain spreader. In this implementation, the spreading sequence is applied
directly to the identical parallel bits. Hence, the high speed spreading operation is not
required. And the spreading of the symbol is done in the frequency domain before

modulating to the carrier frequencies.

Cro%o

|
4—@47

d, <« | Remove | y 0
« z . FFT | S/IP < guard AD l«—"—

Cra¥y interval

4—%4—

CrnaPna

A

Fig. 2.8 Receiver of MC-CDMA

At the MC-CDMA receiver shown in Fig. 2.8 each subcarrier’s symbol, i.e. the

corresponding chip ¢, of user k at nth subcarrier, is recovered using FFT after
sampling at a rate of 1/7, and the recovered chip sequence is correlated with the

desired user’s spreading code in order to recover the original information b, . Let us

define the received sample at the nth subcarrier as
K-1
yn = ZHnbmcm,n + 7771 (218)
m=0

where K is the number of active users, H, is the frequency channel response at nth
subcarrier and 7, is the corresponding noise samples. The MC-CDMA receiver of the
kth user multiplies y, in (2.18) by its spreading sequence ¢, ,, as well as by the gain,

a, , which is given by the reciprocal of the estimated channel transfer factor of

n!
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subcarrier n, for each received subcarrier symbol »=0,1,---, N —1, and sum all these

products, in order to arrive at the decision variable 4, , which is given by

dk = Ck,nanyn (219)

2.2.2 MC-DS-CDMA

This scheme is the combination of time domain spreading and multicarrier
modulation, originally proposed in [18]. MC-DS-CDMA signal is generated by S/P
converting data symbols into N substreams followed by DS-CDMA spreading on each
individual substream. Thus with MC-DS-CDMA, each data symbol is spread within its
subcarrier bandwidth (N >1), but in contrast to MC-CDMA or DS-CDMA not over
the whole transmission bandwidth. A MC-DS-CDMA system with one subcarrier is
identical to a single-carrier DS-CDMA system. MC-DS-CDMA systems can be
distinguished in systems where the subcarriers are narrowband and the fading over
each subcarrier appears flat and in systems with broadband subcarrier where the fading
is frequency selective over each subcarrier. The fading over the whole transmission
bandwidth can be frequency selective in both cases. The complexity of the receiver
with flat fading per subcarrier is comparable to that of MC-CDMA receiver, when
OFDM is assumed for multicarrier modulation. As long as the fading in each
subcarrier is frequency selective, 1Sl occurs and more complex detectors have to be

applied.
Fig. 2.9 shows the block diagram of the transmitter for MC-DS-CDMA. The
data symbol rate is 1/7, . A sequence of N complex-valued data symbols b, ,

n=0,---,N =1, of kth user is S/P converted into N substreams. The data symbol rate
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on each substream becomes 1/ NT,. Within each single substream, a data symbol is

spread in the time domain with the user specific spreading code
L-1
()= ch,lpn, (t-1IT,) (2.20)
=0

Cr (¢)
i i fo
o

bk > xk(t)

— > S/P % % .
¢ (9) Jot+1a Z

T f +(N_l)fd

Cy ®) 0

Fig. 2.9 Transmitter of MC-DS-CDMA
with spreading gain L. The pulse form of the chips is given by p, (¢). The duration of

a chip with a substream is

r -1 =M (2.21)
‘ L
The complex-valued sequence obtained after spreading is given by
N-1 )
X (6) =Y by 0 ()N 0 <y < LT, (2.22)
n=0

where f, is the lowest subcarrier frequency, f, is the subcarrier spacing. If
f, =1/T_, the transmitted signal can be generated using the IFFT, as in the case of

OFDM system. However, OFDM might not necessarily be the choice in the
asynchronous uplink transmission since the MC-DS-CDMA with broadband subcarrier
has the lower PAPR than the MC-DS-CDMA system with narrowband subcarrier

when using OFDM. However, the spectral efficiency of the system decreases.
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Fig. 2.10 Power spectrum of MC-DS-CDMA

Fig. 2.10 shows the typical power spectrum of the MC-DS-CDMA signal using

the schematic shown in Fig. 2.9. If f, =1/T, and L=N , the MC-DS-CDMA

spectrum has the same shape of a MC-CDMA system.
It is important to note that each symbol in the MC-DS-CDMA is spread in time
by the same spreading sequence per subcarrier while in the MC-CDMA, each symbol

is spread by a spreading sequence in frequency but one chip per subcarrier.

2.2.3 Multi-tone (MT-) CDMA

MT-CDMA is similar to the MC-DS-CDMA with the incoming bit stream
divided into N different bit streams, after which the spreading of each stream is done in
time domain with a long spreading sequence aimed at maintaining a constant
bandwidth for each of the subcarriers. The ratio of the length of spreading codes, r, to
the number of sub-carriers is kept at a constant. The relationship is »/ N = L, where L
has been denoted previously as the spreading gain of the MC-CDMA and MC-DS-
CDMA system.

The MT-CDMA transmitter has the same structure as that of MC-DS-CDMA.
The only difference from MC-DS-CDMA is that the spectrum of each subcarrier prior

to the spreading operation satisfies the orthogonal condition, while subsequently loses
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the orthogonal quality after spreading. This is achieved by separating the subcarrier

frequency with 1/ NT, and keeping the chip duration as N7, /» =T, /L, where r is the

spreading gain of the MT-CDMA system. Note that in MC-DS-CDMA system, the

chip duration is 7,N/L and the separation of the subcarrier is L/T,N . Loss of

orthogonality after spreading results in ICI. In the frequency domain, the bandwidth of
each subcarrier after spreading is larger than the coherence bandwidth of the channel,
therefore, with a high spreading gain, each subcarrier will experience frequency
selective fading. The frequency domain power spectrum is shown in Fig. 2.11.

The transmitter design is performed using the same data mapping and
spreading (in time) as in the MC-DS-CDMA except that longer codes are used to
spread each subcarrier signal such that it experiences frequency selective fading.
Therefore, a Rake receiver or other multiuser detector must be used at the receiver. It is

important to note that because the adjacent carriers are separated by 1/ N7, the N

modulators/demodulators in the transmitter/receiver can be implemented by the

IFFT/FFT.

Power Density
A

f

fo fo+ Sy o+ (N -1,

> Frequency

Fig. 2.11 Power spectrum of MT-CDMA

2.2.4 Systems Comparison

Table 2.2 briefly compares the advantages and disadvantages of three

multicarrier CDMA systems.
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The simulation in [24] compared the BER performance of MC-CDMA, MC-
DS-CDMA, MT-CDMA, from which it is evident that the MC-CDMA scheme
outperforms the other two multicarrier schemes in synchronous transmission.

Table 2.1 Comparison of advantages and disadvantages of three multicarrier CDMA systems

Scheme Advantages Disadvantages
MC-CDMA = Performance is the best in the | = Sensitive to timing errors
synchronous transmission and frequency offsets

= Transmits multiple carrier per
symbol, therefore diversity
combining can be applied.

= Spreads the signal in frequency
domain, the frequency diversity can

be obtained.

MC-DS-CDMA | = It needs fewer carriers and thus | = Performance is not as
allows the spreading gain to be good as MC-CDMA
increased

= Robust to timing errors and

frequency offsets.

MT-CDMA = Longer spreading codes result in a | = The modulated signal
reduction in self-interference and experience ISl and ICI.

multiple access interference as
compared to those experienced in

conventional CDMA system.

= Detection can be done non-

coherently.

In asynchronous uplink channel, direct multicarrier transmission using OFDM
operation without any pre-processing will lead to high PAPR. Thus multicarrier
modulated system with OFDM operation are more sensitive to high power amplifier
(HPA) non-linearity than single carrier modulated system [26], and lead to severe

clipping effects. One of possible approach is to use MC-DS-CDMA with small number
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of subcarriers in asynchronous mode. The small number of subcarriers results in the
possibility to use the broadband transmission instead of OFDM and this leads to lower
PAPR. However, for this implementation of MC-DS-CDMA, each subcarrier
experiences frequency selective fading instead of flat fading when a large number of
sucarriers used, therefore much more complex RAKE receivers and multiuser detectors
are needed. This results in the loss of the BER performance and system capacity.
Another possible approach is to use pre-distortion technique or to properly select the
spreading codes to reduce the influence of HPA non-linearity [27][28]. It can be
shown in [27] that the total degradation for MC-CDMA with the pre-distortion is less
than the DS-CDMA and MC-DS-CDMA without OFDM operation in the uplink
channels. And with the appropriate selection of spreading codes, the degradation of
MC-CDMA decreases greatly. Hence, the MC-CDMA system is also a choice for
uplink channel with pre-distortion or appropriate selection of spreading codes.
Therefore, with the above advantages of MC-CDMA, the focus of our work is

mainly on MC-CDMA system.

2.3 Space-Time Coding

Information theoretic studies have shown that spatial diversity provided by
multiple transmit and receive antennas allows for a dramatic increase in the capacity
and is an effective technique for combating fading in wireless communication systems
[40][41]. Space-time coding (STC) systems, which integrate the techniques of antenna
array spatial diversity and channel coding to combat the channel destructive multipaths
and interference from other users, have been one of the key research focus over the last

few years [42]-[48].
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STC is a transmit diversity techniques with multiple transmit antennas, where
the number of receiver antennas is not necessarily equal to the number of transmit
antennas. The basic idea of STC is different from the BLAST [49][50]. Instead of
transmitting independent data streams, the same data stream is transmitted in an
appropriate manner over all antennas. This could be, for instance, a downlink mobile
communication, where in the base station / transmit antennas are used while in the
terminal mobile station either one or a few antennas can be applied.

The principle of STC is illustrated in Fig. 2.12. The basic idea is to provide
through coding constructive superposition of the signals transmitted from different
antennas. Constructive combining can be achieved for instance by modulation
diversity, where orthogonal signals are used in different transmit antennas. The
receiver uses the respective matched filters, where the contributions of all transmit
antennas can be separated and combined with the diversity combining techniques, such

as maximum ratio combining (MRC).

Vi WV
Vo e
Space- Space-
time time [ %>
Coding Decoding
STC e
(STC) /
Fig. 2.12 General Principle of space-time coding (STC)

The first attempt to develop STC was presented in [38] and was inspired by the

delay diversity scheme of Wittneben [39]. However, the key development of the STC
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concept was originally revealed in [43] in the form of trellis codes, which required a
multi-dimensional Viterbi algorithm at the receiver for decoding. These codes were
shown to provide a diversity benefit equal to product of the number of transmit
antennas and receiver antennas, in addition to a coding gain that depends on the
complexity of the code (i.e., number of states in the trellis) without any loss in
bandwidth efficiency. Then, the popularity of STC really took off with the discovery
of the so-called space-time block codes (STBC). This is due to the way of their coding
construction. STBC can be decoded using simple linear processing at the receiver in
contrast to the vector Viterbi decoding algorithms required for ST trellis codes
(STTC). Although STBC codes give the same diversity gain as STTC for the same
number of transmit and receiver antennas, they provide zero or minimal coding gain.

Below, we will briefly summarize the basic concepts of STTC and STBC.

2.3.1 Space-Time Trellis Codes

\/
c, (I
. (D) .
\/
c, (1)
Space-Time 2 2 Space- | 5(I)
s Trellis Time >
Encoder Decoder
(STTC)

¢ (1)
1

Fig. 2.13 Transceiver of space-time trellis code
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Fig. 2.13 shows the diagram of the transceiver for STTCs. For every input

symbol s,, a space-time trellis encoder generates / code symbols c,,c,,,-:-,c, . These
I code symbols are transmitted simultaneously from the 7 transmit antennas. We define
the code vector ¢, =[c,;,c,,,--+,c, 1" . Suppose that the code vector sequence

C= {91’ € EL}
is transmitted. We consider the probability that the decoder decides erroneously in

favor of the legitimate code vector sequence

Consider a frame or block of data of length L and define the 7 x I error matrix A as
~ L N N
A(C,C) = Z(El _El)(SJ _Ez)y{ ' (2.23)
=1

If ideal channel state information (CSI) is available at the receiver, then it is possible to

show the probability of transmitting C and defining in favor of Cis upper bounded

for a Rayleigh fading channel by [104]

) -J
P(C—>C)< [H ,1,) (E,4N,)™ (2.24)
i=1

where E_ is the symbol energy and N, is the noise spectral density, » is the rank of

the error matrix A and 4,, i =12,---,r are the nonzero eigenvalues of the error matrix

A . We can easily see that the probability of error bound in (2.24) is similar to the

probability of error bound for trellis coded modulation for fading channel, The term

g, = H/il. represents the coding gain achieved by the STC and the term (£, /4N,) ™"

i=1
represents a diversity gain of /. Since r < I , the overall diversity order is always less

than or equal to ZJ. It is clear that in designing a STTC, the rank of error matrix
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should be maximized (thereby maximizing the diversity gain) and at the same time g,
should be also be maximized, thereby maximizing the coding gain.

However, there is no general rule how to obtain good space-time trellis codes
for arbitrary number of transmit antennas and modulation methods. Powerful STTCs
are given in [48] and obtained from an exhaustive search. And the problem of STTCs

is that the detection complexity measured in the number of states grows exponentially

with m’, where m is the modulation level, and I is the number of transmit antennas.

00
State 0 State 0
01
1 0302
L 11
State 1 ) State 1
13
2 0
2
State 2 22 State 2
23
3
30 32
State 4 State 4
33
Fig. 2.14 Space-time trellis code with four states

In Fig. 2.14, an example of a STTC for two transmit antennas / = 2 in case of
quadratic phase shift keying (QPSK) m =2 is given. This code has four states.
Assuming ideal channel, the decoding of this code at the receive antenna j can be

performed by minimizing the following metric:

(2.25)

where r; is the received signal at jth receive antenna and x; is the branch metric in the

transition of the encoder trellis, 7 and J is the number of transmit and receive antennas,

respectively, and g, ; is the channel response between the ith transmit antenna and jth
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receive antenna. Here, the Viterbi algorithm can be used to choose the best path with

the lowest accumulated metric.

2.3.2 Space-Time Block Codes

In addressing the issue of decoding complexity, Alamouti [44] introduces a
remarkable scheme for transmissions using two transmit antennas in 1998. This
scheme is much less complex than space-time trellis coding for two transmit antennas
but there is a loss in performance compared to space-time trellis codes. Despite this
performance penalty, Alamouti’s scheme is still appealing in terms of simplicity and
performance. In 1999, Tarokh [48] generalized the Alamouti’s scheme to an arbitrary
number of transmit antennas, namely as space-time block codes (STBC), and is able to
achieve the full diversity promised by the transmit and receive antennas. These codes
remain the property of having a very simple maximum likelihood decoding algorithm
based only on linear processing at the receiver. For real signal constellations, they
provide the maximum possible transmission rate allowed by the theory of space-time
coding [43]. However, the orthogonal block codes design exists if and only if the code
size equal to two, four and eight [48]. For complex constellations, STBCs can be
constructed for any number of transmit antennas, and again these codes also have
remarkably simple decoding algorithms based only on linear processing at the receiver.
They provide full spatial diversity and half of the maximum possible transmission rate
allowed by the theory of space-time coding. For complex constellations and for the
specific cases of three and four transmit antennas, these diversity schemes were

improved to provide % of the maximum possible transmission rate [48].
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. Space-
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Fig. 2.15 Transceiver of space-time block codes with two transmit antennas

Basically, STBCs are designed as pure diversity schemes and provide no
additional coding gain as with STTCs. The transceiver of space-time block coding can
be referred to Fig. 2.12. For the case of two transmit antennas, 7/ =2, (see Fig. 2.15),

the successive transmitted symbols [s,,s,] are mapped to the transmit antenna with

the STBCs shown as follows [44][48]:

; time
( ] N (2.26)
-85 S, sSpace

where the row corresponds to the time index and the column corresponds to the
transmit antenna index. In the first symbol time interval s, is transmitted at 1st

antenna and s, is transmitted at 2nd antenna simultaneously, while in the second

symbol time interval s, is transmitted at 1st antenna and —s, is transmitted at 2nd

antenna simultaneously. More general STBCs for other number of transmit antennas
can be found in [48]

Due to the orthogonality of STBCs, the symbols can be recovered at the
receiver by a simple linear processing [43]. The maximum likelihood detection

amounts to minimizing the decision metric
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J 2 . |2
Z("’j,l - 131,151 _ﬂZ,jSZ‘ + "”j,z + ,Bl,jsz - ,Bz,jsl ) (2.27)

J=1

over all possible values of s, and s,, where r,, is the received signal at time ¢ and at

receive antennaj, g, ;

i

is the channel response between the ith transmit antenna and jth
receive antenna, and / and J is the number of transmit and receive antennas,
respectively. Note that due to the quasi-static nature of the channel, the path gains are
constant over two transmissions. The minimizing values are the receiver estimates of
s, and s, , respectively. We expand the above metric and delete the terms are
independent of the codewords and minimizing metrics are given by

eSSl e

j=1 i=1

J
[zrj,lﬂl,j + rj,ZﬂZ,jJ_ S1
j=1

for detecting s, and

{_Hii‘ﬁwr)szr (2.29)

J
(Z by =12 P j =S
j=1

for detecting s, .

STBCs techniques are prompted as the most promising antenna diversity
techniques for the future wireless mobile communication system because of its low
coding and decoding complexity and the full diversity gain obtained by transmit and
receive antenna. It has been demonstrated in [43][47] that the significant diversity gain
and performance improvement can be achieved by increasing the number of transmit

and receive antennas with very little decoding complexity.
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2.4 Related Mathematics

In this section, we present some fundamentals and definitions of the

mathematics used in this thesis.

2.4.1 Subspace Approach

Basis: Let {x,, ---, x,} beasetof mx1 vectors in a vector space S. This set
is called a basis of S if it spans the vector space S and the vectors x;, ---, Xx, are
linearly independent.

Subspace of C" [56]: Let X < C", Xis subspace if (a) 0 € X ; (b) for each u,
v € X, u+velX (closure under addition); (c) for eachu e X, ceC, cue X
(closure under scalar multiplication), where C” is n-dimensional complex space.

Range of A [56]: the range (or column space) of A™" is a set of all linear

combinations of the columns of A . In other words, if A=[a, - a,],

|8
29

a eC", then

R(A) = Spanta,

|8
=
N

(2.30)

This is the subspace of C".

Right Null Space of A [56]: the null space of A™" is a set of all solutions of

N.(A)={x:Ax=0,xeC"}. (2.31)
This is a subspace of C".
Left Null Space of A : the null space of A" is a set of all solutions of

x"A=0,ie,
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N, (A)={x:x"A=0,xeC"} (2.32)

This is a subspace of C™".
Singular Value Decomposition (SVD). Let A be an arbitrary mxn matrix.

There exist two orthonormal matrices, U and V , such that

A=UXV* (2.33)
where E:(i‘* gj , X, is the diagonal matrix, X, =diag(4, A,, -, 4.,
U=[u, u, - u,]and V=[v, v, - v, ] are unitary matrix. The » values
Ay A, e, A arearranged such that 4, > 4, >--- > A, together with the values of
Ay =A..,=-=4 =0. We rewrite (2.33) as

AV = UZ. (2.34)

By partitioning multiplication on the left and backward multiplying on the right, we
have
Ay, = Ay, (2.35)

for i =12,---,r and otherwise

Av, =0. (2.36)

Recall from [56], if v, v, -+ v, isabasisfor C", then Av, Av, - Ay,

form a spanning set for the range of A . Thus, the vectors A,u, A,u, --- A u, and
thus u, wu, --- wu, spantherangeof A, i.e,

R(A)=Spanfu, uw, - wu,} (2.37)

Letx=a,v, +a,v, +--+¢,Vv, and suppose Ax =0, and noting (2.36), we see that

Ax=o,u, +o,,u, +--+a,Au =0. (2.38)
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Since u;, u, --- wu, are linearly independent, o, 4, =0, ..., o, 4. =0 or o, =0,

vy, =0.Thus x=¢,,,v,,,+a,,V,.,+-+,v,. And any vector in this form is

r+l

in Right Null Space N,(A), so

Ng(A)=Span{v,., V., = ¥,}. (2.39)
If we rewrite (2.33) as
U"A=xV”" (2.40)
and we have
u'A=2v/ (2.41)

for i =1,2,---,r and otherwise

uA=0. (2.42)

Similarly, the vectors 4, v, A,v, -+ Av, and thus v, v, --- v_ span the
range of A, i.e.,

R(A) =Span{v, v, - V,}. (2.43)

Let x=a,u, +a,u, +---+c,u, and suppose x”A =0, similarly, we can obtain

n—n

a,=0,..,a =0.Thus x=¢,,u,,+a,,u,,++a,u,. And any vector in this
form is in Left Null Space N, (A), so

N,(A)=Spanfu,, u u,f. (2.44)

r+2
We partition the SVD into blocks corresponding to the location of the zero and
nonzero singular values, we can exploit the following properties of the matrices U and

V:

0|v”

o

A=UZV"=[U, Uﬁ 0}{‘7:[} (2.45)
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By the above discussion, it can be shown that the columns of matrix U, or V, span
the range space (or signal space in signal communication) of A, and the columns of
U, spans the left null space of A, the columns of V, spans the right null space of A .
Thus, we have

U A=0 (2.463)
or

AV =0. (2.46b)
Hence, the orthogonality shown in (2.46) is the basic principle of subspace approach in

the signal estimation theory.

2.4.2 Cramér-Rao Bound

Estimation accuracy is often measured in the terms of the mean-square errors
of the estimates. The Cramér-Rao bound (CRB) provides a lower bound for the
variance of an unbiased estimator. If an estimator can be found to achieve the bound,
then it must be the minimum variance unbiased estimator.

We denote the measurement vector (the received signal) by x, an unknown

parameter by &, the probability density function of x by p(x|#) and unbiased

estimate 6 by 6, then the variance of any unbiased estimator 6 must satisfy [105]

1

. {a In p(x| 9))}
06?

where the expectation is taken with respect to p(x|#), which is given by

0*Inp(x10) || _ = 2*In p(x6)
E{( v ]}— [, p&lo)ux. (2.48)

var(9) = (2.47)
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Since the second derivative is a random variable dependent on x, the bound will
depend on 4.
For the vector parameter 8, we let 0=[9, 6, --- 6,] aset of N unknown
parameters. The estimator for the ith parameter is denoted by 0, (x) . Then
var(6,) > J.*(0) (2.49)

where

J;1(9)=—E{ 8'”g;§|9>](8lngg|g)}
_ E{ MJ} (250)
00,00,

where i =12,---,N, j=12,---,N and J, is the (i, j)th element of the N x N square

matrix J, and J is known as the Fisher’s information matrix (FIM) [105].

2.5 Conclusion

With the above introductory knowledge of MC-CDMA, space-time block
coding (STBC) and their potential advantages to dramatically increase the capacity and
to effectively combat the destructive fading channel in wireless communication system,
the author is motivated to focus his research on the combined technology, namely
STBC MC-CDMA. In the next chapters, the thesis studies and investigates the
performance and capacity analysis of STBC MC-CDMA systems. Some
implementation issues for STBC MC-CDMA systems, such as timing and frequency

synchronization, channel estimation and multiuser detections are investigated.
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Chapter 3

Performance and Capacity in the presence

of Carrier Frequency Offset

In the following two chapters of the thesis, we focus on the theoretical study of
bit-error-rate (BER) performance and system capacity of STBC MC-CDMA systems.
We begin the studies with the BER performance and capacity analysis in the presence
of carrier frequency offset (CFO) between the transmitter and receiver oscillators. The
exact BER expression when using equal gain combining (EGC) and the approximate
BER expression when using maximum ratio combining (MRC) are derived. These
BER expressions are verified through simulations. Using these derived expressions,
the achievable system capacity satisfying a minimum BER requirement can be studied
for the two cases when EGC and MRC are used, and hence possible to compare the
achievable capacity of STBC MC-CDMA systems with that of MC-CDMA systems. It

is concluded that small CFO has insignificant effect on the BER and capacity of STBC
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MC-CDMA systems, and this range of CFO is important in transceiver design.
Besides, STBC MC-CDMA systems with multiple receive antennas can achieve higher
capacity than that of the MC-CDMA systems, and this amount can be obtained
analytically using the theoretical BER expressions derived.

Although independent channel characteristics between neighboring subcarriers
are assumed, the theoretical performance analysis can be a good approximation to the
practical channels when the correlation coefficients between neighboring subcarriers
are small, for example, less than 0.5, and can be a good lower bound when the
neighboring subcarriers have large correlation coefficients [100]. The expressions
obtained provides a simple way to study the effect of CFO on the BER performance

and capacity of asynchronous STBC MC-CDMA systems.

3.1 System Model

The equivalent block diagram of the transmitter and receiver of a STBC MC-
CDMA systems used in our analysis is shown in Fig. 3.1. The stream of binary phase-
shift keying (BPSK) symbols of the & user first goes through the ST block encoder.
Without incurring any power or bandwidth penalty, the Alamouti’s orthogonal ST
block coding scheme for 2 transmit antennas is employed [44][48], and more general
ST codes for other number of transmit antennas can be found in [48]. Two successive

block symbols b, (2r) and b, (2n+1) for the k™ user are mapped to the following

matrix

(gk,l(zn_'_l) 3k,1(2”)J 1 (_l_)k(2”+1) b, (2n) ]

Ek,z(zn +1) ak,z(zn) B _2 b, (2n) b,(2n+1)
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where b, (n) = [b, ,(n) - b, ,(n)] denotes the " block symbols for A" user with

length P, and a, ,(n) =[a,,,(n) - a,,,(n)] denotes the n" block symbols at i
transmit antenna for £™ user with length P. The columns are transmitted in successive
block time with the symbols in the upper and lower blocks simultaneously sent
through the two transmit antennas, respectively. The factor 1/ V2 is to normalize the
transmitted symbol energy.

Next every block symbol a, .(r) (i =12) at the i" transmit antenna is serial-to-

parallel converted to P parallel data streams. Each data stream is spread and
transmitted on L different subcarriers, where L is the spreading gain. Random

spreading sequence is used in this paper. The symbol duration 7. on each subcarrier is
P times of the input symbol duration 7,, i.e., T, = PT, , therefore, frequency selective
fading over each subcarrier can be avoided by increasing P if 7, is less than the

channel delay spread. The MC-CDMA modulator transmits a total of PL chips

resulting from the P BPSK symbols over a total of PL subcarriers. The frequency

separation between the neighboring subcarriers is 1/7, Hz and passband null-to-null

bandwidth of each subcarrier is 2/7,. The ideal central baseband frequency of each
subcarrier is given by

f.=x/T, x=12,---,PL. (3.1)

In order to achieve frequency diversity, the assignment of PL subcarriers to the

PL chips is made such that the frequency separation among subcarriers conveying the

chips of the same data symbol is kept at maximum, as shown in Fig. 3.1. It means that

data in the pth (p=12,---, P) data stream is transmitted on the ™ subcarrier with the

frequency {f,.; s /=12,---,L} and the adjacent frequency separation between
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these subcarriers is P/T,. Let B as the null-to-null passband bandwidth of the STBC
MC-CDMA systems with PL subcarriers, then B=(PL+1)/T,.

Symbol duration 7' in each subcarrier is assumed to be longer than channel

delay spread so that each subcarrier signal undergone flat fading, and fading process of
a given user on different subcarriers is assumed to be independent throughout this
paper. In the literature, when using this model, no cyclic prefixes (CP) need to be
considered since all subcarriers undergo flat fading [61]-[66]. In practical
implementation where inverse fast Fourier transform (IFFT) is used, the intersymbol
interferences (IS1) for MC-CDMA symbol have to be considered since the channel
fading is modeled at chip period interval over the full bandwidth instead of at symbol
period interval over each subcarrier bandwidth. Normally, the use of CP requires the
use of additional bandwidth, which does not account for in this analysis since our
system model is equivalent to the IFFT/FFT implemented system with CP has been
removed at the receiver. This bandwidth expansion factor needs to be compensated

when applying the results obtained in this paper to IFFT/FFT implemented system.
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MC-CDMA Modulator
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Fig. 3.1 STBC MC-CDMA system model with 2Tx2Rx

Assume that there is K asynchronous users, each employing BPSK with the

same transmitting power S and at the same data bit rate 1/ 7, . The transmitted signal at

the i antenna of user k can be expressed as

n=+00

s..(t)=> V28 zzak,p(n)ck,(n)u(r—nT) expli2z(f, +Af), i=12 (3.2)

n=-0 p=l1=1
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where a, , (n) denotes the »"" data bit of the p™ data stream at the ;" antenna of user £,
¢,,(n) (I=1---,L) is the /" spreading chip for the »" data bit of the K" user, u(t) is
the rectangular pulse define over [0, 7,]. The subscript

x=p+({-)P (3.3)
and £ is the ideal central baseband frequency at x™ subcarrier given by (1), Af, isthe

CFO between the £ user’s transmitter and the oscillator at the receiver of base station.

h

Consider uplink transmission, the received signal at the /" receive antenna

(j=1,---,J)isgiven by

(0="YNBEE YIS a, (e, dult=nT, ~,,.)
ﬁk,i,j,x explj(2z(f, +Af )t + ¢k,i,_/‘,x(t))] +7; ) (3.4)

where 7z, , . is the transmission delay from i" transmit antenna of user k to the ;"
receive antenna, which is independently and uniformly distributed over [0, 7,) for

different k, i and j. ¢, , ()=, . (O)=27(f, + A )70 ;0 By () and @, (7) are

respectively the amplitude and phase of the channel fading gain of user £ when signal

is transmitted from the /™ transmit antenna to the jth receive antenna through the x™

subcarrier, .. (f) is Rayleigh distributed with E{8}  }=0’, o, . @) is
uniformly distributed over [0, 27x]. 7, () denotes AWGN at the /™ receive antenna

with zero mean and double-sided power spectral density (PSD) N,/2.

Assume user 1 is of interest and coherent receiver is used. Without loss of

generality, let 7, . =0. At the I" subcarrier of the p™ parallel data stream, the coherent

receiver output for the »™ symbol of the /" antenna is given by

1 c(r+1)T, .
Vi) =] @ exp(-j2af)de =D, (1) + 1, () (3.5)
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where D, ,(n) is the desired signal term before decision is made, and

Ij,p,l(n) = Iso,j,p,/(”) + IMS,j,p,l (n)+ IMO,j,p,/ (n) + nj,p,l(n) (3.6)
where I, ., (n) denotes the self-interference from the remaining subcarriers, 7, .,

and 1, ,,(n) denote the multiuser interference (MUI) from the same subcarriers and

other subcarriers, respectively, and n, , ,(n) is the AWGN.

3.2 Interference Analysis

Channel fading is assumed to be quasi-stationary over the two successive

symbol intervals 27, i.e., the channel gain remains constant over the time interval
207, (@n+2)T],
Brij@n)= B ;. (2n+) =f, ;o
Peisu ) =@ CntD =g, 3.7)
Let ¢, = Af,T. be the CFO normalized by the subcarrier spacing for user £. We assume
that £, €[0,1) and ¢, (k=2,---,K) is uniformly distributed over [0,¢g) . This

corresponds to the case where user 1 will have the worst performance among the group
of users since its offset frequency observed by the base station receiver is the largest.
The signal and respective interference terms can be derived using (3.4), (3.5) and (3.6).
The desired (2r)" and (21+1)™ block symbols at the /™ subcarrier of the p™ data stream

of the j‘h antenna can be shown to be given by
D,,,(2n) =EIB,., . exp(j®y, ;) ¢, (2n)b, ,(2n)
+ ﬁl,Z,j,x exp(jq)l,Z,j,x) "Gy (zn)bl,p (2n+1)], (3.8)

D,,,2n+1) =~NE[B,, exp(jd,, ;) c,(2n+1)(=b,,(2n+1))
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+ ﬁl,Z,j,x exp(jq)l,Z,j,x) “Cyy (2n+ 1)b1,p (2m)] (3.9)
where E = §-sinc’(¢,), sinc(x) =sin(m)/(zx) and @, . =7 +dy,,, (i=12). In

the following, we derive the respective interference terms defined in (3.6) for a

referenced subcarrier x = p+ (I —1)P at the receive antenna of user 1.

3.2.1 Self-Interference from the other subcarriers

Here we consider only those terms corresponding to £ =1. There are altogether

PL —1 subcarriers that will interfere the referenced subcarrier x.

SO Ji pl(zn) = ZP: ZL:\/_SII’]C(X Y- 51) lﬂllj vexp( jq)ll ,) Cpp (2n)bl,q(2n)

q=1 h=1l,y#x

+Bra, EXP(=JO, )¢, (2n)by, (2n+1), (3.10)

P L .
Iy, @n+1) =Y > JSsinc(x-y-g)-

q=1 h=1,y#x

[Bus ., XD ) -y, (20 +1)(by, (20 +1)
+ ﬂl,Z,j,y exp(_jq);.,Z,j) “Cip (2n +1)b1,q(2”)J (3.11)
where y=q+(h-D)P, @}, . =x[x-y+g]-¢,;,, and is uniformly distributed over

[0, 27].

3.2.2 Multiuser Interference from the same subcarrier

Here we consider only terms in (3.5) resulting from other users (£ #1) who

transmit using subcarrier x.

K
Lys.j,pa(2n) = Z\/E/”gk :
=2

{sin(ze, iy, 1T) B, €X0(PY L4 )¢, (20 =1)(=b, , (22~ 1))
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+sin(ze, 7, 5 I T) Bis  €XP( D12 ,) ¢, (2n=1)b, (21— 2)J
+ lSin[ﬂ-gk (T, - Tk,l,j) IT] IBk,l,j,x eXD(j‘DZ,z,l,_,-) “Cr (zn)bk,p (2n)
+sinlze, (T, -7, ,,) I T ]

Ber i €XPUDL 4, ) ¢, (2n)b, ,(2n+1)], (3.12)
K
Lys ;. (2n+1) = zx/g/ﬁgk :
k=2

Isin(zez, . 1T) B, exp(®L,, ) -, (2n)b, , (2n)
+5iN(z, 7,5, I T) By XPUDLL, ) ¢, (20)b, (20 +1)|
+|sinlze (T, — 7., )IT]-

Bin . XPP 5y ) ¢, Cn+1)(=b, ,(2n+1))
+sinlze, (T, -7, ) I T.]-

Bes @XPUD] 4, ) ¢ (2n+1)b,  (2n)]f (3.13)

where &, =757, AT, + ¢, and Oy, =76 (T +7,, M, +¢, 5., i=12,

are all uniformly distributed over [0, 27].

3.2.3 Multiuser Interference from the other subcarriers

Here we consider those terms in (3.5) resulting from other users (£ #1) who

transmit using different subcarrier.

Mijl(zn) ii i\/g/ﬂ'(x—y—gk)-

k=2 g=1 h=1,y#x
{lSiﬂ[ﬂ'(X —y=&)0., L]
ﬂkvlyjyy exp(—j‘l);:,l,l,j) . Ck,h (21’1 _1)(_bk,q (21’1 —l))

+sin[z(x—y—&,)7,,,/T]-
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Bes,, eXP(=jOF 1, )¢, (2n—Db, (2n-2)|
+[sinfr(x—y—&)(T, ~7,1,) I T]-

Bis,, eXP(=JD 51 ) ¢, (2n)by (2n)
+sin[z(x—y—e )T, —7,,,) T.]

ﬂk,Z,j,y exp(_jq);:,z,z,_/) “Crp (Zn)bk,q (2n +1)J}1 (3.14)

IMO,j,p,l(zn +1) = ii i\/g/ﬂ(x—y—gk) :

e el
lsinlz(x~y—&)z,, 1 T]-
Bis,, eXP(=jP 14 ) ¢, (2n)by  (2)
+sin[z(x—y— gk)Tk,Z,j IT]-
Bes,, €XP(=jOL 1, )¢, ,(2n)b, ,(2n+1)]
tlsin[z(x—y - e (T, ~7,, ) I T]-
Bers &XP(=jOY 5, )¢, (2n+1)(=b, ,(2n +1))
+sin[z(x—y—¢,)(T, —7k,z,j) IT]
Beri, &XP(—jDY ;)¢ ,(2n+1)b,  (2n) ] (3.15)
where @Y, =x(x-y-¢)r,, AT, =@, ., » Pl =n(x—y—e )T, +7,, )T,

@iy 1=12, all are uniformly distributed over [0, 27].

3.2.4 Noise

The AWGN noise term 77, , has zero mean and variance

o2 =N,/2T, . (3.16)

Njpi
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3.3 BER Performance and Capacity Analysis

At the x™ subcarrier of the /™ receive antenna, we denote the factors used to

weight the received signals Y, ,(2n) and Y,  ,(2n+1) from the two successive

intervals to be «; .,(2n), a;,,(2n) and @, .,(2n+1), «, ,(2n+1), respectively. The

Jj.x,2
values are to be chosen depending on the combining scheme used. For BPSK only the

real part of the signal is used for making decision. The decision variables for b, ,(2n)

and b, ,(2n+1) are respectively given by

U,(2n) = ii Re{Y,,,(2m)a, .,(2n)+ Y., ,(2n+V)a, ,(2n)}, (3.17)

j=11=1

J L
U,(2n+1) = z Y Re{Y, , (2n)a, ,(2n+D)+ Y, ,2n+1)a,, ,(2n+1)}

j=1 1=1
(3.18)

where ()" denotes the complex conjugate. In the following BER analysis, U,(2n)
will be used as an example and we shall simply use U, to denote U ,(2n). Eq.(3.17)
can be expressed as

U,=D,+1,, (3.19)

where 1, = I, ,(2n)+ 1, ,(2n)+1,,, ,(2n)+n,(2n). The desired signal is given by

D, =D,(2n) = i i Re(D, ,(2ma, ,(2n) +D’, (2n+Da, ,(2n)} . (3.20)

J
j=1 I=1

The self-interference (SI) from other subcarriers is given by

Relly, , ,,(2n)a, . (2n) + 1}y, , (20 +D)a, ,(2n)} . (3.21)

M-
M-

]SO,p(Zn) = :

-
1]
JuN
~
1]
JuN

The MUI from same subcarriers is given by

Rellys . @ma, ,(2n) + L, (2n+Da, ,(2n)}. (3.22)

Mh

]MS,p(Zn) = ZJ:

j=11

Il
UN
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And the MUI from other subcarriers is given by

L

Lo, (2n) = i S Rell, o, Cna, (2n) +1, (20 +Da, ,(2n)} . (3.23)

j=1I=1
For large value of JL, Iy, (2n), I, ,(2n) and I, (2n) can be approximately
assumed to be Gaussian distributed with zero mean. The variance for 7, , defined in

(3.21) is given by

Jo L
O-IZSUYP = ZZASO,I,anj,x,l(Z”)‘Z + ‘aj,x,Z(Zn)‘z) (3.24)

j=11=1

P
where Ay, => > o’Ssinc’(x—y+¢) . Here we assume that all the terms

L
q=1 h=1,y#x

corresponding to different subscripts are all independent from each other. Similarly for
(3.22),

J L
UIZMS,,, = Zz AMS,l,anj,x,l(zn)‘z + ‘aj,x,Z(zn)‘z) (3.25)

j=1 I=1
where A, = (K—l)azS[—1+lF2({—§};{%,§ ;—72'2812)]/72'26‘12 . ,F, (ab;z) is the
generalized hypergeometric function and its definition can be found in [107]. And for

(3.23),

J L
o2 =33t @i +la, o)) 326

j=11=1

P L
where 4,,,, , =(K-1c’Slex®). D glx—y,&)—glx—y0),

g(a,b) ={2 - cos[2x(a — b)] —sinc[2(a — b)] - 27 (a — b) - Si[27(a - )]} 2(a —b),
and Si[z] = Iozsin(t)/tdt.

The noise term can be written as

7,@n) =3 Y Rel, , (2n)a, . ,(20) + 17, (2n+ D, ,(2n)}. (3:27)

j=11=1



Chapter 3 Performance and Capacity in presence of CFO 72

It is a Gaussian RV with zero mean and variance

J L N
% =L 2o Qaj,x,l(zn)\z T \aj,,x,z(zn)\z). (3.28)

s
Since interference items Iy, (2n) , I, ,(2n), 1,, ,(2n) and 7,(2n) are
mutually uncorrelated, the total interference 7, is also a Gaussian RV with zero mean
and variance
2

2 2 2 2
o, =0,, *0,,  +0,, +0,. (3.29)

P IM(),p P

3.3.1 Equal Gain Combining

For EGC scheme, the factors used to weight the received signal at the x™

subcarrier of the /™ antenna are given by

aj,x,l(zn) = ﬁl,l,j,x exp(_jé)l,l,j,x) : Cl,l(zn)/ﬂl,j,x )

Ao (2n) = ﬂl,Z,j,x exp(j(i)l,z,j,x) : Cl,l(zn + 1)/ﬂl,j,x (3.30)
and aj,x,l(zn +1) = ﬂl,Z,j,x exp(_jé)l,Z,j,x) “Cp (2n)/181,j,x
aj,x,2(2n +1) = ﬁl,l,j,x exp(jé)l,l,j,x) '01,1(2” +1)/ﬂl,j,x (3.31)

where B, =B, +B,. » and @, . can be obtained by using a carrier

synchronizer to estimate the phase @, =& +4,;, . We assume perfect

A

ﬂlz,l,j,x + ﬂlz,Z,j,x by, (2n). (3.32)

Assuming that a “+1” is transmitted, (3.19) can be rewritten as
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U, =S S VE- B, +1,. (3.33)

Since BPSK is used, then the BER forpth data stream can be obtained by using [103]

» ETE Y e IM[¥, (o)]de (3.34)
P g ’

where Yy (w) is the characteristic function (CHF) of the decision variable U, . Im(z)

is the imaginary part of complex number z. And it can be easily shown that

¥, @ =[T11¥,, WZa)-¥, (@) (335)

j 1A
Since p,, ;. and B, are independent Rayleigh RVs, then RV 3, . is Nakagami-m
(m = 2) [105] distributed with parameter 25-°. Its CHF is given by [106]

¥, (0)= LFl(—g L. c* @ 14)+ j 3o n[4-  F(-1 2 0%0* | 4)]- exp(-o?w’ 1 4),

(3.36)

where , F;(a;b; @) denotes the confluent hypergeometric function [107]. The CHF of

Gaussian RV 7 is given by [104]
¥, (o) = exp(-ow’ 12). (3.37)
Substitute (3.36) and (3.37) into (3.35), then the CHF of U, is given by
¥, (0) = | (2120’0’ 1 4)+ j 3o /4

F(-L2:E0% 14)]" -exp[-(20% +JIE0%)? [4].  (3.38)

Let w = 22/ \/ 20 ,zp +JLEo? | the exact BER for the p™ data stream is given by [107]

NP
prcc _ % ) i [ Gz)exp(-=*)d: = %—%Z H, G(x,) (3.39)
m=1

where
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G@pﬂm%ﬁe;gaffﬂ&i+ﬁ£am+j<haJﬁyQai+ﬂ£aﬁ/z

ACE N Eazzz/(ZO',zp +JLEo ))]]Lz_l}, (3.40)

and N, is the order of the Hermite polynomial, and we found that N, =20 is

h

sufficient for good accuracy. x,, is the m" zero of the N, " order Hermite polynomial,

and H  are the weight factors given by

2" N Wr

S (3.41)
! N;27HNP—1(xm)

It is assumed that any bit can be sent via any of the P data streams with equal

probability. Therefore, the system average BER if EGC scheme used is given by

e,p

P
ﬁ“:izpmﬁ (3.42)
P4

Under a guaranteed quality-of-service (QoS) requirement, the BER
performance with EGC receiver has to be better than a given BER threshold Bery, .
It means that the system BER performance needs to satisfy

PF9C < Ber;yg - (3.43)

We define K ¢ as the largest number of users that the system can

accommodate while satisfying the QoS requirement (3.43), i.e.,

KEC = max{K | PS¢ < Bery g } (3.44)

The system capacity (bandwidth efficiency) if EGC is used is given by

Prcc = KﬁicRb / B, (45)

where R, =1/T, is the data rate of the system and B is the total bandwidth of the

system.
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3.3.2 Maximum Ratio Combining

For MRC scheme, the factors used to weight the received signal at x™

subcarrier of /™ antenna are given by

aj,x,l(zn) = ﬂl,l,j,x exp(jc,l\)l,l,j,x) ) C1,z(2”) )

A2 (2n) = :Bl,z,j,x eXp(_jci)l,z,j,x) : C1,z(2” +1), (3.46)
and aj,x,l(zn +1) = ﬂl,Z,j,x eXp(jci)1,2,j,x) -¢,(2n),
aj,x,Z(zn +1) = ﬁl,l,j,x eXp(_jCi)l,Lj,x) : Cl,l(zn +1). (3.47)

Assume a “+1” is transmitted, (3.33) becomes

J L
U, =YY= B +1,, (3.48)

j=1 1=1

where g7, = p/, .+ B, and similarly, @, . can be obtained by using a carrier

Li,j.x

synchronizer. The variance of the total interference 7, can be written as

o; = S4B (3.49)
JEE]
where 4, , is the interference coefficient at the I™ subcarrier of p™ data stream, which
is given by
A, = Ay, + Aysi, + Ao, + No /2T, (3.50)

The variances of the respective terms in (3.50) have been given in (3.24), (3.25)
and (3.26). The conditional signal-to-interference and noise ratio (SINR) is therefore

defined as

Jj =1

[ZJ: ZL: (ﬂfl,j,x + ﬂfz,j,x)J
7 (3.51)

=
Vp =

7 .
ZZ Z Al,p(ﬂl%l,j,x + ﬂl?Z,j,x)

j=1 i=1
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The BER for the p" data stream conditioned on {A,, ., i=12, j=1-J,
x=p+({-)P,I=1---,L}isgiven by

Pe,pl{ﬂl,,‘/,x} - Q(V 2713) ' (3.52)

The BER for p™ data stream is obtained via averaging over {8, i=12,

j:]_’...“], x:p+(l—l)P, Z:l,...,L}’

Pej\fc = .[o _[0 “'J‘o Pe,p|{ﬂlyl.v/._(} f(lgl,l,l,l)"'f(ﬂl,z,J,p+(L—1)P) d ﬂl,l,l,l"'d ﬂl,z,J,p+(L—1)P

(3.53)

where f(f,; ;) is the probability density function (PDF) for RV g, .. It can be

seen that (3.53) involves computing the complicated 2J/L-dimensional integrations. To
avoid such complexity in computing the BER, an approximate approach is proposed in
this section.

In the following, we first introduce a lemma, and then use it to simplify the
expression given in (3.51). The conditions for such approximation to be valid are also

stated. The theoretical justification on these conditions is presented in the Appendix.

Lemma 1: Given v, (/ =12,---,L) are positive independent and identical
distributed (i.i.d.) random variables (RVs) with mean ., and variance o’ , and
w, (I =12,---,L) are positive i.i.d. RVs with mean g, = 1Q and variance ¢’ = 1Q?,
where 4 >>1/L, Q> 0. Then it can be shown that

L L
ZVIWI z,uVZW, . (3.54)
/=1 /=1

The conditions for the approximation in (3.54) to be held is given by

v v

G L> max{[Q'l(l—K)]z {“—;% 1+ “{ )} +%, 23} , (3.54a)
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(i)

)

v

GVSC(ZEL)M-( 23 j (3.54b)

where « is the level of inaccuracy to be defined in Appendix 3.B, ¢ is the desired

bound of the normalized standard deviation for z to be defined in (3.B.20) of Appendix
3.B. The correctness of this lemma is also verified through simulations by arbitrarily
choosing some probability density functions with appropriate values of mean and

variance.

Since f,,,, and g, . are independent Rayleigh RVs with E{f}, , }=0",
i=12, B, =P, + P, can be shown to be Gamma distributed [105]. The
mean and variance are given by

py=20", o, =20" (3.55)
Denote x,, = A /L and o, =>" (4, -u, ) /L as the mean and the
variance of the interference coefficients 4, (VI e{l,---L}), we show in Appendix 3.C
that for all values of &, <1,

Copfty, <0125, p=12,- P (3.56)
when L>32 . We show in Appendix 3.B that by applying v,=4 6 ,
w, =B, (=12, L), =2, Q=0 to Lemma 1, the two conditions given by
(3.54a) and (3.54b) are both satisfied. Under this circumstance, the variance of 7, in

(3.49) can be approximated by

oL R, D B (3.57)

ZJ: ZL: (131?1,/‘,1- + ﬂfz,j,x) (3.58)
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To simplify the notation, (3.58) can be written as

= 2JL

~ Z B2 (3.59)
ZILIA’p m=1

7y

where { B, , m=12,---,2JL } denotes { B, , i=L2, j=12,---,J ,

x=I+(p-1)P, 1=12,---,L}, hereafter. Then the approximate BER for p" data

stream is given by

P~ [ 027,01, (7,)d7, (3.60)

where fyp (7,) is PDF for RV y ,, which can be given by [104]

1 _ _
fyp (r,)= WV,Z,JL ' exp(=7,17.,) (3.61)
Ve

where 7, =EZc°/2u, ,. Therefore, the closed form expression of BER for the il

data stream is given by [104]

PYRC ~ [A—u,) 1 2" zf(ZJL ;1“ m][(u u)l2f (3.62)

where u, = /7., /(L+7,,) . Itis assumed that any bit can be sent via any of the P data

streams with equal probability. Therefore, the system average BER if MRC scheme is

used is given by

ep

P
p e =12PMRC. (3.63)
P

It can be seen that it will be much easier to use the closed form expression (3.62) rather

than (3.53) to obtain the BER performance for MRC receiver.

Similarly, the BER performance with MRC receiver has to be better than the
given BER threshold Ber;,; to satisfy the QOS requirement. It means that the system

performance is required to satisfy
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PMC < Beryg - (3.64)

MRC
max

Similarly, we define K~ as the largest number of users fulfils the QoS requirement

if MRC is used.

KU — max{K | PM < Befryg . (3.65)
Therefore, the system capacity (bandwidth efficiency) if MRC is used can be obtained
by

Purc = KMRCRI; /B : (3.66)

max

3.4 Numerical Results

The effect of CFO on BER performance and system capacity for asynchronous
STBC MC-CDMA systems can be easily obtained by using (3.42), (3.45) and (3.63),
(3.66). The results obtained are also compared with the conventional MC-CDMA
systems [102]. For comparison, BPSK is used and the total system bandwidth and

fading channel statistics for all subcarriers are chosen to be the same. The BER
threshold Ber,,, is set to 10~ to satisfy the QoS requirement. The symbol energy is

defined as E, = LST,. The normalized CFO is set to &, for desired user 1 and ¢, for

K™ user which is assumed to be uniformly distributed over [0, &) . The simulation
results are obtained by taking average over 500 sets of uniformly distributed random
g, (k=2,---K) for each given value of &, . In the following numerical results, the
BER performance and system capacity of (i) MC-CDMA systems with 1 transmitter

and 1 receiver, (ii) STBC MC-CDMA systems with 2 transmitters and 1 receiver, and

(iii) STBC MC-CDMA systems with 2 transmitters and 2 receivers are investigated.
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Fig. 3.2 and Fig. 3.3 show the BER performance and system capacity as a

function of the normalized CFO &, when E_ / N;=20dB, and with the number of data

streams P is set to 1. The ratio L/K is kept at a constant for fair comparison when L
increases. It can be found that the BER performance and system capacity remains

almost the same when ¢, is less than 0.01 for the three systems. When &, is between

0.01 and 0.1, the system performance degrades very slightly since MUI is the main
impairment source and results in the error floor. Hence, maintaining CFO within this

range is already sufficient in transceiver design. When ¢, is larger than 0.1, BER

performance and system capacity deteriorate severely. The performance of MC-
CDMA systems obtained by using our expressions are in good agreement with [66]
where the fading correlation coefficients between neighboring subcarriers is equal to
0.26. In general, the performance and system capacity of STBC MC-CDMA systems
with 2 transmitters and 1 receiver are only slightly better than that of MC-CDMA
systems despite of the diversity combining schemes applied. On the other hand, the
BER performance and system capacity of STBC MC-CDMA systems with 2
transmitters and 2 receivers are much better than that of previous two systems despite
of the diversity combining schemes used. The system capacity is about 1.5~2 times
higher than that of MC-CDMA systems. Besides, the computed BER results using our
proposed analysis well agree with the results obtained from our simulations. This
verifies the correctness and effectiveness of our analysis for both the asynchronous
STBC MC-CDMA and MC-CDMA systems with either EGC or MRC receivers. It can
be also found that MRC receivers outperform EGC receivers in the presence of CFO
for these three asynchronous systems.

Fig. 3.4 shows BER versus the number of parallel data streams P given

L=32, K=8and E /| N,=20dB. In the case if P >1, the results we obtained are



Chapter 3 Performance and Capacity in presence of CFO 81

almost the same as that of P =1 due to the assumption that fading processes of a given
user on different subcarriers are independent each other, and the slight change is due to
the slight different in the interference. However, the introduction of P is necessary in
practice because through properly choosing the value of P, it can be guaranteed that all
subcarriers used by a given user undergo flat fading, since the symbol duration over
subcarriers used by a particular user will be increased by P times.

Fig. 3.5 shows the BER performance versus £ / N, given L =32, K =8 and
P=1. And Fig. 3.6 shows the system capacity versus E /N, given L =32 and
P =1. 1t can be observed that the BER performance and system capacity improved
gradually as E / N, increases when &, is small. And BER performance and system
capacity remain almost the same when £,/ N, is greater than 20dB. For large ¢, the

BER performance and system capacity degraded dramatically.
Fig. 3.7 shows the BER performance versus the number of users when

E | N,=20dB, L=32 and P =1. It can be seen that BER degrades gradually as K

increases when ¢, is small. For large ¢, BER has already been large even for small

number of users.

3.5 Conclusion

The BER performance and system capacity of asynchronous STBC MC-
CDMA systems in the presence of CFO are theoretically analyzed in this chapter. A
closed form BER expression is obtained for EGC receiver, and an expression to
estimate the BER for MRC receiver is also derived. These expressions are verified
through simulations. The BER performance and system capacity degrade significantly

as the normalized CFO is larger than 0.1 but remain nearly the same when the
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normalized CFO is less than 0.1. Our results show that the performance and system
capacity of STBC MC-CDMA systems are better than that of MC-CDMA systems
without ST coding, regardless of the diversity combining schemes used. STBC MC-
CDMA systems with two receive antennas will obtain 1.5~2 times higher in system

capacity.
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Appendix 3.A

Proposition 1. X, (i=12,---,L) are positive i.i.d. RVs with mean g _ and
variance o’. Let Y = Z; X, , then by central limit theorem (CLT), for large L, Y can

be approximated by a Gaussian RV with mean Lu_ and variance Lo?. The PDF of

RV Yis given by

_ 1 _=Lp) | .
fY(y)_\/ﬁ Xexp{ —ZLO'f } <y<ow. (3A1)

However, since Y is a positive RV, inaccuracy occurs by assuming that Y follows a

Gaussian distributed RV because J'_O fy(») #0. Denote

O(L, x) = P(Y <0) :1—Q[—\/Z i
Gx

]g X (3.A.2)

we define « as the level of inaccuracy when applying CLT. This means that a small

amount of inaccuracy exists to positive RVs when applying CLT. « is a small value,

and ideally x >0 as L > w. Q(x) = jw%exp(—xzm)dx represents the Gaussian
X 72-

cumulative function. Conversely, to guarantee a given level of accuracy «, it is
required that

L>[oa-w)fo?/uz, (3A3)

Lemma 2: X, (i=12,---,L) are positive i.i.d. RVs with mean x_and variance

ol. LetY= Z; X, , for arbitrary 5, where & << L, it can be shown that Y/ z_ will

always greater than & with a level of inaccuracy « if

L>lota-x)fo?/u? + 25. (3.A.4)
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Proof: Since Y/ u_can be approximated as a Gaussian RV with mean L and

variance Lo’/ u?, then

Hy

P£L£5J 1- Q(\/_ j<1 Ol uNL=25 /o, )=0(L-26,K) <k,

(3.A.5)

where ©(:) is the level of inaccuracy when applying CLT defined in (3.A.2). By

Proposition 1, k is negligibly small when L is large. Conversely, given x, we can

lead to (3.A.4).

Appendix 3.B

In this appendix, we shall prove Lamma 1 stated in the main text. Define a RV

as

X L L
:X_:[Zvlwl ﬂvzwzj ZVIWI ' (3.B.1)
=1

L L L
where X, =Y vw, — 1, w,, X, =D vw, . Inthe following, the objective is to verify
/=1 =1 =1

that z~0 if both the mean and variance of z can be shown to be or approximately equal
to zero under the two specific conditions given in (3.54a) and (3.54b).

By CLT, for large L, X, and X, can be approximated as Gaussian RVs with

mean ,, u, and variance o, o7, respectively. Since v,, w, (/ =12,---,L) are i.i.d.
RVs, the mean and variance of x; can be computed to be

m = E{X } = L(pp,) —u,(Ly,) =0, (3.B.2)

= E{X}= Lo’ (u> +02)°. (3.B.3)

Similarly the mean and variance of X, can be easily found as
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Hy, =E{X,}=Lu,u,, (3.B.4)
0y = E{X;}- 1, = Loy (u, +07) + Lo, (3B.5)
The covariance of X, and X, is given by
ty = E{X.X;) = gty = Loy (uy, + 03) - (3.B.6)
To obtain the mean and variance of RV z, we first obtain its PDF. Since X,

and X, are Gaussian RVs, the joint PDF is given by

Sxx, (1, x,) = expl=[x— g]Tg’l[z— jay ZHZn ‘ﬁ” (3.B.7)

ol : .

where x=[x, x] , x=[w, ] and 5:{ ! 22} with ‘5‘ represents its
o = [t O, =

determinant. As g, =0,

o, (0, %,) = exp[— (o252 + 02 (x, - yz)z)/z‘iu / {zn\/g } . (3.B.8)

Since z = X,/ X, , then the PDF of z is given by

f.(2)= J.: XZleXZ (x,2,x,)dx, . (3.B.9)
The mean of RV z is given by

po=E}= [ of(@dz =] 2] xSy, (07 x)dv,dz

Lot A [

0 (3.B.10)

since T'(x,) = f zexp[— oixz’ / 2‘§Hdz =0. The variance of z is given by

ol =E{z"}= f 22 f(z)dz = f zzf Xy [y, x, (X22, X, ) dx,dz
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= o] -7 - Y 2] e / {zfr \gﬂ

(3.B.11)
and can be shown that [108]
3
B 2r|&E 1
)= 2 exp[— 02322 / 2‘5”& VL (3.8.12)
- = o, X5
Substitute (3.B.12) in (3.B.11), we have
o’ = ‘f‘R/[\/ZﬂO‘S], (3.B.13)
where
o 1
R= J.w?exp[— o2 (x, - 11,)? / 2‘§de2 | (3.B.14)
? 2
Substitute (3.B.2)-(3.B.6) into (3.B.14), (3.B.14) can be rewritten as
22
R :ij @exp T ) T (3.B.15)
Iqu w x2 /qu ILIVQ

We shall now estimate an upper bound for (3.B.15). Again X, in (3.B.1) is
approximately Gaussian distributed and our objective is to have X, greater than some
positive number. Applying Lemma 2 with 6=1/1 and o << L (conversely
A>>1/L), X,/u,AQ will always be greater than 1/4 for a given level of

inaccuracy k under the condition

L>[ot-x)f {"2 +%(1+ sz )}L% | (3.8.16)

v v

Then (3.B.15) can be evaluated by letting Y = X, /x,Q and expressed as

R=—[ L expl-(v-12)? /2Ly (3.8.17)
2y

It can be verified that
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R <; when L>23. (3.B. 18)

'uVQLiS/Z

Combine (3.B.16) and (3.B.18) will give condition (3.54a). Substitute (3.B.18) in
(3.B.13), we obtain

& 2 2 2
ol < u 1 0,0, —

< . = : 3.B.19
T N2zel wQLA? 2xLuQRcl ( )

Substitute (3.B.2) to (3.B.6) in (3.B.19)

o1 ottt
2l Q/”ts’z[yfai+af(y2+of)]3/2

w

1 o2 A2+4
<\/ﬁ'/ﬁ' I <2, (3.B.20)

where £ is the desired bound of the standard deviation of z that we want to define. For

agiven ¢, itis required that

1/2
o 1/4 A?
> <o(2AL) - , 3.B.21
. ¢(2nL) (ﬂmj ( )

which gives the condition (3.54b).

When L is large, ¢ — 0 and o? — 0. Hence, for large L, the RV z has zero
mean and zero variance or z~0. It means that (3.54) holds under the conditions
(3.54a) and (3.54b) for a predefined x and ¢ .

In particular, when A =2, with the upper bound of the normalized standard

deviation ¢ =4.1%, and the level of inaccuracy of applying CLT is defined at
x =107, then the conditions given in (3.54a) and (3.54b) can be computed as
Q) L>32; (3.B.22a)

(i) o, /u <0.126 (3.B.22b)
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Appendix 3.C

Denote the mean and variance for 4, , which is defined in (3.50) by

te, =2 A, Land 0%, =" (4, -u, ) |L, respectively, with L denoted the
spreading gain. We define the normalized standard variance for the p™ data stream as
NSV, =0, ,/u,, and NSV = max{NSV;, NSV, -, NSV, }. Fig. 3.8 shows the plot on
NSV versus L as (a) the number of users K=L, (b) K=2, when P=1 and
E_ | N,=20dB, for various values of ¢,. It shows that NSV decreases as L increases.

We purposely choose K =L and K =2 to over-estimate the normalized standard
variance of a practical system; in general, 2< K <L . We then investigate the

relationships (i) between NSV and P for a given K and E, / N,. For P >1, the results
we obtained are almost the same as that of P =1 and the plot is not presented here. (ii)
between NSV and K for a given L, P and E, / N, . Fig. 3.9 shows that there is a strictly
monotonely increase as &, is small or decrease as ¢, is large in NSV. (iii) between NSV
and E / N, for a given L, K, and P. Fig. 3.10 shows that when £ / N, > 20dB, NSV
attains a constant value and below 20dB, NSV decreases as £,/ N, > 20dB decreases.
From all these observations, it can be concluded that the values of NSV shown
in Fig. 3.8 give the worst case bound, Fig. 3.8 (a) gives the bound as &, is small and
Fig. 3.8 (b) gives the bound as ¢, is large, for a practical range of E, / N, and when
K < L. We can use Fig. 3.8 to find whether the conditions (3.B.22a) and (3.B.22b)
will be satisfied so as to apply Lemma 1 in the main text. For example, for all values of

& <1, weneed L > 32 to fulfill

Oup/ts, <0125  p=12,--P. (3.C.1)
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Hence if we let v, = 4, , the two conditions in (3.B.22a) and (3.B.22b) are

l,p?
satisfied from the above discussion. Similarly, if we are interested in the range where

g <0.1, then for any value of L will satisfy

o, H,, <006 p=12,-P. (3.C.2)
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Chapter 4

Multirate Access Schemes

In this chapter, the multicode, variable spreading gain (VSG) and spectral
overlaid multiple-symbol-rate (MSR) multirate access schemes for asynchronous
space-time block coded (STBC) multicarrer code division multiple access (MC-
CDMA) systems are considered. The system performance and system capacity of these
three multirate access schemes are investigated. Transmit power control is adjusted
according to the service rates and the number of active users in each service class to
maintain the link quality and to improve the system capacity. The multiple access
interferences and hence the BER performance and system capacities of the three
multirate access schemes for STBC MC-CDMA systems are studied. From the
numerical results obtained, it can be concluded that the systems with mc access
scheme when orthogonal Gold spreading sequence is applied and the VSG access

scheme have similar system performance and capacity, and both perform better than
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the system with MSR access scheme for any spectrum configurations. In case when
non-orthogonal Gold sequences are used, mc access scheme shows a degrading in the
system capacity as compared to VSG, due to the presence of larger self-interference
(S1) among the sequences used by each user.

The remaining of the chapter is organized as follows. The system models of
mc, VSG and MSR multirate access scheme are presented in Section 4.1. The
interference terms in these three multirate access schemes for STBC MC-CDMA
systems are given in Section 4.2. Then Section 4.3 presents the BER performance
analysis. The transmit power control and system capacity for the multirate STBC MC-
CDMA systems are given in section 4.4. Numerical results are presented and discussed

in Section 4.5. The conclusion is finally given in Section 4.6.

4.1 System Model

An asynchronous multirate STBC MC-CDMA system with K users over
frequency selective Rayleigh fading channels is considered. Fig. 4.1 shows the
transmitter diagram of multirate STBC MC-CDMA systems. Assume that the system

supports M different data rates and there are K, users in the mth class, each transmits
at a data rate of R , where K =2f:le . Users in the 1% service class have the
lowest data rate R,, and users in Mth service class have the highest date rate R,,. The
data rate for the mth class, denoted by R, , is an integral multiple of R, ,

ie,R, =N, R, where N, is an integer and 1=N, <N, <---<N,,. And the total

null-to-null wide bandwidth of the systems is fixed at B for all access schemes in our

analysis for the ease of comparison.
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Space-Time Block Encoder a n
P 2,,4(7) Multirate MC-CDMA Modulator

(am'“(zn”) am,k,l(zn)J
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gm,k,z(n)
Multirate MC-CDMA Modulator

4

Fig. 4.1 Transmitter of multirate STBC MC-CDMA system

The stream of binary phase-shift keying (BPSK) symbols of the kth user from mth
class is first passed through the ST block encoder. Without incurring any power or
bandwidth penalty, the Alamouti’s orthogonal ST block coding scheme is employed

[44][48]. Two successive block symbols b, (2r) and b, , (2n+1) for the kth user are

mapped to the following matrix

a1 (2n+1) A, k1 (2n) 1(-b,. (2n+1) b, (2n) <« time
a, 52 (2n+1) A, 52 (2n)

"2\ b,.@n) b, (n+D)) L space
where b, (n) = [bm,k,l (n) - bip (n)]T denotes the nth block symbols for kth user
from mth service class with length P, and ()" denotes the transpose, and
a, . .(n)= [am,k,i,l (n) - @ip (n)]T denotes the nth STBC coded block symbols at
ith transmit antenna for the kth user from the mth service class with length P, . For mc

and VSG access scheme, P, = N, ; for MSR access scheme, P, =1. The columns are

transmitted in successive block time with the block symbol in the upper and lower

blocks simultaneously sent through the two transmit antennas, respectively. The factor

]/\/5 is to normalize the transmitted symbol energy.
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Next every symbol a,, , () (i =12) at the ith transmitter antenna will go through

the multirate MC-CDMA modulator before transmitted. In this chapter, three multirate

access schemes will be studied.

exp[ j( 24t + 8, (¢

SR

mil2  explj(2afat + & 2 (11)]

lﬁ N;Q

>3
&

- +
S .'fl-;‘ ,

Cmrpll . expliafpi+& (0] |

-
L 4

[ - - [

"-T-.'T 1 i_r :.:.:

BE

N Cmip,1  exp[j(lait

mi B2 . exp[ j(2afi

)

&, 5 ()]

>

Cmi Pyl explj(2afyt+ 6 1 ()]

Fig. 4.2 Multirate MC-CDMA modulator with multicode access scheme
(a) mc access scheme. Fig. 4.2 shows multirate MC-CDMA modulator with
multicode access scheme. The spreading gain (equal to the number of subcarriers as

well) is the same for different classes, i.e. L, =L, =---=L,, = L. The block symbols
a, . .(n) (i=12) from the users in mth class is first serial-to-parallel converted to p,

parallel data streams (known as virtual users). Thus, the symbol rate on each data

stream is the same and equal to the lowest data rate R, i.e., T, =P, T, =T,, where T,

is the input bit duration of mth class, T is the symbol duration at each data stream and

N

also each subcarrier. Essentially, the higher rate user in the mth (m >1) class will be
converted into P, virtual users each with lowest data rate R,. Each virtual user will

then be spread via a different signature sequence with spreading gain L over the L

subcarriers. The frequency separation between the neighboring subcarriers is 1/7, Hz
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and passband null-to-null bandwidth of each subcarrier is 2/7,. We therefore have

B=(L+1)/T,. The center frequency of each subcarrier is given by

fmczl/Ts l:1’2’”"L' (41)
I, = BTy ? .
Cmk, expl j(2a + 8 (0]
AP =
@ ‘m.k.2 . expl j (24, E. I+ 6 K1+ P, (]
I o ? "
L, : 5 . Cm L, explj(2af 1, e, T+ 6 e, e, O] 5 —}:m'}m
- f‘m..&? e % - fan
NN explj(2afp 1+ 6 p, (1)1]
ME expl Qo 1+ 65 0p, (1)
Cm E? -y oy .
o explj(2afp 1 t+&p 1 (]
Fig. 4.3 Multirate MC-CDMA modulator with VSG access scheme

(b) VSG access scheme. Fig. 4.3 shows Multirate MC-CDMA modulator with
VSG access scheme. Different classes are accommodated with the signature sequences
having different spreading gains. The spreading gain for mth class is given by

L =LIP, . Hence, the highest transmission rate users will have the least spreading
gain,i.e. L=L, >L,>--->L,, . The block symbol a,  .(n) (i=12) from the users in
mth class is first serial-to parallel converted to P, parallel data streams. Similarly, the
symbol period on each data stream remains the same at 7, = P, 7, =7,. The data on
each data stream is spread via the same spreading sequence with the spreading gain L,
in the frequency domain. A total of P,L,, =L chips resulting from the P, BPSK

symbols are transmitted over a total of P, L subcarriers. The frequency separation

between the neighboring subcarriers is 1/ 7, Hz and passband null-to-null bandwidth
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of each subcarrier is 2/7,, hence B=(P,L, +1)/T,. The center frequency of each

m m
subcarrier is given by

Jvse :xVSG/Ts Xy =12, P, L (4.2)

T m T m

where x,, =p+({-1DP,.

v

Ry ¥

exp[j (27 = 6,,(1)]

w

ek (1)

expLi(27foop £+ 6, (1)] 2 *
Y ? .
l'fm kL, =xp [v".I::'?:-'G—::.'._—'.:I."_ 5 6'1'..1_.'1_ E'r:l:l]
Fig. 4.4 Multirate MC-CDMA modulator with MSR access scheme

(¢) MSR access scheme. Fig. 4.4 shows multirate MC-CDMA modulator with
MSR access scheme. The symbol rates over each subcarrier for different service
classes are different. This is the main difference compared to the former two access
schemes. It means that the symbol duration over each subcarrier for mth service class

is given by 7. =T, . In this access scheme, no serial-to-parallel converter is needed
since P, =1. The block symbol a,,  (n) (i=12) will directly go through MSR

multirate modulator. Three possible spectrum configurations for the MSR access
scheme are investigated.

(i) MSR Configuration 1 and Configuration 2. In these two spectrum
configurations, the spreading gains for different service classes are the same, i.e.

L =---=L, =L. The total bandwidth B is divided to L subcarriers. The maximum

bandwidth of each subcarrier is given by B, =2B/(L+1)=2/T,, . If we assume
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rectangular waveform is used, users transmitted at highest data rate will normally
occupy the subcarrier bandwidth for transmission, as shown in Fig. 4.5 (a). The
spectrum of the subsystems supporting lower data rate services is overlaid on the
spectrum of the subsystems accommodating higher data rate users. Since lower rate
users will only use part of the subcarrier bandwidth, there are two ways to place the
subcarrier frequencies for MSR STBC MC-CDMA systems, as demonstrated by the
layer structure shown in Fig. 4.5 (b) and (c). Configuration 1 shown in Fig. 4.5 (b)
indicates that all the subcarrier frequencies of lower data rate users (class m) is offset
from the corresponding subcarrier frequencies of highest data rate users (class M) by

Af,,, and there is only one subsystem to accommodate all the lower rate class m users.
In MSR configuration 1, the central frequency of the /th subcarrier for kth user from
mth class is given by

fMSR_l = fus TNk (4.3a)

where MSR_1 denotes the MSR configuration 1, f,,, =1/T,, is the central frequency
of /th subcarrier for the highest data rate class and |4, ,| <1/T,, -1/T,. Configuration 2

shown in Fig. 4.5 (c) has N, = 2|_Tm /TMj—l subsystems similar to configuration 1,

each with different subcarrier frequency offsets from the Mth class users who occupied

the whole bandwidth for transmission. All the lower rate class m users are evenly

distributed among these N

m

subsystems. In MSR configuration 2, the central

frequency of nth subsystem at /th subcarrier for kth user from mth class is given by

Suse 2= Sy, ~UT, +nlT,, n=12,---, N, (4.3b)

m!

where MSR _2 denotes the MSR configuration 2.
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L S 2 fu i

(a) Spectrum allocation for highest data rate user (class M)

Subsystem Af

(b) Lower rate user configuration 1 (one subsystem per subcarrier)

Afm,l

f % Af =
Subsystem 1 m2 < >

Soda w2 Sua _ JwaN,,
Subsystem 2 Subsystem N,

(c) Lower rate user configuration 2 (v, subsystems per subcarrier)
Fig. 4.5 Spectrum Configuration 1 & 2 of MSR STBC MC-CDMA
(if) MSR Configuration 3. In this configuration, the spreading gains for

different service classes are different. i.e. L, >L, >--->L, =L . The spectrum of
configuration 3 for MSR STBC MC-CDMA system is shown in Fig. 4.6. For mth
class, the total bandwidth is divided into L,k subcarriers, i.e. B=(L,+1)/T,
(conversely, L, =BT, —1) and rectangular waveform is used. 7, is the symbol
duration on subcarrier for mth class. In MSR configuration 3, the central frequency of
the /th subcarrier for kth user from mth class is given by

fMSR_3 :Z/Tm' (430)
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fml fm,Z Lm -1 fm.im—l mem "

Fig. 4.6 Spectrum Configuration 3 of MSR STBC MC-CDMA system

Consider uplink transmission and each user is assumed to employ binary
phase-shift keying (BPSK) symbols, the received signal at jz& antenna can be

expressed as

n=+0 M K, 2 L, P,
r)=2.22S,/RL,Y, iy (M)C s (1)
n=—oom=1 k=1 i=1 [=1 p=1

u(t_nTs _Tm,k,i,j).ﬂm,k,i,j,xﬂh (t)
expLjaf ot + P, N1, (1) (4.4)
where sch denotes either one of the mc, VSG or MSR (including MSR_1, MSR_2,

MSR_3) access schemes. S, denotes the transmit power for the mth class users with

the value to be determined by the proposed power control algorithm presented in the

next section, a,, ., (n) is the nth data bit of the pth data stream at ith antenna for the

m,k.i,
kth user from mth service class. Note that P, =1 for MSR access scheme. ¢, , (1)
(I=1,---,L,) is the spreading sequence used to spread the nth data bit of the pth data
stream in the frequency domain. For mc access scheme c,,,,,(n)#---#c,,, ,(n),
whereas, for VSG and MSR access scheme, c,,,,,(n)=--=c,,, ,(n)=c,,, (n).
u(#) is the rectangular pulse defined in [0,7 ], 7,, ., ; denotes the transmission delay

and it is uniformly distributed over the time interval [0,7.]. S (1) and

m,k,i,j,xg,

Pori ., () are respectively the amplitude and phase of the channel fading gain of

user k from mth class when signal is transmitted from the ith transmit antenna to the jth
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receive antenna through the x_, th subcarrier, wherex, =/, x,, = p+(/-1)P, and
Xusg =1+ Boyis., (1) is Rayleigh distributed with E{ﬂ,f,,k,i,j,xﬂ.,,}=02, Priijn, ()
is uniformly distributed over [0,27] . Brkijn, () =0, ki T Pokin, ()

—27f, T4, Where 6, is the random carrier phase uniformly distributed over

X i, Xsch

[0,2z]. n,(r) denotes the additive white Gaussian noise (AWGN) at jth receive

antenna with zero mean and double-sided PSD N, /2.

Symbol duration in each subcarrier is assumed to be longer than channel delay
spread so that each subcarrier signal undergone flat fading. Also with sufficient
frequency separation between adjacent subcarriers relative to the channel’s coherent
bandwidth, fading process of a given user on different subcarriers can also be assumed
to be independent; otherwise the results could be used as the upper limit. We assume
that perfect timing and frequency sychnronization are achieved at the receiver
throughout this chapter.

Assume that the 1% user from uth class is of interest, and coherent receiver is

used. Without loss of generality, let z,, =0. The correlator output for the nth data bit

at the /th subcarrier of the pth data stream at the jth antenna for mc scheme is given by

sc 1 (n+1)T .
Ay OES= IT r, (1) exp(—j24f ., )dt

=D, )+ 15, (1) +&05,, (), (4.5)
where D! | (n), I, (n)and & (n) are the desired signal, interference and

AWGN noise, respectively. The noise term & (n) is Guassian distributed with zero

u,j,pl

mean and  variance o2, =N,/2T, . The interference  term

0
Eidop

I;f_f’pv, (n) =1§f,hu,_,-,p,z (n)+1jj,h1u’_/_'pyl (n), where 15,@,_/,,7,1 (n) denotes the self-interference
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(S1), and 73 , (n) represent the multiuser interference (MUI). Note that for MSR

Mlu,j,p
access scheme, the signal will be filtered by a bandpass filter with its bandwidth

adapted to the symbol rate of the desired class before decision making.

4.2 Interference Analysis

Channel fading is assumed to be quasi-stationary over the two successive

symbol intervals 2T, i.e., the channel gain remains constant over the time interval
[2nT.  (2n+2)T.], ie.
ﬂm,k,i,j,xwh (2}’1) ~ IBm,k,i,j,xM.,, (2]’1 +1) = IBm,k,i,j,xw7 !

wm,k,i,j,xmh (zn) ~ (om,k,i,_/,xm, (27’1 +1) = wm,k,i,j,xsch . (46)
The signal and respective interference terms can be derived using (4.4) and (4.5). The
desired (2r)th and (2r-1)th block symbols at the /th subcarrier of the pth data stream of

the jth antenna are given by

Du,j,p,l (2]’1) = \Y Su /f)u Lu [ﬂu,l,l,j,xw,,, exp(_j¢u,l,l,j,x“,h )
: cu,l,p,l (2]’1) : bu,l,p (27’1) + ﬂu,l,z,j,xw7

: exp(_j¢u,l,2,j,xn,h ) : Cu,l,p,l (Zn)bu,l,p (2” +1)] 1 (4'7)

Du,j,p,l (2]’1 +1) = V Su /PuLu [ﬁu,l,l,j,xn,,, exp(_j¢u,l,1,j,xm )

Cy1p0 (204 (=D, ,2n+1))+ F

wl2,j x|

exp(_j¢u,1,2,j,xﬂ‘h ) Cur,s(@n+D)b,, ,(2n)].  (4.8)

Assume that the equal gain combining (EGC) technique is used. The decision

variables for b,, ,(2n) and b,, ,(2n+1) are respectively given by

u,l,p
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L

U,, @)=Y SRy, (2n)ae,,,, @)

j=1 i=1

+ Yu*vjvp,l (271 +l)a;cu,l,p,l (271 +l)}/ ﬂxwh ’ (49a)

L

Z RE{Y%_/’N (Zn)aZCu,l,p,l (2n)

=1

M~

U,, (2n+1) = .

J

Il
N
~

+Y),,@nalale,,,, @nD)l B, (4.9b)

where a; Zﬂu,l,i,j,xm exp(j¢u,1,i,j,x“h) (i=12) and /Bxﬂ‘h :\/IBuz,l,l,j,xm +/Buz,1,2,j,xm . In
the following analysis, U, ,(2r) will be used as an example and we shall simply use

sch
U,, todenote U,  (2n). Eq.(4.9a) can be expressed as

sch __ sch sch sch
Uu,p _Du,p+1u,p +§u,p’ (410)
J L,
where D)% =>>'\|S,IP,L,-pB, -b,,,(2n), and I;% =1 (2n) . The noise is
7= =1

given by

J L,
g =& 2n) =Y Y Rele  (2n)aye,, ,, (2n)

j=11=1

+E @n+lage,,,, (2n +1)}/ B. . (4.11)

u,j,pil

Thus the variance of f;fﬁ is given by

a;% =N,JL, 12T,. (4.12)

In the following, we derive the respective interference terms defined in (4.10)
for mc, VSG and MSR access schemes, either Gold sequence or orthogonal Gold
sequences will be used. Gold sequence is one of pseudo-random sequences that exhibit
noise-like randomness properties. And the orthogonal Gold sequences has the similar
autocorrelation and cross-correlation as compared to Gold sequence except that

orthogonal Gold sequence offer zero crosscorrelation value at zero time shift
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[109][110]. In the following interference analysis, we use the statistical properties of
pseudo-random sequences to simplify the analysis when we compute the variances of

the various interference terms.

4.2.1 Multicode Access Scheme

The interference for mc access scheme is given by
11:”’0 Ig;cu P 11\’;; u,p’ (413)
where Ig, (n) denotes the self-interference (SI), and 77, (n) represents the

multiuser interference (MUI), respectively. Then, the SI from other parallel data

streams (virtual users) for mc access scheme is given by

J L
1, =YY Rell”  (2n)ayc,,,, (2n)

j=11=1

#1250 @niDage,y,, (2n+1) }/ By (4.14)

2 5
Where Ig;c:u,_/,p,l (n) = \Y Su /PMLZ Zcu,l,p,lcu,l,q,l : ﬂu,l,i,j,l exp(j¢u,l,i,j,l ) .bu,l,i,q (n) '

i=1l g=l,q#p
thus the Sl can be simplified as
J L
1y, =3 S, 1P ZCulplculq, B, -b,.,(2n). (4.15)
j=11=1 q=l.q#p

L
If orthogonal Gold sequences are used, then we have > gop CutpiCurgr =0, and let

~

C =C,1,/Cu1,,- This implies that a half of ¢ take the value “+1”, the other half take
the value “-1”. Denote the index of ¢ ="+1" as «a, ,, and the index of ¢ ="-1"as a,, .

Then (4.15) can be rewritten as

L2

J 1A
I, => > Su/PML-buylyq(Zn)-;(ﬂm—ﬂaw). (4.16)

Jj=14q=1l.q=p
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Ll2

By the central limit theorem (CLT), the RV Z(ﬂm - f,,,) can be approximated to
d=1 ’ ’

be a Gaussian RV with zero mean and variance (2—97/16)Lo’ for large L.

Therefore, the variance of /g,  is given by

Var(1y, ) =P, -1/ P, -J(2-97/16)c*-S, . (4.17a)

If Gold sequences (nonorthogonal) are used, the value of 7g°, =~ can be obtained by
Var(Ig, ,)=2(P,-1)/ P,-Jo*-S,. (4.17D)

The MUI for mc access scheme is given by

J L
I]’\Z;,u,p = z z Re{ ]’:/Z,u,j,p,l (Zn)alcu,l,p,l (2”1)
j=11=1
a0 (20 +l)a;cu’11p’, (2n+1) }/ B (4.18)
M K, 2 P, L
where [A'Z’u’j]p'l (n) = Z Z \lSm /PmLZ Z Zﬂm,k,i,j,l exp(_j¢m,k,i,j,1) :
m=1k=1,(m,k)#(u,1) i=1l | ¢=1 h=1,h=I

lbm,k,i,q (n _l)cm,k,q,l : 2-m,k + bm,k,i,q (n)cm,k,q,l (T's - z.m,k)Jlj; : cu,l,p,l

b, L
+z le ﬂ-(h _l) : cu,l,p,l 'ﬂm,k,i,j,l : |_bm,k,i,q (n _1)cm,k,q,h

sinfz(h -1z, | T]-explj(a(h 1)z, I T, +¢,,.,.)]
#0100, 10 SINZ(A= DT, ~7,,,) I T,]
-expl—j(w(h=)T, +7,, )T, +8, ... ). (4.18a)

Therefore, the variance of 7y, is given by

M K, L L
Var(]ﬁjyulp)=z Z(Z/3~J02+z ZJGZ/Lﬁz(h—l)z)-Sm : (4.19)

m=1k=1,(m,k)#(u,1) 1=1 h=1,h=l
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By central limit theory (CLT), and since /g, ,, 1, , are independent each other, the

total interference /,", is also a Gaussian RV with zero mean and variance

M
612% =Var(lg, ,)+Var(ly, )= z G,.,.S (4.20)

SIu,p u,m~m?
=1

3

where G, can be obtained from (4.17) and(4.19).

4.2.2 VSG access scheme

The interference for VSG access scheme is given by

1 =190 +1, (4.21)

u,p Mlu,p?

where I (n) denotes the self-interference (SI), and 1.,  (n) represents the

multiuser interference (MUI), respectively. In VSG access scheme, different parallel

data streams will occupy different subcarriers, hence will not interfere each other, i.e.
IVSG — O

SLu,p

The MUI for VSG access scheme is given by
J
I]C[ii,p = z Z Re{lﬂlgit,j,p,l (Zn)alcu,l,p,l (2”1)

w156 @n+Yage,,,, (2n+1) }/ B (4.22)

2

Km
where 7,50 (n)= i DS IPL, A

m=1k=1,(m,k)#(u,1) i=1

By L,
Z Zﬂmvkiv/,%m exp(_chm,k,i,j,xVSG)

q=1 h=1xy56=yvsc

' I_bm,k,i,q (I’l _l)cm,k,h (n _1)Tm,k + bm,k,i,q (n)cm,k,h (n)(Ts - z-m,k )J/ TS' ’ cu,l,l (n)

PVII LM
+ Z le T(Vyso = Xpsg) * Cuny (1) - ﬂm,k,i,j,y,,m

q=1 h=1, yys6 #xys6
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NBoisa (1=, (1 =1)-
sin[z(y - x)z,,., | T,1exXpl—j(7(Vys6 = Xy56 ) s I To + @i )]
5,10 (10,0, (1) -SIN[Z (56 = Xy56 NI = 7,,) I T, ]
exp[—j (7 (56 = Xyse )T + 7, )T+ @, . (4.22a)

and y,s; =g+ (h—-1)P, . Therefore, the variance of 7.,  is given by

Km
> (2L,13P,L, - Jo*

1 k=1,(m,k)#(u,l)

M=

Var(];;‘jiyp ) =

m

L

Pm
z zJGZ/ﬂ.Z(yVSG_xVSG)Z/PmLm)'Sm' (423)

q=1 h=1,yysc#xysq

M=

+
i

I
LN

Similarly, by central limit theorem (CLT), the total interference 7,°" is also a

Gaussian RV with zero mean and variance

M
O e =Var(ly,,) =2 GpS, (4.24)
" m=1

where G, , can be obtained from (4.23).

4.2.3 MSR access scheme

The MUI for MSR access scheme is given by

M Ky,

IAED S Y S (4.25)

m=1k=1,(m,k)#(u,l)

J L, *
where 7% =3 S Re{I"S* 2n)ayc,,, (2n)+ 15" 2n+Daje, (2n+1)}/ B,

m,k m,k,j,l m,k,j,l
FEE

(4.25a)

The evaluation of 7}, is presented below. Since for MSR access scheme the symbol

rate in each subcarrier is not the same for different service classes, extra care has to be
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taken when computing the average interference imposed by users in one of the service
classes on the other. The correct number of consecutive symbols that will interfere the
desired user has to be taken into consideration. The derivation details are omitted here,

and [70] can be used as a reference source to fill up this gap.

A. T, 2T, ( Lower rate and the same rate class)

This is corresponding to the case where desired user has higher or equal data
rate than interference user. The MUI imposed from users in the lower and same data
rate class can be separately considered.

(a) Tk j <T,

u

2 L,
Irjy,i]if,z (n) = z VS, L, 'ﬂm,k,i,j,l ¢, (m){ z [bm,k,i (n-1)-
i-1

=L, fo kon=Su
Cm,k,h (n _1)Tm,k,i1j + bm,k (n)cm,k,h (n) (Tu - Tm,k,i,j )J ' eXp(_]q)) / Tu

LS Ty (A0 T by (1 =Dc,, 1 (1 =D SiINAGes T, 1 T, )

h=L, fon ke n® St

AT

m,k,i,j conf

exp[—j(A@eoy T +®)]

+b, 0 (1)C, i (M) SIN[A@ o (T, =7, ) T ]
eXpl—j(A®e (T, + 7,4, ) Ty + )], (4.26)
where A cons =rlh-1+(Af,,, =, )T] T, =T, for MSR configuration 1 or 2,

and, E)cmzf :ﬂ(hT“ /Tm _l), T

conf’

=T, for MSR configuration 3, ®=¢, ., —¢,.,.

b) T, <zt <T

m,k,i,j m

2
Iﬁi{zj,z (n) = Z\/ S, 1L, 'ﬂm,k,i,j,zcu,l,z (n){
i-1

Lm

z [bm,k,i (n=1c,, , ,(n—1)-exp(—j®@) +

h=L fon k=i
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Z o (B0 T,) [y (2 =1)

h=L fonkn# S
Cis (1=D)SINA@eon T, | o) expl-j(A@eonT, | Ty +(D)]]}, (4.27)

When T, > T, , the variance of 7, is given by

Var(I)5|T, >T,)=P(z,, , <T,War(l)5|T, 2T,,7,,, <T,)

+P(T, <7, , <T War(I)5|T, 2T, T, <7, , <T,)

ulu

LM Lm —
=Jo?>'s, 1L, DT, 13T, + Z 2 Ao T2) T, IT,
=1

=L ok =Su1a h=L, fo ke # u

[ conf /(Aa)confT ) SIn(Aa)confT /Tconf) COS[Aa)confT /Tconf]

m

COSPADn (T, ~T,)I T, )+ (T, ) 12T, $in? (Ao T, I T.,,,) . (4.28)

B. T, <T, (Higher rate class)

This is corresponding to the case when desired user has a lower transmission

rate than the interference user. The MUI from the users in the higher rate class is given

by

nl;/[iR/l(n) Z\/S /L, ﬁmkz;[cull(n){

Lﬂ

Z[mkz(n 1)kalz(n l)kalj+Zd0 nzkz(n_i_d)cm,k,h(n—i—d)Tm
h=l, f kh= f11

+bm,k,i (”l + a)cm,k,h (n + a)(]; _Tm,k,i,j - aTm )] exp(_Jq)) /Tu

Lm P
+ Z TCO'?f /(Aa)w”fTu ) ’ [bm,k,i (n _1)Cm,k,h (l’l _1)

h= o kon # S

Sln(Aa)C"”me ki, j conf) eXp[ ](Aa)con/ m ki, j /]—;onf + (D)]

a-1 -
+3 b, (v d)e, ,, (n+d)-sin(Aowy T, I T,,,)

d=0
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expl—j(A@cy (2n+1)T, +2z,,,, )T, +D)]

m,k,i,j

+b, . (n+a)e, , ,(n+a)sin[Awey (T, -7 ~al,)IT,,,]

m,k,i,j
expl—j(Aweoy (T, +7,,, +aT,)I T, +®)]], (4.29)
where a=|T, /T, |-1. There are altogether (a+2) bits from higher rate user that will

affect the decision symbol of the lower rate user. When T, < T, , by taking the PSD of

interference signal into consideration, after the bandpass filter, the variance of 7,"" is

given by

M Km
Var(IW | T, <T,)=Jo?>. > ZumSulL,

m=1k=1,(m k)#(u,1)

LM Lm
S{ Y -17,(2a+1) + T2 (a* +2a+213))/ 217

m
1=1 h=Lfo gk n=Surs

L, . . _
T (Aown T, =T, (Ao T,) - SiN(AGy T, I T, )-

W= fo ks s
cOs[A@cons (T, =T,)/ T, 1C0S[A@eors (T, —(a+1)T,,) I T,,,, ]
+asin’[Awuy T, IT,,1/2]}, (4.30)
where y, . is to account for the effect of the receiver filter on the signal of the desired
user and the PSD of the signal of the interference user. The significance of y,, Iis

defined by [70]

= ["" sinc?[yr,1ar /[ sinc [T, 14 4.31
Zu,m _-[—l/Tu sinc [fT'm] f/-[—l/T”, sSinc [ﬂn1] f ( ' )

Similarly, by CLT, the interference I MjR can be assumed as Gaussian distributed with

zero mean and variance

M K, M
O-IZMSR = Z ZVar([}:{‘ZR = zGu,mSm y (432)
" m=1k=1,(m,k)#(u,1) m=1
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where G, can be obtained from (4.28) and (4.30). To better understand the effect of

MUI for different MSR spectrum configurations, we present a two-class service

system in Appendix 4.A.

4.3 BER Performance Analysis

Assume that a “+1” is transmitted, (4.10) can be rewritten as

J L,

U = ZZ,/S [PL, B, +I)5+&° (4.33)

j=1 1=1

and since BPSK is used, then the BER of pth data stream for mc or VSG or MSR

access scheme can be obtained by using [103]

peh _ % ~ % f: o™t M., (@)ldo, (4.34)

e,p
where ¥ ., (@) is the characteristic function (CHF) of the decision variable U;fg.

Im(z) is the imaginary part of complex number z. And it can be easily shown that

J L,
¥y (w) = H H ¥, (s IS P L o) Y (@)Y, ; (o). (4.35)
J I
Since p,,,,., and B, ~ are independent Rayleigh RVs, then RV S  is

Nakagami-m (m = 2 distributed with parameter 2o. Its CHF is given by [106]
¥, (0)=|\E(3/21/2.0*¢ 1 4)+ - 300(n /4
F(-13/2,6%w* 1 8)|-exp(-o2 0?1 4), (4.36)
where | F,(a;b; @) denotes the confluent hypergeometric function. The CHF of
Gaussian RV 7, and £, is given by [105]

¥, (@) = exp(—afxZ w’12), (4.37)
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Y. (w) = exp(—a;w,, w®12), (4.38)
respectively. Substitute (4.36)-(4.38) into (4.35), the CHF of U ljf]’j is given by

¥, (0) = |, F.(-3/21/2;S,6°w I 4P,L,)

+j-3wo:[7S, IP,L, /4 F,(-1312;5,0%0” 14P,L,)]"

-exp[-(20°2,, +20°., +JS, 0% | P,)o’ 14]. (4.39)

Let o = Zz/ \/2012“,, +207, +JS,0” | P, , the exact BER for the pth data stream is

given by [104]
eu,p

P —E—lij(z)eXp(—zz)dz—E—liH W(x,) (4.40)
2 7 2 4= mh '

where W(z) = Im{{F(-3/21/2;S,0°2* I2E L (0%, + a;m )+JL,S, %))

u-u

4 j-3z0 \/72:5‘ I2P,L, (0}, +02,)+JL,S,0%) ]2

)+JL,S, o N" 27y, (4.40a)

F(-13/2;S,0°2° I(2P,L, (0'12; +0';.L,

Sl

and N, is the order of the Hermite polynomial and we found that N, =40 is
sufficient for good accuracy. The parameter x,, in (40) is the mth zero of the N th

order Hermite polynomial, and #, are the weight factors given by
me - 2Np B NP !\/;/N; HNP -1 (xm ) ' (4-40b)

It is assumed that any bit can be sent via any of the p, data streams with equal

probability. Therefore, the system average BER for either mc , VSG or MSR access

scheme is given by

P

Pit =Y P IP,  (u=12,, M) (4.41)
p=1
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4.4 Transmit Power Control and Capacity Analysis

We define the signal-to-interference ratio (SIR) for pth data stream as

SCi SC 2 T
v = E{D)", }/afm =S L I|P a;

u,p

, (4.42)

where Zu =J[2+97(JL, —1)/16]c?. It is assumed that any bit can be transmitted via

any of data streams with equal probability, and define » " as the average SIR given by

SC 1 Pu SCi SCi
yit ==y =y (43)
P~

u

In the multirate STBC MC-CDMA systems, different service classes may have
different QoS requirements, i.e. bit error rate (BER) requirements. We assume that the

average BER for mth class service is demanded to be less than its threshold Ber,, ,, .
Equivalently, the SIR threshold can be defined as

r, =[o*®er,, )} (m=1--,M), (4.44)

where Q(x):J.ooexp(—x2 12)/2xdx represents the Gaussian cumulative function.

The proposed power control algorithm is to maintain the ratio among the average SIR
defined in (4.43) of different classes equal to the ratio among the corresponding SIR

thresholds between different classes, i.e.,

sch

ity = T, T, (4.45)
Then the transmit power of every user from each class has to be adapted according to
the relation defined in (4.45). Let the average power s in the system is kept at a

constant, given by

S=>K,8,/>K,, (46)
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by solving the M variables M independent linear equations (4.45) and (4.46), we can

obtain the transmit power S, (m=1---,M ) for different classes. Particularly, if

M =2, the transmit powers for each service class are given by

K +K,)) - K +K. —
S, :—19““’”( 1+ K5) S, S, =1 "2 i S, (4.47)
4.,K +K, S.,K, +K,

sch
respectively, where

8., = |G LB, IT, - GYIL, P, + (G LY, IT, - Gy L, P,)’

+4GY Gy L LR, IT,) 112G L P, (4472)
Under a guaranteed QoS requirement, the average BER performance of mth

class service has to be better than a given BER threshold Ber,,, . It means that the

system average BER performance of mth class service needs to satisfy

P;C,Z < Bery,, .- (4.48)

Define K

miax @S the maximum number of users from mth class that the system with
either mc, VSG or MSR scheme can accommodate under the QoS requirement (4.48),
le.

K sch

m,Max

=max{K ;" |P}" < Bery,, ,,m=1,---,M}. (4.49)

Then the system capacity (bandwidth efficiency) of the system with mc or VSG or

MSR access scheme is given by

M
psch = szrtﬁ%ame /B ' (450)
m=1
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4.5 Numerical Results

In this section, we investigate the performance and system capacity of mc,
VSG and MSR access schemes for STBC MC-CDMA systems. The results obtained
are also compared with the conventional MC-CDMA systems. Three systems i) MC-
CDMA system (1 transmitter and 1 receiver), ii) STBC MC-CDMA system (2
transmitters and 1 receiver) and iii) STBC MC-CDMA system (2 transmitters and 2
receivers) are considered. For simplicity, a two-class service system (M =2) is used.

The transmission rate for a low and a high rate user are given to be R, and R, ,
respectively, with R, = N,R,. There are altogether K, low rate and K, high rate users

in the systems. The total bandwidth B for the systems is fixed at 5MHz. The

transmission rate R, of low rate class is fixed at 20kbps. The BER thresholds are the
same for all classes, and we set Ber;,, , =10". The symbol energy is defined as

E, =ST,IP

m"*

Fig. 4.7 shows the BER performance of high rate users versus E /N, for

different multirate access schemes when K, =32, K, =8 and R, =4R, (The BER

performance of low rate users is not presented here since the results are nearly the
same as those of high rate users), with (a) shows the BER performance for multirate
MC-CDMA systems, and (b) shows the BER performance of multirate STBC MC-
CDMA systems. It can be observed that BER performance of multicode access scheme
when orthogonal Gold sequences are used and VSG access scheme give the highest
capacity. The performance of multicode access scheme when Gold sequences (non-
orthogonal) are used will be a slightly worse. On the other hand, the BER
performances of the three configurations of MSR access scheme are worse than that of

multicode and VSG access schemes, although the performances of configuration 2 and
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3 of MSR access scheme is approaching the that of multicode and VSG access
schemes. The performance of configuration 1 of MSR access scheme is the worst
among all the schemes because it does not fully make use of the whole bandwidth. It
also can be seen that for any of the multirate access scheme, the performance of
multirate STBC MC-CDMA systems is better than that of conventional multirate MC-
CDMA system. Besides, the computed BER results using our proposed analysis
method well agree with the results obtained from computer simulations. This verifies
the correctness and effectiveness of our analysis for all the multirate access schemes
(multicode, VSG and MSR access scheme) of both the asynchronous STBC MC-
CDMA systems and MC-CDMA systems.

The system capacity for mc access scheme of STBC MC-CDMA systems is
shown in Fig. 4.8 (a) and (b), where orthogonal and non-orthogonal Gold sequences
are used, respectively. It can be observed that the system capacity of STBC MC-
CDMA with 2 transmitters and 2 receivers will be much better, although the system
capacity of STBC with 2 transmitters and 1 receiver will be only slightly better than
that of conventional MC-CDMA. It also shows from Fig. 4.8 (b) that the system
capacity is relatively worse when there a larger number of high rate users (i.e. smaller
number of low rate users) in the system. This is due to the presence of self-interference
(SI) resulting from all virtual users of a high rate user. On the other hand, if orthogonal
sequences are used, interference between users exist (because of asynchronous
transmission) but not between virtual users. Hence system capacity exhibits different
behavior when the number of low rate users increases, as shown in Fig. 4.8 (a). As

R, I R, increases, a larger “fluctuation” in the system capacity is observed. This is

expected because we need to remove more low rate users in order to allow a high rate

user to enter the system. The results presented in these curves also shown that there
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exist a maximum number of users that the system can support and beyond that, BER
cannot be satisfied.

By comparing Fig. 4.8 (a) and (b), it can be observed that the system capacity
for mc access scheme when the Gold sequence is used is worse than that when the
orthogonal Gold sequence is used. The system capacity gets worse when the value of

R, I R, increases. This is because SI from virtual users when non-orthogonal Gold

sequence is used is much larger than that when orthogonal Gold sequence is used,
since transmission among virtual users is synchronized.

Fig. 4.9 shows the system capacity for VSG multirate access scheme of STBC
MC-CDMA system. As mentioned before, the system capacity when either orthogonal
Gold sequence or Gold sequences is used will be the same. By comparing Fig. 4.9 with
Fig. 4.8, it can be observed that the system capacity of the VSG access scheme is
nearly the same as that of mc access scheme when orthogonal Gold sequence is used.
In fact, very slight degradation is observed for VSG by comparing using the actual
computed values. This observation is in contrast to MC-CDMA systems, where
orthogonal Gold sequence mc scheme exhibits a higher capacity than VSG scheme, as
can be seen by comparing the curves for MC-CDMA shown in Fig. 4.8 (a) and Fig.
4.9.

Fig. 4.10 shows the system capacity of three configurations of MSR access scheme
for STBC MC-CDMA system, where (a) is for MSR system with spectrum

configuration 1 (Af; =0, here the case when Af, # 0 is not presented since the results

we have evaluated have not much differences.), (b) is for the MSR system with
spectrum configuration 2 and (c) is for the MSR system with spectrum configuration 3.

It can be observed from (a) that as R, /R, increases, the system capacity and the

maximum number of low rate users K, that the system can accommodate decreases
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dramatically for MSR system with CSG configuration 1. From (b) and (c), it can be
seen that as the R, / R, increases, the system capacity and maximum number of low
rate users that the system can accommodate changes only slightly for the MSR system
with spectrum configuration 2 or the MSR system with spectrum configuration 3. By
comparing (b) with (c), as K, is small, the system capacity of spectrum configuration
2 will be better than that of the system with spectrum configuration 3 when R, / R, is
small, the result is reverse when R, /R, is large. As K, is moderate, the system
capacity of configuration 2 will be better than that of the system with spectrum
configuration 3. Besides, the larger the high transmission rate R, is, the larger
fluctuation in the system capacity is observed. This is expected because more lower
rate users are needed to replace a high rate user to enter the systems.

By comparing (a) with (b) and (c), the system capacity for MSR system with
spectrum configuration 2 and the system with spectrum configuration 3 is getting
much steadily than that for the system with spectrum configuration 1 as R, /R, is
large. And the system capacity of MSR system with spectrum configuration 2 is the
best when K, is moderate. And as expected, when the two service rates approach the
same value, All the MSR system with different spectrum configuration will approach
the nearly same system capacity.

By comparing Fig. 4.8, Fig. 4.9. and Fig. 4.10, it can be concluded that the systems
with mc access scheme when orthogonal Gold spreading sequence applied and VSG
access scheme have similar system performance and capacity, and both perform better
and much steadily than the system with any spectrum configurations of MSR access

scheme.



Chapter 4 Multirate Access Schemes 123

10° b —— mec (OGD) i
—== mc (G0) ]
—— WaGE ]
—+— MIR Configuration 1 |7
—— MISR Configuration 2 |7
—+— MIR Configuration 3
s MC-COMA (1T R
10 F % -‘ -
o
L
7|
107}
solid line:  Analysis |
dotted line: Simulation 1
1|:|'3 1 1 1 1 1 1 1
0 5 10 15 20 25 aa 35 40
E=iMo (dB)
@ MC-CDMA system
i T T T T T T T
10 —— me (0GD) 3
—= mc (G0) .
—5— WEGE 1
1 : —— MISR Configuration 1
1 STBC MC-CDMA (ZTx1RY —&— MR Configuration 2 (3
—— MSR Configuration 3 |3
10 kg gy o A "
. A e I i e
[T
S o b D S Sy S
10
10 aTme MOt FIMA (T B R i o
I solid line:  Analysis
1D-5 dotted line: Simulation
E 1 1 1 1 1 1 1 E
0 5 10 15 20 25 30 35 40
Es/MNo (dB)
(b) STBC MC-CDMA systems
Fig. 4.7 BER performance of high rate users versus Es/No for different multirate access

schemes (K1=32, K2=8 and R2=4R1)"

L OGD is abbreviation of orthogonal gold sequence, while GD is abbreviation of gold sequence.
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4.6 Conclusion

In this chapter, the system performances and capacities of mc¢, VSG and MSR
multirate access schemes with transmit power control for STBC MC-CDMA systems
are investigated. The system models for these three multirate access schemes are
presented, then the interferences for different access schemes are given. With our
proposed power control, the BER performance and system capacity analysis for the
three access schemes are presented. Finally, the numerical results are given to show
clear comparisons between the three multirate access schemes. And the theoretical
analysis is also verified by computer simulations. It can be concluded that the systems
with mc access scheme when orthogonal Gold spreading sequence is used and VSG
access scheme have similar system performance and capacity, and both perform better
than the system with any spectrum configurations of MSR access scheme. In case
when non-orthogonal Gold sequences are used, mc access scheme shows a degrading
in the system capacity as compared to VSG, due to the presence of larger self-
interference (SI) among the sequences used by each user. It can be also concluded that
the system performance and capacity of STBC MC-CDMA system will be better than
the conventional MC-CDMA without space-time coding. The system performance and

capacity will be much better when the system have more receive antennas.
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Appendix 4.A

To better understand the multiuser interference for different MSR sepctrum
configurations, a two-class service system (M =2) is considered in this appendix.
However, the analysis can be easily extended to more service classes. The two classes

of users have the low and high transmission rates, R, and R,, respectively, with
R, =N,R,. There are K, low rate users and K, high rate users in the system.

(1) MSR Configuration 1
In this configuration, high rate users will occupy whole bandwidth at each
subcarrier, whereas, all the low rate users are allocated in only one subsystem. One of

the subcarrier spectral of the two systems is shown in 0(b), where we have Af,, = Af;

for any low rate user k. Thus, the variance of interference for low rate user is given by

or, =K =DVar(I T, =T,)+ K, Var(I;;" T, <T,) (4.A1)
and the variance of interference for high rate user is given by
o} =K Var(I3°|T, >T,)+(K, -War(I5;° | T, =T,). (4.A.2)

(if) MSR Configuration 2
In this configuration, high rate users will occupy the whole bandwidth of each
subcarrier. The low rate users divide the subcarrier bandwidth into N, =2N, -1
subsystems. The low rate users are evenly distributed among N, subsystems. The
central frequency of the nth subsystem at the /th subcarrier is given by

Foin=Fous =T, +nlT,, n=12,---,N,. The spectrum allocation is shown in Fig.

4.5(c). It is expected that with such arrangement, the MUI experienced by a
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narrowband user is smaller so that system capacity can be improved. The allocation

algorithm is presented as follows:
(1) Let K, =N,K, +v,where K, =| K, /N, | and v=K, mod N,.
(2 Allocate K, low rate users evenly among N, subsystems.
3 Finally, allocate the remaining v low rate users into the first v subsystems,
one user per one subsystem.
If the user in the first subsystem is of interest, the variance of the interference for low
rate user is given by

0121 = (K, +g(»)) —1)Var(]f,fG |T,=T,)
3 (K, + g m)War(IS0 | T, =T,) + K, Var(I$9 | T, <T,) (4.A3)

1 vz2n . . . .
where g(v, n):{o . The variance of the interference for high rate user is
v<n

given by

ol =" (K, +gmWVar(I5°|T, >T,)  +(K, -WVar(I5° T, =T,)

(4.A.4)
(ili) MSR Configuration 3
For this configuration of MSR access scheme system, the relationship between
the spreading gains (or number of subcarriers) of the low rate and high rate class is
given by L, = N,L, + N, —1. The variance of interference for a low rate user is given
by

op =(K,-War(1;° |T, =T,)+K,Var(I,;° |T, <T,) (4.A.5)

and the variance of interference for a high rate user is given by

0',22 =KVar(1[° | T, >T,)+ (K, -War(1,;0 |T, =T,). (4.A.6)
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Chapter 5

Timing and Frequency Synchronization

In the next two chapters, we focus our studies on some receiver design and
implementation issues for STBC MC-CDMA systems. Firstly, joint timing and
frequency synchronization are investigated in this chapter. Then time and frequency
offset information will be feed back to mobile users through the control channel, so
that the mobile users adjust their clock and oscillators adapted to the base station.
When the signals of all users arrived at the base station synchronously, the channel
estimation and multiuser detection will be performed to recover the data of all users.

In this chapter, a subspace-based joint blind multiuser timing and frequency
synchronization scheme for asynchronous STBC MC-CDMA systems over frequency
selective fading channels is proposed. While formulating the joint synchronization
using the maximum likelihood (ML) method [75], we find that it will inevitably result

in a multi-dimensional estimation problem when multiple users are present, This
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means that we are not able to decouple the multiuser parameters estimation problem to
a series of single user estimation problems, as a result, huge amount of computation
needs to be performed. Our effort shows that subspace-based algorithm can resolve
this joint timing and frequency synchronization in multiuser STBC MC-CDMA or
MC-CDMA systems more efficiently. We show that through properly choosing the
oversampling factor and the number of received samples, the joint timing and
frequency synchronization for multiple users can be resolved using the subspace
approach. The proposed subspace based algorithm is derived by taking the transmitters
of all users into consideration, and the joint multiuser and multiple input multiple
output (MIMO) synchronization problem will be transformed into a set of single user
and single input single output (SISO) timing and frequency synchronization problems.
Each single user problem is then reduced and generalized to a one-dimensional
optimization, and then solved by using an numerical iterative algorithm, such as the
Newton’s approach. Simulation results show the robustness and effectiveness of the
proposed synchronization algorithm in the presence of near far problem, multipath
fading and Doppler Spread. Performance of the proposed algorithm is studied using
the small perturbation analysis and is verified by computer simulations. Finally the
Cramér-Rao bound (CRB) is derived and computed in this chapter.

The rest of this chapter is organized as follows. The synchronization scheme is
first described in the Section 5.1. The system model is described and the problem
under investigation is formulated in Section 5.2. The subspace based blind joint timing
and frequency synchronization algorithm is proposed in Section 5.3. The performance
analysis is presented in Section 5.4. The derivation of CRB is given in Section 5.5. The
computer simulations are presented in Section 5.6. Finally, the paper is concluded in

Section 5.7
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5.1 Synchronization Scheme

We concentrate our work on the uplink (asynchronous) transmission of STBC
MC-CDMA systems. The important difference between the uplink and downlink
multiuser synchronization is how symbol and frequency synchronization is
accomplished. In a downlink scenario, offsets are estimated by the mobile receiver.
These offset estimates then control the adjustments of the local symbol clock and
demodulation oscillator. Synchronization thus takes place at the receiver. In the uplink,
on the other hand, time and frequency offset estimation is performed in the base station
but the clock and oscillator adjustments are made in the mobile user’s transmitter.
Since all mobile users’ signals must arrive at the base station aligned in time and
frequency in order to maintain the orthogonality between the subcarriers, all users
adapt to the base station’s receiver clock and oscillator by adjusting their oscillators
and scheduling their transmission according to the base station information. Therefore,
in our scheme, for every connected mobile user a control channel is embedded in the
downlink on which control information conveying the offset estimates is transmitted
back to the mobile user. With the aid of these control parameters, the mobile user
aligns its transmitted signal to the receiver reference symbol clock and to the receiver
oscillator. The control channel is embedded in the downlink frequency band, which
may have a similar multiuser structure as the uplink band and is set up during the
initial phase of the connection. Apart from offset estimates, other control parameters
for one user include, for instance, which time slots must be used for the uplink
transmission and which transmission power must be applied. Successful

synchronization of the user thus relies on the control channel.
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5.2 System Model
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Fig.5.1 The system model of STBC MC-CDMA (a) Transmitter; (b) Receiver

An asynchronous STBC MC-CDMA system over frequency selective fading
channels is considered. We assume that there are K active asynchronous users in the
system. The equivalent block diagram of the transmitter and receiver of STBC MC-
CDMA system used in our analysis is shown in Fig. 5.1. The stream of symbols of the
kth user first goes through the ST block encoder. Without incurring any power or

bandwidth penalty, the Alamouti’s orthogonal ST block coding scheme for two
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transmit antennas is employed [44][48], and more general ST codes for other number

of transmit antennas can be found in [48]. Two successive symbols /S, d, (2n) and

\/E d, (2n+1) for the kth user are mapped to the following matrix

2

by, (2n+1) b, ,(2n) S, (-d:(2n+1) d, (2n) « time
E{bm(znu) bk’2(2n)J ( J

B d;(2n)  d,(2n+1) J  space
where d, (n) denotes the nth symbol for kth user, S, is its transmit power and b, ,(n)
denotes the nth symbol at the ith transmit antenna for the kth user, and * denotes

complex conjugate. The columns are transmitted in successive block time with the

symbols in the upper and lower blocks simultaneously sent through the two transmit
antennas, respectively. The factor 1/ /2 is to normalize the transmitted symbol energy.

Next the signal b, ;(n) at ith transmit antenna is spread by the spreading code
¢..=lci0r - ¢pizal’, where L is spreading gain and "denotes the transpose. We

assume that the spreading code has unit amplitude, and normalized by 1JL . The

spread signal /S, /L -¢, b, ,(n) is then serial-to-parallel converted followed by the

inverse fast Fourier transform (IFFT) processing F” , where F is the LxL matrix
with its (m, n)" entry equal to 1/+/L -exp[-j2z(m—1)(n—-1)/L] and * denotes the
Hermitan transpose. To compensate for the channel’s time-dispersive effects thus to
avoid ISI, we insert redundancy in the form of cyclic prefix (CP) of the length larger
than the channel order, G, G =|r,, /T | where z,  denotes the maximum delay
spread among all the users, and 7 is the interval between two MC-CDMA samples

after CP insertion, i.e., T=LT,. /V =T, /V where V' is the total number of samples in
one MC-CDMA symbol period 7.. The CP insertion process can be described by a

V'xL transmit matrix given by T, =[I I,1", where I, denotes the last

cp
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V—L>G rows of LxL identity matrix I,, and the energy is normalized by vL/V .

Then the transmitted signal for kth user is given by

Xk,i (n) = V Sk /V .Tchﬂgk,ibk,i (n) ' (51)
where k=1, --- K,i=12

The signal x, ,(n) is converted from parallel to serial (P/S), and the resulting

sequence x,,(a) is then shaped to obtain the continuous time signal

X, (0)=2"" x.,(a)u(t—aT), where u(r) is the pulse shape. The transmitted signal

propagates through the unknown time-dispersive channel between ith transmit antenna

and jth receive antenna which has finite impulse response denoted as ,5,{' ;i (#). The

received signal is then shaped by ;(t) which is matched to u(¢), and then sampled at
the rate 1/7, = H/T , where H is an integer and denotes the oversampling factor. At

the receiver of the base station, the equivalent discrete-time channel impulse response

can be expressed as
J— — Gk
/Bk,j,i (a) = u(t) ® ﬂk (t) ® u(t)‘t:aT = Z ﬂk,j,i,gé‘(a - Tk,j,i,g) (5-2)
0 g=1

where o(#) denotes the Dirac delta function, g, ;. is complex channel fading gain

between ith transmit antenna and jth receive antenna for gth path of user %,

respectively. G, denotes the number of paths of user k. And z, _,  is the relative time

delay between the ith transmit antenna and the jth receive antenna for the gth path of
user k£ with respect to some reference time, which can be taken as the time where
samples are collected, as shown in Fig. 5.2. We assume that the relative time delay of

each path from the same user is distinct and within one symbol interval, i.e., 7, ;..

takes an integer value in [0, VH ) [82]-[88], and
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0< Ty jin <Tpjia < <Tp 6 <VH, and Ty ielo <VHT, =T,. (5.3)
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User #1, Path2 (Rx [ ~Tx | \
2. :
User #1, Path G, Rx 1 ~Tx 1) \
71116,
User #1, Path 1 (Rx 1 ~Tx2) \
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User #1, Path G, (Rx 1~ Tx2) \
‘, ———— ,T,l'_l'_zlG,l, - ,>
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PRI IR
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TkJ2.2 .
User #K, Path G, (Rx J]~Tx 2) \
TK.J,2.G¢ »

v

Discrete Time (n)

[ ] 1MC-CDMA Symbol
Fig. 5.2 Ilustration of the timing information in the asynchronours transmission of diff

erent users and multipath delay at jth receive antenna

Assume K asynchronous users in the system, due to the mismatch between the
oscillator in the transmitters of K users and the receiver at base station, the received

signal at the jth receive antenna (j=1,2,---,J), sampled at the rate 1/7,, can be

written as

K 2 G,
Vi (a) = Z exp(—j2re, [ VH)- Z z ﬂk,j,i,gxk,i (a— Tkijivg )+ n; (),
k=1

i=l g=1

j=12,---,J, (5.4)
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where ¢, is the normalized carrier frequency offset (NCFO) to the subcarrier spacing

YT, . n, (i) denotes the zero-mean additive white Gaussian noise (AWGN) with the

variance aj which is assumed to be independent of d, (n) and x,.() has been
defined in (1). Denote a VH x1 vector ék,,-=(TchW§k,,«®l_lj/\/7 ,  Where

a,, :[ak,i,o’ak,i,l"“’ak,i,VH—l]T' Without loss in generality, the transmission pulse
shape is assumed rectangular and h is A x1 vector to account for the oversampling
and h=[11,---1]" INH . With some manipulation, the nth received sample block at

jth receive antenna can be expressed as a VH x1 vector

Y ()= Y OEENY A, s )+ ), j=120 T, (55)
wherezj(n)z[yj(nVH), y,(WVH+1), - y,(nwVH+VH-1)] is the collection of

the nth block of VH samples to be processed, and likewise for ﬂj(”) takes the similar
form. f(e,) =[Lexp(—j2ze, I VH), -, exp(—j2=e, VH 1)/ VH)]" , and
.., () =exp(=j2me, ) S, -
b DBy b =DBsso b Biis b (=086 ]

Note that two consecutive MC-CDMA symbols are used because transmissions are

asynchronous. To make the element of the matrix ®(f(e,)) independent of time index
n is an important step in our algorithm. Because of this, ®(f(g,)) contains only the
frequency offset ¢, which is of the interest, and the time dependent term
exp(— j27mgk)\/§ incorporated in's, ;. (n) is regarded as the nuisance parameter in
our algorithm. The matrix

Ay (Ik,j,i) = Ek (Tk,j,i,l) ik (Tk,j,i,l) ey (Tk,j,i,Gk ) ik (Tk,j,i,Gk )Jv (5.6)
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where Ik,/,,:[fk,j,i,l L ]T, The definition of a,(zr, ;. .) and
a,(r.,.,) (g=12-,G,)aregiven by

_ o r
gk(rk,j,i,g)_I:Ork‘/‘iygxl Ario  Ggin " ak,i,VH—rk,g—l]v (5.7

a, (Tk,j,[,g):[ak,[,VH—rkvjv,yg Arivi—r,,+1 " Qpive O{VH—Tkvjviyg)xl]T' (5.8)
Note that in the derivation, two consecutive MC-CDMA symbols are involved because
transmissions among all mobile users are asynchronous. Eq (5.5) can be further
rewritten as

y (=306 NA G A0 s Lm] +n )
=1 A

Qy,

k.j §k,j

[0, Q. - Qo m sh e sk, m] 0 @)
Qj §j(n)

=Q,s;(n)+n (n),
J=12,-,J (5.9)
Our objective here is to estimate the relative time delay =, ., (k=12,---,K ,
j=12,---,J,i=12) and NCFO ¢, (k=12,---,K) from the received signal X,-(”)
(j=12,---,J). Before we present the subspace based estimation algorithm, the

conditions and assumptions are first stated in (al) to (a5) below.

al) The source signal {dk (n)} is a sequence of independent and identical

distributed (i.i.d.) random variables with zero mean and unit variance.

a2) All channels {ﬂk,j,i,g} are linearly time-invariant finite impulse response

(FIR) filter and assumed to be stationary over the symbol interval, and the number of

paths G, of each user is known in the receiver.
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a3) The noise H/(n) is a temporally and spatially white Gaussian noise with
zero mean and  second-order  moments E@i(n)nf (n)}: a,fIVH and
E@j(n)ﬂf(n)}:o [76]. Moreover, ﬂj(n) is independent of the source signal {dk (n)}

and channel fading {ﬂk,j,i,g}' However, if we consider the correlations in the noise

samples as the result of oversampling, the estimation performance will be certainly
better than when uncorrelated noise samples are assumed [77]. Therefore, the obtained

performance can be considered as the upper bound to the practical systems.

5.3 Joint Timing and Frequency Synchronization Algorithm

In this section, the subspace based blind joint timing and frequency
synchronization algorithm is proposed. We collect N blocks of receive samples defined

in (5.9) first at jth receiver antenna and obtain

Y, =Q.S;, +N, j=12,---,J, (5.10)

where Y, = IZ/(O) yj(l) y/(N—l)J denotes the received signal block and
: . - —. VHxN

S, :[gj(O) s, - §j(N—1)JerN denotes the transmitted signal block, where

K .
G,=4> G, , and N, = h_,- © n@® - HJ(N_l)JVHxN denotes the noise
block.. The follow assumptions are made in the sequel to use the subspace algorithm.

a4) Signal matrix S ; has full row rank, i.e. Rank(S;)=G, or N >G,. Thus,

the number of MC-CDMA symbols needed to perform synchronization should be

greater than G, .
a5) Matrix Q; has full column rank, i.e. Rank(Q;)=G, or VH > G,. Thus

the oversampling factor should be properly chosen according to this constraint.
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With these assumptions, Rank(Y;)= Rank(Q;)=Rank(S;)=G, ie. Y,,

J
Q; and S span the same space. Properties (a4) and (a5) imply that if the channel is
more severe, i.e. G, is larger, then more MC-CDMA symbols need to be used, and

concurrently the oversampling factor used should also be higher, for the subspace

approach.

5.3.1 Noiseless Situation

A singular value decomposition (SVD) is then performed on noiseless received

signal Y; given by

, 0V ,
YJZQJSJZ(US UU{O OJLV%] ,]:11211'] (511)

where (U, U,) is an VH xVH unitary matrix. The G, column vectors of U, span

the signal space, while VH —G, column vectors of U, span the null space (often

known as the noise space or perturbed null space in practice if SVD is applied on the

noise perturbed signal matrix Y, ) which is orthogonal to the signal space.
X =diag(X,,X,,--,Z, ) Iis diagonal matrix consisting of G, singular values

corresponding to the signal space. The orthogonality property between the signal space

and noise null space asserts that
U’Q, =0. (5.12)
Due to above orthogonality, the columns of Q; are orthogonal to any vector in the null
space, thus we have
w'Q,, =0 m=12,- VH-G,, k=12, K, j=12,--,J  (5.13)

where u,, is mth column of null space U, .
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It can be seen that Eq (5.13) decouples the multiuser parameter estimation to a

series of K single user problems. The estimation of &, and 7, ,, therefore only

depend on the information of the kth user itself and not related to the information from

the other users. Since Q, , =D(f(s,))A,, = D(f(,))|A, (1, 1) A (r,,,)], and
the relationship a” ®(b) =b” @(a) holds, Eq (5.13) can be rewritten as
(7 (z)0W)A,, =1 (¢ )DW[A (1,1 A, (x,,,)]=0
k=1---,K,i=12, j=1--,J, m=12,---,VH-G, (5.14)
Eq (5.14) involves the relative time delays between the multiple input antennas (two
transmitters in this paper) and the jth receiver antenna, and we can further transform

the parameters estimation problem in MIMO system to a series of SISO parameter

estimation problem given by
' ()0, )A(z, ;) =0,
k=1--K,i=12, j=1--,J, m=12,---,VH -G, . (5.15)
The matrix A, (z, ;) includes the timing delay information of total G, paths for kth

user between the ith transmit antenna and jth receive antenna, without the loss of

generality, Eq (5.15) can be further simplified as

ET (& )(Z)(gjn{)[ik (Tk,j,i,g) ék (Tk,j,i,g )] =0
w

k,jim

k=1---K,i=12, j=1---,J, m=12,---,VH-G,. (5.16)
We stack all u,, in (5.16), then we can obtain

ET(gk)ka,_/,i,l Wk,j,i,Z - W J:fT(gk)Wk,j,i:()

k,j,i,VH-G
Wk,j,i

k=1 K,i=12, j=1--J, m=12,- VH-G,. (5.17)
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Thus the estimation of NCFO &, and the timing delay 7, ;.. can be obtained by

solving (5.17).

5.3.2 Practical Situation

In practice, the received signal Y, in (5.11) is corrupted by noise N, only the
perturbed null space fJO corresponding to the VH —G, smallest eigenvalues can be

obtained. The perturbed value of W, ., defined in (17), \i’ky will be used and (5.17)

i
is no longer fulfilled. The estimation of NCFO ¢, and the timing delay 7, , is to solve
the following least square equation
{ék Tk }k=1,..41<,j=1,.4.,J,i=1,,2,g=1,...,a =argmin A, (&,.7;;.)
k=1---,K,i=12, j=1,---,J (5.18)
where the cost function is given by
Aot ) =1 (EIW,, W 17 (g,). (5.18a)
Since 7, ;. is an integer value in [0,7H), we therefore have to evaluate all the local
minimums  of the cost function A, (¢, |7,;,,) for every possible
Tijig =01, VH-1 . This is to guarantee that the global minimum of

A (&, 74,;,,) can be obtained. In the following, the implementation of the searching

algorithm is described.

We first apply SVD to the received sample to obtain the perturbed null space

~

U,. Given Tiie0 Wi, can then be computed using its definition in (5.17) and
obtain A, (s, |7, ,,,). The estimation of £, can be obtained by minimizing the cost

function A, (¢, |7, ,,.) . Generally, the estimation of £, can be obtained by using
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MUSIC [111]. In the following, we propose another easy and efficient approach to

estimate NCFO ¢, .
We first define angular frequency o, =2z, | VH €[z, z), the cost function

A, in (5.18a) can be expressed as

VH-1

A (o, | Tk,j,i,g) = Z;tk,n (Tk,j,i,g)exp(jna)k) ) (5.19)
n=—(VH-1)
VH — VH _ - - -
where 4, (r,,,.)=>, D> R, .. (ab) and R, =W, W/ . In general, the
b=1 a=1,b—a=n

solution of @, is to solve the zero points of the first-order differential of

Ao |7, ;) Withrespectto o, , i.e.,

aAk VH -1
:-] z/’tk,n (Tk,j,i,g )n exp(]nwk) :O (520)
ow, n=—(VH -1)

Let z, =exp(jw,), (5.20) is equivalent to

VH-1

Z ﬂ’k,n (Tk,j,i,g )nz;: =0. (5.21)

n=—(VH-1)
This involves solving a polynomial equation of a degree of 2(VH —1) for the complex
random variable lying on the unit circle. Normally numerical iterative algorithm [112]

can be used to search for the maximum of the cost function A, (o, |7, ;. ). However,

the use of direct numerical methods, such as Newton’s method, is only applicable to
strictly convex or concave cost function over the region investigated. Unfortunately,

the cost function A, (@, |z, ;,,) over [~ 7, z) does not satisfy this requirement since

it has 2(VH —1) extremes determined by (5.21). We proposed a two-step approach to

estimate the CFO @, (or &, ), which has been substantiated by the simulations.
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Proposition 1: If we can first divide the whole range [— T, 7z) into some of subranges
[-7+c+nuc,, —m+s+m+Dus,] . ( n:0,1,--~,|_(27z—Zg)/ycsle—l ), Where
Ues , 18 the stepsize of o, and ¢ is a small value to avoid the ambiguity of @, at -7z
and 7, so that in each subrange the cost function A, (@, |z, ;,,) will be strictly

convex (or concave) function and the optimization-searching approach can be applied.

In general, we choose the number of subranges | (27 —2¢)/ s, |> 2(VH —1) since
the cost function in (5.21) have 2(FVH -1) extreme points. This means
Hes,, <27-0.5/VH . Our simulations show that it is sufficient to obtain good
accuracy if u.g,=27-05/VH . Since the value of cost function A, (o, |7, ;,.)
over each subrange varies only slightly, we can obtain a coarse estimation of @, by
examining the minimum of cost function at each value of o, =-7+¢+nuc,
(n= 0,1,---,|_(27r—2g)/,ucsymj—l). Fine estimation can be then obtained by using any

numerical iterative optimization algorithm over  the range of

[@; —Heso ! 2, o + s, 2]

Q) Coarse Estimation
By Proposition 1, we find the coarse estimation of CFO w, by searching for the
minimum of the cost function A, (e, |7, ;. ) at the values of o, range from —z +¢

to 7 —¢, each with the value of @, increases by .
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(i) Fine Estimation
After obtaining the coarse estimation of CFO @, , the actual CFO «, which is
very close to @, can be obtained using any numerical iterative optimization algorithm.

Newton approach [112] is used here to search for the actual CFO ), . Denote

, 8Ak . VH-1 .
A (o, | Tk,j,i,g) = Py =J (;{/%n (Tk,j,i,g ynexp(jnw, ), (5.22)
k n=— -
62Ak VH -1 )
AZ(a)k |Tk,j,i,g) = aza) = (;—Iﬂ’l;c,n (Tk,j,i,g)n exp(]na)k) (523)
k n=— -

The iteration process is summarized as follows.
1) Set the initial point o, = @, ;
2) Calculate A} (o |7, ,,);
3) If ‘A;(wk |rk'j‘iyg)‘<§, then w, = w, is the good estimation for CFO. Here, |x]
denotes the absolute value of x and ¢ is the tolerable accuracy (£ —07);
4) |If ‘A; (o, |Tk,j,i,g)‘ > ¢, calculate new step size x, , using
Hewo =-1 AL (0,1 7,,,,). (5.24)
5) The next value of o, is then computed from
O, =0, =ty N, (0, |Tk,j,i,g)' (5.25)

6) Repeat from (2) until the good estimation is declared.

To summarize, the estimation CFO @, (or £,) and the relative time delay of
Ti11, (8=12,---,G,) between the first transmit antenna (i=1) and the first receive
antenna ( j =1) can be jointly obtained by evaluating the global minimum of the cost

function A, (o, |7,,,,) ateach local minimum extreme pair (z,,,,®,).
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o, =argmin A (o, |7,,,,), k=12, K,

[on

{fk,l,l,g }gzl,...,Gk =argg” min A (@, |7,11,), (5.26)

& =0, VHI2x, k=12,---,K . (5.26a)
It can be seen from (5.26) that the proposed approach can estimate the NCFO ¢,

within [-VH /2,VH 12). The estimate of timing delay 7,,,, can be obtained by
evaluating the first G, global minimums of the cost function A, (e, |7,,,,) at each

local minimum extreme pair (z, , ., @) -

Similar procedure can be repeated to every transmit receiver antennas pair of the
same user. However, since multiple receive antennas of the same user share the same
local oscillator, the frequency offset estimations are expected to be nearly the same for

each transmission pair. When the estimated NCFO @, (or &, ) is obtained from one of
the transmission pairs, we verify that it is not necessary to repeat the evaluation of @,

again in simulation since the difference in values obtained are generally insignificant.

Therefore, {rk,_/.'i,g} between the other transmit antennas and the receive antennas can

be simplified to the following single parameter estimation problem given by

Forie }gzll,,,,ck —arg g" MinA (&7, ,,,)s k=12, K, j=12--,J, i=12

(ki)

and (if j=1,i#1). (5.27)

5.4 Performance Analysis

In this section, the theoretical performance analysis of frequency offset

estimation in the presence of additive noise is studied. The performance is measured in
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terms of mean square error (MSE). The vectorization and the matrix Kronecker

product have the following properties [113]

vec(ABC) = (CT ® A)vec(B)
(A®B)C®D)=(AC®BD) (5.28)
(A®B)" =(A" ®B")

We resort to the first-order perturbation approximation used in [101]. Since the
CFO is performed at the first receive antenna, hereafter, the perturbation analysis will
also be focused at the first receive antenna. We define Y, and 371 as the observation at

the 1st receive antenna given in (10) without and with the presence of noise,
respectively, i.e.,
Y, =Y, +AY, =Y, +N,. (5.29)
Denote U, as the true null subspace obtained from the noise-free observation (5.11),
and fJo as the perturbed null subspace obtained from the additive noise-corrupted
observation (5.10), and
U,=U, +AU,. (5.30)
Thus, the first order of perturbation approximation of null subspace can be derived to
be [101]
AU, =-U £*V'NIU, =-Y,/"N"U, . (5.31)
Using the relationship in (5.28), (5.31) can be expressed as
vec(AU,) = —(U Tev," )vec(Nﬂ) . (5.32)
Since the CFO is estimated by using the cost function corresponding to the signal

information only between the 1st transmit antenna and the 1st receive antenna, only the

information £’ (&, )W, ., is of interest in the analysis. Performing some manipulations

using (5.14)-(5.17), we can obtain
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£ (¢, )W,,, =vec” (U )1, - ®Q,,,). (5.33)

Thus the cost function in (5.18) can be expressed as
A, =vec" (U, - ®Q,.,Q,, ec(U,). (5.34)
In the noise-free case, the cost function A, will reach zeros at the true NCFO ¢, .
While, in the presence of noise, A, will reach its minimum at the estimated NCFO &, .
Denote Ae, =&, — &,. As we describe in section Ill, Newton approach obtains the

estimated NCFO ¢, when the first order differential of Ak(ék,ﬁo) in respect to ¢,

must be zero. The first order differential of A, at (gk,fjo) can be approximated by

the first order Taylor expansion at ¢, , yielding

0 M, 0,) O (e, U,) A (5.U,)

og, o, o’¢, “r- (5:35)
Define T, =0A, /0¢,, T, =0°A, | 8%¢, , then we have
Ae, =-T,*(¢,,U )T, (¢,,U,). (5.36)
With the first order approximation, we have
T(¢,,U,)=T,(¢,,U,) +ATy (&, U,),
T,(¢,,U,)=T,(5,,U,)+AT,(s,,U,). (5.37)

Since 7;(¢,,U,) =0, Eq (5.36) can be further approximately as
Ag, = _(TZ_l(gk’Uo) _Tz_l(gk'U(;)ATzl(gk'U(;)Tz_l(gk’Uo))'ATl(gk’Uo) .

(5.38a)

Ignoring the second order of perturbation, (5.38a) can be simplified as
Ag, =-T,"(¢,,U,)AT,(¢,,U,). (5.38b)

Denote X, =Q,,,Q;,,,and X, =0X, /0¢,, X} =0°X, /9°¢,, then we have
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T,(£,,U,)=vec” (U,)I, - ®X! Jec(U,). (5.39)

VH-G

And since

T (¢,,0,) =vec” (U,),, - ®X, Jec(U,)

VH-G
=vec” (U, +AU,)I,, _ ®X, Jec(U, +AU,). (5.40)

VH-G

Using 7;(¢,,U,) =0 and (5.31), after some manipulations, we can obtain

AT,(¢,,U,) =— Re{vec”(Uo)(Uff @x;ylf”)vec(Nﬂ)} . (5.41)

Assuming the noise is independent complex Gaussian with zero mean and variance

2

,» It’s easy to obtain that E{A¢, }=0 .For arbitrary vector a with compatible

O
dimension, the following results hold:

E{gﬂvec(Nl)gﬂvec(Nl)}: 0,

E{gﬂvec(Nlﬂ )gﬂvec(Nlﬂ)}= 0,

E{g}[vec(Nl)vec” (Nl)z_l}z c:FE{a”" a},

Efa” vec(N," vec” (N," )af= o2 E{a” a} (5.42)

Thus, the MSE of NCFO &, can be obtained by

E{Ag,f }z 205 (vecﬂ (Uo)vec(XZUn))_2 - vec(UO)vec(X;YlTﬂYlTX}{UO) .
(5.43)
It is important to point out that though seemingly complicated, the above MSE
expression only contains the known parameters of the system, and thus allows us to
predict the performance of the proposed algorithm directly by using the system

parameters including the true CFO and the relative timing delay.
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5.5 Cramér-Rao Bound

In this section, we study the Cramér-Rao bound (CRB) of the NCFO ¢,

estimation, assuming that the transmitted symbols and channel coefficients are
nuisance parameters. Once again, the CRB analysis is based on the received signal

y,(n). With the assumptions (al)-(a3) we have made, the probability density function

(PDF) of each block of the received data Xl(”) described in (5.9), conditioned on the

NCFOe=[¢e, &, - &, andthesignal vector s, (n), is given by
1 2
Py jes,on (¥, 1881 (n)) = Wexp[— HL (n)-Q;s, (”)H lo; } : (5.44)

Since the noise samples are uncorrelated, the joint PDF of a block received data
described in (5.10) is given by

1 N-1 2,
Py,e,s, (Y, |&,S,) = WEXp _nz_(;Hzl (n)-Qys, (n)H /(777 . (5.45)

To simplify the CRB derivation, we introduce the equivalent (2G,N + K)x1 parameter

vector
0=’ sL.© - sLV-D s, sl WD (546)
where s, (n) =Re[s,(n)] and s, ,, (n) = Im[s, (n)], and we write the log-likelihood

function as
N-1 2
/(8) =—VHN In(270,) - Y HL (n)-Q,s, (n)H /o2 (5.47)
n=0

We assume that the SNR is high enough to neglect the estimator’s bias and introduce

the (2G,N + K)x(2G,; N + K) equivalent Fisher’s information matrix (FIM) given by

0 -5, 020 | a0
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The calculation of each element of the FIM is given in Appendix 5.A. With the signal

vectors s(n) treated as the nuisance parameters, the CRB bound of the estimated

NCFO covariance matrix is given by the x xx upper left block of 77*. Then the CRB
of each NCFO for each user & can be obtained by

CRB(z,) = 77 (k). (5.49)

However, directly computing the inverse of FIM matrix 7(0) involves huge

amount of computation, particularly due to the large dimension of the matrices

involved. By using the inherent property of 7(8), a more efficient way to compute g°*

is presented in the Appendix 5.A.

5.6 Simulation Results

In this section, we provide simulations to demonstrate the performance of the
proposed blind joint timing and frequency synchronization for asynchronous STBC
MC-CDMA system. For simplicity, only 1 receiver antenna is considered in the
simulations, and it can be easily extended to multiple receiver antennas case. We also
compare the synchronization performance between the STBC MC-CDMA and the
conventional MC-CDMA system.

A STBC MC-CDMA system with K active asynchronous users using binary
phase shift keying (BPSK) constellation is considered. Each user is assigned with a
L =32 orthogonal Gold code to spread the signal. In the following, the timing and
frequency synchronization for the first user is investigated, with the transmit power

S; =1. In the sequel, we consider near-far environments without enforcing stringent

power control. The power for K —1 interfering users follows a lognormal distribution

with a mean power ddB higher than that of the desired user, and a standard deviation
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of 10 dB, i.e., S, /S, =10 (k=23,---,K), where &, ~ N(d,100). The near-far

ratio (NFR) is defined as 4 (in decibels). The channel fading coefficients {ﬁk,j,i,g}

Gk
g=1
between the jth receiver antenna and ith transmit antenna were modeled as complex

Gaussian random variables with zero mean and variance o7, , where
ZZ; o; ... =1. And the channel fading is assumed to be quasi-stationary over a MC-
CDMA symbol interval. In the simulations below, we set G, =4(k=1,---,K), and

V=L+G,. The time delays {Tk,j,i,g} are uniformly generated over

ket K gL G,
[0,/ ), and NCFOs {g, }; , are also uniformly generated over [-VH / 2,VH [ 2) for
every trial. The fading processing is generated according to the Jakes model [1] with
with various Doppler rate f,. A mobile cellular system is simulated, where the carrier
frequency is set to 1800 MHz, the data rate is 20 kbps, and mobiles move at a constant
speed. The normalized Doppler rate is defined as f,,7, where f,, is Doppler rate. The
average signal-to-noise ratio (SNR) per sample for the desired user is defined as (recall
that S, =1)

SNR =101g(/VHo? ). (5.50)
The performance measure for timing synchronization, the probability of acquisition, is

defined as the probability that the time delay is estimated correctly, given by

p _ No. of correct acquisitions

a - (5.52)
No. of time delays

The performance measure for CFO synchronization is examined by the mean square

error (MSE) given by

MSE = E{¢, —&,[" | (552)
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The below simulation results are obtained by averaging over 500 independent Monte
Carlo trials.

Fig. 5.3 and Fig. 5.4 show the probability of correct acquisition and MSE
performance of frequency offset estimation versus the number of MC-CDMA
symbols, N, respectively, when L =32, K=8, H=5, SNR =10dB, NFR =0dB,

G, =4 and f,T, =0.006 (corresponding to the mobile speed 60km/h). It can be seen

from Fig. 5.3 that (i) for STBC MC-CDMA, the performance of timing
synchronization is nearly perfect since the probability of correct acquisition is very
close to or equal to 100% when N >100, it degrades greatly when N <100; (ii) for
MC-CDMA, the probability of correct acquisition is very close to or equal to 100%
when N > 50, it degrades greatly when N <50. It can be observed from Fig. 5.4 that
the MSE performance for frequency synchronization improves as the N increases. It
can be found that (i) for STBC MC-CDMA, the MSE performance degrades severely
when N <100 ; (ii) for MC-CDMA, the MSE performance degrades significantly
when N <50 . This is due to the requirement of the proposed subspace-based

algorithm described in section 111 that the number of symbols used for synchronization

has to satisfy (i) N>G,=4) G, =128 for STBC MC-CDMA, (i)

N>2G, = ZZ;Gk =64 for MC-CDMA. When N <100 for STBC MC-CDMA, or

when N <50 for MC-CDMA, the signal space obtained by the SVD on the received

signal Y, will not be the same as that of S , thus the subspace method fails.

It can be also seen from Fig. 5.3 and Fig. 5.4 that the synchronization
performance of MC-CDMA systems is better than that of STBC MC-CDMA systems.
Since the transmit signals from two transmit antennas of each user in the STBC MC-

CDMA systems contribute to the signal matrix S, with the dimension
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(4Zf:1Gk)xN, while only the transmit signals from one transmit antenna of each

user in the MC-CDMA system contribute to S ; with the dimension (ZZleGk)xN,

the level of the number of symbols N used for synchronization must be greater than

4%"" G, for STBC MC-CDMA and 2)" G, for MC-CDMA, respectively, to

apply subspace method correctly. That is to say, given N, the resolution of the signal

space and null space obtained by the SVD on the received signal Y, in MC-CDMA

systems is better than that in STBC MC-CDMA systems.

It can be also observed from Fig. 5.4 that the simulation results present well
agreement with the MSE perturbation analysis when N >100 for STBC MC-CDMA
or when N >50 for MC-CDMA, indicating the accuracy of the perturbation analysis
as long as the conditions to apply the proposed subspace-based algorithm are satisfied.
And the calculated CRB also gives a good lower bound for the MSE performance of
frequency offset estimation.

Fig. 5.5 and Fig. 5.6 show the probability of correct acquisition and MSE
performance of frequency offset estimation versus SNR, respectively, when L =32,

K =8, H=5, N=200, NFR=0dB, G, =4, and f,,7, =0.006. It can be seen from

Fig. 5.5 that (i) for MC-CDMA, the SNR has very slight effect on the performance of
timing synchronization since the probability of correct acquisition will always keep at
or very close to 100%, and even at SNR =-10dB; (ii) for STBC MC-CDMA, the
probability of correct acquisition is very close to 100% when SNR > 0dB, however it
can reach 77.83% when SNR =-10dB. It can be observed from Fig. 5.6 that the MSE
performance improves smoothly as SNR increases. It can be also seen that simulation
results show well agreement with the MSE perturbation analysis, and the good lower

bound for the MSE performance of frequency offset estimation is provided by CRB.
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And it can be shown again from Fig. 5.5 and Fig. 5.6 that the synchronization
performance of MC-CDMA is better than that of STBC MC-CDMA since the higher
resolution of signal and null space are obtained by SVD in MC-CDMA system given
the number of symbols V.

Fig. 5.7 and Fig. 5.8 show the probability of correct acquisition and MSE
performance of frequency offset estimation versus the near-far ratio NFR, respectively,

when L=32,K=8, H=5, N=200, SNR=10dB, G, =4, and f,7, =0.006 .

From Fig. 5.7, we can observe that (i) for STBC MC-CDMA, the near-far problems
result in a small variation of the probability of correct acquisition, and however, it can
reach above 95% no matter how the NFR changes from 5dB to 30dB. (ii) for MC-
CDMA, the near-far problems have only very slight effect on the performance of
timing synchronization. It can be seen from Fig. 5.8 that (i) for STBC MC-CDMA, the
MSE performance of frequency synchronization just degrades one order when
NFR >10dB comparing with the performance when NFR is small; (ii) for MC-
CDMA, the MSE performance of frequency synchronization has only very slight
variations no matter how NFR changes.

Fig. 5.9 and Fig. 5.10 show the probability of correct acquisition and MSE

performance of frequency offset estimation versus f,7, , respectively, when
L=32,K=8, H=5, N=200, SNR =10dB, NFR=0dB and G, =4. It can be
seen from Fig. 5.9 and Fig. 5.10 that the values of £, 7, has only a slight effect on the

synchronization performance both in STBC MC-CDMA systems and MC-CDMA
systems. It can be concluded that the synchronization performance is only slightly

affected when channel fading becomes fast.
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5.7 Conclusion

In this chapter, a subspace based joint blind multiuser timing and frequency
synchronization algorithm for asynchronous MC-CDMA system over frequency
selective fading channels is proposed. Through properly choosing the oversampling
factor and the number of received samples, the joint timing and frequency
synchronization are resolved using the subspace approach. Besides, the use of the
decoupled subspace approach in the algorithm makes it computational efficient in
multiuser environment. Simulation results show the robustness and effectiveness of the
proposed synchronization algorithm in the presence of near-far problems, multipath
fading and Doppler effect. The theoretical MSE perturbation analysis gives a good
prediction of the estimation, and the calculated CRB also presents a good lower bound

of the estimation.
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Appendix 5.A

In this appendix, we calculate each element of the matrix 7(0)in (5.48), and the
simplification of computing the inverse of the 7(0) is presented. Taking the partial

differential of £(0) in (5.47) with respect to the unknown parameters, we obtain

TO_ 23 relst, it nen)] A
&sk Uq n=0 ’ Y -
O _ 2
m— 075 Re[Ql H(l’l)], (5A2)
og® _ 2 1oy
() o7 ImlQ n(n)), (5.A.3)
where y =—jo(0 2z/VH --- 2z(VH -1)/VH]) Thus, we have
5O _|(r®) (@) A0S
oe o, os, ogy
:éé_quw%mgwﬂ (5.A.4)
where T(n) = [levlsM(n) XQK,ISK,l(n)J' Since the noise is white and circularly
symmetric, we have
SO(FO) | 2 F o fow vee oo
E{ o [ o j }—GanRe[T () T(n)|= 7,(n), (5.A.5)
O 7O ) |_2 cborinoler o
E{8§[®WMJ}_G§mh (MQ:]= 7., (), (5.A.6)

@O a® |2 to g
E{ og [6§im(n)] }_ 05 Im[T ()Ql]_]Zb( ) (5.A.7)
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yO ((g® V| 2 _ 1. -
E{G&M(n)iagw(m)} } o2 Re[Q; Q. J5(n —m)= 7, (n.m), (5.A.8)

7O ((o® )| 2, [ o -
E{6§1re(")(6sl,ini(m)J }05 Im[-Qi'Qu(n-m)=Ju(nm) . (5.A9)

d® ((d® )| 2 1. o
E{ 08y, (1) [851,im (W)J } - 05 Re[Ql Ql]é(n m) =J5,(n,m). (5.A.10)

The equivalent FIM defined in (5.52) can be expressed as the form
]Za | ‘730 ]3]7 (5.A.ll)
|

where the blocks have the following dimensions: 7, is K x K, 7, is Kx2G, N, 7,,
and g,, are KxG,N, 9,is 2G,Nx2G,N, 7,, and 7,, are G,N xG,N , with the

elements defined in (5.A.5)-(5.A.10). The CRB bound of the estimated NCFO

covariance matrix is given by the K x K upper left block of 77", i.e.,

CRB(g) = (7, - 7,7:%7 ). (5.A.12)
However, directly computing the inverse of matrix in (5.A.12) is intensive complexity.

In the following, a simplification of computing the inverse of 7(0) is proposed.
By the calculations in (5.A.8)-(5.A.9), the matrix 7,, and 7, have the
following form
7, =1,®7,, (5.A.13a)
I3 =1y @7y, (5.A.13h)

where 7,, and 7,, is G, x G, matrix. Thus, the inverse of 7, can be easily obtained

I, ®9, 1,®79
3-1:[N VEYERR Y ]Sbj (5.A.14)

I,®5, I,87,
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where 7, and 7,, has the same form shown in (A.13) with its element
G = o, =TT T )" Ty ==T525Ta,
n=01---,N-1. (5.A.15)
Denote Ty =17,,00) 7,,Q) - 7,,(N-1)] and
I =95 0) 7, - 7,,(N-D)], where 3, (1) and 7,,(n) (n=01---,N-1)
IS K x G, matrix. Substitute (5.A.14) in (5.A.12), then the CRB of NCFO covariance

matrix can be simplified as

CRB(®) = (7,3 750 (7,91, (1) + 755 ()7, 72, ()

n=0

—J2 (”)531;-722 (n)— T (n):i?,a ]ZTb (”))71 : (5.A.16)
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Chapter 6

Channel Estimation and Multiuser

Detection

In this chapter, the subspace-based semi-blind channel estimation is studied in
uplink STBC MC-CDMA system over frequency selective channels. We assume
perfect timing and frequency synchronization of all users at the receiver of base
station, and the signals from different users have been synchronized at the receiver. In
the uplink context, we have to simultaneously estimate the multipath channels
corresponding to the different links between the different mobile users and the base
station. This is a Kx/IxJ -dimension estimation problem for a K active users, /
transmit antennas and J receiver antennas MIMO system. Subspace-based technique is
able to decouple this multiuser channel estimation to a series of single user and single-

input single output (SISO) estimation problems. To resolve the inherent scalar
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ambiguity existing in the second-order statistic blind estimation, a training symbol is
also transmitted.

To access the performance of the proposed subspace-based semi-blind channel
estimation technique, we quantify its resilience to the additive noise. Using the
subspace perturbation result in [101], the covariance matrix of the channel estimation
error is derived and expressed in a closed form. As a benchmark to measure the
relative accuracy of the proposed channel estimation algorithm, a closed-form
expression for the Cramér-Rao bound (CRB) is derived by assuming the unknown
transmitted symbols as the deterministic or nuisance parameters and independent
AWGN samples. Next linear zero-forcing (ZF) and minimum mean squared error
(MMSE) detectors are used to recover the data of the different users using the
estimated channel parameters.

The remaining of the chapter is organized as follows. In Section 6.1, the
system model is first presented. In Section 6.2, the subspace-based semi-blind channel
estimation is studied. We first exploit the theory behind the multichannel state
information estimation and illustrate how scalar ambiguity arises when subspace
method is used. We next explain how to resolve such ambiguity with the use of one
training symbol. In Section 6.3, the perturbation analysis is presented and the
derivation of CRB is given in section 6.4. In section 6.5 ZF and MMSE detectors are
used to suppress the multiuser interference. Simulation results are presented in Section

6.6. Conclusion is drawn in Section 6.7.
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Fig. 6.1

System Model of STBC MC-CDMA

(a) Transmitter; (b) Receiver

We consider a STBC MC-CDMA wireless system consists of two transmit

antennas (/ =2) and J >1receive antennas. The discrete-time equivalent baseband

block diagram of the transmitter and receiver of STBC MC-CDMA system used is

shown in Fig. 6.1. We assume K users in the system transmit synchronously. In

practice, this can be made by adjusting the user transmission time after performing the

symbol timing and frequency synchronization for all users. Data bits take the value of

+1 or -1 randomly. Without incurring any power or bandwidth penalty, we employ

the Alamouti’s orthogonal space-time block coding scheme [44][48]. Two successive
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symbols /S, d, (2n) and /S, d, (2n+1) for the K™ user are mapped to the following

2x 2 matrix

2

\/S_ b, (2n+1) b, ,(2n) S ~d, (2n+1) d,(2n) « time
b, (2n+2) b, ,(2n) d;(2n)  d,(2n+1) ! space

where d, (n) denotes the nth symbol for kth user, S, is its transmit power of kth user
and b, ;(n) denotes the nth symbol at ith transmit antenna for kth user. The columns

are transmitted in successive block time with the symbols in the upper and lower

blocks simultaneously sent through the two transmit antennas, respectively. The factor
1/ /2 is to normalize the transmitted symbol energy.

The signal b, ,(n) at the ith transmit antenna is spread by
¢ =lciior =+ ¢ al’, Where L is the spreading gain. We assume that the

spreading code has unit amplitude, and normalized by a factor 1/3/L . The spread

signal /S, /L -¢, b, (n) is then serial-to-parallel converted followed by the inverse

fast Fourier transform (IFFT) processing F* , where F is the L x L matrix with its
(m,n)™ entry equal to 1/\/Z~exp[—j27z(m—1)(n—1)/L]. To avoid ISI, we insert
redundancy in the form of cyclic prefix (CP) of the length larger than the channel order
G :erax/TJ. Here 7, denotes the maximum delay spread among all the users and 7

is the time interval between two MC-CDMA samples after CP insertion, i.e.,

T=LT |V =T,V where Vis the total number of samples in one MC-CDMA symbol
period 7, . The CP insertion process can be described by a 7 x L transmit matrix given

by T, =[I, 1,]", where I denotes the last ¥ —L>G rows of LxL identity

matrix I, , and the energy is normalized by L /V . The transmitted signal for th user

can be expressed as
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X (M) =SV -T,F'¢e, b, (n), (6.1)
where k=1, --- K,i=12
The signal x, ,(n) is converted from parallel to serial (P/S), and the resulting

sequence x,.(a) is then shaped to obtain the continuous time signal

x, ()= x,,(a)u(t—aT), where u(z) is the pulse shape. The transmitted signal
propagates through the unknown time-dispersive channel between the ith transmit
antenna and the jth receive antenna which has finite impulse response denoted as
Em (t). The received signal is then shaped by u(z) which is matched to u(¢), and

then sampled at the rate 1/7 . At the receiver of the base station, the equivalent

discrete-time channel impulse response can be expressed as
— — G
By @ =u®)® B, ®u®)| = B,,,6(a-gl) (62)
g=1

where () denotes the Dirac delta function, g, ;.. is the complex channel fading

gain between ith transmit antenna and jth receive antenna for gth path of user .
For K users in the system transmit the signals through each dispersive
frequency selective fading channel synchronously, the received signals at the jth

antenna can be written as

K 2

r, (”)ZZZ(Bk,j,i,ol‘k,i (n)+l3k,j,i,1§k,i (n_l))"'ilj (n), j=L---.J, (6.3)

k=1 i=1

where B, .., is the V' xV lower triangular Toeplitz matrix with first column

[Bijio = Bijic 0 - o , B.,.. is the V<V upper triangular Toeplitz
matrix representing the ISI resulting from previous symbol and with its first row vector

given by [0 -+ O S, .6, == B0l - The Vx1 vector 1, (n) is the additive

white Gaussian noise (AWGN) at the jth receive antenna with zero mean and variance
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a,fl . We next remove CP of length /' — L from the received vector r ,(n) and perform
the FFT processing. The matrix R, =[0,, ,, 1I,] is to remove the CP. The

recovered signal after FFT is given by

y,(n)=FR,r ,(n)—\/—ZZFBA,,FH%S;{,(”HH (n), (6.4)

k=1 i=1

where B, ., =R_B, T, . il (M) =FR,n (n). Since R B, =0, ISI can be
removed completely. Moreover,
Fp,, F" =D, ), (6.5)
where
by =0 @ e k(=D (6.6)

is the channel frequency response vector, with its elements given by
G
h ()= Zﬁk,j,i,g exp(—j2mgl/L) 1=0,---,L -1, (6.6a)
g=0
Therefore, we can rewrite (4) as

y (n) = \/—ZZ@(hk,j,z)gk,zskz(n)-i_n (n). (6.7)

k=1 i=1

We collect the received signals in the two successive symbol intervals, and let

z;(n) :[Xj(Zn)T y,(2n +1)"1". We then express z,(n) as a 2Lx1 received signal

vector with the transmitted space-time block codes.
n)=—=Ds(n)+n (n =1, 6.8
z;(n)= ﬁ s(n)+m (n) Jj (6.8)

where

D, =D}, - D] (6.8a)

2Lx2K '

K ®(hk,],1)§k,l ®(hk,],2)§k,2

= , k=12,--- K, (6.8b)
’ @(hk,j,Z) Ci2 _®(_k,j,1) 9k,1:|2b<2
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s(n) =[s,(n)" s, (n)"1" and s, (n) =[S, [5,(2n) s, (2n+1)]" denote the samples in
two successive MC-CDMA symbols for user , n () =[ii, (2n)" i (2n+1)"]" denotes

the AWGN 2L x1 vector.

6.2 Subspace-Based Semi-Blind Channel Estimation

We propose a subspace algorithm to estimate the channel information of all
users for the MIMO system. We stream the samples of the 2N successive MC-CDMA

symbols Z, =[z,(0) --- z,(N-1)],,, as a block at each receive antenna and

denote the transmitted signal block of all users as S=[s(0) --- s(N-1)],x.n- We

can show that

1
Z,=——DS+N, , (6.9)

where N, :[ﬂ;(l) HJ(N)]MN is the AWGN noise matrix.

Before the derivation of subspace based semi-blind channel estimation

algorithm, a few assumptions are made first.

al) The source signal {dk (n)} is a sequence of independent and identical
distributed (i.i.d.) random variables with zero mean and unit variance.

a2) All channels {ﬂk,j,i,g} are linearly time-invariant finite impulse response
(FIR) filter and assumed to be stationary over the 2N MC-CDMA symbol intervals,
and the number of paths G of each user is known in the receiver.

a3) The noise H,-(”) is a temporally and spatially white Gaussian noise with

zero mean and second-order moments E@j (n)ﬂj,f (n)}: ajll and E@j (n)ﬂjT, (n)}:o.
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Moreover, ﬂj(”) is independent of the source signal {dk (n)} and channel fading

{ﬂk,j,i,g}'
a4) Signal matrix S has full row rank, i.e. Rank(S)=2K and N >2K. The

number of symbols should be large enough such as four times the number of total
users.

a5) Channel information matrix D, has full column rank, i.e. Rank(D,)=2K

or L>K , the processing gain of spreading sequence should be greater than the
number of total users.

With these assumptions, Rank(Z ;)= Rank(D ;)= Rank(S)=2K ,i.e. Z,, D,

and S span the same signal space.

6.2.1 Subspace Concept

If there is no additive noise present in (6.9), a subspace decomposition can be

performed on Z ;. by the singular value decomposition (SVD)

z-1ps=(u, v, S A (6.10)
o 0 o)V

where the vectors in U, are associated with the 2K signal eigenvalues (A4,) and span
the signal subspace defined by the column of D, whereas the vectors in U, that are

associated with zero singular values span the null subspace,

U=l o upp) (6.11)
In (6.13), U,, U, have dimensions 2Lx2K and 2Lx(2L-2K) respectively, and
X =D(4, -+ A, ). Due to the orthogonality of the null subspace and the signal

subspace,
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U,LlD,. (6.12)

6.2.2 Estimation Algorithm

Due to the orthogonality, UO”Dj =0, the columns of D, are orthogonal to

any vector in the null subspace. Denote u, as the mth column of null subspace, thus,
we obtain

u D=0 m=1 - 2L-2K. (6.13)

m J

u, is split into upper part u,, and lower part u,,, each is a Lx1 vector,

m

ieu,=[u,, u,,]". Using (6.8b), (6.13) can be rewritten as

[ 3 W ] ®(l_lk,j,1)§k,1 ®(l_lk,j,2)§k,2
—ml Z=m2 * *
®(l_1k,j,2) gk,Z _@(l_lk,j,l) gk,l

=0, m=1 --- 2L-2K . (6.14)
We let V(GMN denote the Vandermonde matrix with (g+1, /+1)™ entry equals to
exp[—j27gl I L]/VL, g=0,--G, for  [=0.-L-1 . Let

EkYN:[ﬂk'j‘iv0 Biiir o Bl for i=12 . using the relationship

a” D(b) =b” D(a), after taking the conjugate for the second column, we can rewrite

(14) as
|E:,j,l EZ;,zJ'V'Ak,j(m) =0 m=1---2L-2K , (6.15)

where
V= [X VO} : (6.15a)

@(ﬂ;,l)gk,l - @(gm,Z)gk,l

Ak,j (m) =|:(D(g:1,2)gk,2 @(gm,l)gkl

} m=l, - 2L—2K. (6.15h)
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We stack all u,, in (6.15), then we can obtain
B, B 1VI[A,@ -~ A, @L-2K)]=0. (6.16)
We assume that all the spreading sequences ¢, for all X users are known at the

receiver. The channel estimation can be solved by the following equation

EZ;'Gk,j =0 j=1J k=LK, (6.17)
where
B, =B, B, I (6.17a)
A, =A@ - A @L-2K)], (6.17h)
G, =V-A,,. (6.17¢)

Eq. (6.17) provides an efficient way to identify the multi-channel state information in
the multi-user and multi-antenna environment up to a scalar ambiguity. Since (6.17) is

a linear overdetermined equation set, it will have unique nontrivial solution B, @
—KJ

2
subject to H{_&k = 1.

Next, the algorithm is modified to cope with the presence of AWGN. We
apply SVD to the noise-corrupted data matrix and obtain the subspace decomposition

similar to (6.10).

Z -1 Dps:«N =0, U 0V (6.18)
=——DS+N.=(U. .
Ut P

® The notation of the strikethrough channel vector Bk ~and Bk _is to denote the solution of (6.17)
—KJ —KJ

and (6.20), respectively. Bk ~and Ek _denote the actual channel vector in (6.17, without noise) and
—KJ —kKJ

N

(6.20, in the presence of noise), respectively. Bk _ denotes the estimated channel vector.
—KJ
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where fja is the perturbated null subspace (noise subspace) corresponding to the

2L—-2K smallest eigenvalues. The estimated channel state information can be

obtained by solving linear equations

'Gk,j

I

==

0 j=1J k=1--K (6.19)

H
k.j

~ 2
subject to HEMH =1, which is equivalent to solving the following least square

estimation

~

B, , =arg min [E:jékékﬂhk'j] j=1-J k=1--K. (6.20)
=

The solution to (6.20), denoted by Ek/_, is the eigenvector corresponding to the

smallest eigenvalue of (~}k’j(~},ﬂj”. However, in such blind identification employing

second order statistics and subspace decompositions, there is inherent scalar ambiguity

in the estimation, i.e. there is a complex scalar yet to be determined.

6.2.3 Channel Identifiablity

Firstly, the identifiablity of channel parameters depend on the properties of the

matrix D,. This matrix has to be full column rank, and the condition is shown in

Theorem 1.

Theorem 1: For L >K , the matrix D, with dimension 2L x2K , has full
column rank, i.e., Rank(D;)=2K , if and only if at least one of the subcarriers

channel frequency response between any of the transmit antennas and the receive

antenna of each respective user is non-zero.
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Proof:  The submatrix D’J‘. defined in (6.8b) which is extracted from the

(2k-1)thand 2kth (k=12,---,K ) columns of Df; can be rewritten as

Cra 0
D — @(hk,j,l) 0 @(l_lk,j,z) 0 ¢, 0 “H C
/ 0 oM, 0 -0h,)|0 ¢,
ij 0 ¢
! —
C,
(6.21)

Since the spreading code ¢,, and ¢, , are linearly independent, and take on values
from {-1, +1}, matrix C, has full column rank, i.e., Rank(C,)=2. If each respective
user has at least one nonzero subcarrier channel frequency response between the
transmit antennas and jth receive antenna, i.e., the vector [h: . hp jvz]r has at least
one nonzero element, then the rank of H, ; will be equal or greater than 2. From the

above argument and using the relationship
2< Rank(H, ;) + Rank(C,) -2 < Rank(D") < min(Rank(H, ), Rank(C,))=2,
(6.22)

we obtain 2 < Rank(D')<2 = Rank(D%)=2. This means that D has full column

rank. This condition in STBC MC-CDMA system is always satisfied because channel
will have at least one nonzero multipaths and thus channel frequency response will
have at least one none-null if L >K .

Since matrix C, is independent for different £ and channel frequency response

[l_l,:jyl h,:jyz]r is also independent for different j and k& (or matrix H,, is also

independent for different j and k), the matrix D, consisting of D’j‘. will have full

column rank. Comparing the blind channel estimation in OFDM system [97],
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subspace-based estimation technique is much more robust in STBC MC-CDMA (and
MC-CDMA) system. OFDM system requires all the subcarrier channel frequency
responses to be non-zero.

Secondly, the identifiability of the channel will depend on (6.17) - the solution

for channel parameter vector Ekj should be unique (up to a scalar ambiguity). The

following theorem provides a characterization of condition under which the channel

Ek/_ can be uniquely identified.
Theorem 2. The matrix G, defined in (6.17) has a left null space of
dimension one, and the channel parameter vector Ekj estimated by (6.17) is unique

and up to a scalar if the spreading codes at each transmit antenna of all users are

linearly independent of each other, i.e. ¢,, # ¢, , which is used in this chapter..

Proof:  Let us assume that (6.17) has two different solutions, B_’k‘j #0 and
Ek’j =0, where Ek‘j represents the actual channel vector and we shall investigate the
property of E’k’j. Since both channel E’k’j and Ek‘j satisfy (6.17), they both span the
same space. Hence, there must exist a full rank 2x2 matrix B such that
D’;([i’k]j):D’;@k'j)-B, where D’ (e) is the composite channel matrix D’ defined in

(6.8b) with the channel parameter ﬁ_’kj or Bkj' Let us define matrix B as

b, b
B= Ll bz} , then the following equation should be satisfied
3 4

®(1L’k,j,1)§k,l @(llrk,j,Z)gk,Z B @(l_lk,j,l)gk,l @(l_lk,j,z)gk,Z 'bl b,
®(ll'k,j,2)*gk,2 _(D(lllk,j,l)*gk,l ®(l_lk,j,2)*§k,2 _@(l_lk,j,l)*gk,l by b4.

(6.23)

With some manipulations, Eq (6.23) can be rewritten as
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®(§k,2)vy{l3_';j'2 - D(e,, DV7B”

—k,jl

[®(§k,1)VTB_'kJ1 D(c,, VP’ LI ]

[ (D(Qm)VTEk 1 (D(Qk,z)VTEk,ZEk '2] {bl bz}
. E . (6.24)

| D)V, ., D) VB, (16 b

Since VV” =1, and D(c,,)" =D(c,,) (i=12), we can obtained the following

equations by (6.24)

B =biB 40 QB (6.25a)
B =0 QB +hB, (6.25b)
B, .,=bi B, +b:-Q. B, . (6.25¢)
B, . =bQuB,,+0. B, (6.25d)

where Q, =V D(c,,)D(c,,)V" . In the sequel, we will discuss the two cases of
spreading codes.
) €1 %€, 5,

From (6.25a), (6.25d) and (6.25b), (6.25c), we can obtain

*

b, -

B,.,= 5 le B (6.26a)
b —b,

B,..= b bQ B, . (6.26b)

respectively. Substitute (6.26a) in (6.25a) and (6.26b) in (6.25b), the following

equations can be obtained

l}r — blb; +b3bz l} (6 273)
Forja b; +b3 Prja’ )

’ _ b;bZ +b;b4
B_k,j,Z - 'Ek,j,z' (6.27b)

b, +b,
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Substitute (6.27a) and (6.27b) into (6.17), we can show that ﬁ_’kj =q 'Ek,- , Where « is

a complex scalar defined by a = M Thus, the two solutions are different by a

2 + 3
complex scalar. This proves that the matrix G, ; has a left null space of dimension

one, which implies that it loses its rank by one. Hence the channel vector can be
identified up to a complex scalar factor when spreading codes at each transmit antenna
of the users are linearly independent each other.
i) when ¢, =¢, ,,
In this case, the matrix Q, is simplified as an identity matrix Q, =1, from

(6.25a), (6.25d) and (6.25b), (6.25c), we can obtain different relations between B, o

and Bkjl given as

*

_b, +b

Ek,j,l - b —b, .Ek,j,z’ (6.28a)
_b, +b,

By =p—p, Bes (6.28b)

respectively. Substitute (6.28a) in (6.25a) and (6.28b) in (6.25b), the following

equations can be obtained

_ blb; +b3b: )

B_k,j,l - b: _bl Ek,jg ! (629&)
—k.j,2 b; _b4 —k,j,ll .

Unlike  the  previous  case, (6.29a) and  (6.29b) implies  that

B, = |E’” [;_':] 2]7 :a'[_EZ[j , Bl ,1]7 is another solution of (6.17), where « isa

k,j1 —k,j

. b'b,+b.b
complex scalar defined by o =%. Therefore, both channel vector E’kj and

1 4
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Ek/_, as well as their any linear combinations, satisfied (6.17). This indicates that the

matrix G, ; has a left null space of dimension two, which implies that it loses rank by

two, and that the channel vector does not necessarily yield a unique solution by (6.17).

In the presence of the noise, the proof to (6.19) can be performed similarly. The

matrix ék’_/ defined in (6.19) has a left null space of dimension one, and the channel
parameter vector Ekj estimated by (6.19) is unique and up to a complex scalar if the

spreading codes at each transmit antenna of the users are linearly independent to each

other.

6.2.4 Resolving the Scalar Ambiguity

In this chapter, different spreading codes are used at each transmit antenna for

every user, i.e., ¢,, #¢, ,. As we discussed in the subsection 6.2.3, the channel vector

estimated by (6.20) is unique and up to a complex scalar. | We then specify a training

symbol to resolve this scalar ambiguity. Assuming

B, =B, (6.30)
where «, ; means the complex scalar, Ek/ is the 2(G+1)x1 channel coefficients

vector obtained by the subspace solution in (6.20). We require one training symbol in
every data block of each user, which means
5;(2n-1)=a n=1 k=1---,K (6.31)

where a is known symbol. Eq.(6.30) can be written as

A ~

Ek,_/,l - 0!,:, 'l_;k,_,-,l’ (6.32a)

N ~

B, =B, , (6.32b)
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Therefore, we can obtain

O(h, ;)¢ =a;, D, 1)e,, | (6.33a)

®(ﬁk,j,2)§k,2 =0 '®(£lk,j,2)gk,2' (6.33b)
Let us collect the received data in first two successive symbol intervals for every
block, apply (6.33a) (6.33b) to (6.8), we can have

Zj(l)zﬁﬁj'@[a;j a, oo, ag,lla 5(2) - a SK(Z)]T+H,/(1)'

(6.34)

Since 131. is full column rank, there exists Moore-Penrose pseudo inverse ﬁj. which
satisfies D'D, =1, . We let

nt
b, =v2LP;z;() (6.35)
which is 2K x1 vector, therefore, the scalar ambiguity can be solved by

&k,j ;b,*(Zk—l)/a*, k:l’,K . (636)

6.3 Performance Analysis of Estimation

In the section, the theoretical performance when using the above semi-blind
subspace-based channel estimation method in the presence of AWGN is studied. The
vectorization and the matrix Kronecker product between matrices have the following
properties [113]

vec(ABC) = (CT ® A)vec(B)
(A®B)C®D)=(AC®BD) (6.37)
(A®B)" =(A" ®B")



Chapter 6 Channel Estimation and Multiuser Detection 181

We resort to the first-order perturbation approximation used in [101]. We
define Z , as the observation to (6.9) without noise and Z ; Is the observation in the
presence of noise, which means

Z,=7Z,+AL =7, +N,. (6.38)
Denote U, as the true null subspace obtained from the noise-free observation (6.10),
and fjo as the perturbated null subspace obtained from the additive noise-corrupted
observation (6.18), then we can write

U,=U, +AU,. (6.39)

Thus, the first order of perturbation approximation of null subspace can be derived to

be [101]
AU, =-UXV'N"U, =-Z!"N"U,. (6.40)
Applying the relationship given in (6.37),
vec(AU,) = —(Ug ® zj,”)vec(Njf ). (6.41)
Let Ek,j =B, tAB, ém =G, ; +AG, ;, then from (6.19),
(Ef,j +A[_3Zj) (G, +AG, ) =0. (6.42)
Ignore the second order perturbation in (6.42), we have
AB, G, =B, AG, . (6.43)

Definea (4G +4)x (4L —-4K) matrix (q},w. given by

G, (2m-1)= {G’”(:’Ozm_l)} , (6.443)
B} 0
G, (:2m)= {Gk,_, ‘ Zm)*} . (6.44b)
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a, a;, 0
- b, 0 b, O
eg., if G, :{al “ % a“}, then G, ,=| © . * .|. Then from Eq
b, b, b, b, 0 a, 0 a,
0 b, 0 b
(6.43) the following equation holds
- H — —H —
AB, G, =B, AG, . (6.45)

where §, = |E:j Ek”j]T From Theorem 2, since G, ; loses its rank by one, G,

will lose its rank by two. Thus we are unable to find a matrix (},Tw. to satisfy

G,,G,, =Isince G, has no full row rank. We then reconstruct the matrix G, , by

removing the dth row where d is the index whose element in vector [_ikj is having the

largest amplitude [114]. Therefore from (45), we can express the channel error vector

as
- H - -3 — =t

AEk,j = _Ek,_;AGkJGkJ : (46)

where AEM and G, , are obtained from Ek,- and G, , by removing its dth and (2G +

2 + d)th rows.

Performing some manipulations using (6.14)-(6.17) we can obtain

—H -

B, Gy, =vec" (U,)I,, ., ®D"). (6.47)
Therefore,

Ek,jAle' =vec (AUO)(IZL—ZK ®Dj)' (6.48)

By substituting (6.40) in (6.48), we obtain
—-H — a 7
B, AG,, =—vec" (N))U, ®Z) I, . ®D)

= —vec” (N)(U, ®Z!D"). (6.49)
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Using (6.9),

Z'D! =(D S/V2r)' Dt =J2rs'(D'D}) = J2rs'y,, (6.49a)
where vy, is 2K x2 matrix whose (2k-1, 1)th and (2%, 2)th entries are unity with other
elements equal zero, e.g. v, =[1,,, OM(H)]T. Substitute (6.49) in (6.46), the channel
error vector is equal to

it

AB, =~ vec” (N (U, @8y, )G . (6.50)

Since the channel is estimated with the scalar to resolve the ambiguity, the perturbation

of the estimated channel is given by
AB, =G, 0B, . (6.51)
However, the amplitude of the scalar is nearly equal or equal to unity, i.e., Ho?kyjuzl,
then we have
- - H - ~H
AEMAEM = AEk,jAEk,j : (6.52)
Thus, the covariance of channel estimation error is given by
= e o
R[‘k =E Ek,jAEk,j =E _Bk,jAEk,j
= ZVG,fé,t’jﬂ(UZ’ ®y,fsT”XUU ®S'y, JG!
=20o’G), j”(Ujf U, ®y§s*”s*yk)r";; ;
— Vg2 E{G ( 1, . ®yl(SS™) yk)f_’:;}. (6.53)

To derive (6.53), we have made used of (6.50) and the fact that U, is an unitary

matrix. When the number of data symbols (2N) is large enough, (6.53) can be

simplified to

ZVO',2 P
Ry, = g 7'E{G;j WkG;j}
k
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= 21070 -E{(“;;j”wké;j} (6.54)

where W, (2L o ®vHo(s, /s, - 1 - SK/Sk])®12)'lyk), and SNR is

defined as the received sample signal energy to noise ratio per receive antenna.

6.4 Cramér-Rao Bound

In this section, the Cramér-Rao Bound (CRB) of the channel impulse response
estimation is studied to compare the channel estimation accuracy by assuming that the
transmitted symbols are nuisance parameters.

Given the observation vector in (6.8), with the assumption al) — a5) we made
neforer, the probability density function (PDF) of each block of the received data

vector z,(n), conditioned on the channel parameter vector ﬁj and the source symbol

vector s(n), is given by

——==Ds(n)

z,(n)— ﬁ

1 2
Pop sn(Z; 1B -8(n)) = @) exr{ /0'} (6.55)

where ||||2 denotes vector norm, and Ejzlﬁfj Ezj E;,]Z Since the noise

samples are uncorrelated, the joint PDF of a block received data

Z,=[z;(0) --- z,(N-1)] described in (6.9) is given by

——D;s(n)

z,(n) - VF__

(270,

pz,@j,s (Zj |E,-’S) —;)VNEXP{—Z ] (6.56)

To simplify the CRB derivation, we introduce the equivalent 4K(N +G+1)x1

parameter vector

0=p" B’ sL© - sLv-D sL© - sLv-D]  (657)
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where B (n)=Relp (3] . B, (=ImB ()] ., s,()=Rels(x)] and

s, (n) =Im[s(n)], and we write the log-likelihood function as

2

f(©)=-VNIn(27c,) —f D s(n) /0'5 : (6.58)

VA (n)_i
- Nvi%
We assume that the SNR is high enough to neglect the estimator’s bias and introduce

the 4K (N + G +1)x4K (N + G +1) equivalent Fisher’s information matrix (FIM) given

by

JO) =Ly s {afé—?)(@;—g’—)j } (6.59)

The calculation of each element of the FIM is given in Appendix A. With the signal
vectors s(n) treated as the nuisance parameters, the CRB bound of the covariance
matrix of channel estimation error is given by the 4K(G+1)x4K(G+1) upper left
block of 97, i.e.

CRB( )= JHL4K(G+D) 14K (G +1)). (6.60)
However, directly computing the inverse of FIM matrix 7(0) is computationally

intensive. With the inherent property of 7(8), a more efficient way to compute 77" is

presented in the Appendix 6.A.

6.5 Multiuser Detection

With the estimated channel state information Ek,- available at the receiver for

all users, the symbols of desired user can be detected by using standard linear methods

such as Zero-Forcing (ZF) detection or Minimum Mean Square Error (MMSE)

h

detection [104]. We stack all received data symbols at every ;" receiver in the
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successive two symbol intervals to a data vector, and let z(n) :[gl(n)T oz, ()" ]sz,
T T
D:[Dl DJ] 2112k , then we have
2(n) = —=— Ds(n) + (1) (6.61)
S N T '
and the channel information matrix can be rewritten as D:[D1 DK], where D*

(k=12,---,K ) isa (2LJ x2) matrix consisting of the channel information of kth user.

After the estimated channel information matix D is obtained, in the following,
we use this to recover the desired symbols at the receiver. We assume that the first user

is of interest.

6.5.1 Zero Forcing Detection

A simple linear design that can completely eliminate the MUI is the ZF

detection. In this approach, the detector @ ., for the desired 1st user is chosen such
that in the absence of the noise. Since the estimated D in (6.61) has full column rank
2K, there always exists a Moore-Penrose pseudo inverse D' so that ﬁ*ﬁ:IZK.
Therefore, the ZF detector for the desired kth user is given by

@, =~2Vy, D' (6.62)

It follows that

~ K ~ ~
$,(n) =0} ,2(n) =y D'D's,(n)+ > y/D'D"s, (n)+2Vy D' n(n).
desired signal & i
g MUI noise

(6.63)

The conditional signal to interference and noise ratio SINR is given by
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elliw |

SINR =
2}+2‘10_SNR/10E{

: (6.64)
viD'D*S, /S,

2

2

iy

6.5.2 MMSE Detection

The ZF detector might enhance the effect of noise, especially when the noise is
large. It is well known that the MMSE detector reduces to the ZF detector when
SNR =00 and yields a better performance than the latter for finite SNR. The MMSE
detector also maximizes the receiver output SINR among all linear detectors, and, thus,

is the optimum linear detectors in that sense. The MMSE detection ®,,, can be

obtained by minimizing the mean square error criterion

O, =AgMING L(® ) (6.65)

2
where  L(®,) = E{‘§1 (1)~ © s Z(n)H }

2
- E{ 5, (1)~ [ﬁn@(n) s () g(n)j } .
(6.65a)
Through minimizing (6.65a) we have
ama; - =2S—Il/ngND"”mMMSE 10210 e —%Dl =0 (6.66)
where N=1,@D(1 S,/S, --- S,/8,]). Therefore
© s = V2V (DD +2.10 V0 ] "D* | (6.67)

Since in practice, only estimated D and D' are available, the MMSE detector will

follow that
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- A 1
s, (n) = (")ZMSEZ(n) = E(DMMSED s, (n)+ Z \/_ coMMSED s; (n)+ (’)MMSE '](n)

%/—’
desired signal MUI noise
(6.68)
Similarly, the conditional signal to interference and noise ratio is given by
2
E{[é)” D' }
SINR = MMSE H (6.69)

S el s, 15 210000 elan, |

k=2

6.6 Simulations

In this section, the performance of the proposed semi-blind channel estimation
technique and the system BER performance when using our ZF and MMSE detectors
are investigated through simulations. The theoretical perturbation analysis and the
CRB for the channel estimation are also verified by simulations.

A STBC MC-CDMA system with K active synchronous users using 16 phase
shift keying (16-PSK) constellation is considered. Each user is assigned with a L =32
orthogonal Gold code to spread the signal. In the following, the channel estimation and
BER performance for the first user is investigated, with the transmit power S, =1. In
the sequel, we consider near-far environments without enforcing stringent power
control. The power for K —1 interfering users follows a lognormal distribution with a

mean power ddB higher than that of the desired user, and a standard deviation of 10

dB, ie., S, /S, =10%" (k=23,---,K ), where & ~ N(d,100). The near-far ratio
(NFR) is defined as 4 (in decibels). The channel fading coefficients {ﬂk,j,i,g}jzo

between the jth receiver antenna and ith transmit antenna were modeled as complex

Gaussian random variables with zero mean and variance o, , where
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z::oa,fijiyg =1. In the simulations below, we set G=5, and V' =L+G. The average

signal-to-noise ratio (SNR) per sample for the desired user is defined as (recall that
S, =1)

SNR =101g(1/vo?). (6.70)
The performance measure for channel estimation is examined by the mean square error

(MSE) given by

MSE :E{

Berie—Biie 2} . (6.71)

In the following numerical results, the performance of the proposed channel
estimation and system BER performance of (i) conventional MC-CDMA systems with
1 transmitter and 1 receiver, (ii) STBC MC-CDMA systems with 2 transmitters and 1
receiver, and (iii) STBC MC-CDMA systems with 2 transmitters and 2 receivers are
investigated.

Fig. 6.2 shows the MSE of channel estimation versus the SNR when L =32,
K=10, N=100, NFR=0 and G=5. t can be seen that the MSE improves
gradually as SNR increases. It can be also found that the MSE of channel estimation
for STBC MC-CDMA system is a bit worse than that for MC-CDMA system. This is
due to the fact that for a given N, the SVD in (10) for MC-CDMA system can obtain a
higher accurate null space than that for STBC MC-CDMA system since the
requirement to guarantee the signal matrix S has full row rank is N > K for MC-
CDMA system, while it is N >2K for STBC MC-CDMA system. As we expected,
the MSE of channel estimation for STBC MC-CDMA system will degrades gradually
when the number of transmit antennas increases. It can be also observed that the MSE
of channel estimation for STBC MC-CDMA system with different receive antennas

has nearly the same performance. This indicates that the MSE performance of channel
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estimation is independent of the number of receiver antennas for STBC MC-CDMA
system.

It can be seen from Fig. 6.2 that the simulation results show well agreement
with the theoretical MSE perturbation analysis, and the good lower bound for the MSE
performance of channel estimation is provided by CRB.

Fig. 6.3 shows the MSE of channel estimation versus NFR when L =32,
K =10, N=100, SNR =10 and G=5. It can be seen that the near far problem has
very slight effect on the MSE performance of channel estimation since the MSE
remains nearly the same values as NFR increases. It shows the proposed the channel
estimation algorithm is robust with the resistance to the near far problems.

Fig. 6.4 presents the MSR of channel estimation versus the number of users K
when L =32, N =100, SNR =10, NFR=0 and G =5. It can be observed that MSE
performance of channel estimation degrades slightly as the number of users K
increases. This indicates that the number of users has only a slight effect on the MSE
performance of channel estimation.

In Fig. 6.5, we present the BER performance versus SNR when L =32,
K =10, N=100, NFR=0 and G =5, using either ZF or MMSE detection, both for
the case when channel estimation is performed and when perfect channel information
is available. We demonstrate how the practical channel estimation technique affects
the performance of the system. Since channel estimation error exists, it will obviously
result in performance loss and this loss is estimated to 4dB for a 2 transmitters 2
receiver STBC-MC-CDMA system, 3-4dB for a 2 transmitters 1 receiver MC-CDMA
system. On the other hand, the loss is only 2-3dB for MC-CDMA system. It can be
also seen that the BER performance of STBC MC-CDMA system with two receivers

will achieve much better performance regardless of whether channel state information
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is through estimated or perfectly known, and the BER performance of STBC MC-
CDMA system shows a bit better than that of MC-CDMA system. In our system,
there is only a slight loss in the BER performance by Zero-Forcing detection compared
to that by MMSE detection and the curves overlapped and are not presented.

Fig. 6.6 shows the BER performance versus NFR when L=32, K =10,
N =100, SNR =10 and G =5. It can be seen that the near far problems has only a
slight effect on the BER performance both for estimated channel or true channel when
either MMSE (or ZF) detection is used.

Fig. 6.7 presents the BER performance versus the number of users K when
L=32, N=100, SNR=10, NFR=0 and G=5. It can be observed that the BER
performance degrades gradually as the number of users K increases. And the BER
performance of STBC MC-CDMA system degrades quicker than that of MC-CDMA

system when the number of users increases.
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6.7 Conclusion

In this chapter, a semi-blind channel estimation and multiuser detection for
uplink space-time block coded (STBC) multicarrier (MC-) CDMA system are studied.
Subspace-based technique decouples the multiuser and MIMO channel estimation to a
series of single user and SISO estimation problems. To resolve the inherent scalar
ambiguity existing in all the second-order statistic blind estimation, a training symbol
is introduced to obtain this scalar. Using small perturbation analysis, the approximate
expression of the covariance matrix of the channel estimation error is derived. The
Cramér-Rao bound (CRB) is also calculated to compare the channel estimation
accuracy, and is proved that the estimation algorithm is statistically efficient at
practical SNR values. Simulation results show that the proposed channel estimation
algorithm is effective and robust, and with the resistance to the near far problems,
multipath fading and number of users. The estimated channel state information is used
to examine the BER performance of ZF and MMSE detectors. The implementation
loss in system BER performance as a result of imperfect channel estimation is
generally 4dB and 3-4 dB for two receivers and one receiver STBC MC-CDMA
system, respectively. It can be concluded that the STBC MC-CDMA system with

multiple receivers will obtain much better system performance.
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Appendix 6.A

In this appendix, we calculate each element of the matrix 7(0) in (6.59), and the
simplification of computing the inverse of the 7(0) is also presented.

Firstly, we rewritten the channel information matrix from the kth user at the jth

receive antenna as

(D(gkyl)VTEk‘j’l @(gk,Z)VTgk,ZEk’/VZ
D, = “TH p* _ VIR | ®AD)
(e, ) VB, ., —Dle) V"B,
Let
T T
Ek,j,re = hk,j,l,re Ekui,zﬂ’]j ’ (6A2a)
T T
Brjin= bk,j,l,im Ek,jyzim]j' (6A.20)

where Ek'j]i’re:Re[Ek’j'i] and Ek]j’ilimzlm[ﬁk'j]i] (i = 1,2). Taking the partial

differential of 7(0) in (6.58) with respect to the unknown channel impulse response,

we obtain

ore N2 & -
aEk,j,l,re ) VJ; nz(;Re[Tk'l( )ﬂ( )]’ (6.A.3)

where T, ,(n) = [SZ (ZH)V*(D(Ek,l) -5, (2n +1)V(D(§k,1)];

e V2 & e
aEk,j,l,im ) VJ; nz(;lm[Tk’Z( )H( )]’ (6.A.4)

where T, ,(n) = [s; 2n)V'D(e,,) s (2n+YVD(e,,);

agf @’ -2 (f > Relr,me)] (6.A5)
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where T, ,(n) = |s; 2n +)V D, ,) s;(2n)VD(c,,));

ag{ f(:) o Z; Im[Tk Lmn(), (6.A.6)

where T, , (n)= [S; (2n +1)V*(D(§k,2) - 51: (Zn)V@(Sk,z)]-

Thus
AN
o (0) _ 6Ek,j,l,re W2 ke Tk,l(n)
aEk,j,re B f& - VO',? pry Re[ [Tkﬁ(n) n( )]_ o, ZRG[T (n)n(n)] (6.A.7)
By i
9O
9®) _ aEk,j,l,im N2 & 12 (n)
B |2 o (Tm(n)} ol Zz'm[T ()] 6.A8)
o T,()

Then, the partial differentials of f(0) with respect to Ej . and Ej . are given by

2@ fg) stjzoRe[T(n)n(n)] (6.A.9)
where T(n)=[T/ (n) T/ (n) - T, ()];

7O 2

ag f) = ZZIm[T(n)n(n)] (6.A.10)

where T(n)=[T7 (1) T/(n) - T.(n)].
Taking the partial differential of f(@) in (58) with respect to the other

unknown parameters, we obtain

O _ 2

o T ZRe[D”n(n)] (6.A.11)
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oe 2
0s,, (n) Vol

n

Im[D” n(n)]. (6.A.12)

Since the noise m(n) is i.i.d zero mean, complex Gaussian random variables

uncorrelated with the symbol sequence s(z) and channel vector Ej, we have

of ()| of (0) _LN—l o

’ f(@] }Vajnz;Re[T(”)T ] (6.A.13)
gofoo) | 1w oo

: GE‘,,W{GE,W} } Vo-rf;lm[T(n)T (), (6.A.14)

of (Q)j }_ 12 Re[T(m)D ], (6.A.15)
s Vo,

RAORN
§4m(n)j } Vol Im[T(”)DJ]1 (6.A.16)

o (8) 5f@)} }_ Vl flm[’f(n)fﬂ (n)], (6.A.17)

o (0) 8f(9)j }_ L el ] (6A19)
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o® ((F® ) |_ L ot s
E{agm (n) [agim (m)J } VO'§ Re|D; D, ]5(” m) . (6.A.22)

The equivalent FIM defined in (6.59) can be expressed as the form

| .71[1 jlb :-7211 -7217
| .71 | .72,4 .723 T :
-71 ! -72 ____|[ ““““ '-71b -71c | -72c -72d
I=| oA |2 Tas [ T Ty 2| (6.A.23)
-74 : 3 : -7211 --726 :-7311 -7317
Jas | T Jaa ’ ro
-Jo Taa ! T Jaa

where the blocks have the following dimensions: 9, , 7, and 7. are
2K(G+)x2K(G+Y), Jops Tops T and J,, are 2K(G+1)x2KN, J,, and J,, are

2KN x2KN , with the elements defined in (6.A.13)-(6.A.22). The CRB bound of the

covariance matrix of channel estimation error is given by the 4K(G +1)x4K (G +1)
upper left block of 77, i.e.,
CRB(B ) =(7,-7.7:9.) " (6.A.24)
However, directly computing the inverse of matrix in (6.A.12) is intensive complexity.
In the following, a simplification of computing the inverse of 7(0) is proposed.
By the calculations in (6.A.20)-(6.A.22), the matrix J,, and J,, have the

following form

T =1, ® 7y, (6.A.253)
.731, = IN ®-73b (6A25b)

where 7, and 7, is 2K x2K matrix. Thus, the inverse of 7, can be easily obtained

(6.A.26)

g1 (IN ®§3a I ®§3bj
s =

L ®§3b I ®33a

where Za and 53,, with its element
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53(; = (jSa - jsbja;ljab )71’ (6.A.27a)
531; = _-73:41-73175364 , (6.A.27Db)
Denote Jou = []2A 0) T2 @ - T (N_l)] )

-723:[-723(0) ]23(1) sz(N_l)] ’ -74A:[-74TA(0) -74TA(1) -74TA(N_1)]T )

and -743 = [-74TB (0) -74TB (1) -74TB (N_l)]T ) where -72A (n) and -723 (”)
(n=01-,N-1) are 4K(G+1)x2K , J,,(n) and J,,(n) (n=01---,N-1) are
2K x4K (G +1) matrix. Substitute (6.A.26) in (6.A.24), then the CRB of the estimated

channel covariance matrix of can be simplified as

CRB(Ej) = (-71 - fju (n)33a-74A (n)+ 7,5 (n)33l)~74A (n)

n=0

-1

OV RO MOV ) (6.A.28)
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Chapter 7

Conclusion

Next generation wireless mobile communication systems need to support high
data rate and multimedia services with different QoS requirement. This thesis looks
into the performance and capacity of STBC MC-CDMA systems, and investigates
some receiver design and implementation issues of STBC MC-CDMA systems.

The thesis begins with the theoretical performance and capacity analysis of the
STBC MC-CDMA system. Firstly, the BER performance and system capacity
(bandwidth efficiency) for STBC MC-CDMA system in the presence of carrier
frequency offset between the transmitter and receiver oscillators were studied. The
exact BER expression when using EGC and the approximate BER expression when
using MRC are derived. These BER expressions are verified through simulations.
Using these derived expressions, the achievable system capacity satisfying a minimum

BER requirement can be studied for the two cases when EGC and MRC are used, and
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hence possible to compare the achievable capacity of STBC MC-CDMA systems with
that of MC-CDMA systems. It is concluded that small CFO has insignificant effect on
the BER and capacity of STBC MC-CDMA systems, and this range of CFO is
important in transceiver design. Besides, STBC MC-CDMA systems with multiple
receive antennas can achieve higher capacity than that of the MC-CDMA systems, and
this amount can be obtained analytically using the theoretical BER expressions
derived.

Then, the BER performance and system capacity of three multirate access
schemes (multicode, VSG, MSR access schemes) for STBC MC-CDMA system are
studied. Transmit power control is adjusted according to the service rates and the
number of active users in each service class to maintain the link quality and to improve
the system capacity. The multiple access interferences and hence the BER performance
and system capacities of the three multirate access schemes for STBC MC-CDMA
systems are studied. From the numerical results obtained, it can be concluded that the
systems with mc access scheme when orthogonal Gold spreading sequence is applied
and the VSG access scheme have similar system performance and capacity, and both
perform better than the system with MSR access scheme for any spectrum
configurations. In case when non-orthogonal Gold sequences are used, mc access
scheme shows a degrading in the system capacity as compared to VSG, due to the
presence of larger self-interference (SI1) among the sequences used by each user.

The thesis next focuses on some studies on receiver designs and
implementations for STBC MC-CDMA. First, the development of a timing and
frequency synchronization algorithm is made. The subspace-based joint timing and
frequency synchronization algorithm is proposed. Through properly choosing the

oversampling factor and the number of received samples, the joint timing and
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frequency synchronization are resolved using the subspace approach. Besides, the use
of subspace approach allows that multiuser estimations can be decoupled and hence
makes it computational efficient in multiuser environment. Using small perturbation
analysis, the approximate MSE of the proposed algorithm is derived, which can be
used to quantify the resilience of the proposed algorithm to additive white Gaussian
noise. The CRB is also evaluated to illustrate. Simulation results show the robustness
and effectiveness of the proposed synchronization algorithm in the presence of near-far
problems, multipath fading and Doppler Effect. The theoretical perturbation analysis
also shows good agreement with the simulation results. Finally, the computed CRB is
shown to be a good lower bound.

When the timing and frequency synchronization is completed at the base
station, synchronous transmission in the uplink can be achieved. At the base station,
channel estimation and multiuser detection are then performed to recover the data from
all users. The subspace-based semi-blind channel estimation and multiuser detection
are proposed. The method assumes that the channel is finite impulse response (FIR)
and time-invariant, and the channel order is assumed to be known at the receiver.
Using small perturbation analysis, the approximate expression of the covariance matrix
of the channel estimation error is derived, which can be used to quantify the resilience
of the estimation algorithm to AWGN. The CRB is also calculated to compare the
channel estimation accuracy, and is proved that the estimation algorithm is statistically
efficient at practical SNR values. Simulation results show the robustness and
effectiveness of the estimation algorithm in the presence of near-far problems,
multipath fading and large number of users. The theoretical perturbation analysis
shows the good agreement with the simulation results and computed CRB is shown to

be a good lower bound. Finally BER performances of STBC MC-CDMA system when
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using ZF and MMSE multiuser detection techniques using the estimated channel gain

are obtained through simulations.
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