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Summary 

 
Multi-bands Orthogonal Frequency Division Multiplexing (MB-OFDM) is an effective 

modulation technique for the Ultra-wideband (UWB) personal area networks (WPANS) 

protocols. In this thesis, we investigate an alternate error-correcting code, LDPC, as well 

as a chip interleaving scheme to improve the performance of the proposed MB-OFDM 

UWB System. We also propose a novel joint carrier and sampling frequency offset 

estimation algorithm and investigate the receiver design for the proposed system 

featuring synchronization and channel estimation algorithm in additions to the novel 

frequency offset estimation algorithm. 

 

Frequency offset between transmitter and receiver clocks in a MB-OFDM UWB system 

results in serious distortion of the received signal and hence affects the overall 

performance of the system. A novel algorithm to estimate the frequency offset in a 

transceiver system with fixed-rate clock, which is simple to implement and perform 

better than the conventional algorithm, is introduced. The algorithm uses the iterative 

averaging of the estimates calculated using pilot sub-carriers from individual OFDM 

symbols to improve the overall estimation accuracy for subsequent received OFDM 

symbols. A method to counter the phase-wrapping effects based on maximum likelihood 

principles is also described as part of the algorithm. The mean-squared error of the 

estimates is significantly reduced using the algorithm especially for long packets. 

Moreover, the use of the iterative averaging algorithm helps to limit the performance 

degradation due to frequency offset to less than 1 dB and also achieves very significant 

performance gain over conventional algorithm. The proposed novel algorithm is 
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incorporated together with other sub-systems such as channel estimator and symbol 

synchronization system to form a practical receiver design. The performance of the 

receiver design is tested using simulation and compared to the performance of a receiver 

in ideal conditions. Results show that the receiver performs well with relatively small 

performance degradation. 

 

We also designed a simplified low-density parity-check (LDPC) code for the proposed 

MB-OFDM UWB system, which improves the system performance for high data rate 

transmission. The LDPC codes, which are designed using a decoder approach, allowed 

the use of a simpler, more structured decoder design that can be implemented much more 

easily. Moreover, the use of LDPC code eliminates the need of bits interleaver to counter 

burst errors which are common in fading channel as the LDPC code are robust to burst 

errors. Through Monte Carlo simulation, the designed LDPC code was shown to improve 

the system performance significantly giving a performance gain of 2 to 4 dB when 

compared to the proposed system using convolutional codes. 

 

A direct spreading with chip interleaving scheme is also applied to the MB-OFDM UWB 

system and found to improve the system performance for high data rate transmission. The 

scheme can be easily implemented using simple block interleaver and banks of adders at 

the transmitter while a simplified form of maximum likelihood detection can be used at 

the receiver. The proposed scheme achieves a performance gain between 1.5 dB and 5.1 

dB depending on the spreading factor used. 
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Chapter 1 

Introduction 

Ultra-Wideband (UWB) technology has received a lot of attentions recently [1] and has 

been widely regarded as a promising solution for future short-range indoor wireless 

communication applications. Traditionally, UWB technology refers to the use of short-

pulse waveforms with a large fractional bandwidth [2]. However, the Federal 

Communication Commission’s (FCC) Report and Order (R&O), adopted 14 Feb 2002 [1] 

defines UWB as any signal that occupies a spectral frequency band of more than 500 

MHz in the allocated 3.1GHz – 10.6 GHz band and meets the specified spectrum mask as 

illustrated in Figure 1.1.  
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Figure 1.1: UWB Spectral Mask for Indoor Communications Systems. 
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With the adoption of this new definition by FCC, the view of UWB is shifted from that as 

a specific technology (i.e. short-pulse radio) to that as an available spectrum for 

unlicensed use [3]. As such, any transmission signal that satisfies the FCC’s requirements 

for the UWB spectrum can be considered UWB technology. Using this new insight, a 

group of industry leaders proposed a Multi-band Orthogonal Frequency Division 

Multiplexing (MB-OFDM) physical layer proposal for IEEE 802.15 Wireless Personal 

Area Networks (WPAN) Task Group 3a [4]. In this thesis, we will look into the design of 

a practical receiver that conforms to the specifications given in [4] as well as discuss the 

possible improvements to the proposed system and analyses the performance of the 

transceiver through Monte Carlo simulations. 

 

1.1 Overview 

The proposed MB-OFDM UWB system essentially partitioned the available UWB 

spectrum into smaller frequency sub-bands of bandwidth greater than 500 MHz to satisfy 

FCC’s definition and uses OFDM modulation in each sub-bands for transmission. By 

employing the multi-bands approach, commercially available communication systems 

can easily be adapted for the UWB indoor communication system. Other advantages of 

the multi-bands approach include the highly attractive features of scalability and ease of 

adapting to different radio regulations worldwide. Each sub-band can be treated like a 

basic building block of the communication system and can be combined in different 

configurations to help the co-existence of the system with present and future licensed 
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radio services. For the proposed system, each sub-band can be treated as a wideband 

OFDM transmission system. Multiple accesses can be achieved through defining 

different hopping sequence between sub-bands for the different users. 

 

The usage of OFDM for each sub-band has great significance in implementation as it can 

capture the energy in a dense multi-path environment effectively and has the benefit of 

comparatively low complexity with the use of fast Fourier transform (FFT) algorithms 

[5]. As an OFDM system in essence, MB-OFDM UWB system transmits data using 

parallel narrowband sub-carriers within each sub-band. The inter-symbol interference 

(ISI) in OFDM can be eliminated by adding either a cyclic prefix (CP) or zero prefix (ZP) 

of duration longer than the anticipated delay spread of the channel. The ability to perform 

equalization in a multi-paths environment with relatively large bandwidth-delays spread 

product using a single-tap equalizer in the frequency domain is another critical advantage 

of OFDM technology [6]. 

 

However, OFDM technology does have its disadvantages especially in terms of practical 

implementation of transceiver. As an OFDM signal is basically a superposition of a large 

number of modulated sub-carrier signals, it is prone to high instantaneous signal peak 

with respect to the average signal level. To prevent this high peak-to-average ratio 

(PAPR) from causing high out-of-band harmonic distortion without the use of a power 

amplifier with extremely high linearity across the signal level range at the transmitter, 

clipping have to be performed [5]. This will result in the distortions of the transmitted 
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signal causing degradation in performance. Moreover, studies have shown that time and 

frequency synchronization accuracy between transmitter and receiver is of paramount 

importance for the good performance of an OFDM system [5][7][8][9]. A practical MB-

OFDM UWB receiver for the proposed system would hence need to be designed so as to 

ensure minimal performance degradation with manageable complexity. The thesis is 

devoted to investigations and analysis of such a design. 

 

Another point of contention regarding the proposed MB-OFDM UWB system is the 

choice of forward error-correcting codes (FEC) employed. For an uncoded OFDM 

system operating in a multi-paths environment, some of the sub-carriers will experience 

deep fade and be completely lost. This cause the overall bit error rate to be dependent on 

the signal-to-noise ratio (SNR) of the weakest sub-carrier and is hence undesirable. To 

solve the problem, powerful error-correcting codes need to be applied to ensure that the 

overall bit error rate is dependent on the average received power and not that of the 

weakest sub-carriers [6]. Therefore, the choice of error-correcting codes is essential in 

determining the performance of the MB-OFDM UWB system. Due to the implementation 

limitation, convolutional code is currently considered as the error-correcting code for the 

proposed MB-OFDM UWB system. Investigations into the use of an alternative code, the 

low density parity-check (LDPC) code, in the proposed system will be carried out.  

 

Performance of the proposed MB-OFDM UWB system for high data rate transmission 

are considerably worse than then low rate transmission due to the need to employ high 
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rate FEC. A method that incorporates direct spreading code division multiplexing access 

(DS-CDMA) with OFDM to improve the system performance is investigated. A novel 

direct spreading in frequency domain with chip interleaving scheme is found to improve 

the system performance for high rate transmission. The performance gain is due to the 

use of the frequency diversity within the frequency selective channel. Simulation results 

show that the performance gain using the proposed scheme is very significant especially 

in channel with small coherence bandwidths. 

 

1.2 Contributions 

In the first part of the thesis, we discuss and demonstrate the improvement in 

performance of the MB-OFDM UWB system through the use of a simplified LDPC code 

and a direct spreading scheme. The 2 schemes are described in details and the 

performance improvement to the system is discussed with reference to simulated results. 

 

In the second part of the thesis, the emphasis is on the design of a practical transceiver 

that conforms to the proposed system’s standards. Research on various methods to handle 

the problems encountered by practical receiver such as packet synchronizations, channel 

estimations and frequency synchronizations are carried out. New algorithms to handle the 

problems, which exploited the band-hopping characteristics of the proposed MB-OFDM 

UWB system, will also be presented. Furthermore, a final joint design of a practical 

receiver that synthesizes elements from the different sub-systems will be featured. 
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1.3 Outline of Thesis 

This chapter provides the overviews of the research topics and the main contributions 

made. The rest of the thesis is divided into 6 chapters, each touching on different aspects 

of the research topics. In Chapter 2, the proposed system and the channel models used for 

evaluation of the system in [4] will be introduced briefly with emphasis on the salient 

features. The evaluation criterion, which is used consistently throughout the thesis to 

determine the performance of the system, will also be covered in details. From Chapter 3 

onwards, the discussion in each chapter will concentrate on one of the different research 

topics covered in the thesis. As such, each chapter will contain the appropriate literature 

survey on the topic covered as well as the research work, which includes analysis and 

simulation studies that has been carried out. 

 

In Chapter 3, the emphasis will be on the discussion and evaluation of the performance of 

a MB-OFDM UWB system using a simplified LDPC codes as an alternative error-

correcting codes. In Chapter 4, the discussion is on the direct spreading with chip 

interleaving scheme for MB-OFDM UWB system. In Chapter 5, discussion will be 

centered on the frequency offset estimations and compensation methodology of the MB-

OFDM UWB system. In Chapter 6, we will concentrate on the discussion of achieving 

accurate timing and channel estimation as well as present a joint design which 

incorporates the different elements covered in Chapter 5 and Chapter 6 and highlights the 

conditions for the synthesis of the sub-systems. Lastly, conclusions of the research works 

that have been done are given in Chapter 7. 
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Chapter 2 

MB-OFDM UWB System for UWB Communications 

The authors in [4] proposed a Multi-bands Orthogonal Frequency Division Multiplexing 

(MB-OFDM) system for short-range wireless indoor communications using FCC’s 

defined unlicensed ultra-wideband (UWB) spectrum. In this chapter, the salient features 

of the proposed system will be highlighted. The UWB channel models adopted by the 

IEEE 802.15.3a task group for the evaluation of proposed physical layer system will also 

be introduced to facilitate the discussions about the performance of the proposed system. 

We will also state the evaluation criteria used by IEEE 802.15.3a task group for system 

performance studies which is adopted for the same purpose in this thesis. 

 

2.1 MB-OFDM UWB System 

In the proposal [4], the multi-bands orthogonal frequency division multiplexing (MB-

OFDM) system described can operate in 2 different modes depending on the number of 

sub-bands that is activated. In this thesis, our discussions will be based on mode 1 

transmission where only 3 frequency sub-bands is used for communications. However, 

due to the characteristic of the multi-bands system, the results attained and conclusions 

made can be easily interpolated for the case of mode 2 transmission. The proposed MB-

OFDM UWB system partition the available UWB bandwidth of 7.4 GHz into smaller 

frequency sub-bands each of 528 MHz. The different sub-bands are shown with their 
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corresponding band numberings in Table 2.1 for the ease of reference. In mode 1 

transmission, only band 1 to band 3 are used. 

Table 2.1: Sub-bands Allocation for MB-OFDM UWB System. 

Band Number Lower Frequency Centre Frequency Upper Frequency 

1 3168 MHz 3432 MHz 3696 MHz 
2 3696 MHz 3960 MHz 4224 MHz 
3 4224 MHz 4488 MHz 4752 MHz 
4 4752 MHz 5016 MHz 5280 MHz 
5 5280 MHz 5544 MHz 5808 MHz 
6 5808 MHz 6072 MHz 6336 MHz 
7 6336 MHz 6600 MHz 6864 MHz 
8 6864 MHz 7128 MHz 7392 MHz 
9 7392 MHz 7656 MHz 7920 MHz 
10 7920 MHz 8184 MHz 8448 MHz 
11 8448 MHz 8712 MHz 8976 MHz 
12 8976 MHz 9240 MHz 9504 MHz 
13 9504 MHz 9768 MHz 10032 MHz 
14 10032 MHz 10296 MHz 10560 MHz 

 

During any transmission instances, only one of the sub-bands will be used by each 

transceiver pair. The sub-band used for transmission of a particular packet of data will be 

changing throughout the transmission duration according to a set of defined time-

frequency codes (TFC). These codes, which governs the sub-bands hopping sequence, is 

shown in Table 2.2. The transmission of OFDM symbols using the particular time-

frequency code TFC#1 is illustrated in Figure 2.1. 
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Table 2.2: Time-Frequency Codes (TFC) for Mode 1 Transmission. 

TFC Number Length 6 Time Frequency Codes 

1 1 2 3 1 2 3 
2 1 3 2 1 3 2 
3 1 1 2 2 3 3 
4 1 1 3 3 2 2 
5 1 1 1 1 1 1 
6 2 2 2 2 2 2 
7 3 3 3 3 3 3 

 
 

Frequency 

 
Figure 2.1: Transmission of OFDM Symbols using TFC#1. 

 
 

The OFDM modulation will be carried out using 128-points Fast Fourier Transform 

(FFT) giving a sub-carrier frequency spacing of 4.125 MHz. Of the 128 sub-carriers, 100 

sub-carriers will be used for data transmission, while 12 sub-carriers will be reserved as 

pilots and another 10 sub-carriers are designated as guard sub-carriers. The remaining 8 

sub-carriers including the d.c. sub-carrier are set to null. By setting the d.c. sub-carrier to 

null, difficulties in digital-analog converter (DAC) and analog-digital converter (ADC) 
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offsets as well as carrier feed-through in the RF system can be avoided. The OFDM 

symbol is formed by pre-appending the zero prefix consisting of 32 zero samples to the 

128 output samples from the FFT and appending 5 zero samples to the end of the output 

samples from the FFT. These 5 zero samples represent the guard interval during which 

the system switch between different carrier frequencies for band-hopping. Therefore the 

total symbol time duration for one OFDM symbol is 312.5 ns. 

 

For data packets transmission, the transmitter would first transmitted 30 consecutive 

OFDM symbols consisting of known preambles for the purpose of synchronization and 

channel estimation. The structure of the preambles as well as the training sequences, 

which are associated to the different time frequency codes used, that form the preambles 

are given in Appendix A. Without the loss of generality, we restrict the discussion of the 

preambles to those designed for TFC#1 here. The preambles for TFC#1 include a packet 

synchronization sequence portion (21 OFDM symbols), a frame synchronization 

sequence portion (3 OFDM symbols) and a channel estimation sequence portion (6 

OFDM symbols). The packet synchronization sequence can be used for packet detection 

and acquisition, coarse carrier frequency estimation and coarse symbol timing. The frame 

synchronization sequence can be used for receiver algorithm synchronization while the 

channel estimation sequence can be used for channel estimation of the frequency 

response as well as fine carrier frequency estimation and fine symbol timing [4]. The use 

of the preambles will be covered in more details in later chapters when we discuss about 

the estimation methods used. 
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Following the preambles, the packet header will be transmitted at a fixed data rate of 53.3 

Mbps before the frame payload is transmitted at various data rates. The packet header 

contains data that the receiver needed for decoding the frame payload like the data rate, 

the length of the data and the scrambler initialization seed, which will be described in 

more details later on in the section when we discuss the scrambler. The packet header 

will also include a portion designated as the MAC header which contains the information 

for medium access control (MAC) layer.  

 

The frame payload can be transmitted in various data rates which will determine the 

different modulation employed for each sub-carrier, the FEC coding rate, the number of 

coded bits in each OFDM symbol and the time spreading factor used. The different data 

rates and their corresponding transmission parameters are summarized in Table 2.3. 

 

Table 2.3: Transmission Rate and Related Parameters. 

Data 
Rates 

(Mbps) 

Sub-carrier 
Modulation 

FEC 
Code Rate 

Conjugate 
Symmetric 

Input to FFT 

Time 
Spreading 

Factor (TSF) 

Coded 
Bits/OFDM 

Symbol 
53.3 QPSK 31  Yes 2 100 
80 QPSK 21  Yes 2 100 

106.7 QPSK 31  No 2 200 
160 QPSK 21  No 2 200 
200 QPSK 85  No 2 200 
320 DCM 21  No 1 200 
400 DCM 85  No 1 200 
480 DCM 43  No 1 200 

 

11 



 

In Figure 2.2, the block diagram of the proposed transmitter system is illustrated. Data 

bits are first pass through a data scrambler followed by a rate-1/3 convolutional code 

encoder. The coded bits are then punctured (or not) according to the required coding 

rates. After which, the bits stream will be interleaved using a 3-stage interleaving scheme 

to provide protection against burst errors in the bits stream. The next stage of modulation 

involves the mapping of the bits stream using the Quadrature Phase Shift Keying (QPSK) 

constellations or using the Dual Carrier Modulation (DCM) mapping before passing the 

mapped complex data to the FFT to perform the OFDM modulation. Time domain 

spreading can then be performed if transmission data rate is less than or equal to 200 

Mbps. The time domain data are then pre-appended with a string of 32 zero samples 

which forms the zero prefix for the OFDM symbol. The baseband OFDM data stream is 

then passed through the local oscillator to obtain the final transmission signals. Clipping 

is performed for signals exceeding a designed PAPR level to limit out of band harmonics. 

 

The data scrambler is realized using a pseudo random binary sequence (PRBS) generator 

which generates the PRBS by  

 1514 −− ⊕= nnn xxx  (2.1) 

where ⊕  denotes modulo-2 addition. The scrambled data bits are obtained by performing 

modulo-2 addition on the unscrambled data bits with the PRBS. Mathematically, 

 mmm xds ⊕=  (2.2) 

where  and  represents the unscrambled bits and scrambled bits respectively.  md ms
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Through the scrambling of the data bits, a specific frame which results in very large 

PAPR and hence subjected to large distortions due to the clipping can be resent in a 

different form if the distortions degrade the signal so much that it cannot be recovered at 

the receiver. 

 

Figure 2.2: Block Diagram of MB-OFDM UWB Transmitter. 
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An initialization sequence is required for the PRBS generator which is determined by a 

seed identifier transmitted to the receiver through the packet header. The seed identifier 

value is generated using a 2-bit counter starting at the 00 state for the first transmitted 

frame and incremented for each frame sent. The seed identifiers and their corresponding 

initial sequence are given in Table 2.4. 

 

Table 2.4: Scrambler Initialization Sequence. 

Seed Identifier Initialization Sequence 

00 0011 1111 1111 1111 
01 0111 1111 1111 1111 
10 1011 1111 1111 1111 
11 1111 1111 1111 1111 

 
 

The rate-1/3 convolutional encoder used in the proposed system is the industry-standard 

encoder with generator polynomial, g0 = 1338, g1 = 1658 and g2 = 1718. A tail bits stream 

of 6 zeros are appended to the end of the frame data bits to return the encoder to the “zero 

state” in order to lower the error probability of the decoder. The coded bits stream is 

punctured by omitting some of the encoded bits in the transmitter which will reduce the 

number of transmitted bits and increase the code rate. At the receiver, dummy zero metric 

is inserted into the decoder in place of the omitted bits. If the first, second and third bit 

generated by the encoder is denoted as “A”, “B” and “C” respectively, the puncturing 

patterns used to create the code rate of 1/2, 5/8 and 3/4 can be illustrated as in Figure 2.3. 
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Figure 2.3: Puncturing Patterns. 
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The second stage of the interleaving scheme is a tone interleaver where the order of the 

bits within a single OFDM symbol is permuted using a block interleaver. If the input 
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sequence and output sequence of the interleaver is denoted as S(i) and T(i) respectively, i 

= 0, 1, 2, … NCBPS – 1, the input-output relationship of the interleaver is given by 

 ( ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= int

int

mod10)( T
T

Ni
N

ifloorSiT )  (2.4) 

where NTint = NCBPS/10. The last stage of the interleaving scheme consists of a cyclic shift 

of each block of NCBPS bits within the span of the first stage of interleaving. 

Mathematically, if the input sequence and output sequence of the interleaver is denoted as 

T(b,i) and V(b,i) respectively, b = 0,1, …, 3(3-TSF) – 1 and i = 0, 1, 2, … NCBPS – 1, the 

input-output relationship of the interleaver is given by 

 ( )
⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ ×
+= CBPS

CBPS NNTSFibTibV mod
200

33,),(  (2.5) 

 

For transmission rate less than or equal to 200 Mbps, the interleaved bits are grouped into 

pairs denoted as {b0, b1} and mapped to the corresponding complex QPSK constellation 

points using Table 2.5.  

 

Table 2.5: QPSK Encoding Table. 

Input bits {b0b1} QPSK Constellation Point 

00 ( ) 21 j−−  
01 ( ) 21 j+−  
10 ( ) 21 j−  
11 ( ) 21 j+  
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For transmission rate greater than 200 Mbps, the sub-carriers are modulated using dual-

carrier modulation (DCM) which is a form of direct spreading code division multiple 

access (DS-CDMA) technique applied in the frequency domain. Each group of 200 bits, 

bi, i = 0, 1, …, 199, will be mapped to 100 complex symbols, yn, n = 0, 1, …, 99, to be 

transmitted in a single OFDM symbol. The bits are first converted into complex symbols 

xk, k = 0, 1, …, 99, by Equation 2.6 and xk are then converted to yn by Equation 2.7. 

  (2.6) 
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The complex symbols formed by either QPSK mapping or DCM mapping are passed to 

the FFT together with defined pilots for OFDM modulation. If the complex symbol 

stream is denoted as di, then the complex numbers cn,k which corresponds to the sub-

carrier n of the kth OFDM symbol for k = 0, 1, …, NSYM – 1, where NSYM is the total 

number of OFDM symbols in a frame, can be written as 
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50,
 (2.8) 

for information data rates less than or equal to 80 Mbps and 

 knkn dc ×+= 100,  (2.9) 

for information data rates more than or equal to 106.7 Mbps. In other words, for the 

lower data rates, the data input to the FFT form pairs of complex conjugates. Allocation 

of the complex numbers cn,k to the sub-carrier frequencies is shown in Table 2.6. 

Table 2.6: Allocation of Sub-carriers Frequency. 

Sub-carrier Frequency  Input Complex Symbol 

-64 to -62, 0, 62 to 63 Null 
-61 to -57, 57 to 61 Guard sub-carriers 

-55, -45, -35, -25, -15, -5, 5, 15, 25, 35, 45, 55 Pilot sub-carriers 
-56 c0,k

-54 to -46 c1,k to c9,k

-44 to -36 c10,k to c18,k

-34 to -26 c19,k to c27,k

-24 to -16 c28,k to c36,k

-14 to -6 c37,k to c45,k

-4 to -1 c46,k to c49,k

1 to 4 c50,k to c53,k

6 to 14 c54,k to c62,k

16 to 24 c63,k to c71,k

26 to 34 c72,k to c80,k

36 to 44 c81,k to c89,k

46 to 54 c90,k to c98,k

56 c99,k
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The 12 pilot sub-carriers are used to make the coherent detection of the sub-carriers 

information robust against frequency offsets and phase noise. They are defined using a 

set of complex symbols {Pn,k} and a pseudo-random linear feedback shift register (LFSR) 

sequence ρl. The set of complex symbol is defined by 

 

⎪
⎪
⎩

⎪⎪
⎨

⎧

−−

+

×=
,

2
1

,
2

1

127mod, j

j

P kkn ρ
45 35, 15, 5,n

55 25,n

=

=
. (2.10) 

 

   (2.11)  55 45,- 35,- 25,- 15,- 5,-  n   ,,, == ∗
− knkn PP

for data rates less than 106.7 Mbps and 

 55 45,- 35,- 25,- 15,- 5,-  n   ,,, == − knkn PP  (2.12) 

for data rates more than and equal to 106.7 Mbps and 

 else anywhere  n   ,0, ==knP . (2.13) 

where 

ρ0…126 = {1, 1, 1, 1, -1, -1, -1, 1, -1, -1, -1, -1, 1, 1, -1, 1, -1, -1, 1, 1, -1, 1, 1, -1, 1, 1, 1, 1, 

1, 1, -1, 1, 1, 1, -1, 1, 1, -1, -1, 1, 1, 1, -1, 1, -1, -1, -1, 1, -1, 1, -1, -1, 1, -1, -1, 1, 1, 1, 1, 

1, -1, -1, 1, 1, -1, -1, 1, -1, 1, -1, 1, 1, -1, -1, -1, 1, 1, -1, -1, -1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 

1, -1, 1, -1, 1, -1, 1, -1, -1, -1, -1, -1, 1, -1, 1, 1, -1, 1, -1, 1, 1, 1, -1, -1, 1, -1, -1, -1, 1, 1, 

1, -1, -1, -1, -1, -1, -1, -1}. 

 

The guard sub-carriers are created by copying the five outermost data sub-carriers in an 

OFDM symbol. The allocation of the guard sub-carriers is given in Table 2.7. 
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Table 2.7: Allocation of Guard Sub-carriers Frequency. 

Guard Sub-carrier Frequency  Input Complex Symbol 

-61 c0,k

-60 to -57 c1,k to c4,k

57 to 60 c95,k to c98,k

61 c99,k

 

 

Time-domain spreading is employed for data rates lower than 320 Mbps to improve 

frequency diversity through repeating the transmission of the same information using 2 

OFDM symbols. If the kth original time domain OFDM symbol generated normally is 

denoted as Sk(n) and the repeated version of the symbol is denoted as Tk(n), then Tk(n) 

can be generated as 
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 (2.14) 

 

2.2 Channel Models 

To evaluate the performance of the proposed MB-OFDM UWB system, an UWB channel 

model is defined by IEEE P802.15 working group 3a for wireless personal area networks 

[10]. The channel model is actually a statistical model based on channel measurements 

taken. The frequency selective multi-path fading channel model is derived from the 

Saleh-Valenuela model [11] with a couple of slight modifications. The channel model 

distinguishes between cluster arrival rates and ray arrival rates as in the approach in [11]. 
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Another important characteristic of the model is that the multi-path gain amplitudes are 

based on lognormal distribution rather than commonly assumed Rayleigh distribution. 

Also, the independent fading is assumed for each cluster as well as each ray within the 

cluster.  

 

Four different channel environments model (CM 1-4) were defined. CM1 describes the 

transmission scenario where the transmitter and receiver are less than 4m apart and there 

is line-of-sight (LOS) between the two antennas. CM2 describes the scenario with the 

same transmission range as CM1 but for the case of non-LOS (NLOS) between the 

antennas. CM3 describes non-LOS transmission for the range of between 4m to 10m. 

Lastly, CM4 modeled the scenario of transmission in an environment with strong delay 

dispersion with a delay spread of 25ns. For each different channel model, key parameters 

like mean excess delay, root-mean-squared (RMS) delay spread and power decay profile 

are used to derive the model parameters. Based on these parameters, 100 actual 

realizations for each channel model are derived which are provided by the IEEE P802.15 

working group 3a. 

 

The output of the provided channel model is a continuous time arrival and amplitude 

value which spans the entire UWB frequency band. A consistent methodology is 

described by the authors in [10] to discretize the model for different sample times without 

losing the essence of the multi-path model. The discrete channel model described by the 

discrete channel impulse response is further filtered and down-converted using bandpass 
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filtering and down-conversion to obtain the baseband channel impulse response for the 

different sub-bands. Mathematically, the discrete channel impulse response of the 

channel model can be written as  

  (2.15) ∑
=

=
P

p
smnmn )(t-pTphth

0
., )()( δ

where hn,m(p) is the complex multi-path gain coefficient, m is the frequency sub-bands 

index, n is the channel realization index, Ts is the sampling time duration. 

To evaluate the performance of the MB-OFDM UWB system in the UWB channel 

models, the transmission of 200 packets each containing 1024 bytes of information data 

in each realization of the channel models are simulated. At the receiver, the packet-error-

rate (PER) performance is calculated and the worst performing 10% of the channel 

realizations are removed. The PER as well as the bit-error-rate (BER) performance of the 

system is then recalculated using the data from the remaining channel realizations. 

 

2.3 Conclusions 

In this chapter, the proposed MB-OFDM UWB system in [4] as well as the UWB channel 

model used to evaluate the system performance is described in details. This chapter 

provides the background upon which the discussions in the rest of the thesis are built on. 
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Chapter 3 

Simplified LDPC Code for MB-OFDM UWB System 

Forward error-correcting (FEC) codes are very important in determining the performance 

of MB-OFDM UWB system. Hence, it is essential to employ a powerful error correcting 

code for MB-OFDM UWB system especially for the higher data rates mode due to the 

necessity of high code-rate. Due to implementation limitation, convolutional code is 

currently considered as the error-correcting code for MB-OFDM UWB system [4]. 

However, convolutional code have limited error-correcting performances compared to 

more advance error-correcting codes like Turbo codes and Low-Density Parity-Check 

(LDPC) codes. Turbo codes are very powerful codes with performance approaching the 

Shannon limits. However, the computational complexities required for a Turbo code 

decoder creates a significant challenge for high-speed implementation required for high-

rate UWB system. LDPC codes, on the other hand, have superior performance to 

convolutional codes and slightly worse performance than Turbo codes. However, a 

LDPC code iterative decoder can be implemented using parallel architecture and hence 

are more suitable for high-speed implementation. In this chapter, the use of LDPC codes 

as the FEC in the MB-OFDM UWB system is examined. The simulation results shows 

that using a simplified LDPC code, the performance of the MB-OFDM UWB system is 

greatly improved. Moreover, the simplified LDPC code has great potential in terms of 

ease of implementation. 
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3.1 Simplified LDPC Codes 

Low-Density Parity-Check (LDPC) code, first invented by Gallager in 1962 [12], has 

been rediscovered and brought to the attention of the research community by Mackay and 

Neal in 1996 [13][14]. LDPC code is a powerful error correcting code that achieves 

performance close to Shannon limit. The minimum distance of an LDPC code increases 

proportionally to the code length with a high probability. This is desirable for the high 

bit-rate transmission that requires very low frame error rate. LDPC can be decoded with 

iterative soft decision decoding algorithms called message-passing algorithms. The most 

powerful of these algorithms is known as “belief propagation”. The studies of LDPC for 

OFDM systems have been conducted in [15]. The results showed that LDPC leads to 

increased transmission distance, lower power requirements, and increased throughput 

compared to known error correcting code like convolutional code, Reed-Solomon code 

and turbo code.  

 

However, in terms of implementation, both the encoding and decoding process LDPC 

codes are significantly more complex in terms of hardware complexity especially for 

LDPC codes constructed using semi-random methodology, which is unbearable for high-

data rate applications. In this chapter, the design and evaluation of the system 

performance of a MB-OFDM UWB system using a class of (3, k)-regular LDPC code 

designed using a joint code and decoder design approach is detailed. The performance of 

the simplified LDPC code is nearly identical to the normal semi-random LDPC codes 
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while offering the benefits of less hardware complexity, making it the ideal solution for 

high data-rate application. 

 

LDPC codes are linear block codes with sparse parity check matrix. They can be 

represented by bipartite graphs where one set of nodes represents the parity check 

equations (check nodes) and the other represents the coded data variables (variable 

nodes) as in Figure 3.1. The 1’s in the parity-check matrix are the links between the 

nodes. The shortest length of cycles of any of the nodes in a particular graph is known as 

the girth of the graph and it has been shown [14] that maximizing the girth of the graph 

would improve the performance of the corresponding code. 

 

Variable Variable Nodes 
Message 

Check 
Message

Check Nodes  
Figure 3.1: Example of a bipartite graph representation for a LDPC code. 

. 
 

There are two main groups of LDPC codes: regular and irregular. Regular LDPC codes 

have the same number of 1s in every column of their parity-check matrices while 

irregular LDPC codes have a range of values. In [16], the optimal distribution of the 1s in 
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parity-check matrix of irregular LDPC codes is examined and the LDPC codes 

constructed accordingly have very good performance, surpassing even the best turbo 

codes. Both types of LDPC codes can be decoded effectively using a well known and 

simple decoding algorithm known as the sum-product algorithm (or belief propagation 

algorithm) introduced in [12] which is an iterative decoding algorithm. Let the parity-

check matrix of the LDPC code be H = |Hml|, where m is row (i.e. check nodes) index and 

l is the column (i.e. bit nodes) index. If Hml = 1, then the mth check node is connected to 

lth bit node. The algorithm starts off by assigning a priori log-likelihood ratios (LLRs) 

L(pl) to each of the bits. For binary phase shift keying (BPSK) modulation in additive 

white Guasssin noise (AWGN) channel, this ratio is given by 

 ll cpL 2
2)(
σ

=  (3.1) 

where c represents the received information about the coded bits and σ2 is the noise 

variance. If L(ql→m) and L(rm→l) represents the information flowing from bit node to 

check node and the information flowing from check node to bit node respectively, the 

decoding algorithm can be simply represented by the flowchart in Figure 3.2. 

 

The simplified LDPC code for the MB-OFDM UWB system considered in this chapter is 

a regular LDPC code constructed using a partly parallel (3,k)-regular LDPC decoder 

architecture introduced in [17]. The codes are constructed using the highly-structured 

decoder architecture in a semi-random fashion. This design also allows an efficient 

systematic encoding that can be carried out without the use of a dense generator matrix. 

Instead, the encoding process makes use of sparse matrix multiplication and permutation 
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sequences that can be performed with less computation load and greater speed. The 

hardware realization of a parallel decoder for an arbitrary LDPC codes is very complex 

even for small code length (below 10,000 bits) [17]. A fully parallel decoder may be 

attractive in term of high throughput but the high complexity of the hardware made it 

unsuitable for practical purposes [17]. Therefore, a more practical partly parallel decoder 

using the decoder-first design approach is considered for actual hardware 

implementation. 

 

The structure of the decoder architecture is shown in Figure 3.3. The decoder consists of 

k2 memory banks each with 4 random access memory (RAM) used to stored the 

information used in the decoding process. The ith memory bank is represented as MEM 

BANK-(x, y), where x = (i − 1)modk + 1 and ( )⎣ ⎦ 11 +−= kiy , where  represents the 

floor function). Each RAM in the memory banks can store L information (i.e. L 

addresses) corresponding to a group of L variable nodes. The first RAM, RAM 1, is used 

to store the variable node information and the other three RAM, E1 - E3, are used to store 

the check node information. The RAMs are addressed using an Address Generator (AG) 

associated with the MEM BANK. The address generator is a simple modulo L binary 

counter that can be preset with any initial start value. Permutation within the L variable 

nodes is achieved by varying the initial value of each AG. The variable node processor 

units (VNU) and the check node processor unit (CNU) is used to calculate the 

information associated to the variable nodes and check nodes respectively. The shuffle 

⎣ ⎦⋅
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network is used to shuffle the connections between the MEM BANKs and the CNUs to 

enable different permutations. 

 

(1) Initialization 
L(ql→m) = 0, L(rm→l) = 0

(2) Passing information from checks to bits 
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where λ(m) is the group of bits which the mth  check is connected to 

(3) Passing information from bits to checks 
( ) ( ) ( )∑
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where µ(m) is the group of check which the lth  bit is connected to 

(4) Decoder Decision 
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∈
→+=
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lmll rLpLqL

µ

, Hard decision on L  ( )lq

 
Figure 3.2: Flowchart of Sum-Product Decoding Algorithm. 
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MEM BANK- (1,1) MEM BANK- (x,y) MEM BANK- (k,k) 

 
Figure 3.3: A simplified partly parallel (3,k)-regular LDPC decoder architecture. 

By controlling the shuffling algorithm of the shuffling network, an ensemble of highly-

structured parity-check matrices can be defined. Each of these codes has a parity-check 

matrix,  , where  and  is deterministic and  is semi-random.  

The structure of the deterministic sub-matrices  and are shown in Figure 3.4. The 

column length and row length of the sub-matrices are Lk and L·k

[ ]TTTT
210 ,, HHHH = 0H 1H 2H

0H 1H

2 respectively. Each 

block matrix  in  represents an LxL identity matrix while each block matrix  in 

 represents an LxL identity matrix cyclically shifted to the right by ((x−1).y)modL. 

The third sub-matrix  is constructed using the decoder architecture and a Random 

Permutation Generator (RPG) described in [17] and can be represented as a Lk x L·k

yx ,I 0H yx ,P

1H

2H

2 

matrix with the properties listed below. 

Shuffle Network 

RAM I RAM I 

RAM E3 

RAM E1 

RAM E2 

AG 

V 
N 
U 

CNU 1 

. . . . 

. . . . 
CNU k 

. . . . 
RAM E3 

RAM E1 

RAM E2 

AG 

V 
N 
U 

RAM I 

RAM E3 

RAM E1 

RAM E2 

AG 

V 
N 
U 

29 



 

• The entries in  are all zeros except for k2H 2 block matrices of dimension LxL 

denoted as . yx ,T

•   is a identity matrix cyclically shifted to the right by tyx ,T x,y such that: 

- For same x, { }kyytt yxyx ,,1,, 21,, 21
K∈∀≠ . 

- For same y, ( )( ) { kxxLyxxtt yxyx ,,1,,mod 2121,, 21
K }∈∀−≠− . 

•  are randomly distributed in  with the constraints that there are k blocks of 

T matrix for each y and only one block in every groups of L columns in . 

yx ,T 2H

2H

An ensemble of codes is generated by randomly constructing  and the girth average 

[17] of their corresponding graphs is compared. The girth average of a bipartite graph G 

is defined as 

2H

∑
∈Gu

u Ng  where gu is the shortest cycle that passes through node u in the 

bipartite graph and N is the total number of nodes in G. The girth average has been shown 

to be an effective criterion for good LDPC codes and is used here to determine the best 

code from the ensemble. As a rule, the larger the girth average, the better the LDPC code. 

Hence, the code with the largest girth average is determined to be the best code from the 

ensemble. The dimensions of the codes in the ensemble are partly constrained by the 

code rate. The code rate of the code ensemble is lower bounded by (1 - 3/k) and given an 

arbitrary k, any code length that could be factored as Lk2 can be constructed provided that 

L cannot be factored as L = a·b, ∀ a, b ∈  {0, ..., k − 1}. 
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L 

Figure 3.4: Structure of Deterministic Matrices H0 and H1. 

 

To evaluate the performance of the simplified LDPC codes in MB-OFDM UWB system, 

we designed a code suitable for the system [18]. A high-rate LDPC code is designed to 

replace the rate-¾ convolutional code for 480Mbps transmission mode and system 

performance is simulated. Due to the use of symbol interleavers in the MB-OFDM UWB 

system, the decoding process has an unavoidable latency of 6 OFDM symbols. To ensure 

that the use of LDPC block code will not increase the original latency, the code length is 

designed to be around 1800 even though a larger code length would normally improve 

the performance of the LDPC code. 
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Since the desired code rate is ¾, the value of k is limited by the lower bound on the code 

rate to be larger than or equal to 12.  Setting k = 12 will not guarantee a code rate of ¾ 

but will ensure that the code rate of the design code is greater than ¾. Similarly, as the 

code length is to be kept around 1800, L is chosen to be 13, giving the actual code length 

of 1872. Note that the choice of L = 13 will result in a code length that is nearest to 1800 

given the constraint on L. Using, these parameters, an ensemble of 100 semi-randomly 

generated LDPC codes is created. The histogram of the ensemble with regards to their 

girth average is shown in Figure 3.5. The largest girth average of the ensemble is 6.333 

and the parity-check matrix with that girth average is selected as the parity-check matrix 

of the LDPC code for the MB-OFDM UWB system. A systematic generator matrix is 

computed using the parity-check matrix to use at the encoder. The actual code rate of the 

selected simplified LDPC codes is 0.7511. 
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Figure 3.5: Girth Average Histogram of LDPC Codes Ensemble. 
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3.2 Performance Studies 

A LDPC encoder and a decoder using the sum-product algorithm are incorporated into 

the proposed MB-OFDM UWB system replacing the convolutional encoder and Viterbi 

decoder in the transmitter and receiver respectively.  Moreover, the 3-stage interleaving 

scheme is removed as LDPC codes have the ability to handle burst errors. The block 

diagram of the MB-OFDM UWB system using LDPC codes is shown in Figure 3.6. Note 

that the system uses QPSK sub-carrier modulation instead of the DCM modulation for 

480Mbps transmission mode described in Chapter 2. To ensure a fair comparison of the 

error-correcting performance, a previous version of the proposed MB-OFDM UWB 

system which uses convolutional codes as FEC and QPSK as sub-carrier modulation for 

480Mbps transmission mode will be used for comparison.  
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Figure 3.6: Block Diagram of MB-OFDM UWB System using LDPC Codes. 

 

The performances of three different error-correcting codes on the MB-OFDM UWB 

system are investigated. The three codes are a punctured convolutional code with 

constraint length 7, an irregular LDPC code constructed randomly and a regular LDPC 

code constructed using the method discussed in Section 3.1. The code rate of the three 

codes is set to approximately 0.75. The code length of the irregular and regular LDPC 
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the LDPC codes, since each sub-carrier experience different level of fading, the a priori 

log-likelihood ratios (LLRs) L(pl) of the bits is no longer given by Equation 3.1. Instead, 

the L(pl) of the bits is computed to be 

 l
l

l shpL 2

22)(
σ

=  (3.2) 

where s represents the received in-phase or quad-phase information, h represents the sub-

carrier channel strength and σ2 is the noise variance. 

 

The performance of the MB-OFDM UWB systems in Channel Model 1 and 3 introduced 

in Chapter 2 is simulated. Channel Model 1 and 3 is chosen as Channel Model 1 

represents the best transmission channel with line-of-sight between the transmitter and 

receiver antenna while Channel Model 3 represents the worst transmission channel 

modeled accordingly to actual measurement with the longest delay spread statistics and 

hence the most frequency selective. For each of the channel models, all one hundred 

realizations of the channel model are used as the channel conditions the system is 

transmitting over. In both channel models, it is assumed that the channel conditions 

remain unchanged during the transmission of a single packet of data (quasi-static). The 

transmission of 200 packets each containing 1024 bytes of information bits in each 

realization of the channel models are simulated and the packet-error rate (PER) is 

calculated at the receiver as per detailed in Chapter 2. The salient features of the 

simulated system is summarized in Table 3.1. 
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The PER performances of the three codes in Channel Model 1 and 3 are shown in Figure 

3.7 and Figure 3.8 respectively. Given the same approximate code rate, the LDPC codes 

perform much better than the convolutional code in both channel models. The irregular 

LDPC code and regular LDPC code has a coding gain of 2.23 dB and 2.01 dB 

respectively at PER = 0.01 in Channel Model 1. In Channel Model 3, the coding gain is 

3.44 dB and 3.36 dB respectively. More significantly, the results demonstrated that the 

two LDPC codes have similar performances in both channel models. The difference 

between the SNR for a PER of 0.01 is only 0.20 dB in Channel Model 1 and 0.08 dB in 

Channel Model 3. 

Table 3.1: Salient Features of Simulated System. 

Systems System with 
Convolutional Codes 

System with Irregular 
LDPC Code 

System with Regular 
LDPC Code 

Data Rate 480 Mbps 480 Mbps 480 Mbps 

FFT Size 128 128 128 
Number of data 

sub-carriers 100 100 100 

Code Rate 0.75 0.75 ~0.75 
Sub-carriers 
Modulation QPSK QPSK QPSK 

FEC Convolutional Code LDPC Code LDPC Code 
Bits  

Inter-leaver Employed Not Employed Not Employed 

Conjugate 
Symmetric 

Inputs 
Not Employed Not Employed Not Employed 

Time 
Spreading Not Employed Not Employed Not Employed 

Channel 
Estimation 

Prefect Channel 
Estimates 

Prefect Channel 
Estimates 

Prefect Channel 
Estimates 

Frequency 
Offset None None None 
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Figure 3.7: PER Performances for MB-OFDM UWB System in CM1. 
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Figure 3.8: PER Performances for MB-OFDM UWB System in CM3. 

 
However, the performance gain using LDPC comes at a price of significant 

computational complexity. In Table 3.2, we show the computational complexity of the 
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encoder of convolutional codes compared to that of simplified LDPC codes in terms of 

number of bits addition required. The number of bits additions for convolutional codes is 

calculated for the equivalent number of coded bits as that of a coded block of the 

simplified LDPC codes. 

 
Table 3.2: Number of bits additions for Convolutional and LDPC code Encoder. 

 Convolutional Code Encoder LDPC Code Encoder 

Number of bits additions 9984 162312 

 

In Table 3.3, the number of real multiplications and additions required for the Viterbi 

decoder and the LDPC decoder using sum-product algorithm is compared. Similarly, the 

number of operations is calculated based on the number of coded bits in one coded block 

of the LDPC codes. The number of operations given in the table for the LDPC decoder is 

8 iterations. Even though the convolutional code decoder appears to require a lot more of 

additions compared to the LDPC code decoder, it does not require any multiplication 

while the LDPC code decoder requires a lot of multiplication operations. 

 
Table 3.3: Number of real operations for Convolutional and LDPC code Decoder. 

 
Convolutional Code Decoder 

(Viterbi Decoder) 

LDPC Code Decoder 

(8 Iterations) 

Number of additions 106, 496 56,240 

Number of multiplications 0 29,952 
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3.3 Conclusions 

In this chapter, a joint code and decoder design approach is introduced for a simplified 

LDPC coded MB-OFDM UWB system in this paper to construct a class of (3, k)-regular 

LDPC code which exactly fit to a partly parallel decoder implementation. The code 

design simplifies the implementation of LDPC encoder and decoder, especially for high 

speed applications. The simplified LDPC coded MB-OFDM UWB achieves better 

performance than that of convolutional coded MB-OFDM UWB system, and is close to 

that of the conventional irregular LDPC coded MB-OFDM UWB system for high data 

rate mode. The complexity of the proposed simplified LDPC is very competitive to the 

convolutional code and much simpler than the irregular LDPC code. The simplified 

LDPC coded MB-OFDM UWB hence provides the best solution to achieve good 

performance for high data rate mode while keeping the hardware implementation simple. 
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Chapter 4 

Chip Interleaved Scheme for MB-OFDM UWB System 

In a MB-OFDM UWB system, each sub-carrier in the same OFDM symbol will 

experience different amount of fading in a frequency-selective channel. Hence, there 

exists inherent frequency diversity in each OFDM symbol that can be used to improve the 

overall system performance. One method to exploit the frequency diversity is to employ 

direct spreading code division multiplexing access (DS-CDMA) technique in the 

frequency domain. Unlike time spreading which is already incorporated in the proposed 

MB-OFDM system (covered in Chapter 2) for low (53.3 Mbps, 80 Mbps) to intermediate 

data rates (106.7 Mbps, 160 Mbps, 200 Mbps), direct spreading in the frequency domain 

does not need to sacrifice the data rate for diversity gain through the use of multi-codes 

and hence is able to maintain the high data rate (320 Mbps, 400 Mbps, 480 Mbps). 

However, spreading one symbol over several adjacent sub-carriers will not make 

effective use of the available diversity as adjacent sub-carriers are strongly correlated. 

Therefore, if the chips are re-ordered in such a way that the channel variation over the 

spreading duration of one symbol becomes less correlated, and hence more independent, 

then the effectiveness of the spreading would be greatly enhanced. In this chapter, we 

investigate the use of a direct spreading with chip interleaved scheme in MB-OFDM 

UWB system which, we will show through simulation, improves the system performance.  
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4.1 Direct Spreading with Chip Interleaving for MB-OFDM UWB System 

Multi-carrier code division multiple access (MC-CDMA) based on the combination of 

OFDM and the conventional CDMA has received much attention [19] [20]. Combining 

the direct spreading CDMA technique in multi-carrier modulation enabled a system to 

achieve frequency diversity as CDMA signal is spread over several adjacent sub-carriers. 

However, by a detailed analysis of the characteristics of the frequency selective fading 

channel and the spread characteristics of MC-CDMA system, one would find a strong 

counter argument against this line of reasoning. The channel variation over the spreading 

duration of one symbol (a symbol is spread over several adjacent sub-carriers) is very 

much correlated, as the correlation between the adjacent sub-carriers is dependent on the 

coherent bandwidth. Therefore, such small channel variation would results in little 

frequency diversity gained by spreading. However, if the chips are re-ordered so that the 

channel variation over the spreading duration of one symbol is less correlated and more 

independent, then the channel variation would becomes much larger. This is equivalent to 

spreading a symbol across non-adjacent sub-carriers and would result in a larger 

frequency diversity attained.  

 

Although, this re-ordering achieved the aim of the larger channel variation over the 

spreading duration, it has a negative influence on the orthogonality among the 

multiplexed code of MC-CDMA system. However, we can solve this problem by 

employing maximum likelihood detection at the receiver for coded system. In this 

chapter, we introduce a novel frequency domain interleaving, called chip interleaved 
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scheme for MB-OFDM UWB system by re-ordering the chip sequence to achieve larger 

frequency diversity for spreading. By integrating block spread and chip interleaver 

structure, the interleaver structure for the proposed chip interleaved scheme is simple to 

implement and has less delay latency. 

 

In [21], studies show that the chip level interleaving (CLI) scheme performs well for 

multi-carrier code division multiple access (MC-CDMA). By modifying a technique, 

which is essentially used for multi-users access, we developed a multi-code technique 

that can be applied to a MB-OFDM UWB system. We will show through simulation that 

the scheme helps to achieve a significant performance gain in such a system.  

 

In an ordinary OFDM system, the frequency domain data from the serial-to-parallel 

converter output are passed directly to the input of the inverse Fast Fourier Transform 

(IFFT) for modulation at the transmitter. For our proposed system, before passing the 

data to the IFFT, a frequency domain block spreading is performed followed by a chip 

interleaving. For the case of MC-CDMA, the spreading and interleaving at the transmitter 

is carried out for a single-user as illustrated in Figure 4.1. 
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Figure 4.1: Chip Interleaving Scheme for MC-CDMA 

 

 As can be seen, the spreading is done using only one of a family of orthogonal codes. 

For the case of the OFDM system, the situation is slightly more complex as all the codes 

in the family is used. First the symbols are divided into groups consisting of a number of 

symbols corresponding to the number of codes in the family. For example, for Walsh-

Hadamard codes with spreading factor G, there is altogether G orthogonal codes. The 

symbols are hence divided into groups of G symbols. Each symbol in the group is then 

spreaded using a different code in the family and chip interleaving is carried as shown in 

Figure 4.2 and Figure 4.3 respectively. Note that there is a reuse of code between 

different groups of symbol. The reuse of the codes is both convenient for implementation 

and practical as it eliminate the need to look for different families of orthogonal codes. 

The spreading of the data allows the information in different sub-carriers to be combined 

at the receiver instead of relying solely on the information of one sub-carrier to carry a 
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particular data. In this way, even if the sub-carrier is lost due to deep fade, there may still 

be a chance that the data can be recovered by relying on the information collected from 

other sub-carriers. Moreover, chip interleaving is performed to fully exploit the diversity 

across the different sub-carriers. 

 

The proposed chip interleaving scheme uses a very simple block interleaver for the chip 

level interleaving as shown in Figure 4.3. The block interleaver can be viewed as a matrix 

with M rows and G columns. The spreaded data can be written in row-wise and then read 

out column-wise. Alternatively, the block spreading and the interleaver can be combined 

to simplify the implementation. The G.M symbols can be grouped into M group of G 

symbols. Each group of G symbols can be block spread in such a way that the G chips for 

1st symbol written in a single row and the G chips for the next G-1 symbols are added 

onto the same row consecutively. The process is then repeated for the remaining M-1 

groups. 

 
Figure 4.2: Frequency Spreading for MB-OFDM. 
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Figure 4.3: Chip Interleaving  for MB-OFDM. 

 
 

Since the primary advantage of spreading of data in the frequency domain is the ability of 

the receiver combining the information of different sub-carriers together, an effective 

combination strategy at the receiver is required for the system to perform well. Some 

common types of diversity combining techniques include maximal ratio combining 

(MRC), equal gain combining (EGC), orthogonal restoring combining (ORC) and 

minimum mean squared error combining (MMSEC) [22]. The despreading process would 

introduce inter-carrier interference (ICI) for MRC, EGC and MMSEC due to the loss of 

orthogonality of the spreading codes. On the other hand, though ORC can avoid the ICI 

problem, it would suffer greatly from noise enhancement if some of the sub-carriers have 

very low energy. However, if maximum likelihood (ML) detection [23] is applied at the 

receiver, the problem of ICI and noise enhancement can be reduced. While maximum 

likelihood detection could fully exploit the diversity provided by the direct spreading, it is 
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computationally complex, hence making it difficult for practical implementation. Here, 

we consider a simplified form of the maximum likelihood detection, which is used to 

calculate the required log-likelihood ratios (LLRs) for the Viterbi decoder. Note that if we 

were to incorporate the LDPC coding (covered in Chapter 3) into the system, the LLRs 

calculation is the same. 

 

We will illustrate the maximum likelihood detection used as well as the simplified form 

by considering a simple OFDM system with the number of data sub-carriers equal to the 

spreading factor used. In other words, we consider a system using Walsh-Hadamard 

spreading codes with G data sub-carriers where G is the spreading factor. Since each 

symbol is spreaded across all of the data sub-carriers, no chip interleaving is done. One 

can, however, easily extend the illustrated concept for the general case of a MB-OFDM 

system, which has a larger number of data sub-carriers than the spreading factor used and 

where the proposed chip interleaving is also performed.   

 

Let the group of QPSK symbols transmitted within an OFDM symbol be denoted as Xg 

where g = 1, …, G and Xg =  bg,R + jbg,I where bg,R and bg,I are antipodal signal 

corresponding to the information bits. Also let  represents the event where   = 

1 and  represents the event where   = -1. The spreaded data S

+
IRgb /, IRgb /,

−
IRgb /, IRgb /, i can then be 

written as 

  (4.1) ∑
=

=
G

g
iggi cXS

1
,
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where cd,p is the pth chip in the dth code in the family of Walsh-Hadammard codes with 

spreading factor G. 

 

At the receiver, the received frequency domain complex symbol at the output of the FFT 

can be written as  

  (4.2) i

G

g
iggii NcXHR += ∑

=1
,

where Hi is the complex baseband frequency response of the channel at the ith sub-carrier, 

and Ni is a complex zero-mean Gaussian random variable with variance σ2 representing 

the additive white Gaussian noise (AWGN).  

 

The complex symbols are then pass through a single-tap linear equalizer and the 

equalized data are given by 

 
'

1
,

*

i

G

g
iggi

i
i

i
i

NcXH

R
H
H

E

+=

=

∑
=

 (4.3) 

where Ni
’ is a complex zero-mean Gaussian random variable with variance σ2.  

 

Let E represent the group of equalized data, Ei, i = 1, …, G. If we are to apply the 

maximum likelihood detection principles at the output of the equalizer, we need to 

calculate the LLRs required by the Viterbi decoder (or sum-product decoder if LDPC 
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codes is used) to determine maximum likelihood path. The LLR for each bit is based on 

the conditional probability ( )E+
IRgbP /,  and ( )E−

IRgbP /,  and is given by 
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Since we are using Walsh-Hadammard codes, the real part and imagery part of Ei is 

independent of each other. Therefore we can simplify the computation process by 

considering the 2 parts separately. Let Ei,R and Ei,I represent the real and imagery part of 

Ei respectively.  

With some straightforward simplifications, we can write the LLR for each bit as 
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where D+ and D- refer to the set of spreaded data that corresponds to the event  and 

 respectively. 

+
IRgb /,

−
IRgb /,

 

If we look at Equation (4.5) carefully, the calculations of the LLRs are very complicated, 

involving not only complex functions like the exponential and logarithm functions but 

also the noise variance σ2. In a practical system, the noise variance is not easily obtained 
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and usually required sophisticated estimation algorithm. Hence, we proposed to simplify 

the calculation of LLR by making a simple assumption and arrived at a simplified form of 

the maximum likelihood detection. 

 

The assumption we make is that the noise corruption at the operating range is small 

enough that the conditional probability of ( )TRUEP SE , where STRUE is the correct 

transmitted spreaded data, is very much larger than the other conditional probability. If 

we use this assumption, then instead of calculating the LLRs  using the sum of the 

conditional probabilities of the sets D+ and D-, the LLRs can be calculated by using only 

the maximum conditional probability in each of the set.  

 

In other words, the simplified LLRs are given by 
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From Equation (4.6), we can see that the LLRs calculation is greatly simplified using the 

assumption made. In the later section, we will prove through simulation that the 

simplified form does not incur any significant performance degradation. 
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4.2 Performance Studies 

The direct spreading with chip interleaving scheme is incorporated into a MB-OFDM 

UWB system that is similar to the proposed MB-OFDM UWB system. The only 

difference between the 2 systems is that for the 480 Mbps transmission, QPSK 

modulation is used in this chapter instead of DCM modulation mentioned in Chapter 2. 

This is to provide for a clear insight into the effect of the proposed scheme on the MB-

OFDM UWB system.  

 

At the transmitter side, our proposed MB-OFDM UWB system with direct spreading and 

chip interleaving differs from the system described in Chapter 2 in that the complex 

QPSK data, Si, i = 1, 2, ...,M.G, after passing through a serial-to-parallel converter is 

block spreaded using Walsh-Hadammard codes and pass through a chip-interleaving 

process before modulated using IFFT. Since the total number of data sub-carriers(M.G) is 

fixed at 100, we can calculate M based on the different spreading factor G used. At the 

receiver, the LLR for each bit is calculated as illustrated in Section 4.1. We shall compare 

the performance of the maximum likelihood detection receiver and its simplified form for 

spreading factor of 2, 4 and 8. We shall simulate the system performance for the data rate 

of 480 Mbps and the block diagram of the transceiver structure is given in Figure 4.4. 

Note that in our simulation, we consider convolutional codes as the error-correcting 

codes instead of the LDPC codes discussed in Chapter 3 so that the performance 

improvement due to the use of spreading can be more clearly illustrated. 
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Figure 4.4: MB-OFDM UWB System with direct spreading and chip-interleaving. 

 
The performance of the proposed MB-OFDM UWB system in Channel Model 1 and 3 

introduced in Chapter 2 is simulated and compared to the performance of a MB-OFDM 

UWB system without direct spreading. Channel Model 1 and 3 is chosen as Channel 

Model 1 represents the best transmission channel with line-of-sight between the 

transmitter and receiver antenna while Channel Model 3 represents the worst 

transmission channel modeled accordingly to actual measurement with the longest delay 

spread statistics and hence the most frequency selective. For each of the channel models, 

all one hundred realizations of the channel model are used as the channel conditions the 

system is transmitting over. In both channel models, it is assumed that the channel 
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conditions remain unchanged during the transmission of a single packet of data (quasi-

static). The transmission of 50 packets each containing 1024 bytes of information bits in 

each realization of the channel models are simulated and the packet-error rate (PER) is 

calculated at the receiver as per detailed in Chapter 2. The salient features of the 

simulated system are summarized in Table 4.1. 

 

The PER performances of the systems in Channel Model 1 and 3 are shown in Figure 4.5 

and Figure 4.6 respectively. From the figures, it can be seen that the proposed direct 

spreading helps to improve the performance of the MB-OFDM UWB system. Using 

maximum likelihood detection, taking PER = 0.08 as reference, there is a performance 

gain of 1.5 dB, 2.5 dB and 3.1 dB in CM1 for spreading factor = 2, 4 and 8 respectively. 

In CM3, the performance gain is more significant at 2.0 dB, 3.9 dB and 5.1 dB 

respectively. The performance gain in CM3 is more significant as CM3 represents 

channel conditions with relatively longer delay spread and hence smaller bandwidth 

coherence. Therefore, the frequency diversity among the sub-carriers is more significant 

in CM3 than in CM1. Since, the direct spreading improve the performance by exploiting 

the frequency diversity among the sub-carriers, the proposed system is able to achieve 

higher gain in CM3. Also, we can see that the performance gain does not increase in 

proportion with the spreading factor used. This is natural, as with a fixed number of data 

sub-carriers, the increase in spreading factor would result in a decrease in the channel 

variations between the sub-carriers carrying the same symbol. In other words, there is a 

limit to the amount of frequency diversity available in each sub-band. 
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Table 4.1: Salient Features of Simulated System 

Systems System without  
Frequency 
Spreading 

System with 
Frequency 
Spreading 

(ML Decoder) 

System with 
Frequency 
Spreading 
(Simplified 
Decoder) 

Data Rate 480 Mbps 480 Mbps 480 Mbps 

FFT Size 128 128 128 
Number of  

Data sub-carriers 100 100 100 

Code Rate 0.75 0.75 0.75 
Sub-carriers 
Modulation QPSK QPSK QPSK 

FEC Convolutional Code Convolutional Code Convolutional Code 
Direct Frequency 
Spreading with 

Chip-interleaving 
Not Employed Employed Employed 

Conjugate 
Symmetric Inputs Not Employed Not Employed Not Employed 

Time Spreading Not Employed Not Employed Not Employed 
Channel 

Estimation 
Prefect Channel 

Estimates 
Prefect Channel 

Estimates 
Prefect Channel 

Estimates 
Frequency 

Offset None None None 

Spreading 
Decoding Not Employed Maximum 

Likelihoods Decoder  
Simplified  
Decoder 

 

53 



 

 
Figure 4.5: PER Performance for MB-OFDM UWB in CM1. 

 

 
Figure 4.6: PER Performance for MB-OFDM UWB in CM3. 

 
As for the performance of the simplified form of the maximum likelihood detection 

receiver, the simulation results show that there is no significant degradation in 

performance compared to the maximum likelihood detection receiver. Moreover, the 

simplified method reduces the amount of computational complexity required to perform 
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maximum likelihood detection for high spreading factor significantly. The simulation 

results also shown that we are able to improve the performance of a MB-OFDM UWB 

system with a relatively simple block spreading and chip interleaving scheme. 

 

4.3 Conclusions 

In this chapter, a novel block spreading with chip interleaving scheme is applied for MB-

OFDM UWB system. Through simulation, it has been shown that the system 

performance can be improved by this relatively simple modification. At PER = 0.08, the 

proposed system with spreading factor of 8 achieves a performance gain of of 3.1 dB and 

5.1 dB in Channel Model 1 and Channel Model 3 respectively. Furthermore, the block 

spreading and chip interleaving scheme can be combined and be easily implemented 

using a simple block interleaver and banks of adders. At the receiver, a simplified 

maximum likelihood detection method is employed to effectively make use of the 

diversity gain due to the direct spreading. Simulation results show that there is no 

appreciable degradation in performance using the simplified method compared to using 

maximum likelihood detection. The results also show that the performance of the 

proposed scheme improves with increasing the spreading factor. Hence the possibility 

exists for a trade-off between receiver complexity and system performance. 
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Chapter 5 

Frequency Offsets Estimation and Compensation 

A major disadvantage of multi-band OFDM (MB-OFDM) system is its performance 

sensitivity to frequency offset. The effect of a fixed frequency offset between the 

transmitter and receiver local oscillators on the performance of OFDM system is well-

known [7][9]. As such there are a lot of algorithms [24]-[28] that aims to estimate and 

compensate for the effects of the frequency offset in OFDM system. In this chapter, we 

describe a few of these methods and discuss the feasibility of using them in a MB-OFDM 

UWB system. Furthermore, a new estimation and compensation algorithm for frequency 

offsets in MB-OFDM UWB system will be introduced and evaluated though the use of 

simulation of a MB-OFDM UWB system using the new algorithm. 

 

5.1 Effects of Frequency Offset 

In a practical OFDM system, a fixed frequency offset between the transmitter and 

receiver local oscillators usually exists. For the proposed MB-OFDM UWB system, the 

transmitter and receiver will each function using a single local oscillator for generating 

the different carrier frequency as well as the sampling frequency. Also, the authors of the 

proposed system recommended the use of oscillator components that will limit the offset 

of the generated frequency to the desired frequency by a maximum of ±20 parts per 

million (ppm).  
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Following the methods used in [9][29], we derived the effects of frequency offset on the 

received data in the proposed MB-OFDM UWB system. Let the carrier frequencies for 

the 3 different sub-bands generated at the transmitter be and  respectively. Next, 

denote the carrier frequencies generated at the receiver as 

21  , ff 3f
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where δ represents the normalized frequency offsets between the transmitter and receiver.   

 

Since the offset in the local oscillator generated frequency is limited to ±20ppm, 

≤δ 40ppm. Similarly, the sampling frequency generated at the transmitter and receiver 

can be denoted as andsf ( ) ss ff δ+=′ 1 respectively. The sampling frequency offset will 

result in an offset in sampling interval. If the sampling interval at the transmitter is 

denoted as , then the sampling interval at the receiver would be written as sT
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where 
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For simplicity, we assume that the designed prefix duration for the MB-OFDM UWB 

system is long enough to ensure that no inter-symbol interference (ISI) occurs. Let N be 

the number of FFT sample points and M be the number of total samples per OFDM 

symbol including the zero prefix samples and guard interval samples introduced in 

Chapter 2. We denote the complex symbol at the kth sub-carrier for the ith OFDM symbol 

as  and the complex baseband transfer function of the ckiX ,
th sub-band channel at the kth 

sub-carrier as . Here we assume that the radio frequency channel is quasi-static in 

that it does not fluctuate with time during one packet transmission duration. For ease of 

representation, we also introduced a sequence c

kcH ,

i, govern by the time-frequency codes 

(TFC) used for the transmission, which represent the sub-bands number for the ith 

symbol.  

 

Using the defined notations, the received complex baseband signal can then be written as 
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where )(tη  is the complex baseband additive white Gaussian noise (AWGN) and ( )tu is a 

rectangle function defined by Equation (4.5) below. 

  (5.5) 
elsewhere

MTt
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0
1

)(

At the receiver, the received signal is sampled according to the sampling frequency of the 

local oscillator to obtain the N sample points for each OFDM symbol required for the 
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demodulation process. Let n denotes the sample index at the receiver for each OFDM 

symbol such that n = 0, 1,…, N-1. If the initial symbol timing synchronization is 

accurate, the received N samples for the ith OFDM symbol will then be given by 
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Applying FFT to the each group of N samples, we can obtain the received complex 

symbol, , for the mmiR ,
th sub-carrier of the ith OFDM symbol. 
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and  is the FFT transform of the AWGN component.  can be simplified by 

considering it as a sum of geometric series. 

miV , mkI ,

Therefore, 
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For the case of k = m, 
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From Equation (5.7), we can see that the frequency offset causes inter-carrier interference 

(ICI) among the sub-carriers as represented by the second term in Equation (5.7). For 

zero-mean and uncorrelated transmitted complex symbols, the mean and variance of the 

ICI component is given by Equation (5.12) and Equation (5.13) respectively.  Here, we 

assume that the average channel gain, 22

, HHE kci
=⎥⎦

⎤
⎢⎣
⎡ , is a constant for all sub-bands 

and the transmitted signal energy is denoted as Es. 
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The variance of the ICI term is dependent on the sub-carrier index m and the frequency 

offset. Moreover, the effect of the carrier frequency offset represented by the term 
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sc TfN
i
′δ  on the ICI variance is much more significant than that of the sampling frequency 

offset. 

 

In addition to causing ICI, the frequency offset will also result in attenuation and phase 

rotation of the received complex symbol strength as can be seen from Equation (5.8) and 

Equation (5.11). The received complex symbols suffer from 4 different types of phase 

distortion due to frequency offset. We can divide the phase rotation into 4 different types 

of phase rotations, cba φφφ  , , and dφ  accordingly to their characteristics, 
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As can be seen from Equation (5.12), the magnitudes of aφ and bφ  increase over time 

while those of cφ and dφ  remain constant. The phase rotations bφ and dφ  are the result of 

the carrier frequency offset while aφ and cφ  are the result of the sampling frequency 

offset. Also, of the 4 phase rotations only aφ and cφ  are dependent of the sub-carrier 

index while the rest are independent of it. 

 

5.2 Conventional Frequency Offset Estimation and Compensation 

From the discussion in the section above, if one disregards the contribution of ICI term, 

the effects of frequency offset can be said to be predominately a phase distortion of the 
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transmitted complex sub-carrier symbol. Therefore it is possible to estimate the frequency 

offset by transmitting a few known preamble OFDM symbols before each frame and 

derived the frequency offset from the phase distortion information received [25]. More 

specifically, by considering the phase difference between successive preamble OFDM 

symbols, the phase distortions denoted as cφ and dφ  can be eliminated. The sampling 

frequency offset can then be estimated by calculating the phase shift between adjacent 

sub-carriers. The carrier frequency offset is then estimated using the sampling frequency 

offset estimate obtained [25]. Assuming that 2 identical preamble OFDM symbols is 

transmitted in the same sub-band and the frequency domain received symbols are denoted 

as  and , the estimate of the normalized sampling offset is then given by mR ,1 mR ,2
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and the normalized carrier frequency offset is given by 
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In Equation (5.15), the estimates of the sampling offset are averaged without regards to 

the performance of the estimator in noisy environment. Other possible averaging methods 

like weighted averaging using the signal-to-noise ratio (SNR) of the different sub-carriers 

as weights [26] or adaptive averaging algorithm can be used [27] to better the 

performance of the estimator. Naturally, these methods can also be extended to the 
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averaging of the carrier frequency offset estimates. Though these averaging algorithms 

would help in increasing the accuracy of the estimates, the use of them could not counter 

the influence of the ICI term on the estimates efficiently.  

 

As can be seen from Equation (5.13), the ICI term is very significant even for small 

normalized carrier frequency offset especially if the carrier frequency is very much 

larger than the sub-carrier frequency spacing 

icf

sNT1 as usually is the case for UWB MB-

OFDM UWB system. In the presence of significant ICI, estimates obtained using 

Equations (5.15) and (5.16) with or without advanced averaging algorithm will not be 

accurate or reliable. To minimize the ICI term, compensation of the carrier frequency 

offset to the time domain samples must be made prior to the FFT process. In other words, 

an estimation of the carrier frequency offset must be made using time domain received 

data. One estimation algorithm is to make use of auto-correlation of the received time 

domain samples of 2 identical transmitted OFDM symbol preambles [25][28]. For 

example, let 2 identical OFDM symbols be transmitted in Band 1 consecutively and 

assuming that the sampling frequency offset is negligible, the estimation of the frequency 

offset will then be given by Equation (5.17) where  and  are the received time 

domain samples. 

nr ,0 nr ,1
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In Equation (5.17), the assumption that the magnitude of the phase difference caused by 

the carrier frequency offset is less than π so as to ignore the possibilities of ambiguity 

[28]. In other words, 
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The validity of the assumption given in Equation (5.18) can be easily proven by 

considering the magnitude of the phase difference that would be caused by the maximum 

specified normalized frequency offset of 40ppm and largest carrier frequency f3. 
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These conventional methods of joint estimating the carrier and sampling frequency offset 

effects proved to be very effective for single-band OFDM system [25][26] and can be 

used together with compensation techniques such as digital interpolation [29] or digital 

domain equalizer [9] to counteract the distortions.  

 

However, a critical change is needed in the algorithms to adapt them for the frequency 

hopping characteristic in a MB-OFDM UWB system. Since consecutive OFDM symbols 
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are transmitted in different sub-bands, the consecutive received preambles cannot be used 

to determine the sampling and carrier frequency offset like in Equations (5.15) to (5.17). 

Instead, adjacent OFDM preambles transmitted in each of the different sub-bands must 

be used. In other words, instead of storing the received data for 2 preambles to do the 

frequency offset estimation, 6 preambles data must be stored. Moreover, the estimation of 

the normalized frequency offset is done for different sub-bands even though the estimates 

are of the same quantity. Of course one can choose to do the estimation for a particular 

sub-band only and use the appropriate transformation to do compensation for the 

remaining sub-bands. However, this would then require an adaptive selection of the best 

sub-band to do the estimation in order to achieve a consistently high quality in the 

estimates. 

 

5.3 A Novel Joint Frequency Offset Estimation Method 

In this section, we introduced a novel joint carrier and sampling frequency offset 

estimation algorithm for MB-OFDM UWB system that enable use to obtain accurate 

estimates that can be used to compensate for the phase distortions using a digital domain 

equalizer [9]. The algorithm first uses 6 preambles (2 for each sub-band) of the 18 

preambles provided for in the proposed system detailed in Chapter 2 to estimate the 

carrier frequency offset. The estimate obtained is then used to correct for the carrier 

frequency offset in the time domain for the data symbols. Next, we use the phase 

information of the pilot sub-carriers available in each OFDM symbol to carry out an 

66 



 

iterative estimation of the sampling frequency offset as well as any residual carrier 

frequency offset that may be present. 

 

Let assume that the transmission of packets are carried out using TFC#1 mentioned in 

Chapter 2. The carrier frequency offset for each sub-band is estimated using 3 OFDM 

preamble symbols. The estimation is done by using a variation of Equation (5.17). 

Instead of using consecutive OFDM preambles for estimation, adjacent OFDM 

preambles transmitted in each sub-band are used. If we indexed the 9 preamble symbols 

from 0 to 8, then the preambles indexed 0, 3 and 6 will be transmitted in Band 1, the 

preambles indexed 1, 4 and 7 will be transmitted in Band 2 and the preambles indexed 2, 

5 and 8 will be transmitted in Band 3. Mathematically, the estimates of the carrier 

frequency offsets are given by Equation (5.20). 
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Note that Equation (5.20) also satisfies the assumption laid out in Equation (5.18). In 

other words, the magnitude of the phase difference between adjacent symbols in the same 

sub-band does not exceed π.  The estimates from each sub-band is averaged to form an 

averaged estimate, δ̂ , which is are then used to correct the time domain samples for the 

subsequent OFDM data symbols [25].  

 ∑
=

=
3

1

ˆ
3
1ˆ

i
iδδ  (5.21) 

The corrected samples are then passed to the FFT to do demodulation. The received 

complex symbol, , initially represented by Equation (5.7)  is  rewritten to take into 

account the phase correction in time domain. If we denote the residual normalized 

frequency offset after the correction as 

miR ,

δ~  where 

 δδδ ˆ~
−=  (5.22) 

then the received complex symbol  is rewritten as miR ,

 mi

N

mk

Nk

mkkimmmimi VIXIXR ,

1
2

2

,,,,,
~~ +′+′= ∑

−

≠

−=

 (5.23) 

where 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′+−

′−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′+−

′

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′+−

′

=′ sc
s

s

sc
s

s

sc
s

s

mk TfNm
T
Tk

N
Nj

TfNm
T
Tk

N
N

TfNm
T
Tk

I
i

i

i

δπ
δπ

δπ
~1exp

~sin

~sin

,  (5.24) 

 

68 



 

At the FFT output, a single-tap equalizer is used to neutralize the effects of the 

frequency-selective fading. For simplicity, we assume that the prefect channel estimates 

for each sub-carrier is available at the receiver in this chapter. The estimation of the 

channel and its effects will be discussed in more details in Chapter 6. The equalization 

process can be written as  
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where  is the output of the equalizer. kiY ,

 

Ignoring the ICI and AWGN term, the phase distortion to the equalized kth sub-carrier can 

therefore be written as 

 ( ) dcbccaki ii
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and aϕ , bϕ , cϕ  and dϕ  are constants throughout a packet. 
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To obtain the phase distortion for the pilot sub-carriers, the output of the equalizer is 

divided by the known transmitted data and the phase of the resulting complex numbers is 

calculated. For a particular OFDM index i, the phase distortion can be said to be a linear 

function of the sub-carrier index k. Hence, it is possible to apply the linear least-square 

curve fitting criterion to the noisy pilot phase data to obtain a linear best-fit line for each 

OFDM symbol’s phase distortion plot. Incidentally, this method is commonly used to 

estimate and correct for the phase distortions due to the frequency offset. 

 

Moreover, one can easily observed that the gradient of the linear best-fit line actually 

gives an estimation of a linear function, iµ , which relates the phase distortion to the 

OFDM symbol index while the phase-intercept gives an estimation of another linear 

function iλ  that relates the phase distortion to the OFDM symbol index.  

  (5.28) 
dcbci

cai

ii
ffi

i
ϕϕλ

ϕϕµ
⋅+⋅⋅=

+⋅=

 

To better the estimates, the averaging of the estimates across the symbol index can be 

performed. Based on this principle of two-dimensional estimation, an iterative estimation 

of the phase distortion is carried out. In Figure 5.1, the flowchart of the estimation 

algorithm is illustrated. 
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Figure 5.1: Flowchart of Frequency Offset Estimation and Compensation Algorithm. 

 

If kp denotes the group of the pilot sub-carrier index, kp = [-55, -45, …, 0, 5, …, 55],  then  
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Hence, ki,ρ  denotes the measured phase of the pilot sub-carrier after equalization and 

division by known transmitted data. Applying the linear least-square curve fitting 

criterion [30] to the set of measured phases and pilot sub-carrier indices and simplifying 

the expressions, we get the estimations of µi and λi as 

Average iµ̂ ,  iλ̂

kiX ,

1  
kiP ,

Arg[ P ] ki ,

Estimate iµ̂ ,  iλ̂

Calculate 

ki,θ̂  

kije ,θ̂−

Pre-processing

Phase 
Compensator

Interleaver, 
Viterbi Decoder, 

etc 

71 



 

 
∑

∑

∈

∈

⋅

=

p

p

kk

kk
ki

i k

k

2

,

ˆ
ρ

µ  (5.30) 

 ∑
∈

=
pkk

ki
p

i N ,
1ˆ ρλ  (5.31) 

From Equation (5.27), note that the contributions of cϕ and dϕ  to the overall phase 

distortion are small and negligible especially for large i. Therefore, ignoring cϕ and dϕ  in 

the averaging process, we get the average estimations of µi and λi across successive 

OFDM symbols as 
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To avoid excessive storage of variables, Equation (5.32) and Equation (5.33) can be 

rewritten in an iterative form. 
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with initial value 11 ˆˆ µµ =  and 11
ˆˆ λλ = . 

Hence, the phase distortion estimation is given by 

 iciki i
fk λµθ ˆˆˆ

, ⋅+⋅=  (5.36) 

73 



 

The phase compensation for the distortion in each of the data symbols is then done based 

on the estimates given in Equation (5.36) using a digital domain equalizer [9]. 

 

The use of measured phase ki ,ρ for gradient estimation is usually accurate. However, if 

the number of OFDM symbols in a packet is large, causing a phase wrapping effect on 

the measured phase, some pre-processing of ki ,ρ  is needed to combat the effect. Since the 

measured phase is limited to the principle region of –π to π, a phase distortion of 

magnitude larger than π would be wrapped around as illustrated in Figure 5.2. Using the 

measured phases to find the best fit-line will hence result in getting a wrong best-fit line 

as shown. In Figure 5.2, note that the signal-to-noise ratio is set at very high to clearly 

illustrate the phase wrapping effect and error in the best fit-line. 

 

Therefore, to combat the phase wrapping effect, the past estimates of  is feed back to 

a pre-processing unit to adjust the measured phase before the estimate of the gradient is 

performed using the linear least-square curve fitting criterion. Using the past estimates, 

the projected maximum likelihood ranges of the measured phases are determined and the 

phases are shifted accordingly as shown in Figure 5.3. The adjusted phases are then used 

to estimate the gradient instead of the measured phases. Note that in Figure 5.3, the 

signal-to-noise ratio is also set at very high for illustration purpose. 

ki ,θ
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Figure 5.2: The Wrapping Effect of Measured Phase. 
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Figure 5.3: Correction for Wrapping Effect of Measured Phase. 
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To obtain the projected maximum likelihood range of the measured phase, we let the 

projected phases based on past estimates be 
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The projected maximum likelihood range, which is the most likely range which the phase 

distortions would be in if there had not been any phase wrapping, is defined as the range 

lower-bounded by πθ −ki,
~  and upper-bounded by πθ +ki,

~ . The absolute difference 

between the projected phase and the measured phase is denoted as 

 kikiki ,,,
~~ ρθρ −=∆  (5.38) 

Hence, the correction to the measured phase is given mathematically by 
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where  is the floor function. ⎣ ⎦•

 

To evaluate the performance of the estimation algorithm, a simulation of a MB-

OFDM UWB system using the algorithm operating in an AWGN channel is carried out. 

The transmission of 5000 packets each containing 1024 bytes at the rate of 200 Mbps is 

simulated. The normalized frequency offset between the transmitter and receiver is set at 

40 ppm for the simulation and the estimated phase distortions at the receiver are 

recorded. In Figure 5.4, the mean-squared error (MSE) of the normalized carrier 

frequency offset estimated using Equation (5.21) is plotted against Eb/N0.In Figure 5.5, 
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the mean-squared error of the estimation of the phase distortions is plotted against the 

received OFDM symbol indices for various Eb/N0.  
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Figure 5.4: Mean-Squared Error of Estimated Normalized Carrier Frequency Offset. 
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Figure 5.5: Mean-Squared Error of Estimated Phase Distortions. 
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From Figure 5.5, it can be seen that the use of the iterative averaging over the OFDM 

symbols index helps to lower the mean-squared error of the estimation significantly and 

the magnitude of the mean-square error actually decrease exponentially with increasing 

OFDM symbol index. 

 

5.4 Performance Studies 

To evaluate the performance of the joint frequency estimation and compensation 

algorithm in the MB-OFDM UWB system in Chapter 2, the performance of a system 

using the described algorithm for various data rates in different channel models are 

simulated and compared to that of a system without any frequency offset. The different 

simulation scenarios are summarized in Table 5.1. Furthermore, the performance of a 

MB-OFDM UWB system, which uses a memory-less frequency offset estimation 

algorithm, is simulated and serves as a comparison to illustrate the gain in performance 

with the use of the proposed iterative averaging. In essence, the system uses an algorithm 

which employs neither iterative averaging of estimates nor adjustments to measured 

phases based on past estimates. We also simulate the performance of a MB-OFDM UWB 

system which uses the algorithm in [25] as a comparison. In total, we simulated the 

performance of 4 different systems labeling them System A, B, C and D. System A is a 

system which experiences no frequency offset, System B is a system which uses the 

proposed algorithm, System C is a system which uses the memory-less estimation 

algorithm while System D uses the algorithm proposed in [25]. 
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Table 5. 1: Simulation Scenarios for MB-OFDM UWB System. 
Scenarios Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Data Rate 480 Mbps 200 Mbps 106.7 Mbps 53.3 Mbps 
Channel Model CM1 CM2 CM4 CM4 

FFT Size 128 128 128 128 

Number of  
Data sub-carriers 100 100 100 100 

FEC Code Rate 3/4 5/8 1/3 1/3 
Sub-carriers 
Modulation DCM QPSK QPSK QPSK 

Conjugate 
Symmetric Inputs No No No Yes 

Time Spreading No Yes Yes Yes 
 
 

For each of the channel models, one hundred realizations of the channel model are used 

as the channel conditions the system is transmitting over and it is assumed that the 

channel conditions remain unchanged during the transmission of a single packet of data 

(quasi-static). For each simulation, the normalized frequency offset between the 

transmitter and receiver is set at 40 ppm and the transmission of 200 packets each 

containing 1024 bytes of information bits in each realization of the channel models are 

simulated and the packet-error rate (PER) is calculated at the receiver as detailed in 

Chapter 2. The salient features of the simulated system are summarized in Table 5.2. and 

the simulation results are presented in the graphs in Figure 5.6 to Figure 5.9.  
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Table 5. 2: Salient Features of Simulated System 

Systems System A System B System C System D 

Channel 
Estimation 

Prefect Channel 
Estimates 

Prefect Channel 
Estimates 

Prefect Channel 
Estimates 

Prefect Channel 
Estimates 

Frequency 
Offset None 40 ppm 40 ppm 40 ppm 

FEC Convolutional 
Coding 

Convolutional 
Coding 

Convolutional 
Coding 

Convolutional 
Coding 
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Figure 5.6: PER Performance of 480 Mbps Transmission in CM1. 
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Figure 5.7: PER Performance of 200 Mbps Transmission in CM2. 
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Figure 5.8: PER Performance of 106.7 Mbps Transmission in CM4. 
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Figure 5.9: PER Performance of 53.3 Mbps Transmission in CM4. 

 
From the figures above, it can be seen that the use of the iterative averaging over the 

OFDM symbols index resulted in only a very small performance loss compared to a 

system which experienced no frequency offset. For all 4 transmission scenarios, the loss 

in system performance at PER = 0.08 is less than 1 dB. Moreover, the new system, which 

uses iterative averaging and measured phase adjustments, performed considerably better 

than the system that does not and the system using the algorithm in [25].  

 

Looking at the simulation result individually, in Figure 5.6, the new system using 

estimation with memory, System B, resulted in only 0.2 dB performance loss compared 

to the System C (system using memory-less estimation) which incurred almost 3.8 dB 

loss and System D (system using algorithm in [25]) which incurred loss of 0.4 dB at PER 
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= 0.08. For the simulation result of 200 Mbps transmission in CM2 shown in Figure 5.7, 

the performance gain of the new system is even more significant. The performance gain 

of System B compared to System C and System D is 8.0 dB and 5.0 dB respectively, 

partly due to the longer packets used in 200 Mbps transmission. The phase wrapping 

effect, which is more apparent in longer packets, resulted in significant estimation error 

of the phase ramp towards the end of the packet, hence limiting the performance of 

System C. However, the adjustment of the measured phase in System B allowed the 

estimated best-fit line to remain accurate even in the presence of phase wrapping. System 

D, which do not face the problem of phase wrapping as the estimation is done in the 

preamble symbols only, also perform worse than System B as the iterative averaging 

resulted in greater estimation accuracy. 

 

For the simulation result of 106.7 Mbps transmission in CM4 shown in Figure 5.8, 

System C is totally unable to handle the phase wrapping effects and consistently give 

wrong estimation at the tail end of the packet resulting in packets errors in every packet 

transmitted. As the phase wrapping effect in the long packets is more dominant than 

noise, the increase in Eb/N0 does not improve the PER performance of System C. 

Similarly, the PER performance of System C for 53.3 Mbps transmission in CM4 remain 

consistently at 1 as shown in Figure 5.9. On the other hand, System B only resulted in 0.5 

dB and 0.8 dB performance loss compared to the system without frequency offset as 

shown in Figure 5.8 and Figure 5.9 respectively. 
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5.5 Conclusions 

In this chapter, the effect of frequency offset between transmitter and receiver clock on 

MB-OFDM UWB system is discussed and conventional algorithms used to counteract 

the effect in OFDM system are presented in brief details. Moreover, a novel joint carrier 

and sampling frequency offset estimation and compensation algorithm for MB-OFDM 

UWB system is introduced and examined. The new algorithm is proven, through the use 

of extensive simulation, to perform well in the MB-OFDM UWB system and is able to 

keep the system performance loss due to the presence of frequency offset to a minimum. 
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Chapter 6 

A Practical Receiver Design for MB-OFDM UWB System 

In this chapter, the design of a practical MB-OFDM UWB receiver that meets the 

requirements of the transmitter protocols in [4] is detailed. The design considerations 

include symbol synchronization, channel estimation and equalization as well as 

frequency offset estimation and compensation. We will analyze the effect on the system 

performance due to non-ideal symbol synchronization and channel estimations and 

discuss the performance of our design algorithms. The various algorithms used in the 

receiver will be discussed separately but will be synthesized together to form a complete 

receiver design. Simulation results of the performance of the MB-OFDM UWB receiver 

for different transmission scenarios will also be shown and compared to that of  a 

receiver in ideal conditions. 

 

6.1 Symbol Synchronization  

An OFDM receiver must be able to determine correctly the start of the fast Fourier 

transform (FFT) window of the OFDM symbols in order to successfully demodulate the 

transmitted signals. In other words, the receiver must be able to achieve symbol 

synchronization before any demodulation process. Likewise, the MB-OFDM UWB 

receiver for the proposed system also needs to be able to perform symbol synchronization 

to meet the criterion for successful data transmission. The effect of time domain 

synchronization error in a MB-OFDM is two-fold. Firstly, if the FFT window is offset by 
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a large duration it will result in significant inter-symbol interference (ISI) as the receiver 

will perform the FFT demodulation on 2 consecutive OFDM symbols instead on a single 

OFDM symbol. Secondly, a small misalignment of the FFT window will result in an 

evolving phase shift of the frequency domain complex symbol which is disastrous for 

coherent sub-carrier modulation used in the proposed system [4] as the phase shift will 

result in a total loss of the reference phase [5]. Suppose the misalignment of the 

receiver’s FFT window is given by mTs , then from Fourier transform theorem, the 

frequency domain channel transfer function [5] due to the misalignment is given by 

 N
kmj

ekH
π2

)(
−

∆ =  (6.1) 

where Ts is the sampling interval, k is the sub-carrier index and N is the total number of 

FFT samples. 

 

Symbol synchronization algorithm can be differentiated into 2 portions. The first portion, 

which is usually designated as coarse symbol synchronization, strives to align the FFT 

window within a few samples duration to avoid catastrophic ISI. The second portion, 

termed fine symbol synchronization, aims to negate the phase shift resulted from any 

small misalignment of the FTT window. In the proposed MB-OFDM UWB system, the 

coarse symbol synchronization can be done using the first 4 of the packet synchronization 

sequence preambles while the fine symbol synchronization can be done using the channel 

estimation sequence preambles. 
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For coarse symbol synchronization, the receiver used a cross-correlation summation of 

received data samples to determine the start of the FFT window. Note that since all time 

frequency codes (TFC) would transmit in Band 1 first, the coarse symbol synchronization 

will be done exclusively in Band 1 as the receiver cannot determine the band hopping 

timing without knowing the symbol FFT starting point first.  

 

If we let the discrete baseband tapped-delay-line channel impulse model [30] of Band 1 

be represented by , i = 0, 1, 2, …, L – 1, where L is the length of channel impulse, and 

let the preambles sequence samples used for coarse symbol synchronization be 

represented by , j = 0, 1, 2, …, N – 1, N = 128, then the noiseless discrete received 

samples is given by 

ih ,1

jx
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The correct starting point of the FFT window is thus at n = 0. At the receiver, the 

received samples are correlated with the stored version of the known transmitted 

preambles, . The output of the correlator,  can be written as jx my

  (6.3) 
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Therefore, the correlator output is actually the autocorrelation function [32] of the 

sequence  multiplied by the channel tap coefficients. In Figure 6.1, the autocorrelation 

function R(τ) of the sequence  is shown.  

jx

jx
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Figure 6.1: Autocorrelation Function of . jx

 

As can be seen from Figure 6.1, R(0) is comparatively larger than ( )
0≠τ

τR . Hence, we 

can approximate   by my

  (6.4) ∑
−

=

≈
1

0
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2
N

j
mjm hxy

Since the channel is assumed to have finite delay duration smaller than the designed 

prefix of the OFDM symbol, we can determine the starting point of the FFT window as 
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the maximum of the running summation of my  over P samples duration, where P is the 

prefix length of the OFDM symbols and is equal to 32 for the proposed system. Hence, 

the estimated starting point of FFT window κ̂  is given by 
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After achieving coarse symbol synchronization, the demodulation process can be carried 

out with small or negligible ISI. To achieve fine symbol synchronization, the frequency 

domain channel transfer function due to the misalignment, , as given in Equation 

(6.1) is estimated along with the channel transfer function, , using the channel 

estimation sequence. In other words, since the received channel estimation sequence will 

suffer from the same FFT window misalignment as the data symbols in the same packet, 

the estimated channel transfer function, , is actually the product of  and 

. Hence the estimated transfer function will be used to perform fine symbol 

synchronization together with channel equalization. 

)(kH∆
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6.2 Channel Estimation and Equalization 

An advantage of OFDM system is the ease of which the received signal can be equalized 

to counter the effects of frequency-selective channel environment. If the receiver has the 

knowledge of frequency domain channel transfer function, it can perform channel 

equalization in the frequency domain by using a single-tap equalizer. The main issue in 
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channel equalization in a practical system is hence to obtain a good estimate of channel 

transfer function. Channel estimation can be done in packet transmission by transmitting 

a known channel estimation preamble before actual transmission of data provided that the 

channel conditions and hence the channel transfer function remain relatively unchanged 

throughout the packet duration. 

 

For effective channel estimation, the influence of noise on the channel transfer function 

estimates must be limited. A common and simple OFDM channel estimator is the least-

squares (LS) channel estimators. The LS estimate is computationally appealing but has 

high mean-square error [33] due to noise enhancement. Another common estimator, the 

minimum mean-square error (MMSE) estimator, has considerably lower mean-square 

error but suffers from high complexity [33]. However, using the theory of optimal rank-

reduction on the MMSE estimator and hence performing the channel estimation by 

singular value decomposition (SVD), the complexity of the estimator can be reduced 

significantly [34]. Both the MMSE and SVD estimator enhances the accuracy of the 

channel estimates in noisy environment through the exploitation of the known channel 

correlation and signal-to-noise ratio (SNR). Since in practice these are not known a 

priori, they will have to be estimated by the receiver. Therefore, the MMSE and SVD 

estimators are computationally more complex than the simple LS estimator. 

 

For our receiver design, the channel estimation is performed using least-square-discrete-

Fourier-transform-based (LS-DFT) estimator. The estimator make use of the fact that the 
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channel impulse response given by the inverse FFT of the frequency domain channel 

transfer function is relatively short compared to the OFDM symbol with most of the 

power concentrated within the designed prefix duration. The LS-DFT estimator 

essentially obtained the least-square channel estimates, , as per the LS estimator but 

in addition, the LS-DFT estimator performs a inverse discrete Fourier transform on the 

frequency domain channel estimates to obtain the estimates for the discrete channel 

impulse response, . Then the coefficients of the discrete channel impulse response 

which is longer than the prefix is set to zero and the amended discrete channel response 

coefficients are converted back to the discrete frequency domain channel transfer 

function, , using FFT as illustrated in Figure 6.2. 
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Figure 6.2: Block Diagram of LS-DFT Estimator. 

 

The LS-DFT estimator improves the channel estimation by effectively increasing the 

SNR of channel estimates. However, in a practical system, doing 2 FFT operations is 
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FFT operation by a single periodic convolution of the least-square channel estimates, 

 and a pre-calculated sequence  as shown in Equation (6.7). kLSH ,
ˆ

PF

 

( )

( )

( )

( )

( )
( )( )

mPmLS

N

m
mkPmLS

N

km
m

mk
N

Pj

mLSkLS

N

km
m km

N
j

kmP
N

j

mLSkLS

N

m

P

n

kmn
N

j

mLSkDFTLS

FH

FH

e

N
mk

N
mkP

H
N

H
N
P

e

eH
N

H
N
P

eH
N

H

,,

1

0
,,

1

0

12

,,

1

0
2

2

,,

1

0

1

0

2

,,

ˆ

ˆ

sin

sin
ˆ1ˆ

1

1ˆ1ˆ

ˆ1ˆ

∗=

=

⎟
⎠
⎞

⎜
⎝
⎛ −

⎟
⎠
⎞

⎜
⎝
⎛ −

+=

−

−
+=

=

∑

∑

∑

∑∑

−

=
−

−

≠
=

−
−

−

−

≠
= −

−

−

=

−

=

−

−

π

π

π

π

π

π
 (6.6) 

where 

 ( )

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

=
⎟
⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛

=

= −
−

1 ..., 2, 1,       ,
sin

sin

0                                   ,

12,

N-me

N
mN

N
Pm

m
N
P

F
m

N
PjmP π

π

π  (6.7) 

 

The LS-DFT channel estimates obtained are used to equalize the data symbols in the 

frequency domain using a single-tap maximal ratio combining (MRC) equalizer. MRC 

equalizer is chosen because of the simplicity in implementation and its ability to retain 

the information of the relative SNR of each individual sub-carrier which can be used by 

the Viterbi decoder to improve the error-correction accuracy. 
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6.3 Frequency Offset Estimation and Compensation 

The novel frequency offset estimation and compensation described in Chapter 5 is used 

in the overall receiver design. The main difference is that since the channel estimation 

preambles also suffer from the frequency offset phase distortion, the channel estimates 

used for equalization will be able to correct for part of the phase distortion specifically 

the distortions labeled as cϕ  and dci
f ϕ⋅  in Chapter 5. Note that the sampling and 

residual carrier frequency offset estimation start after the channel estimates are obtained. 

 

6.4 Practical Receiver Design 

In Figure 6.3, the block diagram of the overall practical receiver design is shown. Note 

that since the transmitter used zero prefix instead of cyclic prefix, the receiver need to 

perform an overlap and add operation on the received samples after locking on to the start 

of the FFT window. If the start of the FFT window is at the received samples , the 

input samples  to the FFT is then calculated using the overlap and add method as 

0r
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Also, for the transmission rates equal or higher than 320 Mbps when dual-carrier 

modulation (DCM) is used instead of QPSK, the log-likelihood ratio of each bit is passed 

to the Viterbi decoder for decoding. If each group of 200 bits transmitted in an OFDM 
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symbol is denoted as b0, b1, …, b199, then with reference to Chapter 2, the log-likelihood 

ratio at the receiver is given by 
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where 
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and 

 [ ] [ ]122 ReRe ++= mm EEsyr  (6.11) 

 [ ] [ ]122 ReRe +−= mm EEdyr  (6.12) 

 [ ] [ ]122 ImIm ++= mm EEsyi  (6.13) 

 [ ] [ ]122 ImIm +−= mm EEdyi  (6.14) 

where  is the equalized received data for the nnE th sub-carrier. 
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Figure 6.3: Block Diagram of Receiver Design. 
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6.5 Performance Studies 

To evaluate the performance of the receiver design, the performance of the receiver is 

simulated and compare to that of a receiver in ideal condition. The ideal condition is 

defined as the receiver having ideal synchronization and complete knowledge of the 

channel transfer function. Moreover, the receiver experiences no frequency offset and 

hence requires no offset estimation and compensation. The different simulation scenarios 

are summarized in Table 6.1.  

 
Table 6.1: Simulation Scenarios for MB-OFDM UWB System. 

Scenarios Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Data Rate 480 Mbps 200 Mbps 106.7 Mbps 53.3 Mbps 
Channel Model CM1 CM2 CM4 CM4 

FFT Size 128 128 128 128 

Number of  
Data sub-carriers 100 100 100 100 

FEC Code Rate 3/4 5/8 1/3 1/3 
Sub-carriers 
Modulation DCM QPSK QPSK QPSK 

Conjugate 
Symmetric Inputs No No No Yes 

Time Spreading No Yes Yes Yes 
 
 
For each of the channel models, one hundred realizations of the channel model are used 

as the channel conditions the system is transmitting over and it is assumed that the 

channel conditions remain unchanged during the transmission of a single packet of data 

(quasi-static). For the simulation of the practical receiver, the normalized frequency 

offset between the transmitter and receiver is set at 40 ppm and the transmission of 50 
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packets each containing 1024 bytes of information bits in each realization of the channel 

models are simulated and the packet-error rate (PER) is calculated at the receiver as 

detailed in Chapter 2. The simulation results are presented in the graphs in Figure 6.4 to 

Figure 6.7. 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
10

−2

10
−1

10
0

Eb/No [dB]

P
E

R

Ideal Receiver
Practical Receiver Design

 

 

Figure 6.4: PER Performance of 480 Mbps Transmission in CM1. 
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Figure 6.5: PER Performance of 200 Mbps Transmission in CM2. 
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Figure 6.6: PER Performance of 106.7 Mbps Transmission in CM4. 
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From the simulation results shown in the figures above, the practical receiver design 

detailed in this chapter compared favorably to the ideal receiver. The practical receiver 

resulted in less than 2 dB performance degradation when compared to the ideal receiver 

for transmission in CM1 and CM2 with the performance indicator as PER = 0.08. For 

480 Mbps transmission in CM1 as shown in Figure 6.4, the practical receiver only 

resulted in 1.8 dB performance degradation while for 200 Mbps transmission in CM2 as 

shown in Figure 6.5, the practical receiver’s performance degradation is only 2.0 dB. In 

Figure 6.6, the degradation in performance for 106.7 Mbps transmission in CM4 is more 

significant at 3.8 dB for PER = 0.08. The degradation is largely due to the loss in the 

accuracy of the channel estimates. The comparatively longer delay spread characteristic 

of CM4 resulted in the inability of the LS-DFT channel estimator to reduce the SNR of 

the channel estimates significantly through truncation of discrete channel impulse 

response. 

 

6.6 Conclusions 

In this chapter, a complete practical receiver design incorporating different sub-systems 

like symbol synchronization system, channel estimation system and frequency offset 

estimation and compensation system are presented. The performance of the receiver 

design is simulated and compared to the performance of the ideal receiver. Through the 

simulation results, it can be seen that the designed practical receiver performance is only 

slightly worse then the ideal receiver performance in all channel environments. The 
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receiver design is also robust to symbol synchronization offset and frequency offset 

between the transmitter and receiver.  
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Chapter 7 

Conclusions and Future Works 

In this chapter, the conclusions about the research on the design of a practical MB-

OFDM UWB receiver carried out and detailed in this thesis are summarized and 

highlighted. Future works that can be carried out pertaining to the research on receiver 

design and ultra wide-band transmission as a whole are also mentioned. 

  

7.1 Thesis Conclusions  

In this thesis, we examine the design of a practical receiver on the performance of the 

ultra-wideband (UWB) multi-band orthogonal frequency division multiplexing (MB-

OFDM) system as well as the effects of the use of low-density parity-check (LDPC) as 

the error correcting codes in the same system. Also, a novel joint carrier and sampling 

frequency offset estimation and compensation technique is introduced as part of the 

practical receiver design.  

 

In Chapter 3, a simplified LDPC code is used as the error-correcting codes in place of the 

proposed convolutional codes. The use of LDPC codes eliminates the need for bits 

interleaver due to its capabilities of burst errors protection. More importantly, the 

performance simulation shows that the performance of a high-rate MB-OFDM UWB 

system can be improved by 2 dB to 4 dB through the use of LDPC codes. Also, it is 

significant that the use of LDPC codes makes the system more robust to channel 
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degradation due to the superior error correction ability of LDPC codes as illustrated by 

the simulation results.  

 

In Chapter 4, a direct spreading with chip interleaving scheme is applied to MB-OFDM 

UWB system and found to perform exceedingly well especially in frequency-selective 

channel with small coherence bandwidth. Simulation results show that by using a 

simplified form of maximum likelihood detection at the receiver, the receiver complexity 

can be significantly reduced while maintaining the same performance gain. 

 

In Chapter 5 and Chapter 6, the detailed algorithms used for symbol synchronization, 

channel estimation and frequency offset estimation for the practical receiver design are 

described. System performance simulation of a MB-OFDM UWB system using the 

designed receiver is then carried out. From the system simulation results, the designed 

receiver is shown to perform well, showing only 1 dB to 4 dB energy losses when 

compared with an ideal receiver. Moreover in Chapter 5, we show that the proposed 

novel frequency offset estimation algorithm is able to achieve very high level of accuracy 

even at extremely low Eb/N0. Therefore, the performance loss due to the frequency offset 

distortion is kept at very small level. 

 

Most of the performance loss of the designed receiver can be attributed to the channel 

estimator. As we used a LS-DFT channel estimator, the accuracy of the estimator is 

dependent on the channel delay spread statistics. When the channel delay is significantly 
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more than the designed zero prefix length of the OFDM symbol, the accuracy of the 

estimator decreased. From the simulation results, the performance of the system in CM4, 

which has a significantly longer delay spread, is much worse compared to the 

performance of the system in CM1 or CM2 which have comparatively much shorter 

delay spread. 

 

7.2 Future Works 

As mentioned above, the performance of the channel estimator is unsatisfactory in 

channel with longer channel delay spread. Therefore, a search for a better channel 

estimator technique in CM3 and CM4 can be conducted. Ideally, the algorithm must be 

robust to channel statistics and also simple in terms of implementation. Also, the use of 

maximum likelihood (ML) decoding for dual carrier modulation (DCM) required a good 

signal-to-noise ratio (SNR) estimator which is assumed to be prefect in the preceding 

simulations. The design of the SNR estimator would need to be taken into consideration 

for future design.     

Regarding the use of LDPC codes in MB-OFDM UWB system, future research efforts 

can be put into the investigations of the use of irregular codes that can offer protection 

priorities. In other words, instead having similar error protection for each coded bits, the 

coded information bits using systematic encoding are given better protection than the 

parity-check bits.  
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Appendix A 

Preambles for MB-OFDM UWB System 

The packet and frame synchronization sequences for each time frequency code (TFC) 

shown in Table A.1 are defined based on the preamble cover sequence shown in Table 

A.2 and the time domain synchronization sequences shown in Table A.3 through Table 

A.7. Each period of the time domain synchronization sequence, pt(n), is a 165-sample 

sequence constructed by appending a zero pad interval of 37 “zero samples” to the 128 

length sequence chosen from Table A.3 through Table A.7. Next, the appropriate cover 

sequence pc(n) (of length 24) corresponding to the TFC in use is chosen based on Table 

A.1 from Table A.2, and the combined packet and frame synchronization portion of the 

PLCP preamble are generated as the Kronecker product of the two sequences, 

. This is equivalent to multiplying the chosen synchronization 

sequence with each element of the cover sequence, and concatenating the resulting 24 

sequences to form the combined packet and frame synchronization sequence. The 

channel estimation sequence in frequency domain is given in Table A.8. 

)()()( npnpnp tc ⊗=

 

Table A.8: Time Frequency Codes and Associated Preamble Patterns. 
TFC Number Preamble Pattern Number Cover Sequence Number 

1 1 1 
2 2 1 
3 3 2 
4 4 2 
5 5 3 
6 5 3 
7 5 3 
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Table A.9: Preamble Cover Sequence. 
Sequence index  

Sample index (TFCs 1,2) (TFCs 3,4) (TFCs 5,6,7) 

0 1 1 -1 
1 1 1 -1 
2 1 1 -1 
3 1 1 -1 
4 1 1 -1 
5 1 1 -1 
6 1 1 -1 
7 1 1 1 
8 1 1 -1 
9 1 1 -1 

10 1 1 1 
11 1 1 -1 
12 1 1 -1 
13 1 1 1 
14 1 1 -1 
15 1 1 -1 
16 1 1 1 
17 1 1 -1 
18 1 1 -1 
19 1 -1 1 
20 1 1 -1 
21 -1 -1 1 
22 -1 1 1 
23 -1 -1 1 
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Table A.10: Time-domain Packet Synchronization Sequence for Preamble Pattern 1. 

Index Value Index Value Index Value Index Value 
C0  0.6564 C32 -0.0844 C64 -0.2095 C96 0.4232 
C1 -1.3671 C33  1.1974 C65  1.1640 C97 -1.2684 
C2 -0.9958 C34  1.2261 C66  1.2334 C98 -1.8151 
C3 -1.3981 C35  1.4401 C67  1.5338 C99 -1.4829 
C4  0.8481 C36 -0.5988 C68 -0.8844 C100  1.0302 
C5  1.0892 C37 -0.4675 C69 -0.3857 C101  0.9419 
C6 -0.8621 C38  0.8520 C70  0.7730 C102 -1.1472 
C7  1.1512 C39 -0.8922 C71 -0.9754 C103  1.4858 
C8  0.9602 C40 -0.5603 C72 -0.2315 C104 -0.6794 
C9 -1.3581 C41  1.1886 C73  0.5579 C105  0.9573 
C10 -0.8354 C42  1.1128 C74  0.4035 C106  1.0807 
C11 -1.3249 C43  1.0833 C75  0.4248 C107  1.1445 
C12  1.0964 C44 -0.9073 C76 -0.3359 C108 -1.2312 
C13  1.3334 C45 -1.6227 C77 -0.9914 C109 -0.6643 
C14 -0.7378 C46  1.0013 C78  0.5975 C110  0.3836 
C15  1.3565 C47 -1.6067 C79 -0.8408 C111 -1.1482 
C16  0.9361 C48  0.3360 C80  0.3587 C112 -0.0353 
C17 -0.8212 C49 -1.3136 C81 -0.9604 C113 -0.6747 
C18 -0.2662 C50 -1.4447 C82 -1.0002 C114 -1.1653 
C19 -0.6866 C51 -1.7238 C83 -1.1636 C115 -0.8896 
C20  0.8437 C52  1.0287 C84  0.9590 C116  0.2414 
C21  1.1237 C53  0.6100 C85  0.7137 C117  0.1160 
C22 -0.3265 C54 -0.9237 C86 -0.6776 C118 -0.6987 
C23  1.0511 C55  1.2618 C87  0.9824 C119  0.4781 
C24  0.7927 C56  0.5974 C88 -0.5454 C120  0.1821 
C25 -0.3363 C57 -1.0976 C89  1.1022 C121 -1.0672 
C26 -0.1342 C58 -0.9776 C90  1.6485 C122 -0.9676 
C27 -0.1546 C59 -0.9982 C91  1.3307 C123 -1.2321 
C28  0.6955 C60  0.8967 C92 -1.2852 C124  0.5003 
C29  1.0608 C61  1.7640 C93 -1.2659 C125  0.7419 
C30 -0.1600 C62 -1.0211 C94  0.9435 C126 -0.8934 
C31  0.9442 C63  1.6913 C95 -1.6809 C127  0.8391 

 

106 



 

Table A.11: Time-domain Packet Synchronization Sequence for Preamble Pattern 2. 

Index Value Index Value Index Value Index Value 
C0  0.9679 C32 -1.2905 C64 1.5280 C96 0.5193 
C1 -1.0186 C33  1.1040 C65 -0.9193 C97 -0.3439 
C2  0.4883 C34 -1.2408 C66  1.1246 C98  0.1428 
C3  0.5432 C35 -0.8062 C67  1.2622 C99  0.6251 
C4 -1.4702 C36  1.5425 C68 -1.4406 C100 -1.0468 
C5 -1.4507 C37  1.0955 C69 -1.4929 C101 -0.5798 
C6 -1.1752 C38  1.4284 C70 -1.1508 C102 -0.8237 
C7 -0.0730 C39 -0.4593 C71  0.4126 C103  0.2667 
C8 -1.2445 C40 -1.0408 C72 -1.0462 C104 -0.9564 
C9  0.3143 C41  1.0542 C73  0.7232 C105  0.6016 
C10 -1.3951 C42 -0.4446 C74 -1.1574 C106 -0.9964 
C11 -0.9694 C43 -0.7929 C75 -0.7102 C107 -0.3541 
C12  0.4563 C44  1.6733 C76  0.8502 C108  0.3965 
C13  0.3073 C45  1.7568 C77  0.6260 C109  0.5201 
C14  0.6408 C46  1.3273 C78  0.9530 C110  0.4733 
C15 -0.9798 C47 -0.2465 C79 -0.4971 C111 -0.2362 
C16 -1.4116 C48  1.6850 C80 -0.8633 C112 -0.6892 
C17  0.6038 C49 -0.7091 C81  0.6910 C113  0.4787 
C18 -1.3860 C50  1.1396 C82 -0.3639 C114 -0.2605 
C19 -1.0888 C51  1.5114 C83 -0.8874 C115 -0.5887 
C20  1.1036 C52 -1.4343 C84  1.5311 C116  0.9411 
C21  0.7067 C53 -1.5005 C85  1.1546 C117  0.7364 
C22  1.1667 C54 -1.2572 C86  1.1935 C118  0.6714 
C23 -1.0225 C55  0.8274 C87 -0.2930 C119 -0.1746 
C24 -1.2471 C56 -1.5140 C88  1.3285 C120  1.1776 
C25  0.7788 C57  1.1421 C89 -0.7231 C121 -0.8803 
C26 -1.2716 C58 -1.0135 C90  1.2832 C122  1.2542 
C27 -0.8745 C59 -1.0657 C91  0.7878 C123  0.5111 
C28  1.2175 C60  1.4073 C92 -0.8095 C124 -0.8209 
C29  0.8419 C61  1.8196 C93 -0.7463 C125 -0.8975 
C30  1.2881 C62  1.1679 C94 -0.8973 C126 -0.9091 
C31 -0.8210 C63 -0.4131 C95  0.5560 C127  0.2562 
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Table A.12: Time-domain Packet Synchronization Sequence for Preamble Pattern 3. 

Index Value Index Value Index Value Index Value 
C0  0.4047 C32 -0.9671 C64 -0.7298 C96 0.2424 
C1  0.5799 C33 -0.9819 C65 -0.9662 C97  0.5703 
C2 -0.3407 C34  0.7980 C66  0.9694 C98 -0.6381 
C3  0.4343 C35 -0.8158 C67 -0.8053 C99  0.7861 
C4  0.0973 C36 -0.9188 C68 -0.9052 C100  0.9175 
C5 -0.7637 C37  1.5146 C69  1.5933 C101 -0.4595 
C6 -0.6181 C38  0.8138 C70  0.8418 C102 -0.2201 
C7 -0.6539 C39  1.3773 C71  1.5363 C103 -0.7755 
C8  0.3768 C40  0.2108 C72  0.3085 C104 -0.2965 
C9  0.7241 C41  0.9245 C73  1.3016 C105 -1.1220 
C10 -1.2095 C42 -1.2138 C74 -1.5546 C106  1.7152 
C11  0.6027 C43  1.1252 C75  1.5347 C107 -1.2756 
C12  0.4587 C44  0.9663 C76  1.0935 C108 -0.7731 
C13 -1.3879 C45 -0.8418 C77 -0.8978 C109  1.0724 
C14 -1.0592 C46 -0.6811 C78 -0.9712 C110  1.1733 
C15 -1.4052 C47 -1.3003 C79 -1.3763 C111  1.4711 
C16 -0.8439 C48 -0.3397 C80 -0.6360 C112  0.4881 
C17 -1.5992 C49 -1.1051 C81 -1.2947 C113  0.7528 
C18  1.1975 C50  1.2400 C82  1.6436 C114 -0.6417 
C19 -1.9525 C51 -1.3975 C83 -1.6564 C115  1.0363 
C20 -1.5141 C52 -0.7467 C84 -1.1981 C116  0.8002 
C21  0.7219 C53  0.2706 C85  0.8719 C117 -0.0077 
C22  0.6982 C54  0.7294 C86  0.9992 C118 -0.2336 
C23  1.2924 C55  0.7444 C87  1.4872 C119 -0.4653 
C24 -0.9460 C56 -0.3970 C88 -0.4586 C120  0.6862 
C25 -1.2407 C57 -1.0718 C89 -0.8404 C121  1.2716 
C26  0.4572 C58  0.6646 C90  0.6982 C122 -0.8880 
C27 -1.2151 C59 -1.1037 C91 -0.7959 C123  1.4011 
C28 -0.9869 C60 -0.5716 C92 -0.5692 C124  0.9531 
C29  1.2792 C61  0.9001 C93  1.3528 C125 -1.1210 
C30  0.6882 C62  0.7317 C94  0.9536 C126 -0.9489 
C31  1.2586 C63  0.9846 C95  1.1784 C127 -1.2566 
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Table A.13: Time-domain Packet Synchronization Sequence for Preamble Pattern 4. 

Index Value Index Value Index Value Index Value 
C0  1.1549 C32 -1.2385 C64 1.3095 C96 -1.0094 
C1  1.0079 C33 -0.7883 C65  0.6675 C97 -0.7598 
C2  0.7356 C34 -0.7954 C66  1.2587 C98 -1.0786 
C3 -0.7434 C35  1.0874 C67 -0.9993 C99  0.6699 
C4 -1.3930 C36  1.1491 C68 -1.0052 C100  0.9813 
C5  1.2818 C37 -1.4780 C69  0.6601 C101 -0.5563 
C6 -1.1033 C38  0.8870 C70 -1.0228 C102  1.0548 
C7 -0.2523 C39  0.4694 C71 -0.7489 C103  0.8925 
C8 -0.7905 C40  1.5066 C72  0.5086 C104 -1.3656 
C9 -0.4261 C41  1.1266 C73  0.1563 C105 -0.8472 
C10 -0.9390 C42  0.9935 C74  0.0673 C106 -1.3110 
C11  0.4345 C43 -1.2462 C75 -0.8375 C107  1.1897 
C12  0.4433 C44 -1.7869 C76 -1.0746 C108  1.5127 
C13 -0.3076 C45  1.7462 C77  0.4454 C109 -0.7474 
C14  0.5644 C46 -1.4881 C78 -0.7831 C110  1.4678 
C15  0.2571 C47 -0.4090 C79 -0.3623 C111  1.0295 
C16 -1.0030 C48 -1.4694 C80 -1.3658 C112 -0.9210 
C17 -0.7820 C49 -0.7923 C81 -1.0854 C113 -0.4784 
C18 -0.4064 C50 -1.4607 C82 -1.4923 C114 -0.5022 
C19  0.9035 C51  0.9113 C83  0.4233 C115  1.2153 
C20  1.5406 C52  0.8454 C84  0.6741 C116  1.5783 
C21 -1.4613 C53 -0.8866 C85 -1.0157 C117 -0.7718 
C22  1.2745 C54  0.8852 C86  0.8304 C118  1.2384 
C23  0.3715 C55  0.4918 C87  0.4878 C119  0.6695 
C24  1.8134 C56 -0.6096 C88 -1.4992 C120  0.8821 
C25  0.9438 C57 -0.4322 C89 -1.1884 C121  0.7808 
C26  1.3130 C58 -0.1327 C90 -1.4008 C122  1.0537 
C27 -1.3070 C59  0.4953 C91  0.7795 C123 -0.0791 
C28 -1.3462 C60  0.9702 C92  1.2926 C124 -0.2845 
C29  1.6868 C61 -0.8667 C93 -1.2049 C125  0.5790 
C30 -1.2153 C62  0.6803 C94  1.2934 C126 -0.4664 
C31 -0.6778 C63 -0.0244 C95  0.8123 C127 -0.1097 
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Table A.14: Time-domain Packet Synchronization Sequence for Preamble Pattern 5. 

Index Value Index Value Index Value Index Value 
C0 0.9574 C32 0.8400 C64 0.5859 C96 -0.8528 
C1 0.5270 C33 1.3980 C65 0.3053 C97 -0.6973 
C2 1.5929 C34 1.1147 C66 0.8948 C98 -1.2477 
C3 -0.2500 C35 -0.4732 C67 -0.6744 C99 0.6246 
C4 -0.2536 C36 -1.7178 C68 -0.8901 C100 0.7687 
C5 -0.3023 C37 -0.8477 C69 -0.8133 C101 0.7966 
C6 1.2907 C38 1.5083 C70 0.9201 C102 -1.2809 
C7 -0.4258 C39 -1.4364 C71 -1.0841 C103 1.1023 
C8 1.0012 C40 0.3853 C72 -0.8036 C104 0.4250 
C9 1.7704 C41 1.5673 C73 -0.3105 C105 -0.1614 
C10 0.8593 C42 0.0295 C74 -1.0514 C106 0.7547 
C11 -0.3719 C43 -0.4204 C75 0.7644 C107 -0.6696 
C12 -1.3465 C44 -1.4856 C76 0.7301 C108 -0.3920 
C13 -0.7419 C45 -0.8404 C77 0.9788 C109 -0.7589 
C14 1.5350 C46 1.0111 C78 -1.1305 C110 0.6701 
C15 -1.2800 C47 -1.4269 C79 1.3257 C111 -0.9381 
C16 0.6955 C48 0.3033 C80 0.7801 C112 -0.7483 
C17 1.7204 C49 0.7757 C81 0.7867 C113 -0.9659 
C18 0.1643 C50 -0.1370 C82 1.0996 C114 -0.9192 
C19 -0.3347 C51 -0.5250 C83 -0.5623 C115 0.3925 
C20 -1.7244 C52 -1.1589 C84 -1.2227 C116 1.2864 
C21 -0.7447 C53 -0.8324 C85 -0.8223 C117 0.6784 
C22 1.1141 C54 0.6336 C86 1.2074 C118 -1.0909 
C23 -1.3541 C55 -1.2698 C87 -1.2338 C119 1.1140 
C24 0.7293 C56 -0.7853 C88 0.2957 C120 -0.6134 
C25 0.2682 C57 -0.7031 C89 1.0999 C121 -1.5467 
C26 1.2401 C58 -1.1106 C90 -0.0201 C122 -0.3031 
C27 1.0527 C59 0.6071 C91 -0.5860 C123 0.9457 
C28 0.1199 C60 0.7164 C92 -1.2284 C124 1.9645 
C29 1.1496 C61 0.8305 C93 -0.9215 C125 1.4549 
C30 -1.0544 C62 -1.2355 C94 0.7941 C126 -1.2760 
C31 1.3176 C63 1.1754 C95 -1.4128 C127 2.2102 
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Table A.15: Frequency Domain Channel Estimation Preamble Sequence. 

Tone Value Tone Value Tone Value Tone Value 
-61 2)j1( +−  -30 2)j1( −  1 2)j1( +  32 2)j1( +  
-60 2)j1( +−  -29 2)j1( +− 2 2)j1( +  33 2)j1( +  
-59 2)j1( +−  -28 2)j1( +− 3 2)j1( −−  34 2)j1( −−  
-58 2)j1( +−  -27 2)j1( −  4 2)j1( +  35 2)j1( −−  
-57 2)j1( +−  -26 2)j1( −  5 2)j1( −−  36 2)j1( +  
-56 2)j1( −  -25 2)j1( −  6 2)j1( −−  37 2)j1( −−  
-55 2)j1( −  -24 2)j1( +− 7 2)j1( +  38 2)j1( +  
-54 2)j1( +−  -23 2)j1( −  8 2)j1( −−  39 2)j1( +  
-53 2)j1( −  -22 2)j1( −  9 2)j1( +  40 2)j1( +  
-52 2)j1( −  -21 2)j1( −  10 2)j1( −−  41 2)j1( −−  
-51 2)j1( −  -20 2)j1( +− 11 2)j1( +  42 2)j1( −−  
-50 2)j1( −  -19 2)j1( −  12 2)j1( +  43 2)j1( +  
-49 2)j1( −  -18 2)j1( +− 13 2)j1( −−  44 2)j1( +  
-48 2)j1( +−  -17 2)j1( −  14 2)j1( −−  45 2)j1( −−  
-47 2)j1( −  -16 2)j1( −  15 2)j1( −−  46 2)j1( −−  
-46 2)j1( +−  -15 2)j1( +− 16 2)j1( +  47 2)j1( +  
-45 2)j1( +−  -14 2)j1( +− 17 2)j1( +  48 2)j1( −−  
-44 2)j1( −  -13 2)j1( +− 18 2)j1( −−  49 2)j1( +  
-43 2)j1( −  -12 2)j1( −  19 2)j1( +  50 2)j1( +  
-42 2)j1( +−  -11 2)j1( −  20 2)j1( −−  51 2)j1( +  
-41 2)j1( +−  -10 2)j1( +− 21 2)j1( +  52 2)j1( +  
-40 2)j1( −  -9 2)j1( −  22 2)j1( +  53 2)j1( +  
-39 2)j1( −  -8 2)j1( +− 23 2)j1( +  54 2)j1( −−  
-38 2)j1( −  -7 2)j1( −  24 2)j1( −−  55 2)j1( +  
-37 2)j1( +−  -6 2)j1( +− 25 2)j1( +  56 2)j1( +  
-36 2)j1( −  -5 2)j1( +− 26 2)j1( +  57 2)j1( −−  
-35 2)j1( +−  -4 2)j1( −  27 2)j1( +  58 2)j1( −−  
-34 2)j1( +−  -3 2)j1( +− 28 2)j1( −−  59 2)j1( −−  
-33 2)j1( −  -2 2)j1( −  29 2)j1( −−  60 2)j1( −−  
-32 2)j1( −  -1 2)j1( −  30 2)j1( +  61 2)j1( −−  
-31 2)j1( −    31 2)j1( +    
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