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Summary

Polymorphism, in which multiple crystal forms exist for thesame chemical com-

pound, is of significant interest to industry. The variationin physical properties

such as crystal shape, solubility, hardness, colour, melting point, and chemical re-

activity makes polymorphism an important issue for the food, specialty chemical,

and pharmaceutical industries, where products are specified not only by chemical

composition, but also by their performance. Controlling polymorphism to ensure

consistent production of the desired polymorph is important in those industries,

including drug manufacturing where safety is paramount. Inthis thesis, the mod-

elling, simulation, and control of polymorphic crystallization of L-glutamic acid,

comprising the metastableα-form and the stableβ-form crystals, are investigated.

With the ultimate goal being to better understand the effects of process condi-

tions on crystal quality and to control the formation of the desired polymorph, a

kinetic model for polymorphic crystallization of L-glutamic acid based on popula-

tion balance equations is developed using Bayesian inference. Such a process model

can facilitate the determination of optimal operating conditions and speed process

vii
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development, compared to time-consuming and expensive trial-and-error methods

for determining the operating conditions. The developed kinetic model appears to

be the first to include all of the transformation kinetic parameters including depen-

dence on the temperature, compared to past studies on the modelling of L-Glutamic

acid crystallization.

Next, numerical simulation of the developed model is investigated. It is impor-

tant to have efficient and sufficiently accurate computational methods for simulating

the population balance equations to ensure the behaviour ofthe numerical solution

is determined by the assumed physical principles and not by the chosen numerical

method. In this thesis, the high-order weighted essentially non-oscillatory (WENO)

methods are investigated and shown to give better computational efficiency com-

pared to the high resolution (HR) and the standard second-order finite difference

(FD2) methods to simulate the model of polymorphic crystallization of L-glutamic

acid developed in this thesis.

In non-polymorphic crystallization, the two most popular control strategies are

the temperature control (T-control) and concentration control (C-control) strategies.

In this study, the robustness of these control strategies are investigated in poly-

morphic crystallization using the model developed in this thesis. Simulation studies

show that T-control is not robust to kinetics perturbations, while C-control performs

very robustly but long batch times may be required.

Despite the high impact of model predictive control (MPC) inacademic research

and industrial practice, its application to solution crystallization processes has been
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rather limited and there is no published result on the implementation of MPC or

nonlinear MPC (NMPC) to a polymorphic crystallization, which is more challeng-

ing. In this thesis, an efficient NMPC strategy based on the extended predictive

self-adaptive control (EPSAC) which does not rely on nonlinear programming is

developed for the polymorphic transformation process. Compared to the T-control,

C-control, and quadratic matrix control with successive linearization (SL-QDMC),

simulation results show that the NMPC strategy gives good overall robustness while

satisfying all constraints on manipulated and state variables within the specified

batch time.

Finally, exploiting the repetitive nature of batch processes, an integrated non-

linear model predictive control and batch-to-batch (NMPC-B2B) control strategy

based on a hybrid model is developed for the polymorphic transformation process.

The hybrid model consists of a first-principles model and a PLS model, where infor-

mation from the previous batches are utilized to update the control trajectory in the

next batch. The proposed NMPC-B2B strategy allows the NMPC to perform online

control which handle the constraints effectively while thebatch-to-batch control re-

fines the model by learning from the previous batches. Compared to the standard

batch-to-batch (B2B) control strategy, the proposed NMPC-B2B control strategy

gives better performance where it satisfies all the state constraints and produces

faster and smoother convergence. In addition, it is verifiedthat through the learning

process, both B2B and NMPC-B2B control strategies are more advantageous to be

employed to address the plant-model mismatch in an effective manner.
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Chapter 1

Introduction

1.1 Motivation

Crystallization is one of the oldest unit operations and remains the most utilized

purification technique in pharmaceutical industries. In fact, most pharmaceutical

manufacturing processes include a series of crystallization processes where their

product quality is often associated with the crystal final form (such as crystal habit,

shape and size distribution). Unfortunately, despite its long history, crystallization

process is still not very well understood as it involves manycomplex mechanisms

(e.g., fine dissolution, agglomeration, growth dispersion, etc) in addition to the main

ones (i.e. nucleation and growth). This makes controlling crystallization process

very challenging.

Recently, there is a rapid growth of interest in polymorphism [6, 30, 42, 132,

172]. It is a phenomenon that a substance can have more than one crystal form. This

1



CHAPTER 1. INTRODUCTION 2

phenomenon was first observed in 1798 by Klaproth. He discovered the calcium

carbonate polymorphs, namely, calcite and aragonite. In 1899, Ostwald concluded

that almost every substance can exist in two or more solid phases provided the

experimental conditions are suitable. According to Ostwald’s Rule of Stages, in

a polymorphic system, the most soluble metastable form willalways appear first,

followed by the more stable one.

The appearance of metastable phases is associated with the environmental con-

ditions at the time of precipitation and as a result it is of considerable importance

in biomineralization, diagenesis and synthetic industrial chemistry. In the latter

context, metastable solid phases are commonly encounteredin the production of

specialty chemicals such as pharmaceuticals, dyestuffs and pesticides. Deliber-

ate isolation of these phases is sometimes effected becauseof their advantageous

processing or application properties. In other cases, however, the formulation of a

product as a metastable phase may be unacceptable because ofsubsequent phase

transformation and crystal growth, which could occur during storage and result in

product degradation [21].

Morris et al. [111] stated that unexpected or undesired polymorphic transforma-

tion of pharmaceutical is not uncommon during manufacturing processes including

crystallization process. For example, in 1998, Abbot laboratories withdrew its HIV

drug, Ritonavir, because of the unexpected appearance of a new crystal form that

had different dissolution and absorption characteristicsfrom the standard product.

The two crystal forms, which have the same molecular structure, are distinguished
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by the way in which the molecules are packed within the crystals, and each has

distinct physical and thermodynamic properties [6]. In addition, to highlight the

importance of polymorphism in the pharmaceutical industry, the U.S. Food and

Drug Administration (FDA) has tightened regulations for new drug applications to

ensure that the drugs contain only the desired polymorph.

The variations in physical properties such as crystal shape, solubility, hardness,

colour, melting point, and chemical reactivity make polymorphism an important is-

sue for the food, speciality chemical and pharmaceutical industries, where products

are specified not by chemical composition only, but also by their performance [6].

As a result, controlling polymorphism to ensure consistentproduction of the de-

sired polymorph is very crucial in those industries, including drug manufacturing

industry where safety is of paramount importance.

Encouraged by the importance of polymorphism in pharmaceutical industries,

this study investigates the modelling, simulation, and control of polymorphic crys-

tallization of L-glutamic acid, which consists of the metastableα-form and the sta-

bleβ-form crystals.

1.2 Contributions

The main contributions of this thesis in the area of modelling, simulation, and con-

trol of polymorphic crystallization process can be summarized as follows:

(1) Process model can facilitate the determination of optimal operating condi-
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tions and speed up process development in pharmaceutical industries. In this

study, a kinetic model of L-glutamic acid polymorphic crystallization is de-

veloped from batch experiments with in-situ measurements including atten-

uated total reflection Fourier transform infrared (ATR-FTIR) spectroscopy

which is used to infer the solute concentration and focused beam reflectance

measurement (FBRM) which provides crystal size information. Bayesian in-

ference is employed to obtain the posterior distribution for the model para-

meters, which can be used to quantify the accuracy of model predictions and

can be incorporated into robust control strategies for crystallization process

[114]. Furthermore, the developed kinetic model appears tobe the first to

include all of the transformation kinetic parameters including dependence on

the temperature, compared to past studies on the modelling of L-Glutamic

acid crystallization [115, 139].

(2) Numerical simulation of the developed model is important in the investiga-

tion of the effects of various operating conditions on the polymorphic crys-

tallization and can be used for optimal design and control [64, 130, 139].

Therefore, it is indispensable to select an efficient and sufficiently accurate

computational method for simulating the model to ensure thebehaviour of the

numerical solution is determined by the assumed physical principles and not

by the chosen numerical method. In this study, high-order numerical simu-

lation techniques based on the weighted essentially non-oscillatory (WENO)
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methods are investigated and shown to give better computational efficiency

compared to the high resolution (HR) finite volume method anda second-

order finite difference (FD2) method to simulate the model ofpolymorphic

crystallization of L-glutamic acid developed in this thesis.

(3) The two most popular control strategies implemented in non-polymorphic

crystallization processes have been the temperature control (T-control) and

concentration control (C-control) strategies. In this study, these control strate-

gies are implemented in the polymorphic transformation process using the

model developed in this thesis. Simulation studies show that T-control is not

robust to kinetics perturbations, while C-control performs very robustly but

long batch times may be required.

(4) Model predictive control (MPC) strategy is widely recognized as a pow-

erful technique to address industrially important controlproblems. How-

ever, its implementation to crystallization processes hasbeen rather limited

[35, 79, 113, 131, 155] and there is no published result on theimplemen-

tation of MPC or nonlinear MPC (NMPC) to a polymorphic crystallization,

which is more challenging for a number of reasons. First, thephase equilib-

ria and crystallization kinetics are more complicated. Second, the method of

moments heavily used in past control algorithms for crystallization processes

does not apply during a polymorphic transformation, so thatthe full PDEs

need to be solved. As a consequence, the computation time required increases
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considerably which prohibits the straightforward application of nonlinear pro-

gramming. In this study, a practical NMPC strategy based on extended pre-

dictive self-adaptive control (EPSAC) [32, 34, 70, 134, 156] is developed

for the polymorphic transformation of L-glutamic acid fromthe metastable

α-form to the stableβ-form. To implement the proposed NMPC strategy,

an unscented Kalman filter (UKF) [74–78] is utilized to estimate the unmea-

surable states. Compared to the T-control, C-control, and quadratic matrix

control with successive linearization (SL-QDMC), the NMPCstrategy shows

good overall robustness while satisfying all constraints on manipulated and

state variables within the specified batch time.

(5) Exploiting the fact that batch processes are repetitivein nature, it is possible

to implement batch-to-batch (B2B) control to the polymorphic crystalliza-

tion process considered in this study, which uses information from previous

batches to update the process model in order to iteratively compute the op-

timal operating conditions for each batch. However, due to the open-loop

nature of batch-to-batch control, this optimal policy is not implemented un-

til the next batch. As a result, when the process model is still not accurate,

which is likely the case in the first few batches, it is possible that the input

or/and output constraints will be violated. Therefore, in this study we propose

an integrated nonlinear model predictive control and batch-to-batch (NMPC-

B2B) control strategy based on a hybrid model. The hybrid model compris-
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ing the nominal first-principles model and a correction factor based on an

updated partial least square (PLS) model is utilized to predict the process

variables and final product quality. In the proposed NMPC-B2B control strat-

egy, the NMPC performs online control to handle the constraints effectively

while the batch-to-batch control refines the model by learning from the previ-

ous batches. Simulation studies show that the proposed NMPC-B2B control

strategy produces faster and smoother convergence and satisfies all the state

constraints, compared to the standard B2B control strategy. Furthermore, the

learning process in both B2B and NMPC-B2B control strategies counteracts

the plant-model mismatch effectively after several batches.

1.3 Thesis Organization

This thesis is organized as follows. In the next chapter, literature review on the fun-

damental of crystallization and the recent development of the modelling, simulation,

and control of crystallization process is presented. Chapter 3 presents the modelling

of the L-glutamic acid polymorphic crystallization, followed by the investigation on

the high-order simulation of polymorphic crystallizationin Chapter 4. The control

strategies which includes the temperature control (T-control), concentration con-

trol (C-control), nonlinear model predictive control (NMPC), and batch-to-batch

control strategies are discussed in Chapters 5 to 7. Finally, conclusions from the

present work and suggestions for the future work are given inChapter 8.



Chapter 2

Literature Review

This chapter discusses the fundamental of crystallizationwhich includes the defini-

tion, driving force, mechanism, and polymorphism. Subsequently, the recent devel-

opment on the modelling, simulation and control of crystallization is reviewed.

2.1 Crystallization fundamentals

Crystallization is a supramolecular process by which an ensemble of randomly or-

ganized molecules, ions or atoms in a fluid come together to form an ordered three-

dimensional molecular array which is called crystal [29]. Crystallization is indis-

pensable in drug manufacturing as it is the main separation and purification process.

Not only does crystallization affect the efficiency of downstream operations such as

filtering and drying, the efficacy of the drug can be dependenton the final crystal

form [42].

8
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To understand crystallization process, it is important to know the key elements

of crystallization which are discussed next.

2.1.1 The driving force for crystallization

As with any chemical rate process, crystallization is a kinetic process which is

driven by concentration. However, in crystallization, theconcentration range over

which the process can occur is limited by the equilibrium composition of the sys-

tem corresponding to the conditions chosen [29]. Figure 2.1shows a hypothetical

solubility curve. A solution whose composition lies below the solubility curve is

undersaturated and existing crystals will dissolve. A solution lying above solubility

curve is termed supersaturated, since the amount of dissolved solute is greater than

the equilibrium saturation value. Crystals can nucleate and grow only if the solution

is supersaturated and so the production of a supersaturatedsolution is a prerequi-

site for crystallization. Supersaturation is typically created by cooling, evaporation,

and/or addition of antisolvent, including changing the pH by addition of acid or

base.

There is a region above solubility curve called metastable zone. In this zone,

though existing crystals will grow, it is difficult to createnew crystals. Once this

zone is exceeded, new crystals form spontaneously and the solution is now labile

[29].
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Figure 2.1: Solubility diagram.

2.1.2 Nucleation

The process of creating a new solid phase from a supersaturated homogeneous phase

is called nucleation. Nucleation mechanisms are commonly lumped into one of

two categories: primary and secondary nucleation, and can be further classified as

shown in Figure 2.2 (adopted from [128]).

Nucleation

Primary Secondary

Homogeneous Heterogeneous Initial Breeding Fracture
Crystal-Crystal

Contact
Dendritic

Separation

Contact with
External
Surface

Figure 2.2: Nucleation mechanism.

Mechanism of formation of crystal that is independent of thepresence of other

suspended crystals is classified as primary or spontaneous nucleation. Primary nu-
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cleation is associated with high levels of supersaturationand is usually partitioned

as homogeneous nucleation, which occurs in the pure bulk solution, and heteroge-

neous nucleation, which is induced by foreign surfaces suchas impurities.

Classical thermodynamic free energy minimization is used to derive the rate

of homogeneous nucleation [163]. This theory postulates the production of em-

bryos from the combination of solute molecules in a series ofbimolecular reactions.

The free energy of the embryos achieves a maximum at a critical size particular to

the chemical system. Once an embryo exceeds this critical size, the free energy

decreases with further growth, leading to spontaneous nucleation. The very high

supersaturation required to overcome interfacial tensionbetween embryo and solu-

tion makes homogeneous nucleation an unlikely mechanism for crystal formation

for most chemical systems under industrial conditions [27,163].

Foreign surfaces and particles promote nucleation as a result of an ordering

process caused by interactions across the interface [163].The result of this catal-

ysis is that primary heterogeneous nucleation can occur at supersaturation levels

significantly lower than required for homogeneous nucleation and is, therefore, the

dominant mechanism of primary nucleation when impurities are present. Neverthe-

less, the supersaturation levels of heterogeneous nucleation are often still too high

for good crystal growth and production of crystals of desirable morphology [27].

Also, classical theory suggests that primary heterogeneous nucleation is character-

ized by a process that is either starved for nuclei or overwhelmed by a burst of new

crystals [27], making Crystal Size Distribution (CSD) control difficult.
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Secondary nucleation describes the nucleation that takes place due to the pres-

ence of other solute crystals. It always accompanies primary nucleation and is the

dominant mechanism in most industrial crystallizations [8, 51, 124]. Secondary

nucleation is more easily controlled than primary nucleation and occurs at super-

saturation levels conducive to good crystal quality. Thereare a variety of proposed

mechanisms whereby the crystals promote formation of new crystals. For exam-

ple, Botsaris [8] postulated two questions: what are the sources of the potential

nuclei, and how are the potential nuclei extracted from the source and displaced

into the bulk solution to initiate new crystals. Proposed sources of potential nuclei

include protrusions from growing crystal surfaces, soluteclusters on or near the

crystal surface, and embryos in the supersaturated solution. Several mechanisms

for the conversion of potential nuclei into nuclei have beenproposed which include

spontaneous removal of dendrites due to free energy drivingforce, fluid shear, and

contact nucleation resulting from the contact of crystals with an external surface or

other crystals [8, 27, 73, 125, 152].

The variety and complexity of the mechanisms of secondary nucleation have

forced researchers to use the simplified modeling of nucleation by assuming an

empirical functional form. The following expression is commonly used to describe

secondary nucleation:

B◦ = kb exp(−Eb/T )Sbµj
k , (2.1)
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wherekb, b, Eb, andj are considered to be empirical constants,µk is thekth mo-

ment of the CSD, andS is the relative supersaturation defined asS = C−Csat

Csat
. The

temperature effect onB◦ is complicated and some kinetic studies show that nu-

cleation can actually decrease with increasing temperature, which corresponds to a

negative activation energy [46]. A common hypothesis for this observation is that

higher temperature leads to increased growth rates, involving greater efficiency of

molecular diffusion on and integration into crystal surfaces; thus, fewer potential

nuclei are available for secondary nucleation [60]. Nevertheless, evidence suggests

thatb is independent of temperature [46] and Arrhenius-type expression is probably

adequate for characterizing temperature dependence.

2.1.3 Growth

As soon as stable nuclei (i.e. particles larger than the critical size) have been formed

in a supersaturated or supercooled system, they begin to grow into crystals of visi-

ble size. At the microscopic level, solute molecules movingfrom the bulk solution

adsorb on the crystal solid surface and are incorporated into the crystal lattice. A

well-defined, smooth crystal face is planar and new solute molecules must migrate

across the surface to find energetically favorable incorporation sites [128]. Three

such potential sites are shown in Figure 2.3 (adopted from [128]). Site A is ther-

modynamically unfavorable compared with B, a step site or C,a kink site. Surface

adsorption and diffusion determine whether a solute molecule is incorporated into

the crystal or returns to the bulk phase [128].
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Figure 2.3: Crystal incorporation sites: flat faces (A), step sites (B), and kink sites
(C).

Many attempts have been made to explain the mechanism and rate of crystal

growth, which can be classified into three categories, namely, ‘surface energy’, ‘dif-

fusion’ and ‘adsorption-layer’ theories [112].

The surface energy theories are based on the postulation of Gibbs (1878) and

Curie (1885) that the shape a growing crystal assumes is thatwhich has a minimum

surface energy. This approach, although not completely abandoned, has largely

fallen into disuse. The diffusion theories originated by Noyes and Whitney (1897)

and Nernst (1904) presume that matter is deposited continuously on crystal face at a

rate proportional to the difference in concentration between the point of deposition

and the bulk of the solution. In 1922, Volmer suggested that crystal growth was

a discontinuous process, taking place by adsorption, layerby layer, on the crystal

surfaces [112].

For engineering purposes, the semiempirical power law has become the standard

representation of the growth rate, which assumes the following form,

G = kg exp(−Eg/RT )Lg1 Sg2 . (2.2)
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wherekg, g1, g2, andEg, are empirical constants.

Note that the temperature dependence ofG has been incorporated using an

Arrhenius-type expression. Also notice that the growth rate is dependent on the

crystal size (L) by power law. Ifg1 = 0,G is size-independent and this assumption

is usually referred to as McCabe’s∆L law. However, there are several examples of

systems that violate this assumption [17, 20]. Size-dependent growth rate is usu-

ally attributed to either bulk diffusion effects or the Gibbs-Thomson effect, which

suggests an increasing growth rate with increasing size because of an inverse rela-

tionship between solubility and size [128]. Garside et al. [45] presents a theory of

size-dependent surface integration kinetics.

Modeling of growth rate is further complicated by a phenomenon known as

growth rate dispersion. It describes the situation in whichnot all of the crystals grow

at identical or constant rates although the crystallizer conditions remain constant. A

more detailed discussion regarding growth rate dispersioncan be found in [48, 71,

125, 126, 164, 176].

2.1.4 Polymorphism

The ability of a material to crystallize into more than one crystal form is known as

polymorphism. Polymorphs of a given compound can have widely different prop-

erties such as dissolution rate, bioavailability, meltingpoint, hardness and electrical

properties. As a result, polymorphism is important in the pharmaceutical industry

where safety and reliability are of paramount importance. The unexpected appear-
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ance of a second polymorphic form of an active pharmaceutical ingredient used for

the treatment of HIV, with substantially different dissolution and absorption charac-

teristics, highlights the importance of polymorphism in the pharmaceutical industry

[6]. Realizing the importance of polymorphism, the U.S. Food and Drug Admin-

istration (FDA) has tightened regulations for new drug applications to demonstrate

control over the manufacturing process [16, 142].

In the chemical and pharmaceutical industry, the demand forhigh yields and

high production rates has forced chemists and engineers to operate processes far

from equilibrium, such that it exacerbates the tendency to form polymorphic struc-

tures. Hence, it is important to investigate the stability of each polymorph at a given

temperature, pressure, and composition.
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Figure 2.4: Solubility curves in polymorphic systems.

The relative stability of each polymorph is reflected by its relative solubility,

with the more stable polymorph having the lower solubility.In polymorphic sys-

tems, phase diagrams (i.e. solubility curves) are found to fall into one of the two
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categories shown in Figure 2.4: Monotropic in which the relative stability of the

polymorphs are independent of temperature, and Enantiotropic in which the rela-

tive stability of the polymorphs are temperature dependent[29].

The kinetic processes involved in phase transitions between polymorphs depend

largely on the extent of structural changes involved [29]. Two possible transforma-

tions are

(1) Solvent-mediated (reconstructive) transformation, in which the metastable

phase dissolves while the stable phase renucleates and grows from solution.

(2) Solid state (displacive) transformation, in which nucleation and growth of

the new phase take place in crystals of the unstable phase. Such transitions

are often reversible when the temperature is raised and lowered through the

transition temperature

Solvent-mediated transformation often involves a lower activation energy than a

solid state transformation. Consequently, the former is favored to occur well below

melting point and therefore its kinetic mechanism is widelyused in pharmaceutical

industries.
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2.2 Recent development on the modelling, simulation,

and control of crystallization

2.2.1 Modelling

Together with the crystal morphology, the crystal size distribution (CSD) produced

within crystallizer is of crucial importance in determining the ease and efficiency

of subsequent solid-liquid separation steps, the suitability of crystals for further

processing, their caking and storage characteristics, andthe eventual customer ac-

ceptance of the product [29]. The most common way of trackingthe CSD is by

making use of population balance equations [125], which describe the material bal-

ance that accounts for the distribution of different size crystals in the crystallizer.

For simplification, most batch crystallization studies in the literature only con-

sider nucleation and growth kinetics (i.e. no agglomeration and dendritic growth)

and ignore shape changes. For non-polymorphic systems, thesimplified population

balance equation for one dimensional growth in a well-mixedbatch process is given

below:

∂f

∂t
+

∂

∂L
(G(L, S, T ; θg)f) = B(f, S, T ; θb)δ(L) , (2.3)

whereas for polymorphic systems:

∂fi

∂t
+

∂

∂L
(Gi(Li, Si, T ; θgi)fi) +

∂

∂L
(Di(L, Si, T ; θdi)fi) =
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Bi(fi, Si, T ; θbi)δ(L) , (2.4)

whereT is the temperature,S is the supersaturation,fi (f ) is the number density

of polymorphi (crystals),L is the crystal’s characteristic size,Gi (G) is the growth

rate of polymorphi (crystals),Di is the dissolution rate of the polymorphi, Bi (B)

is the nucleation rate of polymorphi (crystals),δ is the Dirac delta function,θgi (θg),

θdi, andθbi (θb) are vectors of growth, dissolution and nucleation kineticparameters

of polymorphi (crystals), respectively.

The modelling of one dimensional and multidimensional non-polymorphic crys-

tallization based on population balance equations has beendiscussed frequently in

the literatures [54, 66, 67, 105, 109, 128, 158, 161]. Kinetics of polymorphic trans-

formation process have been estimated by various procedures [21, 136, 137, 171],

and weighted least squares method is commonly applied to estimate the model para-

meters [18, 40, 115, 139]. Although the papers by Ono et al. [115] and Scholl et al.

[139] are major contributions to the field of polymorphic crystallization, the effect

of temperature variation was neglected and the parameter uncertainties were not

reported in these two papers. This motivates this study to develop a more compre-

hensive model which includes the effect of temperature variation and the marginal

distributions of the kinetic parameters.

While weighted least squares methods are adequate for many problems, Bayesian

inference (which will be employed in this study) is able to include prior knowledge

in the statistical analysis which can produce models with higher predictive capa-
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bility. In addition, the resulting posterior distributionfor the estimated parameters

can be used to accurately quantify the accuracy of model predictions and can be in-

corporated into robust control strategies for crystallization process [114]. Although

Bayesian inference is not within the standard toolkit for chemical engineers, there

have been many applications to chemical engineering problems over the years in-

cluding the estimation of parameters in chemical reaction models [9], heat transfer

in packed beds [38], microbial systems [7, 28, 117], and microelectronics processes

[53].

2.2.2 Simulations

Numerical simulations of the resulting model enable the investigation of the effects

of various operating conditions and can be used for optimal design and control [64,

130, 139]. Solving population balance equations is particularly challenging when

the PDEs are hyperbolic with sharp gradients or discontinuities in the distribution

[148]. Standard first-order methods require a very small grid size in order to reduce

the numerical diffusion (i.e., smearing), whereas standard higher order methods

introduce numerical dispersion (i.e., spurious oscillations), which usually results in

a crystal size distribution with negative values. Therefore, efficient and sufficiently

accurate computational methods for simulating the population balance equations

are required to ensure the behaviour of the numerical solution is determined by the

assumed physical principles and not by the chosen numericalmethod.

There have been many papers on the numerical solution of population balance
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models (PBMs). The method of moments approximates the distribution by its mo-

ments [69], which under certain conditions, converts the hyperbolic PDEs into a

small number of ordinary differential equations (ODEs) that describe characteris-

tics of the distribution. The method of moments does not apply to PBEs which do

not satisfy moment closure conditions. The method of weighted residuals approxi-

mates the size distribution by a linear combination of basisfunctions [147], which

results in a system of ODEs. For most practical crystallizations, a large number of

basis functions is needed to approximate the distribution,which results in high com-

putational cost. The Monte Carlo method tracks individual particles, each of which

exhibits stochastical behaviour according to a probabilistic model [15, 58, 123].

This approach is too computationally expensive for most industrial crystallizations.

Another problem-specific numerical method for solving population balance equa-

tions is the method of characteristics [83, 121]. This method solves each population

balance equation by finding curves in the characteristic size-time plane that reduce

the equation to an ODE. While the method is highly efficient when the kinetics are

simple, the approach does not generalize to more complex kinetics. Most publica-

tions on numerical methods for solving PBEs involve varioustypes of discretiza-

tions and go by a variety of names including “method of classes” and “discretized

population balance equations” [65, 82, 100, 101, 118]. In recent years there have

been several efforts to reduce the numerical diffusion and numerical dispersion for

distributions which contain sharp gradients or discontinuities, which is common in

batch crystallizations. High resolution finite volume methods (FVMs) popular in
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astrophysics and gas dynamics [56, 92, 93, 116, 153] were extended to the appli-

cation of multidimensional population balance equations [52, 104, 119, 120, 166].

A typical implementation applies a first-order method near discontinuities or sharp

gradients and a second-order method everywhere else, whichresults in less numer-

ical dispersion than the second-order method and less numerical diffusion than the

first-order method [52].

In recent years, new high order finite difference methods have been developed in

the field of computational physics that are designed to robustly treat discontinuities

by upwinding in the vicinity of a discontinuity while maintaining high order accu-

racy in smooth regions. Among those methods are the essentially non-oscillatory

(ENO) finite difference methods [57]. A generalization and practical improvement

of these very successful schemes is the weighted ENO (WENO) methods. In this

study, various WENO methods [61, 72, 99, 141] are consideredfor solving popu-

lation balance models. The performance of these WENO methods are compared to

the high resolution (HR) finite volume method and a second-order finite difference

(FD2) method, for the polymorphic crystallization model developed in this thesis.

2.2.3 Control

The vast majority of papers on non-polymorphic crystallization have considered the

optimal control of only one or two characteristics of the crystal size distribution,

such as weight mean size. The most widely studied approach isto determine a tem-

perature profile (nominal T-control) that optimizes an objective function based on
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an offline nominal model [66, 86, 128, 167, 174]. Then, this temperature profile

is used as the recipe during the crystallization process. One approach to imple-

ment this control strategy is to parameterize the temperature-time trajectory into

piecewise linear functions with temperature values at somepoints of time as the

decision variables. Then, optimization is carried out to minimize/maximize a spec-

ified objective function. Although T-control is simple to implement, it has become

well-known in recent years that T-control can be very sensitive to variations in the

kinetic parameters resulting from plant-model mismatch [13, 133].

This motivated the development of robust T-control [36, 102, 149]. This ap-

proach is similar to the nominal T-control, with the objective function explicitly in-

cludes the impact of uncertainties while determining the optimal temperature-time

trajectory to be followed during batch operation. One approach to include the im-

pact of uncertainties is through the worst-case analysis, where worst-case parameter

vector and an initial estimate of performance degradation based on a Taylor series

expansion that describes the local behavior about the nominal trajectory is computed

first. Then, a nonlinear dynamic simulation is used to compute the improved esti-

mates. The difference between the initial and final estimates provides an indication

as to the accuracy of the Taylor series expansion in capturing the process dynamics

in the vicinity of the control trajectory. These quantitative estimates can be used

to decide whether more laboratory experiments are needed toproduce parameter

estimates of higher accuracy, or to define performance objectives for lower-level

control loops that implement the optimal control trajectory [103].
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With advances in sensor technologies, another control strategy developed to pro-

vide improved robustness to model uncertainty is C-control, which follows an op-

timal or nearly optimal concentration-temperature trajectory [41, 42, 50, 97, 133,

175]. There are two common approaches in implementing the C-control, namely,

the first-principles approach and the direct-design approach. In the former ap-

proach, a model constructed from material and energy balances are used to optimize

an objective function, in which the decision variables comprises the parameters

of the concentration-temperature trajectory parameterization. Then, the resulting

concentration-temperature trajectory is used as the setpoint for the lower-level con-

trol loop during the crystallization process. On the other hand, the latter approach

does not require any kinetics model and determines a suboptimal concentration-

temperature trajectory within the metastable zone as the setpoint to be followed

during the crystallization process. In many experimental and simulation studies of

non-polymorphic batch crystallizations, the C-control strategy has resulted in low

sensitivity of the product quality to most practical disturbances and variations in

kinetic parameters. Recently, the C-control strategy has been applied to polymor-

phic crystallizations to produce large crystals of any selected polymorph [80] and to

ensure maximum productivity in polymorphic transformation process [64]. In this

thesis, both T-control and C-control strategies will be applied to the polymorphic

crystallization process model developed in this study. In addition, their resulting

control performance will serve as benchmark for the other control techniques de-

veloped in this thesis.
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Despite the high impact of model predictive control (MPC) [19, 34, 44, 62,

110, 122, 127] in academic research and industrial practice, its application to solu-

tion crystallization processes has been rather limited [35, 79, 113, 131, 155]. One

contribution considered the effects of uncertainties on the closed-loop performance

of nonlinear model predictive control (NMPC) applied to crystallization processes

[113]. As in many other papers, the method of moments was utilized to simplify

the population balance equations which are partial different equations (PDEs) to a

set of ordinary differential equations (ODEs) in terms of the moments. The NMPC

optimization problem was solved using nonlinear programming and the states were

estimated using an extended Kalman filter (EKF). To the author’s knowledge, there

is no published result on the implementation of NMPC to polymorphic crystalliza-

tion, which is more challenging for a number of reasons. First, the phase equilibria

and crystallization kinetics are more complicated. Second, the method of moments

heavily used in past control algorithms for crystallization processes does not apply

during a polymorphic transformation, so that the full PDEs need to be solved. As a

consequence, the computation time required increases considerably which prohibits

the straightforward application of nonlinear programming. To alleviate this short-

coming, a practical NMPC control strategy for the polymorphic crystallization will

be developed in this thesis.

Recognizing that the system under study is a batch process, which is repetitive in

nature, it is possible to utilize the information from the previous batches to improve

the control performance from batch-to-batch (batch-to-batch control). The key idea
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of batch-to-batch control is to improve the transient response performance of an

unknown/uncertain system that operates repetitively overa fixed time interval by

using the previous actual operation data to compensate for uncertainty [2]. Though

batch-to-batch control strategy has been widely studied inmajor chemical processes

such as polymerisation process [26, 37, 169], rapid thermalprocessing [88], and so

on, the application to crystallization processes has not been found. This serves

as a motivation to investigate the implementation of batch-to-batch control to the

polymorphic crystallization process under study.



Chapter 3

Modelling the Crystallization of

L-glutamic Acid Polymorphs

3.1 Introduction

In this chapter, a kinetic model of L-glutamic acid polymorphic crystallization

is developed from batch experiments with in-situ measurements including atten-

uated total reflection Fourier transform infrared (ATR-FTIR) spectroscopy to in-

fer the solute concentration and focused beam reflectance measurement (FBRM)

which provides crystal size information. Kinetics of polymorphic transformation

have been estimated by various procedures [21, 136, 137, 171]. A commonly

used method to estimate model parameters in nonlinear process models is weighted

least squares [3, 4, 106], which has been applied to polymorphic crystallization

[18, 40, 115, 139]. While weighted least squares methods areadequate for many

27
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problems, Bayesian inference is able to include prior knowledge in the statistical

analysis which can produce models with higher predictive capability. Although

Bayesian inference is not within the standard toolkit of chemical engineers, there

have been many applications to chemical engineering problems over the years in-

cluding the estimation of parameters in chemical reaction models [9], heat transfer

in packed beds [38], microbial systems [7, 28, 117], and microelectronics processes

[53].

Quantifying uncertainties in the parameter estimates is required for assessing

the accuracy of model predictions [109, 114]. When weightedleast squares meth-

ods are used for parameter estimation, the widely used approaches to quantify un-

certainties in parameter estimates are the linearized statistics and likelihood ratio

approaches [5]. In the linearized statistics approach, themodel is linearized around

the optimal parameter estimates and the parameter uncertainty is represented by

a χ2 distribution. This model linearization can result in highly inaccurate uncer-

tainty estimates for highly nonlinear models [5], and this approach ignores physical

constraints on the model parameters. The likelihood ratio approach, which is the

nonlinear analogue to the well-known F statistic, takes nonlinearity into account

but approximates the distribution [5], and ignores constraints on the model parame-

ters. This study applies a Bayesian inference approach thatnot only avoids making

these approximations but also includes prior information during the estimation of

parameter uncertainties.

In this study, the parameters in a kinetic model for L-glutamic acid polymor-
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phic crystallization process are determined by Bayesian estimation. The probability

distribution of process model parameters is defined throughthe Bayesian posterior

density, from which all parameter estimates of interest (e.g., means, modes, and

credible intervals) are calculated. However, the conventional approach to calculate

the above estimates often involves complicated integrals of the Bayesian posterior

density which are analytically intractable. To overcome this drawback, Markov

Chain Monte Carlo (MCMC) integration [47, 98, 157] was applied to compute

these integrals in an efficient manner. MCMC does not requireapproximation of

the posterior distribution by a Gaussian distribution [23,28, 85]. This posterior

distribution for the estimated parameters can be used to accurately quantify the ac-

curacy of model predictions and can be incorporated into robust control strategies

for crystallization process [114].

This chapter is organized as follows. The next section describes the experi-

mental procedure to obtain measurement data for parameter estimation. A short

review of Bayesian theory and MCMC integration is in Section3.3. In Section 3.4,

the L-glutamic acid crystallization model is described andthe parameter estimation

results discussed. This is followed by the conclusions.

3.2 Experimental methods

The crystallization instrument setup used was similar to that described previously

[41]. A Dipper-210 ATR immersion probe (Axiom Analytical) with ZnSe as the
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Table 3.1: L-glutamic acid aqueous solutions used for calibration.
Concentration[g/g of water] Temperature range[◦C]

0.00837 35 to 21
0.01301 48 to 13
0.01800 57 to 32
0.02300 64 to 34
0.02800 64 to 45

internal reflectance element attached to a Nicolet Protege 460 FTIR spectropho-

tometer was used to obtain L-glutamic acid spectra in aqueous solution, with a

spectral resolution of 4cm−1. The chord length distribution (CLD) for L-glutamic

crystals in solution were measured using Lasentec FBRM connected to a Pentium

III running version 6.0b12 of the FBRM Control Interface software.

3.2.1 Calibration for solution concentration

Different solution concentrations of L-glutamic acid (99%, Sigma Aldrich) and de-

gassed deionized water were placed in a 500-ml jacketed round-bottom flask and

heated until complete dissolution. The solution was then cooled at 0.5◦C/min

while the IR spectra were being collected, with continuous stirring in the flask using

an overhead mixer at 250 rpm. Table 3.1 lists the five different solution concentra-

tions used to build the calibration model.

The IR spectra of aqueous L-glutamic acid in the range 1100-1450cm−1 and the

temperature were used to construct the calibration model based on various chemo-

metrics methods such as principal component regression (PCR) and partial least

squares regression (PLS) [159]. The calculations were carried out using in-house
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MATLAB 5.3 (The Mathworks, Inc) code except for PLS, which was from the PLS

Toolbox 2.0. The mean width of the prediction interval was used as the criterion to

select the most accurate calibration model. The noise levelwas selected based on

the compatibility of the prediction intervals with the accuracy of the solubility data.

The chemometrics method forward selection PCR 2 (FPCR 2) [168] was selected

because it gave the smallest prediction interval; using a noise level of 0.001, the

prediction interval (0.73 g/kg) was compatible with the accuracy of this model with

respect to solubility data reported in the literature [115].

3.2.2 Solubility determination and feedback concentration con-

trol experiments

The commercially available L-glutamic acid crystals were verified to be pureβ-

form using powder X-ray diffraction (XRD) and were used for the determination

of theβ-form solubility curve. Pureα-form crystals obtained using a rapid cool-

ing method outlined previously [115] were used to determinetheα-form solubility

curve in similar fashion as theβ-form in a separate experiment. For each poly-

morph, the IR spectra of L-glutamic acid slurries (saturated, and with excess crys-

tals) were collected at different temperatures ranging from 25◦C to 60◦C. The slurry

was equilibrated for 45 minutes to 1 hour at a specified temperature before recording

the IR spectra. The solution concentration was then calculated using the aforemen-

tioned calibration model. The resulting solubility measurements for L-glutamic acid



CHAPTER 3. MODELLING THE CRYSTALLIZATION OF L-GLUTAMIC
ACID POLYMORPHS 32

Table 3.2: Solubility data for L-glutamic acid polymorphs.
Temperature[◦C] Solubility of α-form [g/kg] Solubility of β-form [g/kg]

25 10.5971 8.5434
30 13.1599 9.7362
35 15.8004 12.4257
40 19.1689 13.7163
45 23.3185 17.0729
50 27.0364 19.8722
55 31.7768 23.3904
60 36.8028 27.7567
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Figure 3.1: Solubility curves of L-glutamic acid polymorphs.

polymorphs are tabulated in Table 3.2 and Figure 3.1 compares the measurements

to their quadratic polynomial fitting.

In the seeded batch crystallization experiments, appropriate amounts of L-glutamic

acid (99%, Sigma Aldrich) in 400 g of water was heated to about5◦C above theβ-

form saturation temperature in a 500-mL jacketed round-bottom flask with an over-

head mixer at 250 rpm, to create an undersaturated solution.The crystallizer was
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then cooled and seed crystals (either pureα- or β-form) were added when the solu-

tion was supersaturated with respect to the seeded form. Different supersaturation

setpoint profiles were followed during crystallization based on in-situ solution con-

centration measurement as described previously [41]. The control algorithm was

started shortly after seeding.

3.3 Review of Bayesian inference

3.3.1 Bayesian posterior

Bayesian inference is the process of fitting a probability model to a set of data

and summarizing the results by a probability distribution on the parameters of the

model and on unobserved quantities such as predictions for new observations [47].

The fundamental difference between Bayesian and traditional statistical methods is

the interpretation of probability. Classical methods, also known as the frequentist

methods, perceive probability as the long-run relative frequency of occurrence de-

termined by the repetition of an event. A Bayesian method perceives probability

as a quantitative description of the degree of belief in a given proposition [14, 28].

With this interpretation of probability, the Bayesian method allows a practitioner to

account for prior information in a statistical analysis.

Furthermore, Bayesian inference facilitates a common-sense interpretation of

statistical conclusions. For instance, a Bayesian credible interval for an unknown

quantity of interest can be directly regarded as having a high probability of con-
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taining the unknown quantity, in contrast to a frequentist confidence interval, which

may strictly be interpreted only in relation to a sequence ofsimilar inferences that

might be made in repeated practice. A brief introduction to Bayesian inference is

given below. Interested readers are referred to references[14, 22, 47] for a thorough

discussion.

The main substance of Bayesian inference is Bayes’ rule:

Pr(θ|y) =
Pr(y|θ)Pr(θ)

Pr(y)
, (3.1)

whereθ is a vector of unknown parameters of interest andy represents the collected

data which is used to inferθ. These data usually consist of observed state variables

(e.g., concentration) at different time points.Pr(θ) is the prior distribution ofθ,

Pr(y|θ) is referred as the sampling distribution (or data distribution) for fixed pa-

rametersθ. When the datay are known and the parametersθ are unknown (i.e., as

parameter estimation), the termPr(y|θ) is referred as the likelihood function and

denoted asL(θ|y). Pr(θ|y) is referred as the Bayesian posterior distribution ofθ,

andPr(y) =
∫

Pr(y|θ)Pr(θ)dθ acts as a normalizing constant to ensure that the

Bayesian posterior integrates to unity. This constant is also called marginal like-

lihood or Bayes factor. For the inference ofθ, the Bayes factor can be omitted

since it does not affect the the resulting posterior distribution ofθ, which yields the
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unnormalized posterior distribution:

Pr(θ|y) ∝ L(θ|y)Pr(θ) . (3.2)

In this study, it is assumed that the model structure is correct, and the measure-

ment noise is distributed normally with zero mean and unknown variance. Then the

likelihood is of the form

L(θ|y) = L(θsys, σ|y)

=

Nm
∏

j=1

Ndj
∏

k=1

Pr(yjk|θsys, σ)

=
Nm
∏

j=1

Ndj
∏

k=1

1√
2πσj

exp

(

−(yjk − ŷjk(θsys))
2

2σ2
j

)

=
1

Nm
∏

j=1

(√
2πσj

)Ndj

exp



−
Nm
∑

j=1

Ndj
∑

k=1

(yjk − ŷjk(θsys))
2

2σ2
j



 , (3.3)

whereθ = [θsys, σ]T is the vector of parameters of interest which consist of sys-

tem/model (θsys) and noise (σ) parameters,yjk and ŷjk are the measurement and

predicted value ofjth variable at sampling instancek, respectively,Nm is the num-

ber of measured variables,Ndj
is the number of time samples ofjth variable, and

σj is the standard deviation of the measurement noise in thejth variable.

The prior distributionPr(θ) can be informative or non-informative, depending

on the prior knowledge ofθ. The most commonly used non-informative prior is

Pr(θ) ∝ 1. However, this is an improper prior distribution, since itsintegral is in-
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finity, and may lead to an improper posterior distribution. The use of an informative

prior distribution is preferred, for example, a prior distribution which specifies the

minimum and maximum possible values ofθ is

Pr(θ) ∝



















1 if θmin ≤ θ ≤ θmax

0 otherwise,

(3.4)

which means that all values ofθ betweenθmin andθmax have equal probability. In

cases where the prior distribution is available from past parameter estimation stud-

ies, the distribution is not uniform [53]. A detailed discussion regarding informative

and non-informative priors can be found in the literature [10, 22, 47].

The product of the likelihood and prior distribution definesthe Bayesian poste-

rior, which is the joint probability distribution for all parameters after data have been

observed. Once the Bayesian posterior is defined, it is desirable to determine the

mean, mode, and credible intervals associated with each of the parameters. Markov

chain simulation, also called Markov Chain Monte Carlo (MCMC), is employed for

that purpose in this study.

3.3.2 Markov chain simulation

Markov chain simulation draws values ofθ from approximate distributions and then

corrects these values to better approximate the target distribution. In this case, the

target distribution is the Bayesian posterior. The samplesare drawn sequentially,
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with the distribution of the sampled values depending on thelast value drawn. The

Markov chain is a sequence of random variablesθ0, θ1, . . ., for which, for anys, the

distribution ofθs+1 given all previousθ’s depends only on the most recent value,

θs. The key to the method’s success, however, is not the Markov property but rather

that the approximate distributions are improved at each step in the simulation, in the

sense of converging to the target distribution.∗

In the application of Markov chain simulation, several parallel chains are drawn.

Parameters from each chainc, θc,s, s = 1, 2, 3, . . . , are produced by starting at some

point θc,0 and then, for each steps, drawingθc,s+1 from a jumping distribution,

Ts(θ
c,s+1|θc,s) that depends on the previous draw,θc,s. The jumping probability

distributions must be constructed so that the Markov chain converges to the target

posterior distribution.

The Metropolis algorithm [108] is a simple algorithm to construct a Markov

chain which converges to the posterior distribution. The algorithm is an adaptation

of a random walk that uses an acceptance/rejection rule to converge to the specified

target distribution. In the Metropolis algorithm, the widely used approach to create

the next step of the chainc, θc,sp, is to perturb the current step of the chainθc,s by

adding some amount of noise (θc,sp = θc,s + ǫ), whereǫ is distributed normally with

zero mean and covariance matrixΣ. However, specifying the covariance matrix can

be challenging. This covariance matrix needs to be chosen insuch a way so as to

balance progress in each step and a reasonable acceptance rate. A poorly chosen co-

∗For further information on Markov chains, readers are referred to other literature [47, 98].
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variance matrix may cause slow convergence. Traditionally, the covariance matrix

is estimated from a trial run and much recent research is devoted to ways of doing

that efficiently and/or adaptively [55]. If parametersθ are highly correlated, special

precautions must be taken to avoid singularity of the estimated covariance matrix.

Recently, there has been a development in combining evolutionary algorithms

with MCMC. [11, 87, 95, 96]. Among others, the combination ofdifferential evo-

lution (DE) with MCMC is particularly interesting. Behind DE is an evolutionary

algorithm for numerical optimization; its combination with MCMC (shortened as

DE-MC [11]) solves an important problem in MCMC, namely thatof choosing an

appropriate scale and orientation for the jumping distribution (i.e., related to the co-

variance matrixΣ in the Metropolis algorithm). In DE-MC, the jumps are simplya

fixed multiple of two random parameter vectors that are currently in the population,

and the selection process of DE-MC works via the usual Metropolis ratio which de-

fines the probability with which a proposal is accepted. Motivated by its efficiency

and effectiveness, DE-MC is utilized to construct the Markov chains ofθ in this

study.

Constructing the Markov chains is one step. Next is to monitor the convergence

of the chains in order to decide how many samples need to be collected or when to

stop the MCMC simulation. Too few samples will result in an inaccurate distribu-

tion of the parametersθ. Here, potential scale reduction factors (R̂i) were adopted

to monitor the convergence of the Markov chains [47], which estimate the potential

improvement in the Markov chain estimation of the respective ith parameterθi if
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the Markov chain simulation were continued. This potentialscale reduction factor

is calculated from the following equations:

R̂i =

√

v̂ar+(θ|y)i

Wi

, (3.5)

v̂ar+(θ|y)i =
n− 1

n
Wi +

1

n
Bi , (3.6)

Bi =
n

m− 1

m
∑

c=1

(

θ̄c
i − θ̄i

)2
, (3.7)

Wi =
1

m

m
∑

c=1

(dc
i)

2 , (3.8)

θ̄c
i =

1

n

n
∑

s=1

θc,s
i , (3.9)

θ̄i =
1

m

m
∑

c=1

θ̄c
i , (3.10)

(dc
i)

2 =
1

n− 1

n
∑

s=1

(

θc,s
i − θ̄c

i

)2
, (3.11)

whereθc,s
i is the simulation draws of parameteri from step chainc at steps,Bi and

Wi are the between- and within-sequence variances of parameter i, respectively,m

is the number of parallel chains, with each chain of lengthn. The potential scale

reduction factor decreases asymptotically to1 asn→ ∞. OnceR̂i is near 1† for all

i, it is safe to stop the simulation.

To summarize, the following is the procedure for constructing Markov chains

using DE-MC with the potential scale reduction factor as thestopping criterion:

(1) Draw starting parameters for all chains,θc,0 (c = 1, . . . , m), from a start-

ing distribution or choose starting parameters from dispersed values around a

†According to Gelman et al. [47], a value below 1.1 is acceptable.
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crude approximation of the parameters.

(2) At each step, create a proposed valueθc,sp according to the jumping rule

θc,sp = θc,s + γ
(

θR1,s − θR2,s
)

+ e , (3.12)

wheree is drawn from a symmetric distribution with a small variancecom-

pared to that of the target, but with unbounded support (e.g., e ∼ N(0, b)Nθ

with b small,b = 10−4 is utilized in this study),Nθ is the number of parame-

ters inθ, θR1,s andθR2,s are randomly selected without replacement from all

chains at steps, andγ is a scaling constant with typical values between0.4

and1. From the guidelines in the literature [11], the optimal choice of γ is

2.38/
√

2Nθ. This choice ofγ is expected to give an acceptance probability

of 0.44 forNθ = 1, 0.28 forNθ = 5, and 0.23 for largeNθ.

(3) Calculate the ratio of the posterior densities,

r =
Pr (θc,sp|y)

Pr (θc,s|y)
. (3.13)

and obtainθc,s+1 from

θc,s+1 =



















θc,sp with probability min{r, 1}

θc,s otherwise.

(3.14)
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(4) For each parameteri, calculate the potential scale reduction factorR̂i by Eqs.

(3.5) to (3.11). IfR̂i ≤ 1.1 for all i = 1, 2, . . . , Nθ, stop the iteration and

construct the matrix

Θ =

















θ1
1 · · · θ1

Nθ

...
. . .

...

θNs
1 · · · θNs

Nθ

















, (3.15)

whereΘ contains the approximated samples from the target distribution and

Ns is the total number of values drawn from the second halves forall the

chains.

Otherwise, ifR̂i > 1.1 for anyi, sets = s+ 1 and go to Step 2.

3.3.3 Monte Carlo integration

In the previous sections, the Bayes posterior was defined anda method for drawing

samples from it was described, from which a matrixΘ was generated. Here, the

significance of this matrix is described through its use for calculating the desired

properties of the Bayes posterior.

In order to calculate any properties of the Bayes posterior,it is necessary to

evaluate integral

E[f(θ)] =

∫ θmax

θmin

f(θ)Pr(θ|y)dθ , (3.16)
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whereE[·] is the expected value,f(θ) is a function for which the expected value

is to be estimated. Conventionally, this integration can beperformed analytically if

the resulting function inside the integral operator is simple. However, the Bayesian

posteriors most often have irregular forms such that analytical integrations become

infeasible. In such situations, it is suitable to perform Monte Carlo integration [47,

98, 157] which utilizes the matrixΘ obtained in the previous section:

E[f(θ)] = lim
Ns→∞

1

Ns

Ns
∑

l=1

f(θl)

≈
1

Ns

Ns
∑

l=1

f(θl) for largeNs , (3.17)

whereθl =
[

θl
1, θ

l
2, . . . , θ

l
Nθ

]

is a random sample drawn from the Bayesian posterior

which is obtained from thelth row of matrix Θ. For example, the mean of each

parameterθi is obtained by settingf(θl) = θl in Eq. (3.17).

It is also desirable to obtain the marginal mode and credibleinterval for each

parameter. Conventionally, this is done by drawing samplesfrom the marginal pos-

terior for each parameter and analyzing their histograms, where the marginal pos-

terior is calculated by integrating the Bayes posterior with respect to all parameters

except the desired parameter as follows

Pr(θi|y) =

∫ θ1,max

θ1,min

· · ·
∫ θj,max

θj,min

· · ·
∫ θNθ,max

θNθ,min

Pr(θ1, . . . , θj , . . . , θNθ
|y)

dθ1 · · · dθj · · · dθNθ
,

(3.18)
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wherej 6= i andPr(θi|y) is the marginal posterior ofθi. By taking advantage of

the MCMC approach, this integration is not required since the samples from the

marginal posterior ofθi are given by theith column of the matrixΘ. The marginal

mode ofθi was estimated by determining the highest peak in the histograms of

the marginal posterior. Finally, the95% credible interval ofθi was estimated by

determining the range ofθi which have cumulative marginal distribution between

2.5% to 97.5%.

3.4 L-glutamic acid crystallization model

A kinetic model for the crystallization of metastableα-form and stableβ-form crys-

tals of L-glutamic acid is developed. This appears to be the first model for poly-

morphic crystallization that includes all of the kinetic processes, and also includes

their dependence on the temperature. An earlier model for this system did not in-

clude the nucleation and growth kinetics ofα-form crystals [115]. An improved

model which includes those kinetics [139] only considered primary heterogeneous

nucleation, which only applies when the crystallization iseither starved of nuclei

or overwhelmed by a burst of new crystals, and hence not applicable to industrial

practice [27]. To develop a model amenable for industrial application, secondary

nucleation is considered in this study.
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3.4.1 Kinetic model

The mass balance on the crystals is described by a populationbalance equation [69]

∂fi

∂t
+
∂(Gifi)

∂L
= Biδ(L− L0) , i = α, β (3.19)

wherefi is the crystal size distribution of thei-form crystals[#/m4] (i.e., α- or

β-form crystals),Bi andGi are the nucleation[#/m3s] and growth rate[m/s] of

thei-form crystals, respectively,L andL0 are the characteristic size of crystals[m]

and nuclei[m], respectively, andδ(·) is a Dirac delta function.

For parameter estimation, the method of moments‡ was applied to Eq. (3.19) to

give

dµi,0

dt
= Bi , (3.20)

dµi,n

dt
= nGiµi,n−1 +BiL

n
0 , n = 1, 2, . . . , (3.21)

where thenth moment of thei-form crystals[# mn−3] is given by

µi,n =

∫ ∞

0

LnfidL . (3.22)

‡The approach applies for the experimental conditions in this study in which data were collected
during nucleation and growth. The full population balance equation (3.19) is used under conditions
in which dissolution occurs.
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The above equations are augmented by the solute mass balance:

dC

dt
= −3

103

ρsolv
(ραkvαGαµα,2 + ρβkvβGβµβ,2) , (3.23)

whereC is the solute concentration[g/kg], ρsolv is the density of the solvent[kg/m3],

ρi is the density of thei-form crystals[kg/m3], kvi is the volumetric shape factor of

thei-form crystals (dimensionless) as defined byvi = kviL
3, wherevi is the volume

of the i-form crystal[m3], and103 is a constant[g/kg] to ensure unit consistency.

The kinetic expressions are

Bα = kbα(Sα − 1)µα,3 (3.24)

(α-form crystal nucleation rate),

Gα =



















kgα(Sα − 1)gα if Sα > 1

kdα(Sα − 1) otherwise

(3.25)

(α-form crystal growth/dissolution rate),

Bβ = kbβ,1 (Sβ − 1)µα,3 + kbβ,2 (Sβ − 1)µβ,3 (3.26)

(β-form crystal nucleation rate),

Gβ = kgβ,1 (Sβ − 1)gβ exp

(

− kgβ,2

Sβ − 1

)

(3.27)

(β-form crystal growth rate),

whereSi = C/Csat,i andCsat,i = ai,1T
2 + ai,2T + ai,3 are the supersaturation and

the saturation concentration[g/kg] of thei-form crystals, respectively, andT is the
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solution temperature[◦C]. The kinetic parameterskbα, kgα, andkdα correspond to

the nucleation[#/m3s], growth[m/s], and dissolution[m/s] rates ofα-form crys-

tals, respectively, whereaskbβ,j andkgβ,j correspond to thejth nucleation[#/m3s]

and growth[m/s] for j = 1 and dimensionless forj = 2 rates ofβ-form crystals,

respectively, andgi is the growth exponent of thei-form crystals which may have a

value between1 (for diffusion-limited growth) and2 (for surface integration-limited

growth) [107]. The Arrhenius equation was used to account for the variability of

crystal growth rate with temperature:

kgα = kgα,0 exp

(

− Egα

8.314 (T + 273)

)

, (3.28)

kgβ,1 = kgβ,0 exp

(

− Egβ

8.314 (T + 273)

)

, (3.29)

wherekgi,0 andEgi are the pre-exponential factor[m/s] and activation energy[J/mol]

for the growth rate ofi-form crystals, respectively. The values for densities, vol-

umetric shape factors, and parameters for the saturation concentration are in Ta-

ble 3.3.

Secondary nucleation is assumed for bothα- andβ-form crystals, since it is the

dominant nucleation process in seeded crystallization. Primary nucleation is not in-

cluded in the model since it is negligible compared to the secondary nucleation. The

nucleation rate expression (3.25) and the second term in Eq.(3.27) were adapted

from that reported in the literature forβ crystals for L-glutamic acid [115]. We have

introduced the first term in Eq. (3.27) to model the nucleation of β-form crystals
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Table 3.3: Values for densities, volume shape factors, and saturation concentration
parameters.

Parameters Values

ρsolv 990
ρα 1540
ρβ 1540
kvα 0.480
kvβ 0.031
aα,1 8.437 × 10−3

aα,2 0.03032
aα,3 4.564
aβ,1 7.644 × 10−3

aβ,2 −0.1165
aβ,3 6.622

from the surface ofα-form crystals. The growth rate expression for theα-form

crystals includes both growth (positive supersaturation)and dissolution (undersatu-

ration). Dissolution occurs during the polymorphic transformation ofα- to β-form

crystals, whereα-form crystals dissolve andβ-form crystals nucleate and grow. As

reported in the literature [115, 139], the dissolution kinetics cannot be estimated

accurately from polymorphic transformation experiments,as the growth rate ofβ-

form crystals is limiting. Thus the simple form of dissolution rate with exponential

factor of 1 was used withkdα determined by a correlation equation based on mass

transfer-limited dissolution, as reported in the literature [139]. The growth rate ex-

pressions for bothα- andβ-form crystals are also adopted from the literature [81],

except that the exponential term for theα-form crystals is omitted in this study as it

had a negligible effect on the model fitness to the data.
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3.4.2 Parameter estimation

Before parameter estimation is carried out, the measured variables are discussed

first. The various in-situ sensors that have become available for crystallization

processes have removed or reduced sampling of the crystal slurry during crystal-

lization and reduced the amount of pharmaceutical needed for each batch experi-

ment. The two in-situ measurements utilized in this study were ATR-FTIR spec-

troscopy which infers the solute concentration and FBRM which provides crystal

size information throughout the batch. Inferential modelling was used to construct

a calibration curve to relate the FTIR spectra to the solute concentration, using

procedures described elsewhere [158, 160]. FBRM measures the chord length dis-

tribution (CLD), which is not the same as the crystal size distribution (CSD) that

appears in the models in the previous section.

The CSD can be computed from the CLD under certain assumptions [68, 135,

146, 154]. For some systems, the square-weighted chord length was found to be

comparable to laser diffraction, sieving, and electrical sensing zone analysis over

the range of50 − 400µm [59]. Although the aforementioned methods are able to

estimate the CSD from CLD successfully for some systems, thetheory behind these

methods require many assumptions, including that the particles perfectly backscat-

ter light at all angles and that shape of the crystals is known. Although these as-

sumptions are true for many particulate systems (such as round polymer beads with

a rough surface in water at low-to-moderate solids densities [68]), the assumptions
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are not accurate for other particulate systems including the system studied here

which has crystals with a similar refractive index as the solution (and hence poor

backscattering properties). Due to the limited time and pharmaceutical quantity

available in the early-stage of batch crystallization design, it is typically not pos-

sible to carry out the extensive studies to verify the assumptions and to determine

the effects of non-ideality of the assumptions on the accuracy of the estimates of

the CSD from the CLD. Furthermore, computing the CSD from theCLD when as-

sumptions such as perfect laser backscattering do not hold is still an open problem

[135, 161].

An alternative approach is to use the low-order moments of the CLD directly

[54, 161] without first estimating the CSD from the CLD. This approach replaces

the first-principles model for the CSD with a gray-box model for the CLD, in which

the structure of the first-principles model for the low-order moments of the CSD

is used to parametrize the low-order moments for the CLD [161]. The reasoning

behind this particular gray-box model is that the mapping between the CLD and

the CSD is static (most of the aforementioned mapping methods assume that the

mapping is actually linear), so the low order moments of the CLD should follow the

same dynamic trends as the low-order moments of the CSD. Due to the limitation

of the FBRM precision, the zeroth moment was not used becauseFBRM would

undercount the very small crystals. On the other hand, it is not advisable to use

moments with order higher than two because higher order moments are sensitive

to low-sampling statistics of the large crystals [54]. In this study, the first-order
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moment was used. As with any model [5], this study assesses the applicability of

this gray-box modelling by quantifying the accuracy of the kinetic parameters and

the model’s predictions.

The experiments are categorized into two sets, namely,α-seeded andβ-seeded

experiments. The seed crystal size distribution was approximated as a normal dis-

tribution

fi (L, 0) = fseed,i (L) =
λi√

2πσseed,i

exp

(

−(L− µseed,i)
2

2σ2
seed,i

)

, (3.30)

with the parameters (λi, σseed,i, andµseed,i) in Table 3.4. The time series for the tem-

perature, first-order moment of thei-form crystals, and solute concentration for all

experiments are shown by the solid lines in Figures 3.2-3.7.For all theβ-seeded ex-

periments, there is no apparent formation ofα-form crystals at the end of all batches

(Table 3.4).§ As a result, the kinetic parameters forβ-form crystals were indepen-

dently obtained from theβ-seeded experiments, except forkbβ,1, which accounts for

the nucleation ofβ- from α-form crystals. Oneα-seeded experiment was operated

at a high enough temperature that a measurable quantity ofβ-form crystals nucle-

ated and grew (Experiment 3 in Table 3.4), so there would be enough information

content in the data forkbβ,1 to be estimated. This experimental design enabled the

kinetic parameters forβ-form crystals to be obtained before determining the kinetic

parameters forα-form crystals.

§Samples were taken at the end of all batches and XRD was used todetermine the crystals form
purity.
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The nucleation and growth kinetics ofα andβ-form crystals have ten parameters

to be estimated, four (kbα, kgα,0, gα, Egα) corresponding to the kinetics ofα-form

crystals and six (kbβ,1, kbβ,2, kgβ,0, kgβ,2, gβ, Egβ) corresponding to the kinetics of

β-form crystals. In relation to the notation defined in Section 3.3, the measured

variablesy and parameters of interestθ for each set of experiments are defined

in Table 3.5, whereσci, σµi,1
, σxi

are the noise parameters for thei-form crystals.

The prior distributionPr(θ) came from a preliminary parameter estimation that

was carried out using maximum likelihood techniques as described in Miller and

Rawlings [109], which resulted in a normal distribution foreach parameter. These

were modified forgα andgβ according to Eq. (3.4) to limit their values between 1

and 2. The resulting marginal probability distributions ofθ from α- andβ-seeded

experiments are in Figures 3.8 and 3.9, respectively. Whilesome of the marginal

probability distributions could be approximated by a normal distribution, others

are not. These distributions can be directly inserted into those model predictive

control and other control algorithms that have been designed to ensure robustness

to stochastic parameter uncertainties [114]. The means, modes, and95% credible

intervals for the model parameters based on their marginal probability distributions

are in Table 3.6. Figures 3.2-3.7 compare the temperature, first-order moment of the

i-form crystals, and solute concentration trajectories obtained from experimental

data and those predicted through simulation using the aforementioned mean values

as the model parameters.

It is well-known that concentration data alone are not sufficient to character-
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ize nucleation [109]. The small uncertainties in the nucleation kinetic parameters

indicate that the first-order moment of the FBRM provided enough information to

characterize the nucleation kinetics. The small range in the uncertainties for the

activation energies indicates that the temperature range from 24 to 55◦C in the ex-

periments was large enough to enable activation energies tobe estimated. The rather

large uncertainty inkgα,0 is mainly due to the large correlation coefficient of 0.993

betweenkgα,0 andEgα, where a small change inEgα necessitates a larger change

in kgα,0 to ensure the resultingkgα in Eq. (3.28) is of the same order of magnitude.

Similar reasoning explains the large uncertainty inkgβ,0, with the correlation coef-

ficient betweenkgβ,0 andEgβ equal to 0.997. The growth exponent for theα-form

is near 2, which indicates that theα-form growth rate is surface integration-limited,

whereas that for theβ-form is near 1, suggesting that theβ-form growth rate is

diffusion-limited. Unlike past studies that quantified uncertainties in the kinetic

parameters for crystallization processes [109, 161], the analysis in this study ex-

plicitly takes into account hard theoretical bounds on the values for the parameters.

In particular, the application of the linearized analyses used in past papers would

have resulted in a confidence interval that included values of gβ < 1, whereas the

Markov Chain simulation approach takes the lower bound of 1 into account during

the statistical analysis (see Figure 3.9d).

To assess the predictive capability of the resulting model,another pair of exper-

iments (i.e., oneα- and oneβ-seeded experiment) were carried out with the seed

distributions in Table 3.7. The trajectories of the temperature, first-order moment
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of the i-form crystals, and solute concentration trajectories obtained from experi-

mental data and those predicted through simulation are plotted in Figures 3.10 and

3.11. As can be seen from those figures, the predictive capability of the model is

sufficiently accurate for use in process design and control.The solute concentration

predicted by the model are quite close to the measured soluteconcentration in both

validation experiments, with the differences between the predicted and experimen-

tal first-order moment being comparable to or smaller than the differences in the

model and experimental first-order moments in the experiments used for parame-

ter estimation (compare Figures 3.10 and 3.11 with Figures 3.2-3.7). The biases

observed in the model predictions for the first-order momentof the i-form crys-

tals could be due to the FBRM undercounting very small and large crystals, which

would cause a different time-varying bias in different experiments.

Table 3.4: Seed crystal size distribution data and the purity of α-form crystals at the
end of batch (xα).
No. Seed Size Mass λi σseed,i µseed,i xα

[µm] [g/kg] [m] × 106 [m] × 106

1 α 180 − 250 0.613 8.227 × 107 8.608 214.977 ≈ 1.000
2 α 75 − 180 0.613 3.877 × 108 12.127 127.269 ≈ 1.000
3 α 75 − 180 0.592 3.731 × 108 12.115 127.427 0.924
4 β 40 − 270 4.900 2.483 × 1010 27.289 155.069 ≈ 0.000
5 β 40 − 270 3.225 1.630 × 1010 27.989 155.017 ≈ 0.000
6 β 40 − 270 2.972 1.501 × 1010 28.131 155.004 ≈ 0.000
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Table 3.5: Definition of measured variablesy and interested parametersθ for α-
andβ-seeded experiments.
Seed θT yT

α
[

ln(kbα), ln(kgα,0), gα, ln(Egα), ln(kbβ,1), ln(σcα), ln(σµα,1), ln(σxα)
]

[C, µα,1, xα]
β

[

ln(kbβ,2), ln(kgβ,0), ln(kgβ,2), gβ, ln(Egβ), ln(σcβ), ln(σµβ,1
)
]

[C, µβ,1]

Table 3.6: The model parameters determined from parameter estimation.
Parameters mean mode 95% credible interval

ln(kbα) 17.233 17.213 17.083 to 17.377
ln(kgα,0) 1.878 1.778 0.801 to 2.912
gα 1.859 1.860 1.775 to 1.944

ln(Egα) 10.671 10.671 10.612 to 10.725
ln(kbβ,1) 15.801 15.796 15.758 to 15.842
ln(kbβ,2) 20.000 20.000 19.961 to 20.036
ln(kgβ,0) 52.002 52.426 50.745 to 53.322
ln(kgβ,2) −0.251 −0.251 −0.311 to−0.197
gβ 1.047 1.016 1.002 to 1.143

ln(Egβ) 12.078 12.076 12.060 to 12.097

Table 3.7: Seed crystal size distribution data and the purity of α-form crystals at the
end of batch (xα) for model validation.
No. Seed Size Mass λi σseed,i µseed,i xα

[µm] [g/kg] [m] × 106 [m] × 106

V1 α 75 − 180 0.613 3.877 × 108 12.127 127.269 ≈ 1.000
V2 β 40 − 270 3.060 1.547 × 1010 28.081 154.978 ≈ 0.000
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Figure 3.2: Experimental and model trajectories for (a) temperature, (b) the first-
order moment of theα-form crystals, and (c) solute concentration for Experiment 1
of Table 3.4. The vertical line in plot (a) shows the seeding time.
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Figure 3.3: Experimental and model trajectories for (a) temperature, (b) the first-
order moment of theα-form crystals, and (c) solute concentration for Experiment 2
of Table 3.4. The vertical line in plot (a) shows the seeding time.
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Figure 3.4: Experimental and model trajectories for (a) temperature and (b) the
first-order moment of theα andβ-form crystals, and (c) solute concentration for
Experiment 3 of Table 4. The vertical line in plot (a) shows the seeding time. The
experimental trajectory of the first-order moment is not plotted because the FBRM
data was corrupted due to sensor fouling. Hence, the first-order moment from this
experiment was not used in the parameter estimation.
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Figure 3.5: Experimental and model trajectories for (a) temperature, (b) the first-
order moment of theβ-form crystals, and (c) solute concentration for Experiment 4
of Table 3.4. The vertical line in plot (a) shows the seeding time.
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Figure 3.6: Experimental and model trajectories for (a) temperature, (b) the first-
order moment of theβ-form crystals, and (c) solute concentration for Experiment 5
of Table 3.4. The vertical line in plot (a) shows the seeding time.
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Figure 3.7: Experimental and model trajectories for (a) temperature, (b) the first-
order moment of theβ-form crystals, and (c) solute concentration for Experiment 6
of Table 3.4. The vertical line in plot (a) shows the seeding time.
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Figure 3.8: The marginal distributions of parametersθ obtained fromα-seeded
experiments (Table 3.5).
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Figure 3.9: The marginal distributions of parametersθ obtained fromβ-seeded ex-
periments (Table 3.5).
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Figure 3.10: Experimental and predictive trajectories of (a) temperature, (b) the
first-order moment of theα-form crystals, and (c) solute concentration for Experi-
ment V1 of Table 3.7. The vertical line in plot (a) shows the seeding time.
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Figure 3.11: Experimental and predictive trajectories of (a) temperature, (b) the
first-order moment of theβ-form crystals, and (c) solute concentration for Experi-
ment V2 of Table 3.7. The vertical line in plot (a) shows the seeding time.
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3.5 Conclusions

A model of polymorphic crystallization of L-glutamic acid,which consist ofα-

andβ-form crystallization, has been developed. The detailed kinetics model takes

into account the temperature dependence of the crystals growth kinetic parameters,

compared to past studies on the modelling of L-glutamic acidcrystallization [115,

139]. In addition to providing point estimates of the kinetic parameters, a Bayesian

inference approach is used to determine a detailed marginalprobability distribution

for each parameter. The marginal probability distributions of the parameters can

give practitioners insight regarding the parameter uncertainties and are of significant

value to develop robust control strategies for the crystallization process [114].

Although this study considers a specific polymorphic crystallization, the same

parameter estimation method can be applied for crystallizations in which many nu-

cleation and growth rates occur simultaneously, or when there are no prior literature

data or estimates for the model parameters. The details of the nucleation and growth

rate expressions may be different, depending on the particular solute-solvent sys-

tem. With multiple polymorphs in the crystallizer, improved parameter estimates

would be obtained by including polymorph ratio measurements obtained from in-

situ Raman spectroscopy in Eq. (3.3) [150].



Chapter 4

High-order Simulation of

Polymorphic Crystallization

4.1 Introduction

Numerical simulations for polymorphic crystallizations enable the investigation of

the effects of various operating conditions and can be used for optimal design and

control [64, 130, 139]. Solving population balance equations is particularly chal-

lenging when the partial differential equations (PDEs) arehyperbolic with sharp

gradients or discontinuities in the distribution [148]. Standard first-order methods

require a very small grid size in order to reduce the numerical diffusion (i.e., smear-

ing), whereas standard higher order methods introduce numerical dispersion (i.e.,

spurious oscillations), which usually results in a crystalsize distribution with neg-

ative values. Efficient and sufficiently accurate computational methods for simu-

66
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lating the population balance equations are required to ensure the behaviour of the

numerical solution is determined by the assumed physical principles and not by the

chosen numerical method.

There have been many papers on the numerical solution of population balance

models. The method of moments approximates the distribution by its moments

[69], which under certain conditions, converts the hyperbolic PDEs into a small

number of ordinary differential equations (ODEs) that describe characteristics of

the distribution. The method of moments does not apply to population balance

equations (PBEs) which do not satisfy moment closure conditions. The method

of weighted residuals approximates the size distribution by a linear combination

of basis functions [147], which results in a system of ODEs. For most practical

crystallizations, a large number of basis functions is needed to approximate the

distribution, which results in high computational cost. The Monte Carlo method

tracks individual particles, each of which exhibits stochastical behaviour accord-

ing to a probabilistic model [15, 58, 123]. This approach is too computationally

expensive for most industrial crystallizations. Another problem-specific numerical

method for solving population balance equations is the method of characteristics

[83, 121]. This method solves each population balance equation by finding curves

in the characteristic size-time plane that reduce the equation to an ODE. While

the method is highly efficient when the kinetics are simple, the approach does

not generalize to more complex kinetics. Most publicationson numerical meth-

ods for solving PBEs involve various types of discretizations and go by a variety
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of names including “method of classes” and “discretized population balance equa-

tions” [65, 82, 100, 101, 118]. In recent years there have been several efforts to re-

duce the numerical diffusion and numerical dispersion for distributions which con-

tain sharp gradients or discontinuities, which is common inbatch crystallizations.

High resolution finite volume methods (FVMs) popular in astrophysics and gas dy-

namics [56, 92, 93, 116, 153] were extended to the application of multidimensional

population balance equations [52, 104, 119, 120, 166]. A typical implementation

applies a first-order method near discontinuities or sharp gradients and a second-

order method everywhere else, which results in less numerical dispersion than the

second-order method and less numerical diffusion than the first-order method [52].

This study considers a class of numerical algorithms known as weighted es-

sentially non-oscillatory (WENO) methods which were developed for especially

accurate simulation of shock waves and provide much higher order accuracy than

the previously considered methods for solving population balance models (PBMs).

Three WENO methods are considered: Liu et al’s version of WENO (LOCWENO)

[99], Jiang and Shu’s version of WENO with Henrick mapping (JSHWENO) [61,

72], and the weighted power ENO method (Wpower-ENO) [141]. These WENO

methods are compared to the high resolution (HR) finite volume method and a

second-order finite difference (FD2) method, for polymorphic crystallization of L-

glutamic acid under conditions in which the distribution contains sharp gradients.

In the next section, the five numerical methods are discussedand followed by the

discussion of simulation results. Then, conclusions are provided.
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4.2 Numerical methods

In order to monitor the CSD of both seeded and nucleated crystals, it is convenient

to represent Eq. (3.19) as:

∂fseed,i

∂t
+
∂ (Gifseed,i)

∂L
= 0 , (4.1)

∂fnucl,i

∂t
+
∂ (Gifnucl,i)

∂L
= Biδ (L− L0) , (4.2)

wherefseed,i andfnucl,i are the crystal size distributions of thei-form crystals (i.e.

α- or β-form crystals) obtained from seed crystals and nucleated crystals[#/m4],

respectively.

The numerical methods described here differ in terms of their discretization

along the crystal size dimension (L), each of which produces a system of ODEs

describing the time evolution of the crystal size distribution at the chosen discretized

pointsLk [138]. To provide a fair basis for comparison, the implementation of

all of the methods integrated the ODEs using a fourth-order orthogonal Runge-

Kutta Chebyshev method [1], which is a class of explicit RungeKutta methods with

extended stability domains along the negative real axis. The stability properties of

this method make it suitable for stiff problems.

It is advantageous for a numerical method to beconservative, that is, to ensure

that a quantity remains conserved by calculating a single flux which describes the

flow of that quantity between neighbouring cells [61, 92]. Although flux conser-

vative schemes are normally formulated using finite volumes, a finite difference
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scheme is utilized here based on the approach described in Shu [143]. The inho-

mogeneous PDEs with source terms (4.2) were converted into homogeneous PDEs

with boundary conditions:

∂fnucl,i

∂t
+
∂ (Gifnucl,i)

∂L
= 0 , (4.3)

fnucl,i (L0, t) =
Bi

Gi
. (4.4)

To simplify notation, Eqs. (4.1) and (4.3) are written in thesame form

∂u

∂t
+
∂p

∂L
= 0 ,

∂u

∂t
= − ∂p

∂L
, (4.5)

whereu is fseed,i or fnucl,i andp isGifseed,i orGifnucl,i. Equation (4.5) is discretized

in theL domain with uniform intervals of size∆L, Lk = k∆L indicates the crystal

size at nodek, andIk =
[

Lk−1/2, Lk+1/2

]

is thekth cell. The conservative approxi-

mation to the spatial derivative is used:

duk(t)

dt
= − 1

∆L

(

p̂k+1/2 − p̂k−1/2

)

, (4.6)

whereuk is the value ofu atLk and the numerical flux̂pk+1/2 approximateshk+1/2 =

h(Lk+1/2) with h(L) implicitly defined by [144]

p (u (L)) =
1

∆L

∫ L+∆L/2

L−∆L/2

h (ξ) dξ . (4.7)
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For stability, it is important that upwinding is used in constructing the numerical

flux p̂k+1/2. One way is to compute the Roe speed to determine the direction of the

wind:

āk+1/2 =
pk+1 − pk

uk+1 − uk

, (4.8)

wherepk is the value ofp atLk.

In the context of process model, the Roe speed is

āk+1/2 ≈ Gi , (4.9)

and

• if Gi ≥ 0 then the wind blows from the left to the right and the numerical

fluxesp̂k+1/2 andp̂k−1/2 are approximated byp−k+1/2 andp−k−1/2, respectively.

• if Gi < 0 then the wind blows from the right to the left and the numerical

fluxesp̂k+1/2 andp̂k−1/2 are approximated byp+
k+1/2 andp+

k−1/2, respectively.

The difference between the values with superscript± at the same locationLk+1/2

is due to the possibility of different stencils for cellIk and for cellIk+1, that is,

p−k+1/2 is due to the stencil for cellIk andp+
k+1/2 is due to the stencil for cellIk+1

(see Figure 4.1). In the next sections, five reconstruction procedures are described

to obtainp−k+1/2 andp+
k−1/2 only, asp+

k+1/2 can be readily derived fromp+
k′−1/2 for

cell Ik′ = Ik+1 andp−k−1/2 can be derived fromp−k′+1/2 for cell Ik′ = Ik−1.
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Figure 4.1: Computational cells.

4.2.1 WENO variants

All WENO methods discussed here are the derivatives of the original essentially

non-oscillatory (ENO) method developed by Harten et al. [57] in 1987. This pa-

per was the first to obtain a self similar (i.e., no mesh size-dependent parameter),

uniformly high order accurate, yet essentially non-oscillatory interpolation (i.e., the

magnitude of the oscillations decays asO(∆xr) wherer is the order of accuracy)

for piecewise smooth functions. ENO methods are especiallysuitable for prob-

lems containing both shocks and complicated smooth flow structures, such as those

occurring in shock interactions with a turbulent flow and shock interaction with

vortices. To improve the ENO method and further expand its applications, ENO

methods based on point values and total diminishing variation (TVD) Runge-Kutta

time discretizations were developed, which can reduce computational costs signif-

icantly for multiple space dimensions [143, 144]. Then biasing during selection

of the stencil was proposed for enhancing stability and accuracy [39, 145]. Later,
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WENO methods were developed, using a convex combination of all candidate sten-

cils instead of just one as in the original ENO [61, 72, 99, 141].

WENO methods improve the accuracy of the original ENO methodto the opti-

mal order in smooth regions while maintaining the essentially non-oscillatory prop-

erty near discontinuities. Liu et al [99] converted therth order ENO method into an

(r + 1)th order WENO method with a cell average approach. Based on the point-

wise finite difference ENO method [143, 144] and a new smoothness indicator, the

WENO method by Jiang and Shu [72] can achieve the optimal(2r − 1)th order

accuracy. Jiang and Shu’s WENO version was later modified by adding a mapping

function for the original nonlinear weight which improves accuracy near smooth

extrema [61]. Serna and Marquina [141] improved the behavior of Jiang and Shu’s

WENO method by introducing the powereno3 or powermod3 limiter, resulting in

an (2r − 1)th order weighted power ENO method. The powereno3 or powermod3

limiter substantially reduces smearing near discontinuities and results in better res-

olution of corners and local extrema.

All WENO methods adopt the following idea. Denote ther candidate stencils

by

Sm = (Lk+m−r+1, Lk+m−r+2, . . . , Lk+m) , m = 0, 1, . . . , r − 1, (4.10)
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whose correspondingrth order ENO approximation of the fluxhk+1/2 is

p−k+1/2 = qr
m(pk+m−r+1, . . . , pk+m)|L=Lk+1/2

. (4.11)

Using the smoothest stencil among ther candidates for the approximation of

hk+1/2 is desirable near discontinuities to avoid introducing aphysical oscillations.

All of the stencils are smooth in regions where the solution is smooth, in which case

it is better to combine the results of multiple stencils together to produce a higher

order (higher thanrth order, the order of the original ENO method) approximation

to the fluxhk+1/2 [72]. WENO methods assign a weightωm to each candidate

stencilSm to obtain the combined approximation ofhk+1/2 as

p−k+1/2 =
r−1
∑

m=0

ωmq
r
m(pk+m−r+1, . . . , pk+m)|L=Lk+1/2

. (4.12)

To achieve the essentially non-oscillatory property, the weights adapt to the rel-

ative smoothness ofp on each candidate stencil such that any discontinuous stencil

is effectively assigned a zero weight. In smooth regions theweights are adjusted

such that the resulting approximation gives an order of accuracy higher thanr. The

differences between WENO methods lie on the method for selecting the weights

ωm and the flux approximationsqr
m(pk+m−r+1, . . . , pk+m). The subsequent WENO

methods haver = 3 with the flux approximationsqr
m(pk+m−r+1, . . . , pk+m) con-

structed based on quadratic polynomials.



CHAPTER 4. HIGH-ORDER SIMULATION OF POLYMORPHIC
CRYSTALLIZATION 75

Liu et al.’s WENO (LOCWENO) method

The flux approximations and weights for the fourth-order accurate LOCWENO

method are [99]

q3
m(pk+m−2, pk+m−1, pk+m) =

pk+m − 2pk+m−1 + pk+m−2

2∆L
(L− Lk+m−1)

2

+
pk+m − pk+m−2

2∆L
(L− Lk+m−1)

+ pk+m−1 −
pk+m − 2pk+m−1 + pk+m−2

24

(4.13)

and

ωm =
λm

∑2
j=0 λj

, (4.14)

where

λm =



















dm

(ISm+ǫ)h for p−k+1/2

d2−m

(ISm+ǫ)h for p+
k−1/2 .

(4.15)

The values ofh anddm in Eq. (4.15) are in Table 4.1 andǫ is a small number

to avoid division by zero (i.e.,ǫ = 10−4 was used in this study). TheISm are
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Table 4.1: Values ofh anddm for LOCWENO, JSHWENO, and WPower-ENO
methods.

LOCWENO JSHWENO WPower-ENO

h 3 2 2
d0 1/12 1/10 1/5
d1 1/2 3/5 1/5
d2 1/4 3/10 2/5

smoothness indicators given by

ISm =
(pk+m−1 − pk+m−2)

2 + (pk+m − pk+m−1)
2

2

+ (pk+m − 2pk+m−1 + pk+m−2)
2 . (4.16)

Jiang and Shu’s WENO method with Henrick mapping (JSHWENO)

The Jiang and Shu’s WENO method used here is based on the quadratic polynomial

instead of the original linear approximation. With

dk+1/2 = pk+1 − pk , (4.17)

dk =
dk+1/2 + dk−1/2

2
, (4.18)

Dk = dk+1/2 − dk−1/2 , (4.19)

the flux approximations are

q3
0 (pk−2, pk−1, pk) = pk −

Dk−1

24
+

(L− Lk)

∆L

[

dk−1/2 +
Dk−1

2
+
Dk−1

2

(

L− Lk

∆L

)]

,

(4.20)
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q3
1 (pk−1, pk, pk+1) = pk −

Dk

24
+

(L− Lk)

∆L

[

dk +
Dk

2

(

L− Lk

∆L

)]

,

(4.21)

q3
2 (pk, pk+1, pk+2) = pk −

Dk+1

24
+

(L− Lk)

∆L

[

dk+1/2 −
Dk+1

2
+
Dk+1

2

(

L− Lk

∆L

)]

,

(4.22)

and the weights are [72]

ωJS
m =

λm
∑2

j=0 λj

, (4.23)

whereλm is defined in Eq. (4.15) and the values ofh anddm are in Table 4.1. The

smoothness indicatorsISm are

IS0 =
13

12
(pk−2 − 2pk−1 + pk)

2 +
1

4
(pk−2 − 4pk−1 + 3pk)

2 , (4.24)

IS1 =
13

12
(pk−1 − 2pk + pk+1)

2 +
1

4
(pk−1 − pk+1)

2 , (4.25)

IS2 =
13

12
(pk − 2pk+1 + pk+2)

2 +
1

4
(3pk − 4pk+1 + pk+2)

2 . (4.26)

The Henrick mapping [61]

gm(ω) =
ω(dm + d2

m − 3dmω + ω2)

d2
m + (1 − 2dm)ω

. (4.27)
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is used to revise these weights to improve the accuracy near smooth extrema:

ωHJS
m =

λ∗m
∑2

j=0 λ
∗
j

(4.28)

with

λ∗m = gm(ωJS
m ) , (4.29)

to produce a fifth-order accurate method.

Weighted power ENO (Wpower-ENO) method

Using the definitions in Eqs. (4.17)-(4.19), the flux approximations for the Wpower-

ENO method are

q3
0(pk−2, pk−1, pk) = pk −

Powk−1/2

24
+

(L− Lk)

∆L

[

dk−1/2 +
Powk−1/2

2
+
Powk−1/2

2

(

L− Lk

∆L

)]

,

(4.30)

q3
1(pk−1, pk, pk+1) = pk −

Dk

24
+

(L− Lk)

∆L

[

dk +
Dk

2

(

L− Lk

∆L

)]

,

(4.31)

q3
2(pk, pk+1, pk+2) = pk −

Powk+1/2

24
+

(L− Lk)

∆L

[

dk+1/2 −
Powk+1/2

2
+
Powk+1/2

2

(

L− Lk

∆L

)]

,

(4.32)
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where

Powk+1/2 = powereno3(Dk, Dk+1) , (4.33)

is the powereno limiter acting onL = Lk+1/2 where

powereno3(x, y) = minsign(x, y) · power3(|x|, |y|) , (4.34)

minsign(x, y) =



















sign(x) if |x| ≤ |y| ,

sign(y) otherwise ,

(4.35)

power3(x, y) = min(x, y)
x2 + y2 + 2[max(x, y)]2

(x+ y)2
. (4.36)

The weightsωm and parametersλm are the same as for the LOCWENO method,

except that the smoothness indicators

IS0 =
13

12

(

Powk−1/2

)2
+

1

4

(

2pk − 2pk−1 + Powk−1/2

)2
, (4.37)

IS1 =
13

12
(pk−1 − 2pk + pk+1)

2 +
1

4
(pk−1 − pk+1)

2 , (4.38)

IS2 =
13

12

(

Powk+1/2

)2
+

1

4

(

2pk+1 − 2pk − Powk+1/2

)2
. (4.39)

are used. This method is fifth-order accurate.

4.2.2 High resolution (HR) method

The popular high resolution method uses second-order discretization with a flux

limiter to ensure non-oscillatory behaviour. ForGi ≥ 0, a backward second-order



CHAPTER 4. HIGH-ORDER SIMULATION OF POLYMORPHIC
CRYSTALLIZATION 80

discretization is used:

p−k+1/2−p−k−1/2 =
1

2
(3pk−4pk−1+pk−2) =

1

2
(3pk−pk−1)−

1

2
(3pk−1−pk−2)

(4.40)

or

p−k+1/2 =
1

2
(3pk − pk−1) = pk +

1

2
(pk − pk−1) , (4.41)

where the first term is first-order and the second term is commonly referred to as

an “anti-diffusion term” because it reduces numerical diffusion. Applying a flux

limiter on the anti-diffusion term yields

p−k+1/2 = pk +
1

2
φ(wk)(pk − pk−1) , (4.42)

wherewk is the upwinding ratio defined by

wk =
pk+1 − pk

pk − pk−1
(4.43)

andφ(·) is the flux limiter. In this study, the popular Van Leer flux limiter [162] was

used:

φ(w) =
w + |w|
1 + w

. (4.44)
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ForGi < 0, a forward second-order discretization is used:

p+
k+1/2−p+

k−1/2 =
1

2
(−3pk+4pk+1−pk+2) =

1

2
(−pk+2+3pk+1)−

1

2
(−pk+1+3pk)

(4.45)

or

p+
k−1/2 =

1

2
(3pk − pk+1) = pk −

1

2
(pk+1 − pk) (4.46)

Similar inclusion of a flux limiter to the anti-diffusion term gives

p+
k−1/2 = pk −

1

2
φ

(

1

wk

)

(pk+1 − pk) . (4.47)

This high resolution method is second-order accurate in smooth regions, and

first-order accurate near discontinuities.

4.2.3 The second-order finite difference (FD2) method

A second-order finite difference method with correct upwinding uses the fluxes

p−k+1/2 andp+
k−1/2 given by Eqs. (4.41) and (4.46), respectively.
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4.3 Simulation results

The five numerical methods were applied to the L-glutamic acid polymorphic crys-

tallization model. The initial seed distributionsfseed,i(L, 0) for α- andβ-forms are

described by Gaussian distributions:

fseed,i(L, 0) =
κi√

2πσseed,i

exp

(

−(L− µseed,i)
2

2σ2
seed,i

)

, (4.48)

with the parameters in Table 4.2 selected so that the distributions would be sharp

enough to challenge numerical methods. The temperature profile is in Figure 4.2

where the vertical solid line indicates the seeding time (i.e., att = 10 min). Since

an analytical solution is not available, the reference solutions for all CSDs were

obtained by using WPower-ENO method with very fine resolution. All the compu-

tations were performed using Compaq Fortran 6.6 on a HP workstation XW6400

(Intel Xeon 5150 (2.66 GHz) and 2 GB of RAM).

In an unseeded crystallization the CSD profiles for all methods are nearly coin-

cident with the reference profiles (see Figures 4.3 and 4.4),indicating that a conven-

tional numerical method such as FD2 might suffice, which is consistent with expec-

tations since no sharp gradients occur in these distributions. In the case of seeded

crystallization (the usual case in practice), the differences in the CSD profiles be-

tween the WENO variants and their conventional counterparts are significant (see

Figures 4.5 and 4.6). While the three WENO variants are nearly indistinguishable

with the reference profiles, the HR and FD2 methods exhibit numerical diffusion
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and do not resolve the peaks accurately. In addition, the FD2method introduces

a spurious oscillation (known as numerical dispersion) which can occur near sharp

gradients with this method. The HR method does not produce spurious oscillation

because the flux limiter detects the presence of sharp gradients and limits the size

derivatives. The larger numerical errors in the CSD profilesobtained by HR and

FD2 methods for the seededα-form compared to the seededβ-form are associated

with its sharper gradient.

The prediction errors were quantified in terms of theL1 norm (EL1
):

EL1
=

1

2(Ngrid,seed +Ngrid,nucl)
×

∑

i={α,β}







Ngrid,seed
∑

k=1

∣

∣fseed,i,k − f ref
seed,i,k

∣

∣+

Ngrid,nucl
∑

k=1

∣

∣fnucl,i,k − f ref
nucl,i,k

∣

∣







,

(4.49)

wheref ref
seed,i,k andf ref

nucl,i,k are the reference solutions for the seeded and nucleated

crystals size distributions andNgrid,seed andNgrid,nucl are the number of grids used to

discretize the size coordinate of the seeded and nucleated crystal size distributions,

respectively. The errorL1 norms from the three WENO variants are much smaller

in magnitude and grow much slower than those from the HR and FD2 methods (see

Figure 4.7). In terms of theL1 norm, the JSHWENO method gave the smallest

numerical errors. Figure 4.8 indicates that the JSHWENO method gave smaller

numerical errors for the full range of∆L from 0.1 to 2.0µm.

The JSHWENO method generally had lower CPU times than the WPower-ENO
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method, but somewhat higher CPU times than the other methodsfor most values

of ∆L (see Figure 4.9). To fairly compare the overall efficiency for these meth-

ods, the CPU time was compared for discretizations that produce the same errorL1

norm. From Figure 4.10 it is observed that, for any given error L1 norm, the WENO

variants used less or equal CPU time to the HR and FD2 methods,and hence the

WENO variants were more efficient. The JSHWENO method was themost efficient

for nearly all desired accuracy levels. Figure 4.11 shows the relative cost of the nu-

merical methods with respect to the JSHWENO method. The HR method was more

efficient than the FD2 method for nearly all desired accuracylevels, and was more

efficient than the WPower-ENO method for some accuracy levels, but was not as ef-

ficient as the LOCWENO and JSHWENO methods. While the WENO methods are

more complicated to implement, their efficiency is much better when sufficiently

high accuracy in the size distribution is desired. Among theWENO variants, the

performance of JSHWENO is followed by that of the LOCWENO method by a

small margin, and then followed by that of the WPower-ENO method.

Another way to assess numerical methods is to compute theL1 self-convergence

order

OL1
=

ln
(

EL1
|2∆L

EL1
|∆L

)

ln 2
. (4.50)

This metric provides information on the internal consistency of the numerical method

and its intrinsic convergence [49]. TheL1 self-convergence order for all numerical
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methods are in Table 4.3. For a linear model with a smooth solution, these values

would correspond to the order of the truncation error for a given numerical method.

This is not the case here due to the nonlinearity of the model and the sharp gra-

dients in the distribution. On average, the JSHWENO method gives the bestL1

self-convergence order, followed by the WPower-ENO, LOCWENO, HR, and FD2

methods.

Table 4.2: Initial seed distribution parameters forα- andβ-forms.
i κi σseed,i[m] × 106 µseed,i[m] × 106

α 2 × 1010 2.000 30.000
β 2 × 1010 4.000 50.000

Table 4.3:L1 self-convergence order (OL1
) for the various numerical methods.

∆L [µm] LOCWENO JSHWENO WPower-ENO HR FD2

0.1 1.62 1.30 1.53 1.67 1.81
0.2 2.43 1.45 1.97 1.66 1.78
0.3 2.41 2.40 2.12 1.65 1.57
0.4 2.26 2.84 2.28 1.57 1.37
0.5 2.27 2.87 2.55 1.50 1.20
0.6 2.46 2.98 2.79 1.44 1.07
0.7 2.41 3.12 2.86 1.34 0.98
0.8 2.24 3.06 2.68 1.25 0.88
0.9 2.11 3.06 2.60 1.20 0.82
1.0 1.94 2.86 2.39 1.09 0.75

average order 2.22 2.59 2.38 1.44 1.22
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Figure 4.2: Temperature profile used in simulations.
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Figure 4.4: CSD of nucleatedβ form at the end of the batch for the various numer-
ical methods (∆L = 0.6 µm).
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ical methods.
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Figure 4.10: CPU time required for the various numerical methods for a given error
L1 norm at the end of the batch.
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4.4 Conclusions

This study proposed the use of WENO methods for the numericalsolution of popu-

lation balance models for crystallization processes. The LOCWENO, JSHWENO,

and WPower-ENO methods were compared to standard discretization methods. In

simulations of the polymorphic crystallization of L-glutamic acid, the WENO meth-

ods produced much less numerical diffusion and dispersion,with the LOCWENO

and JSHWENO methods having the highest overall efficiency (that is, lowest CPU

time for the same level of numerical accuracy). TheL1 self-convergence order

which characterizes integral consistency and convergencewas the highest for the

JSHWENO method, followed by the other two WENO methods. These results rec-

ommend WENO methods for the simulation of crystallization processes, especially

when the distributions are sharp and very high accuracy is desired. These methods

combine very high order of accuracy with good convergence properties even in the

presence of sharp variation in the size distributions.



Chapter 5

Temperature and Concentration

Control Strategies

5.1 Introduction

The efficiency of downstream operations such as filtering anddrying, and the ef-

ficacy of products can be dependent on the final crystal form and its size distri-

bution. Hence, control of crystallization is an integral aspect in pharmaceutical

industries. However, pharmaceutical crystallization process can be challenging to

control due to variations in solution thermodynamics and kinetics induced by con-

taminants, complex nonlinear dynamics associated with non-ideal mixing and den-

dritic growth, and unexpected polymorphic phase transformation [129].

Most crystallization in pharmaceutical industries are designed and controlled

based on trial-and-error experimentation, which can be time consuming and ex-

92
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pensive. Recently in-process sensors have enabled the development of systematic

first-principles (model-based) and direct design (measurement-based) approaches

for the control of industrial crystallization processes [42].

The first-principles approach to crystallization control is the most widely stud-

ied [12, 128], where a model constructed from material and energy balances are

used to optimize some function (e.g., mean crystal size, yield) of the crystal size

distribution. Since small model uncertainties (e.g., kinetic parameters, solubility

curves) can have a large effect on the crystal size and shape distribution of the prod-

uct crystals, this approach requires the model to be sufficiently accurate and/or an

appropriate measure to counteract the effect of the uncertainties.

The direct design approach, on the other hand, does not require first-principle

models. Instead, this approach uses feedback control to follow a predetermined

concentration-temperature curve in the metastable zone [41]. This approach re-

quires in-situ concentration measurement in addition to temperature measurement.

The concentration-temperature trajectory is suboptimal since it does not optimize

any performance objective. Instead, this approach provides a constant tradeoff be-

tween the need to avoid excessive nucleation and to avoid overly long batch times

(keeping the growth rate large) [42].

Until now, many studies have been done on non-polymorphic crystallization

control which focused on controlling crystal size distribution and some characteris-

tic functions derived from it. Recently, there has been a rapid growth in the study

of polymorphism, with the desired objective being to produce one polymorph while
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avoiding others. This is crucial in drug manufacturing, since different polymorphs

of the same drug compound may have very different characteristics and may cause

undesired side effect.

In this study, several control strategies for the polymorphic transformation of L-

Glutamic acid from the metastableα-form to the stableβ-form using first-principles

approach are investigated and developed in Chapters 5 to 7. This chapter discusses

the temperature control (T-control) strategy, of which objective is to obtain an opti-

mal temperature profile as a function of time which maximizesa particular objective

function, and concentration control (C-control) strategy, which implements optimal

concentration-temperature trajectory. In the next section, the description of product

quality, process constraints, and the parameter perturbations are given. Then the T-

control and C-control strategies are developed, and followed by simulation studies

which compare the performance and robustness of the two control strategies. This

is followed by conclusions.

5.2 Product quality, process constraints, and para-

meter perturbations

For all control strategies studied in Chapters 5 to 7, two objectives are considered

for the polymorphic transformation ofα- to β-form crystals. The first objective is

to maximize the mass ofβ-form crystals, which is equivalent to maximizing the
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third-order moment or the yield ofβ-form crystals:

P1 = (µβ,3)t=tf
. (5.1)

The second objective is to minimize the ratio of the nucleated crystal mass to the

seed crystal mass ofβ-form crystals, which can be written as

P2 =

(

µnucl
β,3

µseed
β,3

)

t=tf

, (5.2)

wheretf is the batch time. The control problem is subject to the following inequality

constraints:

Tmin ≤ T (t) ≤ Tmax , (5.3)

Csat,β (t) ≤ C (t) < Csat,α (t) , (5.4)

C (tf ) ≤ Cmax(tf) , (5.5)

whereTmin = 25◦C, Tmax = 50◦C are the minimum and maximum temperatures

due to the limitation of water bath heating/cooling. The inequality constraint (5.4)

aims to avoid the nucleation and growth rate ofα-form crystals and the dissolution

of β-form crystals during the polymorphic transformation process. Finally, the final

inequality constraint (5.5) ensures that the minimum yieldrequired by economic

considerations is satisfied.

In the polymorphic transformation process, bothα- and β-form crystals are
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seeded according to Gaussian distribution with parameter values given in Table 5.1

and the process is subject to two cases of parameter perturbations given in Table 5.2

Table 5.1: The parameters describing the seed distributions.
Seed Mass[g] Mean crystals size[µm] Standard deviation of crystals size[µm]

α 10.0 100.0 10.0
β 1.0 100.0 10.0

Table 5.2: Variations in model parameters for robustness study: Case 1 is the nom-
inal model, Case 2 has slow nucleation and fast growth rate parameters forβ-form
crystals, and Case 3 has fast nucleation and slow growth rateparameters forβ-form
crystals.

Cases ln(kbβ,1) ln(kbβ,2) ln(kgβ,0) ln(kgβ,2) gβ ln(Egβ)

1 15.801 20.000 52.002 -0.251 1.047 12.078
2 15.758 19.961 53.200 -0.280 1.100 12.060
3 15.842 20.036 50.883 -0.240 1.019 12.070

5.3 T-control and C-control strategies

The most widely studied approach for the optimal control of non-polymorphic crys-

tallization processes has utilized T-control in which the temperature trajectory has

been computed from the optimization of an objective function based on an offline

model with nominal parameters [128]. This is the most commonly used method

found in literatures and has been implemented in pharmaceutical industry to maxi-

mize crystal size and minimize the coefficient of variation [161]. In this study, the

design of T-control strategy comprises the minimization ofthe following objective
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function:

JT−control = min
U

(P − Pd)
2 , (5.6)

whereP andPd are the predicted and desired final product quality (which corre-

sponds to either Eq. (5.1) or (5.2)), respectively,U = [u0, . . . , uN−1]
T , uk is the

input value (i.e. the crystallizer temperature) at thekth sampling instance, andN is

the total samples in a batch. The above minimization problemis subject to process

model and inequality constraints (5.3) to (5.5). To implement the T-control strategy,

the temperature-time trajectory is parameterized as a first-order spline with 18 time

intervals and differential evolution (DE) [84, 151] technique is utilized to solve the

above minimization problem.

In many experimental and simulation studies of non-polymorphic batch crystal-

lizations, the C-control strategy (Figure 5.1) has resulted in low sensitivity of the

product quality to most practical disturbances and variations in kinetic parameters

[41, 42, 50, 97, 133, 175]. Recently, the C-control strategyhas been applied to

polymorphic crystallizations to produce large crystals ofany selected polymorph

[80] and to ensure maximum productivity in polymorphic transformation process

[64]. C-control can be interpreted as nonlinear state feedback control [63, 175], in

which the nonlinear master controller acts on the concentration C as a measured

state [159] to produce the setpoint temperatureTset as its manipulated variable. The

difference between the calculatedTset and the measured temperatureT is used by
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Figure 5.1: Implementation of C-control for a batch coolingcrystallizer [175].

the slave controller to manipulate the jacket temperatureTj so that the deviation be-

tweenTset andT is reduced. Because the slave controller is just temperature control

of a mixed tank, and the batch dynamics are relatively slow, any reasonably tuned

proportional-integral controller will result in accuratetracking ofTset.

Hence, the main idea of C-control is to obtain a suitable parametrization for

concentration-temperature trajectory and use it to calculate temperature setpoint

throughout the crystallization run. In this study, the concentration-temperature

trajectory is obtained by applying the optimal temperature-time trajectory from T-

control to the nominal model. Then, a set of equations is usedto parametrize the

concentration-temperature trajectory, and is utilized tocalculate temperature set-

point during crystallization process. The parameterization of the concentration-

temperature trajectory corresponding to the product quality (5.1) is as follows (Fig-

ure 5.2):

(1) Initialize the temperature asT0 = 50◦C.
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Figure 5.2: Concentration-temperature trajectory corresponding to product quality
(5.1) obtained from T-control and C-control strategies.

(2) Calculate the temperature for the current sampling timeTk according to:

Tk = min {max [1.003Tref,k, 25] , 50} , (5.7)

where

Tref,k =
−aα,2 +

√

a2
α,2 − 4aα,1 (aα,3 − Ck)

2aα,2
, (5.8)

aα,i are the parameters for the saturation concentration ofα-form crystals

(see Table 3.3), andCk is the measurement of the solution concentration at

the current sampling time.
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Figure 5.3: Concentration-temperature trajectory corresponding to product quality
(5.2) obtained from T-control and C-control strategies.

On the other hand, the parameterization of the concentration-temperature trajec-

tory corresponding to the product quality (5.2) is described below (Figure 5.3):

(1) Initialize the temperature asT0 = 50◦C and setmode = 1, wheremode is a

parameter used in the following step.

(2) CalculateTref,k by Eq. (5.8) and obtain the temperature for the current sam-

pling timeTk according to:

(a) If theα-form crystals are still present and

• If Tref,k < 50 andmode = 1, setTk = 50.

• Otherwise, setTk = Tref,k andmode = 2.
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(b) If theα-form crystals are absent, set

Tk = min {max [Tk−1 + 0.6125 (Ck − Ck−1) , 25] , 50} , (5.9)

whereTk−1 andCk−1 are the temperature and concentration measure-

ments at the previous sampling time, respectively.

5.4 Simulation results

In the polymorphic transformation, bothα- andβ-form crystals are seeded accord-

ing to a Gaussian distribution with parameter values given in Table 5.1. The initial

solute concentrationC0 and maximum final solute concentrationCmax(tf ) are 20

g/kg with a default batch timetf is 3 hours which is extended if the inequality

constraint (5.5) is not satisfied at that time. The sampling time is ten minutes. The

optimization of two types of product qualities,P1 in Eq. (5.1) andP2 in Eq. (5.2),

are considered, which from here onwards will be called objective J1 and objective

J2, respectively. It is assumed that the process is subject to two cases of parameter

perturbations given in Table 5.2.

The resulting temperature and concentration trajectoriesfor T-control, C-control,

and the optimal trajectories for objectiveJ1 are given in Figures 5.4 to 5.6. The opti-

mal results are obtained using the T-control strategy by assuming that the parameter

perturbations are known. The resulting values ofP1 for both control strategies and

its optimal value are tabulated in Table 5.3. The optimal control trajectory for this
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objective is very close to the solubility curve ofα-form crystals (see Figure 5.4a)

due to the slow growth rate ofβ-form crystals relative to the dissolution rate ofα-

form crystals. As a result, the optimal solution is to maximize the supersaturation

with respect to the solubility of theβ-form crystals while operating between the two

solubility curves. When there is no plant-model mismatch (Figure 5.4), all control

strategies produce similar results which are very close to the corresponding optimal

one. As can be seen from Figure 5.5, the T-control strategy isnot robust for the

modelling error given by Case 2, because the resulting temperature trajectory devi-

ates significantly from the optimal trajectory and the resultingP1 value is17% lower

than the optimal one. Furthermore, for Case 3 (Figure 5.6), the T-control strategy

violates one of the constraint most of the time during the batch. On the other hand,

the C-control strategy shows a very good robustness in all cases where it produces

P1 values within1% of the optimal ones. The robustness of the C-control strategy

for this objective is in agreement with those reported by Hermanto et al. [64].

ObjectiveJ2 is more sophisticated than objectiveJ1. For objectiveJ1, the pur-

pose is to maximize the yield ofβ. Physically, this can be done when the nucleation

and growth rates ofβ-form crystals are maximized. On the other hand, objective

J2 is equivalent to maximizing the yield ofβ-form crystals while trying to simulta-

neously minimize its nucleation. This results in maintaining a tradeoff between the

nucleation and growth rates ofβ-form crystals. For objectiveJ2, the temperature

and concentration trajectories obtained by all control strategies are shown in Fig-

ures 5.7 to 5.9 and the correspondingP2 values are tabulated in Table 5.4. The opti-
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mal solute concentration at the end of the batch is equal to the predefinedCmax(tf)

for all three sets of parameters. For solute concentration and temperature consid-

ered here, the nucleated mass ofβ-form crystals always increases at a faster rate

than the seed mass ofβ-form crystals. As theβ-form crystals nucleate and grow,

the ratio of nucleated crystal mass to seed crystal mass ofβ-form crystals always

increases. As a result, any value ofCmax(tf ) lower that the value specified by its

upper bound constraint at 20 g/kg would increase the objectiveJ2 and would not be

optimal. The performance of the T-control strategy for Case2 is poor (Figure 5.8),

which results inP2 value39% higher than the optimum value. In addition, imple-

menting T-control strategy in Case 3 (Figure 5.9) needs the extension of batch time

to 4.5 hours in order to satisfy the inequality constraint (5.5). For Cases 2 and 3,

theP2 values obtained by the C-control strategy is better than those obtained by the

T-control strategy. However, they are achieved at the cost of long batch time, where

it requires about50 hours (Case 2) and5.8 hours (Case 3) to satisfy the inequality

constraint (5.5).



CHAPTER 5. TEMPERATURE AND CONCENTRATION CONTROL
STRATEGIES 104

Table 5.3: Values of the control objectiveP1 obtained for the three sets of model
parameters in Table 5.2.

Cases T-control C-control optimal

1 0.3119 0.3099 0.3119
2 0.3478 0.4187 0.4195
3 0.2569 0.2630 0.2667

Table 5.4: Values of the control objectiveP2 obtained for the three sets of model
parameters in Table 5.2.

Cases T-control C-control optimal

1 0.0381 0.0385 0.0381
2 0.0064 0.0050‡ 0.0046
3 0.0683‡ 0.0679‡ 0.0659

‡These values are obtained after the batch time is extended tosatisfy constraint (5.5)
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Figure 5.4: Concentration and temperature trajectories for Case 1 with objectiveJ1.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 5.5: Concentration and temperature trajectories for Case 2 with objectiveJ1.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.



CHAPTER 5. TEMPERATURE AND CONCENTRATION CONTROL
STRATEGIES 107

(a) T−control
C

 (
g/

kg
)

0 0.5 1 1.5 2 2.5 3
10

15

20

25

30

(b) C−control

C
 (

g/
kg

)

0 0.5 1 1.5 2 2.5 3
10

15

20

25

30

0 0.5 1 1.5 2 2.5 3
25

30

35

40

45

50
(c) T−control

T
 (

° C
)

0 0.5 1 1.5 2 2.5 3
25

30

35

40

45

50
(d) C−control

T
 (

° C
)

time (h)

Figure 5.6: Concentration and temperature trajectories for Case 3 with objectiveJ1.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 5.7: Concentration and temperature trajectories for Case 1 with objectiveJ2.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 5.8: Concentration and temperature trajectories for Case 2 with objectiveJ2.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 5.9: Concentration and temperature trajectories for Case 3 with objectiveJ2.
The solid lines are trajectories corresponding to the two control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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5.5 Conclusions

The T-control and C-control strategies, which are the popular control strategies in

non-polymorphic crystallization processes, are discussed in this chapter. The ro-

bustness of these control strategies in the polymorphic transformation of L-glutamic

acid from the metastableα-form to the stableβ-form crystals is investigated. Two

control objectivesP1 andP2 are considered. The first objective aims to maximize

the third moment ofβ-form crystals, which implies the yield ofβ-form crystals,

whereas the second objective is to minimize the nucleated crystal mass to seed

crystal mass ratio ofβ-form crystals.

From simulation results, it is shown that T-control is very sensitive to parameter

perturbations, especially for Case 2, which results in17% and39% deviation from

the optimal values ofP1 andP2, respectively. On the other hand, C-control performs

very robustly for objectiveJ1, which produces almost identical result to the optimal

values for all cases. For objectiveJ2, the C-control strategy obtains betterP2 values

than T-control, although longer batch times are required for Cases 2 and 3 to satisfy

the yield constraint (5.5).



Chapter 6

Nonlinear Model Predictive Control

Strategy

6.1 Introduction

Although T-control is the most widely adopted control strategy for crystallization

process, it has become well-known that it can be very sensitive to variations in the

kinetic parameters [13, 133], as also evidenced by the simulation results given in

Chapter 5. While C-control can provide better robustness than the T-control, it is

not capable of handling the input and output constraints commonly encountered

during process operation. From the simulation results in Chapter 5, it is evident that

C-control may require a very long batch time because of its failure in meeting the

yield constraint within the specified batch time.

To address the shortcoming of T- and C-control strategies, the powerful model

112
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predictive control (MPC) [19, 34, 44, 62, 110, 122, 127] techniques are considered

in this chapter. Despite the high impact of MPC in academic research and industrial

practice, its application to solution crystallization processes has been rather limited

[35, 79, 113, 131, 155]. One contribution considered the effects of uncertainties

on the closed-loop performance of nonlinear model predictive control (NMPC) ap-

plied to crystallization processes [113]. As in many other papers, the method of

moments was utilized to simplify the population balance equations which are par-

tial differential equations (PDEs) to a set of ordinary differential equations (ODEs)

in terms of the moments. The NMPC optimization problem was solved using non-

linear programming and the states were estimated using an extended Kalman filter

(EKF).

To the author’s knowledge, there is no published result on the implementation

of NMPC to a polymorphic crystallization, which is more challenging for a number

of reasons. First, the phase equilibria and crystallization kinetics are more com-

plicated. Second, the method of moments heavily used in pastcontrol algorithms

for crystallization processes does not apply during a polymorphic transformation,

so that the full PDEs need to be solved. As a consequence, the computation time

required increases considerably which prohibits the straightforward application of

nonlinear programming. In this study, a practical NMPC strategy based on extended

predictive self-adaptive control (EPSAC) [32, 34, 70, 134,156] is developed for the

polymorphic transformation of L-glutamic acid from the metastableα-form to the

stableβ-form. To implement the proposed NMPC strategy, an unscented Kalman
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filter (UKF) [74–78] is utilized to estimate the unmeasurable states. The perfor-

mance and robustness of the proposed design is compared withT-control, C-control,

and a standard NMPC algorithm in a numerical study.

This chapter is organized as follows. The next section describes the system rep-

resentation and elaborates on the NMPC strategy based on EPSAC. This is followed

by a brief description of the UKF which is utilized for the state estimation. Then

the performance and robustness of the the proposed NMPC algorithm is compared

to the T-control and C-control strategies. This is followedby conclusions.

6.2 System representation and NMPC strategy

The optimal control problem to be solved online at every sampling instance in the

NMPC algorithm can be represented as

min
uk

J(xk, uk) (6.1)

subject to

xk = f(xk−1, uk−1) + wk , (6.2)

dk = dk−1 + ξk , (6.3)

yk = g(xk, uk) + dk + vk , (6.4)

h(xk, uk) ≤ 0 , (6.5)
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whereJ is the objective function;xk, uk, yk, anddk are the vectors ofnx system

states,nu inputs,ny measured variables, andny unmeasured disturbances at the

kth sampling instance; andwk, ξk, andvk are the vector of noises on the system

states, unmeasured disturbances, and the measured variables. The system dynamics

are described by the vector functionf , the measurement equations by the vector

functiong, and the linear and nonlinear constraints for the system aredescribed by

the vector functionh.
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Figure 6.1: The variables decomposition in EPSAC.

The key idea of EPSAC is to approximate nonlinear process variables by it-

erative linearisation around future trajectories so that they converge to the same
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nonlinear optimal solution [134]. For this purpose, the future sequence of the input

variablesuk+i is considered as the sum of a predetermined future control scenario

ub,k+i and the optimizing future control actionsδuk+i (Figure 6.1):

uk+i = ub,k+i + δuk+i, i = 0, 1, . . . , Nu − 1, (6.6)

whereNu is the control horizon and

∆ul,k = δuk ,

δuk+m =

m
∑

j=0

∆ul,k+j ,

Then the future trajectory of any process variables of interest (zk+i) can be con-

sidered as being the cumulative result of two effects:

zk+i = zb,k+i + zl,k+i , (6.7)

wherezb,k+i is calculated using the nonlinear model and predetermined sequence

ub,k+i. On the other hand,zl,k+i is obtained by:

zl,k+i = hiδuk + hi−1δuk+1 + hi−2δuk+2 + · · ·+ hi−Nu+2δuk+Nu−2 +

hi−Nu+1δuk+Nu−1 + · · ·+ h1δuk+i−1 , (6.8)

wherehj is thejth impulse response coefficient. Noting thatδuk+Nu−1 = δuk+Nu =
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· · · = δuk+i−1, the above equation can be written as

zl,k+i = hiδuk + hi−1δuk+1 + hi−2δuk+2 + · · ·+ hi−Nu+2δuk+Nu−2 +

(h1 + h2 + · · ·+ hi−Nu+1) δuk+Nu−1

= hiδuk + hi−1δuk+1 + hi−2δuk+2 + · · ·+ hi−Nu+2δuk+Nu−2 +

gi−Nu+1δuk+Nu−1 , (6.9)

wheregj is thejth step response coefficient.

For convenience,zl,k+i can be represented as a linear function ofgj and∆ul,j:

zl,k+i = hi∆ul,k + hi−1

1
∑

j=0

∆ul,k+j + hi−2

2
∑

j=0

∆ul,k+j + · · ·+

hi−Nu+2

Nu−2
∑

j=0

∆ul,k+j + gi−Nu+1

Nu−1
∑

j=0

∆ul,k+j

= (hi + hi−1 + hi−2 + · · · + hi−Nu+2 + gi−Nu+1)∆ul,k +

(hi−1 + hi−2 + · · ·+ hi−Nu+2 + gi−Nu+1) ∆ul,k+1 + · · · +

(hi−Nu+2 + gi−Nu+1)∆ul,k+Nu−2 + gi−Nu+1∆ul,k+Nu−1

= gi∆ul,k + gi−1∆ul,k+1 + · · ·+ gi−Nu+1∆ul,k+Nu−1 , (6.10)

Considering a batch process with the control horizon identical to the prediction

horizon which covers from the next sampling time to the end ofbatch time denoted

by Np = Nu = N − k, whereN is the total samples in a batch, the sequence of
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zl,k+i is

zl,k+1 = g1∆ul,k ,

zl,k+2 = g2∆ul,k + g1∆ul,k+1 ,

...

zl,N = gN−k∆ul,k + gN−k−1∆ul,k+1 + · · ·+ g1∆ul,N−1 ,

or

Zl = Gl∆Ul , (6.11)

whereZl = [zl,k+1, zl,k+2, · · · , zl,N ]T , ∆Ul = [∆ul,k,∆ul,k+1, · · · ,∆ul,N−1]
T , and

Gl =

























g1 0 · · · 0

g2 g1 · · · 0

...
...

. . .
...

gN−k gN−k−1 · · · g1

























.

In summary, the future process variables of interest in the prediction horizon can

be conveniently represented in matrix form as

Z = Zb + Gl∆Ul , (6.12)

whereZ = [zk+1, zk+2, · · · , zN ]T andZb = [zb,k+1, zb,k+2, · · · , zb,N ]T .
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Now consider an objective functionJNMPC with single input (nu = 1):

JNMPC = min
∆U

[P −Pd]
T
Wp [P − Pd] + ∆UTWu∆U , (6.13)

whereP, Pd, and∆U are the vectors of the product quality, desired product quality,

and the change in input variables, respectively, given by

P = [pk+1, pk+2, · · · , pN ]T ,

Pd = [pd,k+1, pd,k+2, · · · , pd,N ]T ,

∆U = [∆uk,∆uk+1, · · · ,∆uN−1]
T ,

andWp andWu are the weight matrices for the product quality and the change in

input variables, respectively. ThenP and∆U can be decomposed into

P = Pb + Gpl∆Ul , (6.14)

∆U = ∆Ub + ∆Ul , (6.15)

whereGpl is the step response coefficient matrix corresponding to theproduct qual-

ity variable, andPb is the product quality calculated using the nonlinear modelwith

predetermined future inputsUb = [ub,k, ub,k+1, · · · , ub,N−1]
T , and

∆Ub = [∆ub,k,∆ub,k+1, · · · ,∆ub,N−1]
T ,

∆Ul = [∆ul,k,∆ul,k+1, · · · ,∆ul,N−1]
T .
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Hence, the minimization problem becomes:

JNMPC = min
∆Ul

[(Pb −Pd) + Gpl∆Ul]
T
Wp [(Pb − Pd) + Gpl∆Ul] +

[∆Ub + ∆Ul]
T
Wu [∆Ub + ∆Ul]

= min
∆Ul

∆UT
l GT

plWpGpl∆Ul + 2 (Pb −Pd)
T
WpGpl∆Ul +

∆UT
l Wu∆Ul + 2∆UT

b Wu∆Ul

= min
∆Ul

∆UT
l Γ∆Ul + ψT ∆Ul , (6.16)

where

Γ = GT
plWpGpl + Wu ,

ψ = 2
[

(Pb −Pd)
T
WpGpl + ∆UT

b Wu

]T

.

The minimization is subject to the constraintsh(xj , uj) ≤ 0, ∀j ≥ k, wherek

is the current sampling instance. For notational convenience,h(xj , uj) is denoted

ashj , which can be decomposed into the base and linear parthj = hb,j + hl,j.

Therefore, the matrix form of the constraints in the prediction horizon is

Hb + Ghl∆Ul ≤ 0 , (6.17)

whereGhl is the step response coefficient matrix corresponding to theconstraints

functionhj andHb = [hb,k, hb,k+1, · · · , hb,N ]T .

From the author’s experience, when the constraints are highly nonlinear, han-
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dling the inequality constraints (6.17) directly will sometimes cause difficulty for

the quadratic programming (QP) employed for the optimization to find a feasible

solution. Therefore, the soft-constraint approach[140] is utilized which replaces the

minimization problem with

min
∆Ul,ǫ

Jsc,NMPC (6.18)

subject to

Hb + Ghl∆Ul ≤ ǫ , (6.19)

ǫ ≥ 0 , (6.20)

whereJsc,NMPC = JNMPC + ǫT Wǫǫ + ǫTwǫ, ǫ is a vector of slack variables,Wǫ is

a diagonal matrix of positive weight, andwǫ is a vector of positive elements. This

modified minimization problem can be written as

J∗
sc,NMPC = min

∆Ul,ǫ
∆UT

l Γ∆Ul + ψT ∆Ul + ǫTWǫǫ+ ǫT wǫ

= min
∆Ul,ǫ

[

∆UT
l ǫT

]









Γ 0

0 Wǫ

















∆Ul

ǫ









+

[

ψT wT
ǫ

]









∆Ul

ǫ









= min
Π

ΠT ΛΠ + τT Π , (6.21)
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subject to









Hb

0









+









Ghl −I

0 −I









Π ≤ 0 . (6.22)

whereΠ = [∆UT
l , ǫ

T ]T , Λ =









Γ 0

0 Wǫ









, andτ = [ψT ,wT
ǫ ]T .

To summarize, the procedure for implementing the NMPC strategy based on

EPSAC for each sampling instancek is:

(1) ObtainUb by the following method:

• if k = 0 anditer = 1, Ub is chosen from the nominal operating point

which was used in the previous batches;

• if k > 0 anditer = 1,Ub is set as theUoptimal obtained in the previous

sampling instance;

• if iter > 1, the updatedUb from the previous iteration is used;

whereiter is the iteration count.

(2) Given the estimated current system states, obtainPb andHb by usingUb as

the input to the nonlinear process model (6.1) to (6.5).

(3) Obtain the step response coefficient matricesGpl andGhl by introducing a

step change inδu.
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(4) ObtainΠ∗ = [∆U∗
l , ǫ

∗]T from the solution to the minimization problem

(6.21) and (6.22), then update the elements ofUb using

ub,k+j = ub,k+j +

j
∑

i=0

∆ul,k+i ,

wherej = 0, . . . , N − 1 + k.

(5) Calculateerr =

∥

∥

∥

∥

∥

∥

∥

∥









Gpl

Ghl









∆U∗
l

∥

∥

∥

∥

∥

∥

∥

∥

. If err is greater than a specified toler-

ance∗, iter = iter + 1, and go back to Step 1. Otherwise, setUoptimal = Ub

and implement the first element ofUoptimal to the process.

6.3 Unscented Kalman filter

In practice, not all states can be measured and those unmeasured states need to be

estimated from available measurements. The most widely known state estimator for

nonlinear systems is the extended Kalman filter (EKF). Although the EKF maintains

the computationally efficient recursive update form of Kalman filter (KF), it has

limitations. First, EKF relies on the linearization of the nonlinear system dynamics.

Hence, if the system is highly nonlinear, then the state estimates can be poor. At

worst, it may cause the state estimates to diverge. Secondly, linearization can be

applied only if the Jacobian matrix exists. This means that EKF may not be applied

to discontinuous systems. Finally, computing the Jacobianmatrix can be poorly

∗
1 × 10

−4 was used in this study.
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numerically conditioned for some processes.

Julier et al. [78] proposed an approach for filtering nonlinear systems to address

the aforementioned problems by using what is now known as theunscented trans-

formation (UT) [74–77]. The UT works by constructing a set ofpoints, referred as

a sigma point, which are deterministically chosen to have the same known statistics

(e.g., means and covariance) as a given state estimate. Then, a specified nonlinear

transformation is applied to each sigma point, and the unscented estimate is ob-

tained by computing the statistics of the transformed set. The incorporation of UT

into the KF framework is called the unscented Kalman filter (UKF) [78]. The fol-

lowing describes briefly the implementation of UKF based on the spherical simplex

unscented transformation [75].

Consider then (= nx+ny) dimensional augmented system statesxa,k = [xk, dk]
T

and recast the system equations (6.2) to (6.4) as

xa,k = fa(xa,k−1, uk−1) + wa,k−1 , (6.23)

yk = ga(xa,k, uk) + vk , (6.24)

where

fa(xa,k−1, uk−1) =

[

fT (xk−1, uk−1) dT
k−1

]T

,

ga(xa,k, uk) = g(xk, uk) + dk ,

wa,k−1 =

[

wT
k ξT

k

]T

.
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A summary of the UKF procedure is below:

(1) Calculate sigma pointsχi,k−1 for i = 0, 1, . . . , n+ 1 by the spherical simplex

unscented transformation as follows:

(a) Obtain the initial weight sequence by specifying the weight for the first

sigma pointχ0,k−1, W o
0 , which is a scalar weight for the mean value

of the augmented system states. The initial weights for the rest of the

sigma points are obtained as

W ◦
i =

1 −W ◦
0

n + 1
for i = 1, . . . , n+ 1 . (6.25)

(b) Forj = 2, 3, . . . , n, generate the vector sequence by using the following

equation:

Xj
i =













































































































Xj−1
0

0











for i = 0 ,











Xj−1
i

− 1√
j(j+1)W ◦

1











for i = 1, . . . , j ,











0j−1

j√
j(j+1)W ◦

1











for i = j + 1 ,

(6.26)
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where

X1
0 = 0; X1

1 = − 1
√

2W ◦
1

; X1
2 =

1
√

2W ◦
1

. (6.27)

(c) Compute the unscaled sigma points according to:

χ◦
i,k−1 = x̂a,k−1 + ATXn

i , (6.28)

where x̂a,k−1 andAT are the mean of the augmented states and the

Cholesky decomposition of the augmented states covariancematrixPxa,k−1

at previous sampling time, respectively. Ifk = 1, x̂a,0 = E [xa,0] and

Pxa,0=E
[

(xa,0 − x̂a,0) (xa,0 − x̂a,0)
T
]

= ATA. Otherwise,x̂a,k−1 and

Pxa,k−1
are defined in Step 7.

(d) Calculate the scaled sigma points and their associated weights by

χi,k−1 = χ◦
0,k−1 + γ

(

χ◦
i,k−1 − χ◦

0,k−1

)

, (6.29)

Wi =



















(W ◦
0 +γ2−1)

γ
for i = 0 ,

W ◦
i

γ2 for i 6= 0 ,

(6.30)

where0 < γ ≤ 1 is a scaling factor indicating the distance of the sigma

points to their mean values.
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(2) Propagate the sigma points through the augmented systemstate equations:

χi,k|k−1 = fa (χi,k−1, uk−1) , for i = 0, 1, . . . , n+ 1. (6.31)

(3) Compute the predicted mean and covariance matrix of the augmented system

states from

x̂a,k|k−1 =

n+1
∑

i=0

Wiχi,k|k−1 , (6.32)

Pxa,k|k−1
=

n+1
∑

i=0

[

Wi(χi,k|k−1 − x̂a,k|k−1) (χi,k|k−1 − x̂a,k|k−1)
T
]

+

(1 − γ2) (χ0,k|k−1 − x̂a,k|k−1) (χ0,k|k−1 − x̂a,k|k−1)
T +Q ,

(6.33)

whereQ is the process noise covariance matrix.

(4) Propagateχi,k|k−1 through the observation equation:

yi,k|k−1 = ga(χi,k|k−1, uk). (6.34)

(5) Compute the predicted mean and the covariance matrix of the measured vari-
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ables:

ŷk|k−1 =

n+1
∑

i=0

Wiyi,k|k−1 , (6.35)

Pyk|k−1
=

n+1
∑

i=0

[

Wi (yi,k|k−1 − ŷk|k−1) (yi,k|k−1 − ŷk|k−1)
T
]

+

(1 − γ2) (y0,k|k−1 − ŷk|k−1) (y0,k|k−1 − ŷk|k−1)
T +R ,

(6.36)

whereR is the measurement noise covariance matrix.

(6) Compute the predicted cross-covariance matrix betweenthe augmented sys-

tem states and the measured variables from

Pxay =
n+1
∑

i=0

Wi (χi,k|k−1 − x̂a,k|k−1) (yi,k|k−1 − ŷa,k|k−1)
T . (6.37)

(7) Once the measurementyk is available, correct the predictions according to

Kalman filter equations:

x̂a,k = x̂a,k|k−1 +Kk(yk − ŷk|k−1) , (6.38)

Pxa,k
= Pxa,k|k−1

−KkPyk|k−1
KT

k , (6.39)

where the Kalman gainKk is defined asKk = PxayP
−1
yk|k−1

.
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6.4 Simulation results and discussion

In the polymorphic transformation, bothα- andβ-form crystals are seeded accord-

ing to a Gaussian distribution with parameter values given in Table 5.1. The initial

solute concentrationC0 and maximum final solute concentrationCmax(tf ) are 20

g/kg with a default batch timetf is 3 hours which is extended if the inequality

constraint (5.5) is not satisfied at that time. The sampling time is ten minutes.

6.4.1 Description of specific control implementations

In order to implement the NMPC strategy, the partial differential equations (4.1)

and (4.2) need to be discretized into a series of ODEs as in Eq.(6.2). For this

purpose, JSHWENO discretization method detailed in Chapter 4 is employed. The

resulting discretizations offseed,i andfnucl,i with respect toL together with the solute

concentration are considered as the system states. Of all the system states, only

solute concentration is measured. Hence, the rest of the system states need to be

estimated from available measurements. In this study, the following measurements

are considered:

y = [µα,1, µα,2, µβ,1, µβ,2, Xα, C, T ]T , (6.40)

whereXα is the crystal concentration ofα-form crystals. The first four variables

(i.e., the first- and second-order moments ofα- andβ-form crystals) can be mea-
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sured using the online high-speed imaging system developedby the pharmaceutical

manufacturer GlaxoSmithKline [31]. The crystal concentration of α-form crys-

tals can be measured by Raman Spectroscopy [115, 139]. Several online tech-

niques are available for measuring the solution concentration such as conductivity

or attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR)

[128, 160]. Temperature measurements are readily available using teflon-coated

thermocouples.

The optimization of two different product qualities,P1 = (µβ,3)t=tf
in Eq. (5.1)

andP2 =
(

µnucl
β,3

µseed
β,3

)

t=tf

in Eq. (5.2), are considered, which from here onwards will

be called objectiveJ1 and objectiveJ2, respectively. The tuning parameters for the

NMPC strategy for both objectives are given in Table 6.1. Theperformance and ro-

bustness of the NMPC strategy to the perturbations in the kinetic parameters in Ta-

ble 5.2 are compared with that of T-control, C-control, and quadratic dynamic ma-

trix control with successive linearization (SL-QDMC). TheT-control and C-control

strategies are explained in the previous chapter, while theformulation of SL-QDMC

is based on the quadratic dynamic matrix control (QDMC) by Garcia and Morshedi

[43], with the successive linearization of the process model performed to obtain the

dynamic matrix at every sampling instance. The constraintsare handled in a sim-

ilar way as in the NMPC strategy. Although the simulation results of the T- and

C-control strategies have been discussed and provided in Chapter 5, the pertaining

discussions are repeated here for the sake of easy reference.
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6.4.2 Comparison results and discussion

For the first control objectiveJ1, the concentration and temperature trajectories for

all four control strategies compared to the corresponding optimal trajectories, for

the three sets of parameters, are shown in Figures 6.2 to 6.4.† The corresponding

values ofP1 (which is proportional to the mass yield ofβ crystals) are in Table 6.2.

When there is no plant-model mismatch (Figure 6.2), all control strategies except

SL-QDMC produce similar results which are very close to the optimal solution. As

discussed in Chapter 5, the T-control strategy is not robustfor the modelling error

given by Case 2, with the temperature trajectory deviating significantly from the

optimal trajectory and the resultingP1 value is17% lower than the optimal one

(Figure 6.3 and Table 6.2). For Case 3 (Figure 6.4), the T-control strategy violates

one of the constraints most of the time during the batch. In contrast, the C-control

strategy provides very good robustness in all cases, producing P1 values within

1% of the optimal ones. The poor performance of the SL-QDMC forCases 1 and

2 with P1 values13% and31% lower than optimal may be accounted for by the

high process nonlinearity and the closeness of the optimal solution to a constraint,

the solubility curve ofα-form crystals. This closeness to the constraint prevents

the use of aggressive tuning parameters for SL-QDMC, otherwise the constraint is

violated even for Case 1 with no model uncertainty. SL-QDMC results in good

performance for Case 3 with aP1 value within 2% of the optimal one, but violates a

†The optimal temperature trajectory was computed by applying T-control to the sets of parame-
ters treated as known.
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state constraint near the end of the batch (Figure 6.4c). TheNMPC strategy shows

good robustness for Case 3, but it is less robust for Case 2. Although the temperature

and concentration trajectories for the NMPC strategy for Case 2 are different from

the optimal trajectories (Figure 6.3), theP1 value is nearly optimal (i.e., within4%)

for all three sets of parameters.

For objectiveJ2, the temperature and concentration trajectories obtainedby the

four control strategies are plotted in Figures 6.5 to 6.7 with P2 values tabulated in

Table 6.3. For Case 1 (Figure 6.5), all control strategies except SL-QDMC produce

nearly the optimalP2 value (Table 6.3). The performance of T-control for Case 2

is poor (Figure 6.6), with aP2 value 39% higher than optimum. Implementing T-

control in Case 3 (Figure 6.7) needs an extension of the batchtime to 4.5 hours in

order to satisfy the inequality constraint on the yield (5.5). TheP2 value obtained

by C-control is much better than obtained by the T-control for Case 2 but only

moderately better for Case 3 (Table 6.3). This improved robustness is achieved,

however, by using a longer batch time, requiring about 50 hours (Case 2) and 5.8

hours (Case 3) to satisfy the inequality constraint (5.5). For Cases 2 and 3, theP2

values of SL-QDMC are worse than C-control and NMPC but the difference is not

nearly as big as in Case 1. For all three sets of parameters, SL-QDMC was able to

satisfy all the constraints for the second objective withinthe specified batch time.

For the second objective, the NMPC strategy had the best performance and ro-

bustness among the four control strategies for both sets of perturbed parameters,

with P2 values within 7% from the optimal ones. While C-control and NMPC gave
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nearly the sameP2 values and both satisfied all of the constraints during the entire

batch, a clear advantage of NMPC was that it completed the batches within the spec-

ified batch time. Although the greater ease of implementation of C-control makes

it easier to transfer to industry [97, 175], this simulationstudy demonstrates that

there is room for improved robust performance and productivity by using a more

sophisticated NMPC strategy.

Table 6.1: Tuning parameters for the NMPC strategy.
Values for objectiveJ1 Values for objectiveJ2

Wp = I Wp = I
(Wu)i,i

† = 7 [1 + 10 (i− 1)] × 10−4 (Wu)i,i
† = [1 + 2 (i− 1)] × 10−4

Wǫ = 10I Wǫ = 10I

wǫ = 10 [1, 1, . . . , 1]T wǫ = 10 [1, 1, . . . , 1]T

W ◦
0 = 0.8 W ◦

0 = 0.8
γ = 0.1 γ = 0.1

†The diagonal elements of matricesWu, wherei = 1, . . . , N − k

Table 6.2: Values of the control objectiveP1 obtained for the three sets of model
parameters in Table 5.2.

Cases T-control C-control SL-QDMC NMPC optimal

1 0.3119 0.3099 0.2720 0.3117 0.3119
2 0.3478 0.4187 0.2881 0.4031 0.4195
3 0.2569 0.2630 0.2634 0.2666 0.2667

Table 6.3: Values of the control objectiveP2 obtained for the three sets of model
parameters in Table 5.2.

Cases T-control C-control SL-QDMC NMPC optimal

1 0.0381 0.0385 0.0406 0.0384 0.0381
2 0.0064 0.0050‡ 0.0053 0.0049 0.0046
3 0.0683‡ 0.0679‡ 0.0681 0.0679 0.0659
‡These values are obtained after the batch time is extended tosatisfy constraint (5.5)
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Figure 6.2: Concentration and temperature trajectories for Case 1 with objectiveJ1.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 6.3: Concentration and temperature trajectories for Case 2 with objectiveJ1.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 6.4: Concentration and temperature trajectories for Case 3 with objectiveJ1.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 6.5: Concentration and temperature trajectories for Case 1 with objectiveJ2.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 6.6: Concentration and temperature trajectories for Case 2 with objectiveJ2.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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Figure 6.7: Concentration and temperature trajectories for Case 3 with objectiveJ2.
The solid lines are trajectories corresponding to the four control strategies studied,
the dashed lines are the optimal trajectories, and the shaded region indicates the
inequality constraint (5.4) corresponding to the control strategies.
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6.5 Conclusions

An NMPC strategy based on EPSAC and UKF was presented for batch polymorphic

crystallization processes. A simulation study consideredthe control objectives of

maximizing the yield ofβ-form crystals (P1) and minimizing the ratio of nucleated

crystal mass to seed crystal mass ofβ-form crystals (P2). The performance and

robustness of the NMPC strategy was compared to establishedcontrol strategies,

namely T-control, C-control, and SL-QDMC.

T-control was very sensitive to parameter perturbations, especially for Case 2,

which results in 17% and 39% deviation from the optimal values of P1 andP2,

respectively. C-control was robust for the maximization ofyield, which produced

almost identical results to the optimal values for three sets of parameters. While

C-control satisfied all of the constraints and producedP2 values better or similar

to those of the other control strategies, the simulation study showed that C-control

could take a very long batch time to satisfy the yield constraint (5.5). SL-QDMC

performed very poorly, even when there is no plant-model mismatch, due to high

process nonlinearity exacerbated by closeness of the optimal solution to a state con-

straint. The NMPC strategy showed good overall robustness for both objectives

(within 4% and7% of the optimal values, respectively) while satisfying allcon-

straints within the specified batch time.



Chapter 7

Integrated Nonlinear MPC and

Batch-to-Batch Control Strategy

7.1 Introduction

Due to the plant-model mismatch, optimal control obtained from offline process

model is often suboptimal when applied to the real process. Exploiting the fact that

batch processes are repetitive in nature, batch-to-batch control uses results from pre-

vious batches to iteratively compute the optimal operatingconditions for each batch.

Batch-to-batch control has been studied extensively in thepast decade. Zafiriou et

al. [173] proposed an approach for modifying the input sequence from batch-to-

batch to deal with plant-model mismatch. Their approach is based on an analogy

between the iteration during numerical optimization of an objective function and

successive batches during the operation of the plant. Clarke-Pringle and MacGre-

141
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gor [26] proposed a method to correct the manipulated variable trajectories from

batch-to-batch with application to the optimization of molecular weight distribution

in a polymerization process. The method uses errors betweenthe measured and

desired molecular weight distributions at the end of a batchto update the manipu-

lated variable trajectories for the next batch. Lee and co-workers [89] presented the

quadratic criterion-based iterative learning control (Q-ILC) approach for tracking

control of batch processes based on a linear time-varying tracking error transition

model. Doyle et al. [37] used batch-to-batch optimization to achieve the desired

particle size distribution (PSD) target in an emulsion polymerization reactor. A

simplified theoretical model is used as predictor, but the prediction is corrected us-

ing an updated PLS model that relates the manipulated variables to the error from

the theoretical model prediction and the measured distribution. Xiong and Zhang

[170] presented a recurrent neural network based ILC schemefor batch processes

where the filtered recurrent neural network prediction errors from previous batches

are added to the model predictions for the current batch and optimization is per-

formed based on the updated predictions. Li et al. [94] presented a batch-to-batch

optimal control based on recursively updated nonlinear model. In their approach,

a batch-wise recursive nonlinear PLS algorithm was proposed to update the model

after each batch.

With the ability of model predictive control (MPC) to respond to disturbances

occuring during the batch and batch-to-batch control to correct any bias left uncor-

rected by the MPC, combining both methods to obtain better control performance
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is possible. This integrated control strategy can combine information from the past

error tracking signals with that from the current batch to adjust the manipulated

variable trajectories more effectively in real time. If disturbances occur, the inte-

grated control method is expected to counteract more rapidly the effect of distur-

bances than batch-to-batch ILC only. Lee and co-workers [25, 90, 91] proposed a

batch MPC (BMPC) technique for tracking control by incorporating the capability

of real-time feedback control into Q-ILC. Chin et al. [24] proposed a two-stage con-

trol framework by combining the Q-ILC and BMPC methods to separately handle

the real-time disturbance and the batch-wise persisting disturbance, respectively.

However, the aforementioned integrated control strategies [24, 25, 90, 91] rely

on linear time varying (LTV) models, which is known to be lacking in the extrap-

olative capability. Motivated by this consideration and the benefits of the integrated

control strategy, a new integrated nonlinear MPC and batch-to-batch (NMPC-B2B)

control strategy is proposed in this chapter. The proposed method makes use of a

hybrid model consisting of the nominal first-principles model and a correction fac-

tor obtained from an updated PLS model. One major benefit of such hybrid model is

the ability to harness the extrapolative capability of the first-principles model while

the PLS model provides a means for simple model updating. TheNMPC based on

the extended predictive self-adaptive control (EPSAC) [33, 34, 70, 134] is utilized to

perform online control to handle the constraints effectively while the batch-to-batch

control refines the model by learning from the previous batches. Simulation studies

show that the proposed control strategy results in improvedconstraints handling,
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faster and smoother convergence compared to the standard batch-to-batch control

strategy. In the next section, the batch-to-batch (B2B) control strategy adopted in

this study is explained. It is followed by the discussion of the proposed NMPC-B2B

control strategy. Then, simulation studies are presented to compare the performance

of the B2B and NMPC-B2B control strategies in the polymorphic transformation of

L-glutamic acid from the metastableα-form to the stableβ-form crystals. Lastly,

conclusions are given.

7.2 Batch-to-batch (B2B) control strategy

In this study, batch-to-batch control strategy based on a hybrid model consisting of

a first-principles model and a PLS model is adopted. The benefit of such model

lies in its ability to exploit the extrapolative power of first-principles model while

the inevitable modelling error is corrected through a simple PLS model using data

from previous batches. Therefore, for any process variables of interest (such as the

product quality and constrained variables) at thekth sampling time ofjth batch,zj
k,

its prediction can be decomposed into two factors:

zj
k = zj

fp,k + ∆zj
pls,k , (7.1)

wherezj
fp,k is obtained from the first-principles models (Chapter 3) with nominal

model parameters while∆zj
pls,k is the correction obtained from the PLS model using
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the quadratic PLS (QPLS) [165] technique.

Generally, PLS method reduces the dimension of the predictor variablesX ∈

R
n×nx and response variablesY ∈ R

n×ny , wheren, nx, ny denote the respective

numbers of datasets, input, and output variables, by projecting them to the directions

that maximize the covariance between input and output variables. The decomposi-

tion of X andY into their score and loadings matrices is shown below:

X = SOT + E =

nlatent
∑

h=1

sho
T

h
+ E , (7.2)

Y = UQT + F =

nlatent
∑

h=1

uhq
T

h
+ F , (7.3)

whereS ∈ R
n×nlatent andU ∈ R

n×nlatent are the matrices of scores forX andY,

respectively,O ∈ R
nx×nlatent andQ ∈ R

ny×nlatent are the matrices of loadings forX

andY, respectively,E andF are matrices of residuals,sh, oh, uh andqh are thehth

column of matricesS, O, U andQ, respectively, andnlatent is the number of the

specified latent variables used in PLS. In the conventional PLS approach, the score

vectorssh anduh are related linearly. In contrast, they are related quadratically in

the QPLS as follows:

uh = c0h + c1hsh + c2hs
2
h

+ εh , (7.4)

wherecjh is thejth regression coefficient andεh is the residual vector.

The first step to obtain∆zj
pls,k is to prepare the matricesX andY from the
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historical database. Each row of matrixX consists of the input variables at sampling

time 0 to k − 1 for a particular batch, while each row of matrixY contains the

deviation between real process variable and the one predicted by the first-principles

model at sampling timek in the same batch. There are two common approaches

to determine the number of datasets (n) kept in the database. The first approach is

to keep the datasets from all past batches (n increases every batch) and the other

approach is to keep only the datasets from the latestn batches (i.e. moving window

approach). The second step to obtain∆zj
pls,k is to decompose both database matrices

into their corresponding scores and loadings vectors. Subsequently, the regression

coefficients are obtained by the QPLS algorithm given in the Appendix A. In this

study,nlatent is chosen as the maximum number such that the explained variances

in matricesX andY does not exceed99%. Finally, for a new input vectorxpls, the

output correction term∆zj
pls,k can be obtained as follows:

(1) Arrange the row vectorxpls in the same way as the database matrixX.

(2) Forh = 1, . . . , nlatent, calculate the contributions to the output vectorypls,h

as follows:

(a) Obtain the input score vectorŝh corresponding to the new input vector:

ŝh =
xplsoh

oT

h
oh

.
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(b) Calculate the output score vectorûh :

ûh = c0h + c1hŝh + c2hŝ
2
h
.

(c) Obtain the residuals vectore:

e = xpls − ŝho
T

h
,

and setxpls = e for the next dimensionh = h+ 1.

(3) Calculate the output correction term:

∆zj
pls,k =

nlatent
∑

h=1

ûhq
T

h
.

In the batch-to-batch control strategy, the objective function to be minimized

before thejth batch is as follows:

JB2B = min
U

Wp (P − Pd)
2 + ∆UT W∆U ∆U + dUT WdU dU , (7.5)

where

U =
[

uj
0, u

j
1, · · · , uj

N−1

]T
,

∆U =
[

uj
1 − uj

0, u
j
2 − uj

1, · · · , uj
N−1 − uj

N−2

]T
,

dU =
[

uj
0 − uj−1

0 , uj
1 − uj−1

1 , · · · , uj
N−1 − uj−1

N−1

]T
,
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andP andPd are the predicted and desired final product quality, which corresponds

to either Eq. (5.1) or (5.2), respectively,uj
k is the input value at thekth sampling

time of jth batch,N is the total number of samples in one batch,Wp is the scalar

weight corresponding to the final product quality, andW∆U andWdU are the weight

matrices which penalize excessive changes in the input variable which occur within-

batch and inter-batch, respectively. The above minimization problem is subject to

process model and inequality constraintsH (U) ≤ 0. In this study, differential evo-

lution (DE) [84, 151] technique is utilized to solve the above minimization problem

before every batch.

7.3 Integrated NMPC and batch-to-batch (NMPC-

B2B) control strategy

The main shortcoming of batch-to-batch control strategy lies in its open-loop na-

ture, where the correction is not made until the next batch. As a result, its capability

to handle constraints for the current batch solely depends on the accuracy of the

corrected model from the previous batch. Hence, when the corrected model is still

not accurate, which is likely the case in the first few batches, it is possible that the

constraints will be violated when the input values are implemented to the process. If

online measurement of some process variables are available, it is possible and ben-

eficial to integrate nonlinear model predictive control (NMPC) technique into the

batch-to-batch control strategy to develop the proposed integrated NMPC-B2B con-
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trol strategy. As such, both control strategies will complement each other such that

the NMPC can perform online control to handle the constraints effectively while

the batch-to-batch control refines the model by learning from the previous batches.

In the proposed integrated control strategy, the formulation of the hybrid model

remains the same, except that the definition of the matrixX in the PLS model

includes both the input and measured variables at sampling time 0 to k − 1. The

objective function to be minimized at every sampling time isas follows:

JNMPC−B2B = min
U

Wp (P − Pd)
2+∆UT W∆U ∆U+dUT WdU dU , (7.6)

where

U =
[

uj
k, u

j
k+1, · · · , u

j
N−1

]T
,

∆U =
[

uj
k − uj

k−1, u
j
k+1 − uj

k, · · · , u
j
N−1 − uj

N−2

]T
,

dU =
[

uj
k − uj−1

k , uj
k+1 − uj−1

k+1, · · · , u
j
N−1 − uj−1

N−1

]T
,

andW∆U andWdU are the weight matrices which penalize excessive changes in

the the input variable which occur within-batch and inter-batch, respectively. The

above minimization problem is subject to process model and inequality constraints

H (U) ≤ 0.

The NMPC strategy considered here is based on the EPSAC technique [33, 34,

70, 134] as described in Chapter 6. Using the representation(6.12),P , ∆U, and
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dU in Eq. (7.6) can be decomposed into:

P = Pb + Gpl∆Ul , (7.7)

∆U = ∆Ub + ∆Ul , (7.8)

dU = Ub + M∆Ul − Uprev , (7.9)

wherePb is the product quality calculated using the hybrid model with predeter-

mined future inputsUb = [ub,k, ub,k+1, · · · , ub,N−1]
T , Gpl is the step response coef-

ficient matrix corresponding to the product quality,Uprev =
[

uj−1
k , uj−1

k+1, · · · , u
j−1
N−1

]T

is the input sequence from the previous batch,∆Ub = [∆ub,k,∆ub,k+1, · · · ,∆ub,N−1]
T

is the change in the predetermined future inputs, andM is a lower triangular ma-

trix with all elements equal to one. Therefore, the the minimization problem (7.6)

becomes:

JNMPC−B2B = min
∆Ul

∆UT
l Γ∆Ul + ψT ∆Ul , (7.10)

where

Γ = WpG
T
plGpl +W∆U + MTWdUM ,

ψ = 2
[

Wp (Pb − Pd)
T Gpl + ∆UT

b W∆U + (Ub −Uprev)
T
WdUM

]T

.
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Similarly, the inequality constraintsH (U) can be decomposed into:

Hb + Ghl∆Ul ≤ 0 , (7.11)

whereGhl is the step response coefficient matrix corresponding to theconstraints

andHb is the constraints calculated using the hybrid model with predetermined

future inputsUb. In this study, the soft-constraint approach [140] is utilized and the

minimization problem is modified as follows:

min
∆Ul,ǫ

Jsc,NMPC-B2B, (7.12)

subject to

Hb + Ghl∆Ul ≤ ǫ , (7.13)

ǫ ≥ 0 , (7.14)

whereJsc,NMPC-B2B= JNMPC-B2B+ ǫT Wǫ ǫ+ ǫT wǫ , ǫ is a vector of slack variables,

Wǫ is a diagonal matrix of positive weight, andwǫ is a vector of positive element.

Hence, the solution to the modified minimization problem is as follows:

J∗
sc,NMPC-B2B = min

∆Ul,ǫ
∆UT

l Γ∆Ul + ψT ∆Ul + ǫTWǫǫ+ ǫT wǫ
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= min
∆Ul,ǫ

[

∆UT
l ǫT

]









Γ 0

0 Wǫ

















∆Ul

ǫ









+

[

ψT wT
ǫ

]









∆Ul

ǫ









= min
Π

ΠT ΛΠ + τT Π , (7.15)

where

Π =

[

∆UT
l ǫT

]T

,

Λ =









Γ 0

0 Wǫ









,

τ =

[

ψT wT
ǫ

]T

,

subject to









Hb

0









+









Ghl −I

0 −I









Π ≤ 0 . (7.16)

In summary, the procedure of implementing the integrated NMPC and batch-to-

batch control strategy for each batchj and sampling timek is as follows:

(1) Prepare the database matricesX andY for the PLS model as follows:

• if j = 1, the database matricesX andY for the PLS model can be

obtained from the historical batch data. Alternatively, input sequences
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around the nominal trajectory which is the optimal input sequence for

the first-principles model are implemented to the process and the result-

ing measurements are used to construct the database.

• if j > 1, update the database matrices by including the previous batch

measurements dataset into the database. In this study, the moving win-

dow approach is adopted, where the dataset from the earliestbatch is

removed every time a new dataset is included.

(2) ObtainUb by the following method:

• if k = 0 anditer = 1, Ub is chosen to be the input trajectory imple-

mented in the previous batch.

• if k > 0 anditer = 1,Ub is set as theUoptimal obtained in the previous

sampling time of the current batch.

• if iter > 1, the updatedUb from the previous iteration is used.

whereiter is the iteration count.

(3) ObtainPb andHb by usingUb as the input to the hybrid process model. In

this study, it is assumed that the constrained variables aremeasured. Then,

the bias between the predictions and the measurements of theconstrained

variables at the current sampling timek are added into the future predictions.

If the constrained variables are not measured, it is possible to employ state

estimation such as extended Kalman filter (EKF) or unscentedKalman filter
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(UKF) to estimate them.

(4) Obtain the step response coefficient matricesGpl and Ghl by introducing

step change inδu. Generally, product quality measurement of batch process

is only available at the end of the batch. Consequently, the PLS correction

can only be calculated for the end of batch only (i.e. for sampling timeN).

Therefore in order to obtainGpl, the PLS correction for the sampling timeN

is added to the prediction of product quality at sampling timek toN − 1.

(5) ObtainΠ∗ =

[

∆U∗
l ǫ∗

]T

from the solution to the minimization problem

(7.15) and (7.16), then update the elements ofUb as follows:

ub,k+j = ub,k+j +

j
∑

i=0

∆ul,k+i ,

wherej = 0, . . . , N − 1 + k.

(6) If err =

∥

∥

∥

∥

∥

∥

∥

∥









Gpl

Ghl









∆U∗
l

∥

∥

∥

∥

∥

∥

∥

∥

is greater than a specified tolerance (1 × 10−4 is

used in this study),iter = iter + 1 and repeat from step (2). Otherwise, set

Uoptimal = Ub and implement the first element ofUoptimal to the process.

(7) If the end of the current batch is reached, repeat from step (1) and go to the

next batch.
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7.4 Simulation results and discussion

In the polymorphic transformation process, bothα- andβ-form crystals are seeded

according to Gaussian distribution with parameter values given in Table 5.1. The

initial solute concentrationC0 and maximum final solute concentrationCmax(tf)

are 20g/kg. The batch timetf is 3 hours and the sampling time is ten minutes.

7.4.1 Description of specific control implementations

The optimization of two different product qualities,P1 = (µβ,3)t=tf
in Eq. (5.1)

andP2 =
(

µnucl
β,3

µseed
β,3

)

t=tf

in Eq. (5.2), are considered, which from here onwards will

be called objectiveJ1 and objectiveJ2, respectively. It is assumed that the process

is subject to two cases of parameter perturbations given in Table 5.2. Note that

only Cases 2 and 3 are considered, since batch-to-batch adjustment is not required

when there is no plant-model mismatch (Case 1). The tuning parameters for the

B2B and NMPC-B2B control strategies for both objectives aregiven in Tables 7.1

and 7.2, respectively. For all cases and objectives, the initial database (i.e. for

the first batch) utilized for the PLS model comprises historical operating data from

ten batches. These include temperature trajectories around the nominal trajectory

(see the solid lines in Figures 7.1 to 7.4) obtained by optimizing the nominal first-

principles model, the corresponding deviation between themeasured concentration

and the predicted concentration by the first-principles model, and the deviation val-

ues in final product quality. For the subsequent batches, moving window approach
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is adopted to update the database, where the latest 15 batches are kept in the data-

base. For all cases and objectives, the optimal results as indicated by the dashed

line in Figures 7.5 to 7.10 are obtained by applying the temperature control strat-

egy, where the temperature-time trajectory is parameterized as a first-order spline

with eighteen time intervals, to the first-principles modelwith the set of parameters

treated as known.

7.4.2 Comparison results and discussion

For the first control objectiveJ1, the respective concentration and temperature tra-

jectories obtained for the B2B and NMPC-B2B control strategies applied to Case 2

are given by Figures 7.5 and 7.6. As can be seen from these figures, both control

strategies produce solutions which converge to the optimalone gradually and result

in temperature and concentration trajectories very close to the corresponding opti-

mal ones at batch 20. Figure 7.7 compares theP1 values obtained by both control

strategies for batches 1 to 20. It is clear that not only theP1 values obtained by

the NMPC-B2B control strategy converge at a faster rate thanthose obtained by

the B2B control strategy, but also the former gives a smoother convergence while a

slight oscillation can be observed in batches 13 to 18 for theB2B control strategy.

Furthermore, the NMPC-B2B control strategy is able to satisfy all the constraints

for every batch, while the B2B control strategy violates oneof the constraints dur-

ing batches 5 to 8 as shown in Figure 7.7. For Case 3, the resulting concentration

and temperature trajectories for both control strategies in batches 1, 7, 14, and 20
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are shown in Figures 7.8 and 7.9, where the convergence of both control strategies

to the corresponding optimal one is illustrated. The trend of P1 values as given in

Figure 7.10 shows similar observation to the Case 2, meaningthat the NMPC-B2B

control strategy results in a faster convergence and satisfies all constraints, while

the B2B control strategy violates one of the constraints in batch 2.

For control objectiveJ2, Figures 7.11 and 7.12 show the concentration and tem-

perature trajectories for B2B and NMPC-B2B control strategies applied to Case 2,

respectively. Although there is a slight difference between the temperature trajec-

tories obtained by both control strategies and the optimal temperature trajectory in

batch 20, the correspondingP2 values (Figure 7.13) obtained by both control strate-

gies are reasonably close to the optimal one (within0.2%). This phenomenon also

indicates that theP2 value is less sensitive to the changes in temperature aroundthe

optimal temperature trajectory. Again, it is observed thatthe NMPC-B2B control

strategy converges at a faster rate than the B2B control strategy. Likewise, Fig-

ure 7.14 shows that theP2 values in batch 20 obtained by the two control strategies

for Case 3 are very close to the optimal one (within0.1%), despite the difference

in the corresponding concentration and temperature trajectories produced by both

control strategies and the optimal ones (Figures 7.15 and 7.16). In addition, the

convergence of theP2 values obtained by the NMPC-B2B control strategy is much

faster and smoother than that obtained by the B2B control strategy.

TheP1 andP2 values obtained by the B2B and NMPC-B2B control strategies

at batch 20 and those obtained by NMPC strategy developed in Chapter 6 are tab-
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ulated in Tables 7.3 and 7.4, respectively. It can be seen that theP1 andP2 values

obtained by the B2B and NMPC-B2B control strategies are veryclose to each other

and comparable to the true optimal values for all cases. Furthermore, through the

learning process, these control strategies outperform theNMPC strategy, except for

Case 3 of objectiveJ1, where the NMPC strategy obtains a marginally betterP1

value (0.1% better than that obtained by the NMPC-B2B strategy).

Table 7.1: Tuning parameters for the B2B control strategy.
Values for objectiveJ1 Values for objectiveJ2

Wp,1 = 1 Wp,2 = 1
(W∆U ,1)i,i

† = 2 [1 + 15 (i− 1)] × 10−5 (W∆U ,2)i,i
† = 3 [1 + 0.5 (i− 1)] × 10−5

WdU ,1 = 3 × 10−5I WdU ,2 = 5 × 10−6I
Wǫ = 10I Wǫ = 10I

wǫ = 10 [1, 1, . . . , 1]T wǫ = 10 [1, 1, . . . , 1]T

†The diagonal elements of matricesW∆U,1 andW∆U,2, wherei = 1, . . . , N .

Table 7.2: Tuning parameters for the NMPC-B2B control strategy.
Values for objectiveJ1 Values for objectiveJ2

Wp,1 = 1 Wp,2 = 1
(W∆U,1)i,i

† = [1 + 15 (i− 1)] × 10−5 (W∆U,2)i,i
† = 9 [1 + 0.7 (i− 1)] × 10−5

WdU,1 = 1.5 × 10−5I WdU,2 = 6 × 10−6I
Wǫ = 10I Wǫ = 10I

wǫ = 10 [1, 1, . . . , 1]T wǫ = 10 [1, 1, . . . , 1]T

†The diagonal elements of matricesW∆U,1 andW∆U,2, wherei = 1, . . . , N − k.

Table 7.3: Values of the control objectiveP1 obtained for the Cases 2 and 3 in Table
5.2.

Cases NMPC B2B NMPC-B2B optimal

2 0.4031 0.4194 (after batch 11) 0.4194 (after batch 8) 0.4195
3 0.2666 0.2662 (after batch 6) 0.2663 (after batch 3) 0.2667
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Table 7.4: Values of the control objectiveP2 obtained for the Cases 2 and 3 in Table
5.2.

Cases NMPC B2B NMPC-B2B optimal

2 0.0049 0.0046 (after batch 9) 0.0046 (after batch 7) 0.0046
3 0.0679 0.0659 (after batch 20) 0.0659 (after batch 10) 0.0659

7.5 Conclusions

An integrated nonlinear predictive control and batch-to-batch (NMPC-B2B) control

strategy utilizing a hybrid model was developed for batch polymorphic crystalliza-

tion processes. The performance of the proposed control strategy to optimize two

control objectivesP1 andP2 is evaluated under two cases of plant-model mismatch.

Simulation results show that the NMPC-B2B control strategyproduces better per-

formance compared to the standard B2B control strategy for all cases and objec-

tives considered. Beside being able to satisfy all the constraints, the convergence of

the product qualities obtained by the NMPC-B2B control strategy is always faster

and smoother than that obtained by the B2B control strategy.Compared to the

NMPC strategy developed in the previous chapter, both B2B and NMPC-B2B con-

trol strategies obtain better product quality values (except for Case 3 of objective

J1). Hence, it is verified that through the learning process, both B2B and NMPC-

B2B control strategies are more advantageous to be employedto address the plant-

model mismatch in an effective manner.
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Figure 7.1: Database employed for Case 2 and objectiveJ1 in B2B and NMPC-B2B
control strategies.
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Figure 7.2: Database employed for Case 3 and objectiveJ1 in B2B and NMPC-B2B
control strategies.
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Figure 7.3: Database employed for Case 2 and objectiveJ2 in B2B and NMPC-B2B
control strategies.
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Figure 7.4: Database employed for Case 3 and objectiveJ2 in B2B and NMPC-B2B
control strategies.
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Figure 7.5: Result of B2B control strategy for Case 2 and objective J1: (a) to (d)
are the concentration trajectories and the shaded region shows the constraints on the
concentration; (e) to (h) are the temperature trajectories. Solid line: B2B control,
dashed line: optimal control.



CHAPTER 7. INTEGRATED NONLINEAR MPC AND BATCH-TO-BATCH
CONTROL STRATEGY 163

(a)

C
 (

g/
kg

)

time (h)

batch 1

0 1 2 3

10

15

20

25

(b)

batch 7

0 1 2 3

10

15

20

25

(c)

time (h)

C
 (

g/
kg

)

batch 14

0 1 2 3

10

15

20

25

(d)

time (h)

batch 20

0 1 2 3

10

15

20

25

0 1 2 3
25

30

35

40

45

50
(e)

T
 (

° C
)

batch 1

0 1 2 3
25

30

35

40

45

50
(f)

batch 7

0 1 2 3
25

30

35

40

45

50
(g)

time (h)

T
 (

° C
)

batch 14

0 1 2 3
25

30

35

40

45

50
(h)

time (h)

batch 20

Figure 7.6: Result of NMPC-B2B control strategy for Case 2 and objectiveJ1: (a)
to (d) are the concentration trajectories and the shaded region shows the constraints
on the concentration; (e) to (h) are the temperature trajectories. Solid line: NMPC-
B2B control, dashed line: optimal control.
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Figure 7.8: Result of B2B control strategy for Case 3 and objective J1: (a) to (d)
are the concentration trajectories and the shaded region shows the constraints on the
concentration; (e) to (h) are the temperature trajectories. Solid line: B2B control,
dashed line: optimal control.
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Figure 7.9: Result of NMPC-B2B control strategy for Case 3 and objectiveJ1: (a)
to (d) are the concentration trajectories and the shaded region shows the constraints
on the concentration; (e) to (h) are the temperature trajectories. Solid line: NMPC-
B2B control, dashed line: optimal control.
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Figure 7.11: Result of B2B control strategy for Case 2 and objectiveJ2: (a) to (d)
are the concentration trajectories and the shaded region shows the constraints on the
concentration; (e) to (h) are the temperature trajectories. Solid line: B2B control,
dashed line: optimal control.
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Figure 7.12: Result of NMPC-B2B control strategy for Case 2 and objectiveJ2: (a)
to (d) are the concentration trajectories and the shaded region shows the constraints
on the concentration; (e) to (h) are the temperature trajectories. Solid line: NMPC-
B2B control, dashed line: optimal control.
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Figure 7.15: Result of B2B control strategy for Case 3 and objectiveJ2: (a) to (d)
are the concentration trajectories and the shaded region shows the constraints on the
concentration; (e) to (h) are the temperature trajectories. Solid line: B2B control,
dashed line: optimal control.
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Figure 7.16: Result of NMPC-B2B control strategy for Case 3 and objectiveJ2: (a)
to (d) are the concentration trajectories and the shaded region shows the constraints
on the concentration; (e) to (h) are the temperature trajectories. Solid line: NMPC-
B2B control, dashed line: optimal control.



Chapter 8

Conclusions and Future Work

8.1 Conclusions

Encouraged by the importance of polymorphism in pharmaceutical industries, this

thesis investigated the modelling, simulation, and control of polymorphic crystal-

lization of L-glutamic acid, which consists of the metastable α-form and the stable

β-form crystals.

In Chapter 3, a kinetic model of L-glutamic acid polymorphiccrystallization

is developed from batch experiments with in-situ measurements including atten-

uated total reflection Fourier transform infrared (ATR-FTIR) spectroscopy to infer

the solute concentration and focused beam reflectance measurement (FBRM) which

provides crystal size information. The developed kinetic model appears to be the

first to include all of the transformation kinetic parameters including dependence

on the temperature, compared to past studies on the modelling of L-Glutamic acid

173
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crystallization [115, 139]. The model parameters are determined using Bayesian

inference instead of the standard weighted least squares methods, as such prior

knowledge can be included in the statistical analysis. In addition to providing point

estimates of the kinetic parameters, the Bayesian inference approach is able to deter-

mine a detailed marginal probability distribution for eachparameter. The marginal

probability distributions of the parameters can give practitioners insight regarding

the parameter uncertainties and are of significant value to develop robust control

strategies for the crystallization process [114].

In Chapter 4, numerical simulations of the polymorphic crystallization of L-

glutamic acid using high-order WENO methods are developed.The performance

of three WENO methods: Liu et al’s version of WENO (LOCWENO) [99], Jiang

and Shu’s version of WENO with Henrick mapping (JSHWENO) [61, 72], and

the weighted power ENO method (Wpower-ENO) [141] are compared to the high

resolution (HR) finite volume method and a second-order finite difference (FD2)

method. From simulation results, it is shown that the three WENO methods outper-

form the HR and FD2 methods in terms of computational efficiency, with LOCWENO

and JSHWENO methods having the highest overall efficiency.

In Chapters 5 to 7, control strategies for the polymorphic transformation of L-

glutamic acid from the metastableα-form to the stableβ-form crystals, where two

types of objective are considered. The first objective is to maximize the mass of

β-form crystals, which is equivalent to maximizing the third-order moment or the

yield of β-form crystals, whereas the second objective is to minimizethe ratio of
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the nucleated crystal mass to the seed crystal mass ofβ-form crystals.

Specifically, Chapter 5 discusses two popular control strategies in non-polymorphic

crystallization, the T-control and C-control strategies.Simulation results show that

T-control is in general sensitive to parameter perturbations, which is in accordance

with the observation for non-polymorphic crystallization. On the other hand, the

C-control strategy performs very robustly for both objectives, but long batch times

may be required.

Since the method of moments which is heavily used in the previous MPC con-

trol algorithms developed for non-polymorphic crystallization processes [35, 79,

113, 131, 155] does not apply for the polymorphic transformation processes, the

full PDEs of the population balance model need to be solved. Consequently, the

computation time required increases considerably which prohibits the straightfor-

ward application of nonlinear programming. In Chapter 6, anefficient nonlinear

predictive control (NMPC) strategy based on the extended predictive self-adaptive

control (EPSAC) is developed. The resulting NMPC strategy only requires a stan-

dard quadratic programming, which increases computational efficiency consider-

ably compared to the nonlinear programming counterpart. Compared to the T-

control, C-control, and quadratic dynamic matrix control with successive lineariza-

tion (SL-QDMC), the NMPC strategy shows good overall robustness for two dif-

ferent control objectives, which were both within7% of their optimal values, while

satisfying all constraints on manipulated and state variables within the specified

batch time.
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Finally, realizing that batch processes are repetitive in nature, an integrated non-

linear predictive control and batch-to-batch (NMPC-B2B) control strategy utilizing

a hybrid model is developed in Chapter 7. The hybrid model comprising the nom-

inal first-principles model and a correction factor based onan updated partial least

squares (PLS) model is utilized to predict the process variables and final product

quality. In the proposed NMPC-B2B control strategy, the NMPC performs online

control to handle the constraints effectively while the batch-to-batch control refines

the model by learning from the previous batches. Simulationstudies show that

the proposed NMPC-B2B control strategy produces faster andsmoother conver-

gence and satisfies all the state constraints, compared to the standard B2B control

strategy. Further observations suggest that the learning process in both B2B and

NMPC-B2B control strategies counteracts the plant-model mismatch effectively af-

ter several batches.

8.2 Suggestions for future work

There are few suggestions that warrant further investigation, which are summarized

below.

Firstly, distributional uncertainty analysis can be carried out based on the poly-

morphic crystallization model developed in this thesis. Comprehensive uncertainty

analysis of mechanistic models is important to quantify theinfluence of parameter

uncertainties on the process states and outputs. This quantification eventually can be
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used to design efficient schemes for model or data refinement by deciding whether

more laboratory experiments are needed to provide better parameter estimates or

whether other model structure should be selected. In addition, the distributional un-

certainty analysis together with the posterior distribution of the model parameters

provided in this thesis can be used to develop a robust T-control strategy for the

polymorphic crystallization process.

Secondly, the models developed in this thesis and other literature [115, 139] as-

sume perfect mixing. It is possible that this assumption will not be satisfied for in-

dustrial size crystallizer. Therefore, to consider the effect of hydrodynamics of the

vessel which accounts for non-ideal flow behavior, compartment modelling tech-

nique can be utilized. Basically, the compartment modelling technique divides the

crystallizer into few sections with different degree of mixing, in order to simulate

the mixing imperfection.

Thirdly, data-based modelling techniques like neural networks can be investi-

gated to model the polymorphic crystallization instead of the first-principles model.

The benefits of modelling using data-based technique include the much less en-

gineering effort required as compared to the first-principles modelling technique

and the possibility to perform online model updating. Once data-based model can

be obtained, various control strategies can be investigated based on this modelling

technique and their performance can be compared to the ones developed in this

thesis.

Fourthly, in the last decades the salting-out technique hasdrawn more attention
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and has been more frequently seen as a valid alternative to cooling and evapora-

tion. The antisolvent addition reduces the solubility of the product compound in

the original solvent thereby facilitating supersaturation generation. This method is

attractive since it can lead to significant savings in energyconsumption and oper-

ation costs in comparison to the conventional techniques. Furthermore it can be

seen as an alternative methodology whereby the limited temperature stability of the

solid product precludes the use of evaporation, as in the case of pharmaceuticals and

biochemicals, or when, because of the weak temperature dependence of the solute

solubility, it is not possible to use the cooling techniques, such as for sodium chlo-

ride in water. Therefore, it is worthwhile to investigate the modelling, simulation,

and control of antisolvent crystallization.



Appendix A

Quadratic Partial Least Squares

The following describes the quadratic partial least squares (QPLS) procedure [165]:

(1) Center matricesX andY by their means and scale them to unit variance.

(2) Setuh equal to a column ofY with maximum variance.

(3) Set the dimension indexh = 1.

(4) Regress columns ofX onuh :

wh =
Xuh

uT

h
uh

.

(5) Normalizewh to unit length:

wh =
wh

√

wT

h
wh

.
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(6) Calculate the input scoressh :

sh =
Xwh

wT

h
wh

.

(7) Fit the nonlinear inner relation by least squares:

uh = c0h + c1hsh + c2hs
2
h

+ εh ,

and calculate the estimateduh (ûh ):

ûh = c0h + c1hsh + c2hs
2
h
.

(8) Obtain the output loadingsqh :

qh =
YT ûh

ûT

h
ûh

.

(9) Normalizeqh to unit length:

qh =
qh

√

qT

h
qh

.

(10) Calculate newuhvalues:

uh =
Yqh

qT

h
qh

,
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then recalculate the coefficients in the inner relationc0h, c1h, andc2h by least

squares.

(11) Calculate correction tow as follows:

(a) Construct matrixZh with its firstnx columns equal to(c1h + 2c2hsh) ⊗

xk and its last three columns equal to 1,sh , ands2
h
, where⊗ means

element by element multiplication andk = 1, . . . , nx.

(b) Obtainvh :

vh =
Zhuh

uT

h
uh

.

(c) Normalizevh to unit length:

vh =
vh

√

vT

h
vh

.

(d) Obtaindh :

dh =
Zhvh

vT

h
vh

.

(e) Obtainbh:

bh =
dT

h
uh

dT

h
dh

.
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(f) Updatewh as follows:

wh = wh + ∆wh ,

where

∆wh (j) = bvh (j) for j = 1, . . . , nx .

(12) Calculatesh according to step (6)

(13) Check convergence onuh . If the norm of the relative change inuh with

respect to the previous iteration is less than a specified tolerance (i.e.10−10 is

used in this study), proceed to step (14). Otherwise, repeatfrom step (7).

(14) Using the latestsh , calculate the final values of̂uh , qh , uh according to steps

(7) to (10).

(15) Calculate theX loadings:

oh =
Xsh

sT

h
sh

.

(16) Calculate the residuals ofX andY:

E = X− sho
T

h
,

F = Y − uhq
T

h
.
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If the current dimensionh is less than the specified latent variables to be used

(nlatent), seth = h + 1, use residualsE andF asX andY, respectively and

repeat from step (4).
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