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## Summary

The Space vector PWM (SVPWM) is a prominent modulation technique for multilevel inverters similar to two-level inverters. However, due to complex geometry of the space vector diagram and a large number of switching states, the implementation of SVPWM for multilevel inverters is considered complex. The complexity is due to the difficulty in determining the location of reference vector, the calculation of on-times and the determination and selection of switching states.

In linear range, maximum obtainable voltage is $90.7 \%$ of six-step. It can be increased further by properly utilizing the DC link capacity through overmodulation. However, the aforementioned complexity of SVPWM implementation increases further in the overmodulation range due to the nonlinearities of this region.

To deal with these problems, a general SVPWM algorithm is proposed for multilevel inverters. The proposed algorithm is based on standard two-level SVPWM which greatly simplifies the modulation process. In the proposed algorithm, irrespective of the level $n$, the computations remain same. The implementation of the proposed algorithm is experimentally shown for two widely used topologies of multilevel inverter, namely neutral point clamped (NPC) and cascaded H-bridge.

Similar to two-level inverter, multilevel inverters produce common mode voltage. This results in bearing currents that can lead to bearing failure. Schemes have been reported for multilevel inverters to reduce the common mode voltage. However, most of the schemes result in reduced modulation depth, high switching losses and high harmonic distortion. In this thesis, a scheme to reduce common mode voltage for cascaded inverters is proposed which is based on the proposed general SVPWM algorithm. This scheme can increase the voltage range of operation by about $17 \%$ and can produce lower THD than the previously proposed schemes.

The use of asynchronous PWM technique for the inverter produces subharmonics and interharmonics. These harmonics lead to several undesired effects on grid connected applications. This necessitates the need for synchronous PWM. The close loop control of synchronous PWM is complex especially during dynamics. The PWM for multilevel inverter is fairly complicated as compared to two-level inverter. Hence, aforementioned problem is more severe when multilevel inverter is used as a voltage source inverter. To deal with these problems a scheme is proposed for the close loop flux control of a grid connected cascaded multilevel inverter.

The 3-level NPC inverter is widely used topology. However, it is known to have neutral point fluctuation problem. At low modulation index, the fluctuations can be compensated using redundant switching states. But at higher modulation index and in overmodulation region, the neutral point fluctuation deteriorates the performance of the inverter. A simple SVPWM scheme is proposed for operating a three-level NPC inverter at higher modulation indices including overmodulation range while maintaining the neutral point balance.
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## Chapter 1

## Introduction

This chapter presents an introduction to the work done in this thesis. The chapter starts with a concise survey of various applications, features and topologies of multilevel inverters. Subsequently, the motivation and contribution of the work done is emphasized, following which the relevant literature survey is presented. Finally, the broad outline of the thesis is given.

### 1.1 Multilevel Inverters

There is an increasing interest in industry towards power conversion at medium voltage level for high power applications [1]. Multilevel power converters [2]-[10] are being increasingly adopted $[1][7]$ for such applications.

### 1.1.1 Applications of Multilevel Inverters

The main applications can be divided into two areas,

1. Large Motor Drives: These cover a wide range of high-power loads [1] e.g. pumps in the petrochemical industry, fans in cement industry, traction in transportation industry [11][12], steel rolling mills in cement industry[13], blowers, compressors and conveyors, downhill conveyor system [14] etc.
2. Power Systems Applications: The typical applications are STATCOM [15] [16], UPFC [17], power quality, power conditioners [18], reactive power compensators [19]-[21], grid connected systems [22]-[26] etc.

Apart from these applications some other reported applications are rectifier [27], DC/DC Converter [28], fuel cell utilization [29], arc furnace [30] etc.

### 1.1.2 Main Features and Drawbacks

Multilevel inverters include an array of power semiconductors and capacitor voltage sources, the output of which generate voltages with stepped waveforms. The commutation of the switches permits the addition of the capacitor voltages that reach high voltage at the output. The most attractive features [8] of multilevel inverters as compared to two-level inverter are,

1. Lower voltage stress on each switching device.
2. Output voltages with lower harmonic distortion.
3. Lower $d v / d t$ in the output voltage.
4. Lower common mode voltage at the application neutral.
5. Lesser distortion in input current.
6. Operate at lower switching frequency.
7. Lower electromagnetic interference problems.

Some of these features will be explained in this thesis. The typical drawbacks of multilevel inverters are a large number of power semiconductor switches, capacitors, DC source(s), DC-link balancing problems and complexity of control.

### 1.1.3 Functional Diagram of the Multilevel Inverters



Figure 1.1: The Functional Diagram of Multilevel Inverters

Fig.1.1 explains the functional diagram of multilevel inverters. In Fig.1.1(a) the output $\mathrm{V}_{o}$ can take two possible values i.e. 0 and $\mathrm{V}_{c}$. In Fig.1.1(b) the output
$\mathrm{V}_{o}$ can take three possible values i.e. $0, \mathrm{~V}_{c}$ and $2 \mathrm{~V}_{c}$. In Fig.1.1(c) the output $\mathrm{V}_{o}$ can take four possible values i.e. $0, \mathrm{~V}_{c}, 2 \mathrm{~V}_{c}$ and $3 \mathrm{~V}_{c}$. It can be extended further. The number of possible outputs represents the level of the inverter. In this thesis, at several places the term ' $n$-level' is used in place of 'multilevel'. The values of $n$ in Fig.1.1(a), Fig.1.1(b) and Fig.1.1(c) are 2, 3 and 4 respectively. Here, $n=2$ represents conventional two-level inverter whereas $n>2$ represent multilevel inverters. With the increase in $n$ the output has more number of steps leading to sinusoidal waveform. This is the basic idea behind various topologies of multilevel inverters.

### 1.2 Topologies of Multilevel Inverters

There are three main topologies of multilevel inverters.

1. Neutral Point Clamped (Diode Clamped) [31]
2. Cascaded H-Bridge [18] [32]
3. Capacitor Clamped (Flying Capacitors) [9][33]

Lai et al. [3] describe the operation of these three topologies and show their detailed comparison. A brief overview of these topologies is given below.


Figure 1.2: Three-level Neutral Point Clamped topology

### 1.2.1 Neutral Point Clamped (NPC) Topology

The neutral point clamped (NPC) topology is also known as diode clamped topology. Theoretically, for a NPC inverter $n$ can take any integer value. The main advantage of the NPC topology is that it requires only one DC source similar to two-level inverter, and gives better performance as mentioned in 1.1.2. However, the number of power components are more than two-level inverter. Fig. 1.2 shows 3-level NPC inverter topology. It consists of two DC-link capacitors, twelve controllable power semiconductor switches with free wheeling diodes and six clamping diodes. The minimum number of components for other levels of NPC topology are given in table 1.1. In this table, the term 'Capacitor' signifies the capacitors in DC-link, the term 'Switches' signifies controllable power semiconductor switches with free wheeling diodes and the term 'Diodes' signifies the clamping diodes.

| Level | Capacitor | Switches | Diodes |
| :---: | :---: | :---: | :---: |
| 3 | 2 | 12 | 6 |
| 4 | 3 | 18 | 9 |
| 5 | 4 | 24 | 12 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| n | $(\mathrm{n}-1)$ | $6(\mathrm{n}-1)$ | $3(\mathrm{n}-1)$ |

Table 1.1: The number of components in NPC topology

When $n>3$, different diodes have to support different voltage levels, from $1 /(n-1)$ to $(n-2) /(n-1)$ times the $\mathrm{V}_{d c}$. The other main disadvantage of this topology is the voltage fluctuation of its DC-link capacitors. For example, ideally the voltage across the two DC-link capacitors should be $V_{d c} / 2$ as shown in Fig.1.2. However, in practice due to current flowing through the point O in Fig.1.2, the voltage across two capacitors are not the same leading to some undesirable effects. This problem is commonly known as 'neutral point fluctuation' or 'DC-link unbalancing' problem.

To summarize, with the increase in level $n$, not only the number of clamping diodes increase but also the problem of ensuring the DC-link balance becomes more severe. Due to these reasons, the NPC topology is mainly used for 3-level inverter.

### 1.2.2 Cascaded H-bridge Topology

In this topology the H -bridges are cascaded in every phase. With the increase in H-bridges in a phase, the output voltage waveform tends to be more sinusoidal. Fig. 1.3 shows its 5 -level topology. It consists of two identical H-bridges in each phase. In $n$-level topology, ( $n$-1)/2 identical H-Bridges are used in every phase.


Figure 1.3: The 5-level Cascaded H-Bridge Topology

Identical H -bridges lead to reduction of manufacturing cost which is considered an attractive feature of this topology. However, voltage level at which each bridge operates is different.

There must be a separate DC source for the DC bus of every individual H bridge, Fig. 1.3. Hence, this topology is useful for collecting energy from renewable energy resources e.g. solar panels and fuel cell. Due to the isolated DC-links, this topology does not have the DC-link unbalancing problem due to neutral point current as in NPC topology explained in 1.2.1.

### 1.2.3 Capacitor Clamped Topologies

It is also known as flying capacitor topology. For this topology $n$ can take any integer value similar to NPC topology. The voltage clamping is done by using


Figure 1.4: The 3-level Capacitor Clamped topology
capacitors floating with respect to the earth potential. Fig. 1.4 shows its 3 -level topology. For this topology, the voltage synthesis is more flexible than the NPC topology. However, this topology also exhibits the capacitor voltage unbalancing problem. Since this topology offers more redundancy as compared to NPC topology, the capacitor voltage unbalancing can be reduced by utilizing these redundancies. The main disadvantage of this topology is that it needs a large number of bulky capacitors e.g. a $n$-level capacitor clamped inverter needs a minimum of $3 n-5$ independent capacitors. The use of large number of bulky capacitors, most of which need pre-charge circuit, along with the voltage balancing problem of its capacitors inhibit the industrial use of this topology.

Apart from these three main topologies other reported topologies [34]-[36] are essentially different variations of the above three topologies e.g. hybrid topology in [34], generalized topology in [35], combined topology in [36]. Rodriguez et al. [8] briefly describe such topologies.

### 1.3 Motivation - Problem Description

The pulse width modulation (PWM) is a preferred mean of modulating power through the inverter. The typical desired features of a PWM technique are low THD, low switching losses, better DC-link utilization, less computation and simple implementation. However, in practice the PWM techniques for industrial power converters are found to produce some undesired effects. Two such effects are, (i) Common Mode Voltage in motor drives, and (ii) Asynchronous PWM Harmonics in grid connected systems. These are discussed below.

### 1.3.1 Common Mode Voltage

The common mode voltage generated by an inverter is defined as the voltage between apparatus neutral and its ground e.g. in case of an AC drive it is the stator neutral and the system ground. The common mode voltage is the sum of the three phase voltages of the inverter with respect to ground. In any PWM technique the output of every phase is in the form of pulses. Due to this, the common mode voltage also consists of high frequency voltage pulses of certain magnitude which appears between the application neutral and the ground. The common mode voltage leads to common mode current in the system.

According to Julian et al.[41] the common mode currents can lead to a number of problems in electrical systems such as malfunctioning of sensitive electronics


Figure 1.5: Circuit layout of inverter and motor system
and control systems. In electrical network, the common mode currents can cause problems such as false tripping of the ground fault relays.

Recently, it was found [42]-[52] that the common mode voltage leads to bearing currents in electric machines. Wang [53] showed that multilevel PWM voltage source inverter drives can cause motor bearing currents as explained for a twolevel drives. The bearing currents cause damage to the motor bearing which lead physical damage of the motor over a period of time. Since, upon damage, the replacement of large motors is expensive and time consuming, the common mode voltage problem is one of the major concerns in medium voltage drives [1].

Fig.1.5 shows a 5-level cascaded H -Bridge inverter and the motor equivalent circuit [52]. This figure uses a simplified form of the 5-level cascaded H-Bridge inverter shown in Fig.1.3. The common mode voltage in Fig.1.5 is $V_{N G}=\left(V_{U G}+\right.$ $\left.V_{V G}+V_{W G}\right) / 3$. This voltage is responsible for bearing currents.

The voltage $V_{b}$ in Fig.1.5 is the bearing voltage and it depends on $V_{N G}$. The relation between the two voltage is called 'bearing voltage ratio ( $B V R$ )' described by Busse et al. [45] and is given by Muetze et al. [52] as,

$$
\begin{equation*}
B V R=\frac{V_{b}}{V_{N G}}=\frac{C_{w r}}{C_{w r}+C_{r f}+2 C_{b}} \tag{1.1}
\end{equation*}
$$

In (4.1) $w, r, f$ and $b$ stand for winding, rotor, stator frame and bearing respectively. In (4.1) $C_{w r}$ is the capacitance between machine winding to the rotor, $C_{r f}$ is the capacitance between rotor to the frame and $C_{b}$ is the bearing capacitance.

Muetze [54] explains the cause of various types of bearing currents. For a conventional motor with ungrounded rotor there are three main types of bearing currents,

1. Electrostatic Discharge Machining (EDM) Current: this current is caused when bearing voltage $V_{b}$ exceeds a threshold voltage $V_{b, t h}(\approx 5 \cdots 30$ at bearing temperature of $20^{\circ} \mathrm{C}$ ). When $V_{b}>V_{b, t h}$, the lubrication film between balls and the running surface breaks down leading to a EDM current pulse.
2. Capacitive Bearing Current $\left(i_{b}\right)$ : this current can be expressed as,

$$
\begin{equation*}
i_{b}=C_{b} \cdot d V_{b} / d t=B V R . C_{b} \cdot d V_{N G} / d t . \tag{1.2}
\end{equation*}
$$

3. Circulating Bearing Current: this current is caused by high $d V_{N G} / d t$ through the stator winding to frame capacitance $C_{w f}$.

Hence, it can be concluded that to reduce the bearing currents, we need

- low magnitude of $V_{N G}$ to avoid discharge currents,
- low value of $d V_{N G} / d t$ to reduce capacitive and circulating currents and
- low frequency of $d V_{N G} / d t$ occurrences.

Multilevel inverter generates stepped output waveform. Hence, it naturally reduces $d V_{N G} / d t$ [55]. However, low magnitude of $V_{N G}$ and low frequency of $d V_{N G} / d t$ occurrences are also desired to reduce the bearing currents.

### 1.3.2 Asynchronous PWM Harmonics

The ratio of switching frequency $f_{s w}$ and fundamental frequency $f_{1}$ is called 'pulse number'. The ratio $f_{s w} / f_{1}$ is an integer for synchronous PWM, and noninteger for asynchronous PWM. Asynchronous PWM leads to harmonics which are non-integer multiples of fundamental frequency. The harmonics less than fundamental frequency are known as subharmonics and those more than fundamental frequency are known as interharmonics [56]-[59].

To explain further, let $f_{h}$ be the $h^{t h}$ harmonics in the spectra of output voltage. The $h=1$ corresponds to fundamental component. The integer value of $h$ correspond to typically referred harmonics. Whereas, non-integer values of $h$ correspond to subharmonics and interharmonics. Thus, depending on $h$ they are described as,

1. Harmonics: $h$ is positive integer, and $h \neq 1$
2. Subharmonics: $h$ is non-integer, and $0<h<1$
3. Interharmonics: $h$ is non-integer, and $h>1$

These harmonics are observed during the experiment as shown in Fig.1.6. These results correspond to conventional asynchronous SVPWM. Fig.1.6(b) and Fig.1.6(c) show typical subharmonics and interharmonics respectively. The experiment is performed on a 5-level cascaded H-bridge inverter shown in Fig.1.3. The experimental conditions are, DC-link voltage $V_{d c}=165 \mathrm{~V}$, modulation index $m_{i}=0.9$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling period $T_{s}=550 \mu s$.

Large motor drives are one of the main applications of multilevel inverters (section 1.1.1). According to Holtz [57][60], in a motor drives system the subharmonics produce low-frequency torque harmonics that leads to high mechanical stress and entails fatigue problems.

Recent research [61]-[73] has shown that these harmonics have severe consequences in power systems. One of such consequence of these harmonics is flux distortion. This can be explained using the following equation which is derived from Faraday's law [56][74].

$$
\begin{equation*}
E_{h}=4.44 N f_{h} \psi_{h} \tag{1.3}
\end{equation*}
$$

In this equation, $E_{h}$ is the EMF generated, $N$ is the number of turns, and $\psi_{h}$ is the flux due to $h^{\text {th }}$ harmonics.


Figure 1.6: Experimental Results (a) Inverter line voltage, (b) FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics, (c) FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for conventional SVPWM at $\mathrm{V}_{d c(H B)}=160 \mathrm{~V}, m_{i}=0.9, \mathrm{~T}_{s}=550 \mu \mathrm{~s}$

Since, $4.44 N\left(=E_{1} / f_{1}\right)$ is constant, the (1.3) can be rewritten as,

$$
\begin{equation*}
\psi_{h}=\frac{E_{h}}{4.44 N f_{h}}=\frac{f_{1}}{E_{1}} \frac{E_{h}}{f_{h}} \propto \frac{E_{h}}{f_{h}} \tag{1.4}
\end{equation*}
$$

The implications of (1.4) are explained with following example. In Fig.1.6 the magnitude of 1 Hz component is approximately $0.24 \%$ of the fundamental component, the corresponding $\psi_{h}$ is approximately $12 \%$ of $\psi_{1}$. The magnitude of 4 Hz component is approximately $0.45 \%$ of the fundamental component, the corresponding $\psi_{h}$ is approximately $5.6 \%$ of $\psi_{1}$. The magnitude of 13.4 Hz component is approximately $2.35 \%$ of the fundamental component, the corresponding $\psi_{h}$ is approximately $8.75 \%$ of $\psi_{1}$. Similarly, $\psi_{h}$ can be calculated for all other components in Fig.1.6. These components of flux are superimposed on fundamental flux $\psi_{1}$ leading to significant distortion of the flux. Testa et. al. [74] have explained this phenomenon through detailed experiments.

Some of the consequences [74] of voltage harmonics, even for very small amplitudes, superimposed to the fundamental are, (i) torque oscillations in turbogenerators [75], (ii) AC motor aging [76], (iii) malfunctions of remote control systems [77], (iv) erroneous firing of thyristor apparatus [77], (v) lighting system flicker or display and monitor image fluctuations [78], (vi) erroneous behavior of instrumentation based on phase locked loop (PLL) [74].

Apart from removal of non-integer harmonics, the symmetry in the output waveform improves the inverter performance. The typically required symmetries are three-phase symmetry and half-wave symmetry. The three-phase symmetry ensures that the harmonics and the fundamental of three phases are balanced [79]. Hence, the triplen harmonics are cancelled from the line voltage. The half wave
symmetry ensures the elimination of even harmonics from the output voltage [79].

Thus, for a close loop control of grid connected multilevel inverter, a suitable PWM technique is required where the problems described above can be eliminated. Moreover, the chosen PWM technique should also be suitable for obtaining fast dynamic response of the close loop system.

### 1.3.3 Required Features in a PWM Technique

The problems described in previous two sections are significantly dependent on the modulation technique. Hence, their mitigation or reduction is also dependent on using a suitable modulation technique. In a modulation technique, it can be assumed that in every switching cycle a switching sequence consisting of some discrete switching states is applied for the pre-determined on-times. The cause of common mode voltage and asynchronous PWM harmonics due to a modulation technique is briefly explained below.

1. It is possible to reduce common mode voltage i.e. $V_{N G}$ through careful selection of switching states. To fulfill this objective, low magnitude of $V_{N G}$ and low frequency of $d V_{N G} / d t$ occurrences are required as explained before. The magnitude of $V_{N G}$ and frequency of $d V_{N G} / d t$ occurrences depends on; (i) the switching states used in a switching sequence, (ii) the number of switching states used per switching sequence, (iii) additional switching transitions while moving from one switching sequence to another.
2. Asynchronous PWM harmonics are produced when the ratio of switching frequency and the fundamental frequency i.e. the pulse number is not an integer. Proper selection of switching frequency and suitable arrangement of switching states is required to obtain the waveform symmetries. Fast dynamic response is related to simplicity of implementation. Moreover, the switching losses can be reduced by reducing the number of switching states per switching cycle.

Hence, in an algorithm which addresses these problems, the proper selection of switching states and their sequence are important as these problems are mainly dependent on the PWM technique used. The space vector PWM (SVPWM) is a potential PWM technique which can fulfill these objectives. This is because; (i) the SVPWM offers a number of redundant switching states. For an $n$-level inverter there are $n^{3}$ switching states in its space vector diagram. Among them $(n-1)^{3}$ are redundant switching states. For example, for a 5 -level inverter there are 125 switching states and among them 64 are redundant switching states, (ii) the SVPWM directly deals with the switching states and their sequence. Various optimized switching sequences can be formed using the redundant switching states.

Apart from this, other useful merits of SVPWM are; (i) it directly uses the control variable given by the control system and identifies each switching vector as a point in complex $(\alpha, \beta)$ space, (ii) it is suitable for DSP implementation. (iii) it offers improved DC-link utilization. However, the implementation of SVPWM for


Figure 1.7: The Space Vector Diagram of a two-level Inverter
a multilevel inverter is considered complex [80]. This problem is described in next section.

### 1.3.4 Multilevel Space Vector PWM (SVPWM)

An $n$-level inverter consists of $6(n-1)$ controllable power semiconductor switches as compared to 6 switches for a two-level inverter. The space vector diagram (SVD) of a three-phase voltage source inverter consists of six sectors. Fig. 1.7 and Fig. 1.8 show the first sector of SVD for a two-level inverter and 5level inverter respectively. Let us compare these two diagrams to understand the problems in implementing SVPWM for multilevel inverters.


Figure 1.8: The Space Vector Diagram of a 5 -level Inverter

1. Compared to two-level SVD (Fig. 1.7), the sector is divided into sixteen smaller equilateral triangles for a 5-level SVD (Fig. 1.8). These triangles are identified using the symbol $\Delta_{j}$, where $j=0 \rightarrow 15$. In SVPWM, nearest three vectors are selected to keep the THD and switching losses low. Hence, it is necessary to know the triangle $\Delta_{j}$ where the tip of the reference vector is located. Such a problem does not exist for two-level SVD as shown in Fig. 1.7. There are $(n-1)^{2}$ triangles in a sector for $n$-level inverter. Hence, the complexity of determining the triangle $\Delta_{j}$ increases with $n$ i.e. the level of inverter.
2. For a two-level inverter in Fig. 1.7, the on-times of the three vertices are calculated using a set of three equations [81]. These equations remain same
for any location of the reference vector. Hence, in two-level SVPWM the on-time calculation is straight forward. Small triangles in the space vector diagram of 5-level inverter in Fig. 1.8 do not exactly imitate the geometry of a sector of two-level inverter in Fig. 1.7. Hence, the on-time calculation in various triangles of 5-level inverter is complicated as compared to two-level inverter.
3. For a two-level inverter there are four switching states associated with a sector as shown in Fig. 1.7 and $8\left(2^{3}\right)$ switching states for the complete space vector diagram. However, for a 5 -level ( $n$-level) inverter there are $125\left(n^{3}\right)$ switching states in its space vector diagram. Fig. 1.8 shows the switching states for the first sector of a 5 -level inverter. In SVPWM, in every switching cycle a switching sequence is applied on the inverter. In case of two-level inverter the formation of switching sequence is very straight forward as there are only four switching states per sector. However, for multilevel inverter it is complicated since every triangle has numerous switching states e.g. the inner most triangle in Fig. 1.8 associates with 13 switchings states. The selection and utilization of these switching states is complicated. As mentioned before, the solution to the problem of common mode voltage (section 1.3.1), and those associated with the asynchronous PWM harmonics and symmetries (section 1.3.2) lies in proper selection and sequencing of the switching states. Thus redundant switching states in multilevel SVPWM can be used to address these problems.

In SVPWM, the normalized output voltage of the inverter can be described by modulation index $\left(m_{i}\right)$, the $m_{i}$ ranges $0 \leq m_{i} \leq 1$ [81]. The range $0 \leq m_{i} \leq 0.907$ is linear modulation range. The above described problems in implementing SVPWM are essentially for linear modulation range. The $0.907<m_{i} \leq 1.0$ is overmodulation range. In linear range the maximum obtainable voltage is $90.7 \%$ of the six-step value. It can be increased further by properly utilizing the DC link capacity through overmodulation [81]-[83] but at the cost of some lower order harmonics. The problems in implementing overmodulation for a multilevel inverter are described following section.

### 1.3.5 Overmodulation for Multilevel Inverters

There are two main problems in implementing overmodulation for multilevel inverters;

1. Overmodulation range is nonlinear in nature. To deal with the nonlinearity, the magnitude and angle of the reference vector has been modified in [81][82] to obtain the required fundamental vector for a two-level inverter. This process needs a preprocessor which makes the implementation complex and costly. Due to complex geometry of the space vector diagram this problem is more severe for a multilevel inverter.
2. In overmodulation range the reference vector follows a combination of circular and hexagonal trajectory unlike linear range where it is only circular. The
problem of implementing SVPWM for circular trajectory i.e. linear range is described above (section 1.3.4). Due to combined operation of circular as well as hexagonal trajectory in overmodulation range, the implementation of SVPWM for overmodulation region is even more complex as compared to linear region.

The problem of implementing SVPWM in linear and overmodulation region described above are generic in nature and independent of the topology of the inverter. Neutral point clamped topology discussed in section 1.2 .1 is widely used topology. However, when a conventional SVPWM is applied to 3-level NPC inverter, it leads to neutral point fluctuation problem [84]. This problem is discussed in next section.

### 1.3.6 Neutral Point Fluctuation Problem in NPC Inverter

The DC-link of the 3-level NPC inverter shown in Fig. 1.2 consists of two capacitors. In ideal condition, these two capacitors equally share the DC-link voltage i.e. $V_{d c} / 2$. However, in reality the voltages across these capacitors are not same, leading to degradation of the output voltage waveform and unequal voltage stress on the power semiconductor devices [84]. This problem is known as DC-link fluctuation problem in NPC inverter.

The main cause of the neutral point imbalance is the current at the neutral point O, Fig. 1.2. The other causes of neutral point potential drift as described by

Yamanaka et.al. [85] can be nonuniform switching and non-ideal DC-link capacitors. According to this study, such imbalances can lead to slow but continuous drift of the neutral point potential. Dynamic operating conditions such as acceleration or deceleration of load drives can also result in neutral point potential drift. Under such conditions, these fluctuation can be rapid and significant. To summarize, the neutral point fluctuation can be caused by both the modulation technique and the operating conditions of the inverter. The variation in neutral point voltage depends on the modulation technique used. However, as the output voltage and load current magnitudes increase and power factor ( PF ) approaches zero, the neutral point potential fluctuation increases. Under such operating conditions, the performance of the 3-level NPC inverter degrades. For a reliable operation of this topology, the neutral point balance should be ensured. This problem becomes more severe at high modulation index especially in overmodulation region.

Celanovic et.al.[84] provide a detailed insight into this problem. The neutral point fluctuation is directly related to the switching state vectors. For 3-level space vector diagram, the switching vectors can be divided into four types of vectors; zero vector $\mathrm{V}_{0}$, short vectors $\mathrm{V}_{S i}$, medium vectors $\mathrm{V}_{M i}$ and large vectors $\mathrm{V}_{L i}$, where $i$ $=1 \rightarrow 6$. The zero vector and large vector do not affect the neutral point balance but the short and medium vectors affect the neutral point. Neutral point balancing techniques normally require appropriate selection of switching states and utilization of their on-times. Since, the SVPWM directly deals with switching states and their on-times, it can be used for neutral point balancing problem.

### 1.3.7 Summary

Due to the advantages described in section 1.1.2, multilevel inverters are used in large motor drives and power system applications (section 1.6). The voltage source inverters are operated using PWM that produce some undesired effects. In motor drives, the common mode voltage is one such effect (section 1.3.1). In grid connected systems, the asynchronous PWM harmonics is another such effect (section 1.3.2). These problems are significantly dependent on PWM technique used.

The space vector PWM is a suitable technique to deal with these problems. However, the implementation of SVPWM for multilevel inverter is considered complex (section 1.3.4). Hence, a simple method of implementing SVPWM is required. Furthermore, in linear range the maximum obtainable voltage is $90.7 \%$ of the sixstep value. It can be increased further by properly utilizing the DC link capacity through overmodulation. However, due to the non-linearity of the overmodulation range the implementation is not easy (section 1.3.5).

The conventional PWM technique when applied to NPC topology may lead to neutral point fluctuation (section 1.3.6). Since, the SVPWM technique directly deals with redundant switching states and their on-times, this technique is suitable for obtaining the neutral point balance. Nevertheless, a simple SVPWM scheme needs to be developed to ensure neutral point balance for 3-level NPC topology.

The problems described above are motivation of the work in this thesis. It is clear from the previous discussion that implementation of SVPWM in linear and overmodulation range is a generic problem. Hence, these problems are dealt first in this thesis. Having obtained their solution, the problems related to common mode voltage are addressed first, followed by a solution to the problems related to asynchronous PWM harmonics. Finally, a simple SVPWM scheme is given for the problem of neutral point fluctuation. This sequence of dealing with problems is followed in rest of the thesis. In next section a literature survey of the work done on these problems is discussed.

### 1.4 Background Work - Literature Survey

Let us start with the literature survey on the problems in implementing multilevel SVPWM as discussed in section 1.3.4.

### 1.4.1 Multilevel Space Vector PWM

There are three main requirements to implement SVPWM for multilevel inverters, (i) sector $\mathrm{S}_{i}$ and triangle $\Delta_{j}$, (ii) on-times of the three nearest vectors, (iii) switching sequence for the given switching cycle. The switching states in the sequence are applied for the calculated on-times to generate switching signals.

There are two common approaches to obtain the on-times. The first approach
is to determine the triangle and solve three simultaneous equations for this triangle to obtain the on-times as shown by Ishida [86]. The second approach is to determine the triangle and use particular on-time equations stored in a lookup table for this triangle, as shown by Mondal [87]. However as the number of level increases, both of these approaches become computationally intensive.

Recently general algorithms [88] and [89] are proposed to obtain on-times for SVPWM in linear modulation range [81]. An euclidean vector system based SVPWM algorithm is presented by Celanovic [88], it is quite involved due to the use of several matrix transformations. Furthermore, [88] does not provide a systematic approach for determining the switching states nor does it provide a realtime implementation. Wei [89] proposed an algorithm which is a different representation of the algorithm in [88]. This algorithm uses a coordinate system where the axes are $60^{\circ}$ apart to calculate on-times and determine switching states. Since most control schemes provide a voltage reference in orthogonal coordinate system, the $60^{\circ}$ transformation adds to complexity.

In this thesis, a simple algorithm to perform space vector modulation for a multilevel inverter is proposed. The algorithm is based on standard two-level SVPWM, and can be implemented for any level using one counter. Some researchers [90]-[92] have proposed multilevel SVPWM using two-level concept. However, there are some drawbacks in these methods which are alleviated in this thesis.

Among the schemes based on two-level simplification, Zhang [90] introduces
a method for on-time calculation where the 3-level space vector diagram is divided into six two-level space vector diagrams. The location of the centers of six virtual hexagons is found by segregation of the 3-level space vector diagram. The origin is virtually shifted to one of the six centers, and axes are rotated by $60^{\circ}$ to use twolevel on-time calculation. This method works well for 3-level as the segregation is required only for 3-level. However, can this method be extended to higher levels? The work [90] does not include on-times calculation for level $n>3$.

Seo [91] also proposes a scheme for a 3-level inverter. Similar to Zhang [90], the 3-level space vector diagram is divided into six two-level space vector diagrams. A 2-phase to 3-phase conversion is needed to calculate the point to shift the origin of virtual two-level inverter. Subsequent to the shift of origin and $60^{\circ}$ coordinate transformation, on-times are calculated using two-level equations. This scheme cannot be directly applied to a $n$-level inverter. For example, in order to get the ontimes for a 5-level inverter, the 5-level space vector diagram has to be divided into six 4-level space vector diagrams, then each 4-level space vector diagram has to be divided into six 3-level space vector diagrams, and finally each 3-level space vector diagram has to be divided into six two-level space vector diagrams. Therefore, it implies that as level ( $n>3$ ) increases, complexity and computation both increase.

Loh et.al. [92] also uses the idea of two-level space vector modulation for a $n$-level inverter. Authors divide the space vector diagram of $n$-level into all possible two-level space vector diagrams and propose to use the transformations as proposed
by Celanovic et.al. [88] to find the center of a two-level hexagon in $n$-level space vector diagram. However, the transformations in [88] are not used just to find the center of a two-level hexagon in the $n$-level space vector diagram, but they directly calculate the on-times using a set of matrix transformations. Hence, the method proposed by Loh et.al. [92] using transformations proposed by [88] with twolevel on-time calculation will result in total computations higher than [88]. Thus, these algorithms may use two-level simplification but they cannot be extended to multilevel without substantial computational overload.

In addition to the calculation of on-times, selection of switching states proposed in these methods is not clear. Since, the performance of multilevel inverter is significantly dependent on the selection of the switching states, the optimization of switching sequence is required. The optimization cannot be easily achieved by previous algorithms.

The literature survey given above provide us an overview of the work done on multilevel SVPWM in linear range. However, it essentially does not include overmodulation range. The problems in implementing overmodulation were discussed in section 1.3.5. The literature survey on this problem is given in the next section.

### 1.4.2 Overmodulation for Multilevel Inverters

In the recent literature [93]-[95] overmodulation for multilevel inverters has been reported. McGrath [93] explains the behavior of the key multilevel carrier
based PWM methods for diode clamped, cascaded and flying capacitors topologies in overmodulation region. Mondal [94] performs SVPWM based overmodulation on a 3-level NPC inverter. The on-time calculation equations differ for every triangle which lead to additional computational complexity. Thus, it is cumbersome to extend this scheme to a $n$-level inverter $(n>3)$. Saeedifard [95] uses classification algorithm for SVPWM based overmodulation of 3-level NPC inverter. However, it is not clear how it can be extended to a $n$-level inverter $(n>3)$.

These studies focus only on the implementation of SVPWM in linear as well as in overmodulation range. However, the problem of common mode voltage discussed in section 1.3.1 is more specific in nature and requires additional insight beyond general SVPWM implementation. The literature survey on this problem is given in the next section.

### 1.4.3 Common Mode Voltage Reduction

The redundant switching states have been used to address the common mode voltage problem for multilevel inverters. These approaches are divided in two types, (i) Complete Elimination (ii) Partial Elimination of common mode voltage.

The complete elimination was first proposed by Ratnayake et.al. [96] for a 3level NPC inverter. They proposed a carrier based scheme to eliminate the voltage between stator winding neutral N and mid point O of DC -link. In this scheme only those switching states were used for which $V_{N O}=0$. This idea was also used
by Haoran et.al. [90] for a 3-level NPC inverter where it was implemented using both carrier based and SVPWM techniques, along with their extensive comparison. Authors [90] apply their work to solve the DC-link unbalancing problem of 3level NPC inverter in [97]. Similar to [90], the idea of making $V_{N O}=0$ was also used in [98] for a 3-level NPC inverter where it is implemented using synchronous PWM providing smooth pulse-ratio change and a quarter-wave symmetry of the voltage waveform. This approach was applied to cascaded H-bridge inverter in [99] using carrier based schemes. Authors in [99] also try to eliminate the voltage $V_{N O}$ between stator winding neutral N and stator neutral O (Fig.1.5). Redunsara et.al. [100] proposed a scheme whereby the zero sequence voltage for each level is made zero. Rodriguez et.al. [101] also focus on making $V_{N O}=0$ through space vector modulation. This scheme is proposed for low switching frequency and ( $n \geq 7$ ) levels. Let us address schemes which make $V_{N O}=0$ as 'zero- $V_{N O}$ scheme' e.g. for 3-level NPC inverter [96][90], and for cascaded inverter [99][101].

Fig.1.9 shows the experimental results for the implementation of conventional SVPWM scheme while Fig.1.10 shows the experimental result for the SVPWM implementation of zero- $V_{N O}$ scheme similar to [99][101]. These schemes are applied on a 5-level cascaded H-bridge inverter with $V_{d c(H B)}=108 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$.

It can be seen from the $V_{N O}$ trace in Fig.1.9 and Fig.1.10 that though the zero- $V_{N O}$ scheme try to achieve a zero common mode voltage, in practice a large


Figure 1.9: Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, voltage $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.78$ for conventional SVPWM scheme.
occurrences of $d V_{N O} / d t$ are found. This happens due to the switching delays in the practical inverters. The zero- $V_{N O}$ scheme, in its goal to achieve $V_{N O}=0$, ends


Figure 1.10: Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, voltage $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.78$ for zero- $V_{N O}$ scheme.
up switching a sequence that does not have minimum number of commutations. During the transitions, interlock delay of the inverter leg produces a zero sequence


Figure 1.11: Voltage $\mathrm{V}_{N G}$, voltage $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.78$ for (a) conventional SVPWM scheme (b) zero- $V_{N O}$ scheme.
voltage pulse of short duration. Since $V_{N G}$ depends on $V_{N O}$, the voltage spikes occur in $V_{N G}$ also. Consequently, the bearing voltage $V_{b}$ and common mode current $i_{N G}$ are not equal to zero. With every $d V_{N O} / d t$ occurrence, a spike occurs in $V_{b}$ and $i_{N G}$. This is verified by experiments as shown in Fig.1.11. The results in Fig.1.11 are for the conventional SVPWM and zero- $V_{N O}$ scheme at the same experimental conditions mentioned above. This is also true for 3-level NPC inverter, as seen in experimental results of Zhang [90] i.e. $d V_{N O} / d t \neq 0$. Thus, the zero- $V_{N O}$ scheme has several disadvantages which are experimentally verified as shown in Fig.1.10Fig.1.11. Firstly, it does not eliminate common mode voltage but produces high
frequency of $d V_{N G} / d t$ s, see trace $V_{N G}$ in Fig.1.10. Secondly, due to the modified switching sequence that have non-minimum commutations, the THD and switching losses increase. It can be easily observed by comparing Fig.1.9 and Fig.1.10 that the number of switchings and THD both are high in zero- $V_{N O}$ scheme. Thirdly, the choice of switching state vector restricts the maximum output voltage e.g. for a 5 -level inverter it is only $78.54 \%$ of the maximum possible output voltage.

Let us briefly look into the Partial elimination method. It was proposed by Kim et. al. [55] for a 3-level NPC inverter. This carrier based scheme minimizes the voltage $V_{N O}$ by using only those switching states for which $\left|V_{N O}\right| \leq V_{D C} / 6$, where $V_{D C}$ is the DC-link voltage of the 3-level NPC inverter. In this scheme the four triangles of the sector are not symmetrical. Due to use of non nearest vectors for two triangles, the THD produced by this scheme is higher than conventional method. Moreover, because of asymmetrical triangles the extension of this scheme to higher levels is difficult. Loh et.al. [99] also use the same goal as [55] of achieving a minimum $\left|V_{N O}\right|$ for each switching vector but for a cascaded inverter and proposes a carrier based scheme to extend it for higher levels. Two drawbacks are identified for the method in [99], (i) for $m_{i} \leq 0.7854$ this method generates $\left|V_{N O}\right| \leq$ $V_{d c(H B)} / 3$ which is minimum possible magnitude as explained by [55] however for $m_{i}>0.7854$ this scheme also produces $\left|V_{N O}\right|=2 V_{d c(H B)} / 3$, (ii) The choice of switching sequence proposed for partial elimination does not produce a minimum number of commutations in each triangle of the switching state diagram. Moreover, when the reference vector moves from one triangle to another, one extra commutation
along with a change in $\left|V_{N O}\right|$ might occur.

Hence, the zero- $V_{N O}$ schemes end up producing high frequency of $d V_{N G} / d t$. According to Muetze [54], bearing currents are caused not only due to the magnitude of $V_{b}$ and hence $V_{N O}$, they also depend on $d V_{N G} / d t$. Hence zero- $V_{N O}$ schemes would require additional $d V / d t$ filters, insulated bearings in the motor or some additional control technique [102] which lead to additional costs. Moreover, the magnitude of $V_{N G}$ and hence $V_{b}$ is not zero. Hence the question is can we achieve low enough magnitude of $V_{N G}$ with lower frequency of $d V_{N G} / d t$ occurrence without increasing THD and limiting the maximum output voltage to $78.54 \%$ of the maximum?

The literature discussed above describes the existing problems in the reduction of common mode voltage. Literature survey on the problems associated with asynchronous PWM harmonics (section 1.3.2) is given in the next section.

### 1.4.4 Asynchronous PWM Harmonics

The asynchronous PWM harmonics have been briefly described in section 1.3.2. They can be eliminated by using synchronous PWM [56][57]. For motor drives a number of solutions [103]-[116] have been proposed on synchronous PWM. However, grid connected multilevel inverter and its close loop operation has not received much attention in this context. Hence, a simple synchronous SVPWM based scheme need to be developed for grid connected multilevel inverter and its
close loop operation. Let us first briefly review the key ideas in implementing synchronous PWM in [103]-[116].

Holtz et al. [103]-[105] proposed synchronous optimal PWM for drives where the optimal pulse pattern are pre-calculated and stored i.e. determined offline. The optimization of the pulse sequences is under the assumption that steady-state conditions exist. Minimizing the total harmonic distortion of machine currents is a preferred objective. Satisfying an objective function, a set of switching angles per fundamental period is determined for every steady-state operating point. The scheme proposed in [103][104] are based on current trajectory tracking, while scheme in [105] is based on flux trajectory tracking.

Oleschuk et al. [106]-[111] proposed direct synchronous PWM methods. The methods are based on representation of the pulse patterns as a function of the fundamental and switching frequencies of the drive system. It provides smooth pulse-ratio changing and quarter-wave symmetry of the voltage waveforms during the whole control range including overmodulation. Both one stage and two-stage variants of synchronous PWM were considered. Continuous, discontinuous and direct schemes of synchronous PWM with both algebraic and trigonometric control functions have been presented. The schemes have been mainly applied for open loop control of motor drives.

Synchronized SVPWM techniques are proposed by Narananan et al. [112][115]. Their main contribution is bus-clamping techniques to reduce switching
losses besides achieving the three-phase, half-wave and quarter-wave symmetries in the output waveform for a two-level inverter [112]-[115]. Beig et al. [79] applied synchronous SVPWM for 3-level inverter along with waveform symmetries. Subsequently, Beig et al. [116] propose a relatively simpler bus-clamping technique for a 3-level inverter. In [112]-[116], these schemes are experimentally verified for open loop $V / f$ control of motor drives.

Yazdani et.al. [24] explain the importance of multilevel inverter in grid connected system. A space vector PWM scheme is proposed in [25] to interface a renewable energy source to the grid using a 3-level inverter. The main emphasize of this scheme is to obtain DC-link balance grid connected 3-level NPC inverter. A space vector PWM scheme is proposed in [26] to control a variable-speed type wind turbine using 3-level NPC inverter.

The above given literature does not address several questions associated with close loop control of a grid connected multilevel inverter. Few such questions are, (i) Is there a suitable synchronous PWM algorithm which can be applied for such close loop control? Can the simplicity in the implementation of synchronous PWM be ensured? (ii) Can a fast dynamic response be obtained? (iii) Can the waveform symmetries and low switching losses be obtained?

The last problem addressed in the thesis is the neutral point fluctuation in NPC inverter (section 1.3.6). The literature survey on this problem is given next.

### 1.4.5 Neutral Point Fluctuation Reduction in NPC Inverter

Several schemes [85]-[97] have been proposed to address the problem of neutral point fluctuation. Broadly, they can be categorized into space vector PWM (SVPWM) schemes [85]-[119] and carrier based PWM schemes [120]-[121].

Space Vector PWM (SVPWM) is an attractive modulation scheme for NPC topology as mentioned before. Generally, the SVPWM methods select nearest three vectors to perform modulation. This approach is known as Nearest Three Vector (NTV) scheme [85] where the duty ratios of the switching vectors and their order are manipulated to compensate the neutral point fluctuation problem, as in [91]. However, such solutions work well at lower modulation index $m_{i}$ or at power factor near unity. The neutral point balance is easily obtained in the range $0.0<m_{i} \leq 0.6$ with conventional SVPWM using NTV scheme. The method of neutral point compensation for $m_{i}>0.6$ including overmodulation is addressed in the thesis.

Sergio et.al. [119] propose a virtual vector based scheme for the linear modulation range. It uses nearest four or five vectors to perform modulation due to the virtual vector. This leads to higher switching losses and harmonic distortion. It selects the switching states such that for a switching period, the summation of three-phase output currents equals zero. This results in a fixed duty ratio for each switching state [119]. Moreover, its operation in overmodulation is not validated.

It is desirable to operate a 3-level inverter in overmodulation region as well.

Overmodulation utilizes the installed DC-link capacity. Schemes for a 3-level inverter in overmodulation range have been proposed in [94][95]. However, the effect of overmodulation on the neutral point unbalancing is not discussed. The methods [85][91] do not discuss the operation in overmodulation as well.

### 1.5 Contribution of the Thesis

The contribution of the thesis can be summarized as follows,

1. A simple SVPWM algorithm is proposed for multilevel inverters in this thesis. The proposed algorithm is independent of the topology of the inverter. It is based on conventional Cartesian Coordinate system and does not require coordinate transformation. It uses conventional two-level SVPWM for the ontime calculation in any triangle. To simplify the SVPWM implementation every triangle is given a unique identity called as 'triangle number $\Delta_{j}$ '. The proposed algorithm takes the same number of computations to determine the sector number, triangle number and calculation of on-times. A simple mapping process is proposed to optimize the switching sequences. This mapping process is general in nature and can be used to solve complex problems such as common mode voltage (section 1.3.1) and asynchronous PWM harmonics (section 1.3.2). The algorithm is explained for a 3-level inverter and extended further for 5 -level inverter to show that the number of steps and computations are the same as in 3 -level. Then, it is generalized for any $n$-level
inverter. The proposed algorithm can be easily implemented using a commercially available motion control DSP or micro-controller which normally supports only two-level modulation. The main advantage of the proposed scheme over earlier schemes is that it can be used with an existing torque or speed control scheme implemented with two-level geometry. Since such schemes provide voltage reference in $\alpha-\beta$ coordinates, the proposed scheme uses most of the two-level calculation and adapts to any $n$-level inverter. The experimental results are shown for 3-level NPC inverter and 5-level cascaded H-bridge inverter.
2. An algorithm to operate a multilevel inverter in overmodulation range is proposed and a simple method to calculate on-times is given. The determination of triangle number is the same as described for the linear range. The proposed algorithm takes the same number of computation to determine the sector number, triangle number and calculation of on-times. Any of the two-level overmodulation algorithm can be easily adapted to the proposed overmodulation algorithm for multilevel inverters. The mapping process described for the linear range is extended for overmodulation range. The proposed algorithm is explained for a 5 -level inverter. Then, it is generalized for any $n$-level inverter. The experimental results are shown for 3-level NPC inverter, 5 -level and 7-level cascaded H-bridge inverter.
3. The phenomenon of common mode voltage generation, their cause and effects are elaborated. The problems in existing common mode voltage reduction
schemes for multilevel inverters have been brought out. A simple space vector PWM based scheme to reduce common mode voltage for cascaded inverters is proposed. In the proposed scheme, in every triangle only three switching states are used to form a switching sequence. This scheme can increase the voltage range of operation by about $17 \%$ and can produce lower THD than the previously proposed schemes. The scheme is explained with the help of a 5 -level inverter. The implementation of the scheme is explained. Finally it is extended for a $n$-level inverter. The experimental results are shown for a 5 -level cascaded inverter and a 3 -phase induction motor. The reduction in common mode voltage and common mode currents are shown.
4. A scheme for close loop flux control of a grid connected multilevel inverter is proposed. The proposed close loop scheme is based on synchronous SVPWM. The mitigation of asynchronous PWM harmonics is shown. Synchronous SVPWM for multilevel inverter is implemented using flux error [122]. The flux error is the difference of predicted flux and estimated flux [122]. Due to the use of predicted flux, there is no delay in compensating flux error. The principle of operation, and its implementation for cascaded H-bridge inverter is clearly explained with necessary details and supported with experimental results. The flux error is significantly large in the dynamic condition. A fast dynamic performance is ensured by applying the maximum possible DC-link voltage during the dynamic condition. It is explained analytically and experimentally that the volt-sec balance is maintained even in dynamic condition.

In the proposed scheme, bus-clamping technique is applied for synchronous SVPWM of multilevel inverter. The synchronous SVPWM is applied for 3level NPC inverter in [79] but it does not include bus-clamping. Whereas, the bus clamping in [116] is proposed for a 3 -level inverter. It can not be easily extended to higher levels. These problems are addressed in this thesis. In the proposed close loop scheme, for the given flux error, the sector $S_{i}$, triangle $\Delta_{j}$ and on-times are calculated on-line in every sampling period. Hence, their pre-storage is not required. The switching sequence is mapped into a simple lookup table with respect to $\mathrm{S}_{i}$ and $\Delta_{j}$. Hence, the switching sequence can be retrieved from this table using $\mathrm{S}_{i}$ and $\Delta_{j}$. Due to the simple structure of the scheme, it can be easily implemented on a commercial DSP.
5. A scheme to operate a 3-level neutral point clamped inverter at high modulation index inclusive of overmodulation range is proposed. The proposed scheme maintains neutral point balance within the permissible limit at high modulation index and other unfavorable conditions. The neutral point fluctuation is within the permissible limit in overmodulation range as well. Hence, large capacitors are not required for the DC-link. Neutral point voltage fluctuation is the only parameter required as feedback to obtain good overall performance, no other input is required. This is advantageous as many other schemes need phase currents and load power factor to obtain neutral point balancing. The volt-secs balance is maintained throughout the scheme. The scheme is computationally simple so can be easily implemented.

### 1.6 Organization of the Thesis

The remaining thesis is organized as follows

- In chapter 2, a space vector PWM algorithm for the multilevel inverters is proposed based on two-level space vector PWM.
- Chapter 3 proposes space vector PWM algorithm for operation in overmodulation range for multilevel inverters.
- Chapter 4 proposes a scheme for common mode voltage reduction for the multilevel inverters.
- Chapter 5 proposes a synchronous space vector PWM based close loop flux control scheme for a grid connected cascaded multilevel inverter.
- Chapter 6 proposes a scheme to solve the neutral point balancing problem for the 3-level NPC inverter.
- Chapter 7 describes the software platform and hardware setup for the experiments in the thesis.
- Chapter 8 summarizes the salient features of the work done in this thesis and explains some future work.


## Chapter 2

## Space Vector PWM Algorithm for Multilevel Inverters based on Two-level Space Vector PWM

Implementation of space vector modulation for multilevel inverters is complex and computationally intensive due to difficulty in determining the location of reference vector, calculation of on-times and determination of switching states. This chapter proposes a simple space vector PWM algorithm for a multilevel inverter based on standard two-level space vector PWM.

### 2.1 Introduction

In section 1.3.4, problems in implementing SVPWM for multilevel inverters were described and section 1.4.1 reviewed the literature on related works. This


Figure 2.1: Space Vector Diagram of a 3-level Inverter
chapter proposes a simple space vector PWM algorithm for a multilevel inverter. The algorithm is based on standard two-level SVPWM, and can be implemented for any level using one counter. Some researchers [90]-[92] have proposed multilevel SVPWM using two-level concept. However, there are a few drawbacks in these methods as described in 1.4 .1 of chapter 1 which are alleviated in the proposed scheme. This chapter presents a significantly different approach from prior arts and provides a general solution.

The salient features of the proposed algorithm are as follows,

- On-time calculation is simple due to use of two-level space vector PWM. On-time calculation equations do not change with the position of reference vector like the traditional approach in [87], so there is no need for any look-up tables.
- In the space vector diagram of a $n$-level inverter, the triangle where the reference vector is located, is identified as integer $\triangle_{j}$ using a simple algebraic expression. Let us call $\triangle_{j}$ as triangle number, it implies the $j^{\text {th }}$ triangle among $(n-1)^{2}$ triangles in a sector. Any switching sequence can be executed with respect to triangle $\triangle_{j}$, leading to a simplicity and flexibility of optimizing the sequence.
- The proposed scheme can be used for any $n$-level $(n \geq 3)$ inverter without any significant increase in computations.
- It is based on conventional cartesian coordinate system, and hence can be easily implemented with existing outer control loops for speed or torque.
- The proposed method can be easily implemented using a commercially available motion control DSP or micro-controller which normally supports only two-level modulation.

Since the proposed multilevel space vector modulation method uses the basic two-level modulation to calculate the on-times, computation process for $n$-level inverter becomes simpler and easier. The main advantage of the proposed methodology is that it uses a simple mapping process to achieve the multilevel space vector modulation. The proposed algorithm in this chapter is explained using 3-level and 5-level inverters. The algorithm is then extended to a $n$-level inverter to generalize. The effectiveness of the algorithm has been verified by experiments, on a 3-level NPC inverter and 5-level cascaded H-Bridge inverter.

### 2.2 Proposed Algorithm of On-time Calculation

The basic idea of space vector modulation is to compensate the required voltseconds using discrete switching states and their on-times. Traditionally, in order to determine the on-times for a triangle of a $n$-level inverter three simultaneous equations are solved. However, a classical two-level space vector geometry can be used for on-time calculation for a multilevel SVPWM. Let us first understand the on-time calculation in two-level SVPWM.

### 2.2.1 The On-time Calculation for two-level SVPWM

Fig. 2.2 shows the space vector diagram of a two-level inverter. Every sector is an equilateral triangle of unity side and $h(=\sqrt{3} / 2)$ is the height of a sector. On-time calculation for any of the six sectors $\mathrm{S}_{i}, i=1,2, \ldots, 6$ is same, so let us consider the operation in sector 1 .


Figure 2.2: Space Vector Diagram for two-level inverter

On-time calculation is based on the location of the reference vector within a sector. For the sector 1 in Fig. 2.2, the volt-second balance is given by,

$$
\begin{equation*}
v^{s} T_{s}=v_{a} t_{a}+v_{b} t_{b} \tag{2.1}
\end{equation*}
$$

Time balance is given by,

$$
\begin{equation*}
T_{s}=t_{a}+t_{b}+t_{o} \tag{2.2}
\end{equation*}
$$

Resolving (2.1) along $\alpha_{o}-\beta_{o}$ axis, we obtain,

$$
\begin{gather*}
v_{\alpha o}^{s} T_{s}=t_{a}+0.5 t_{b}  \tag{2.3}\\
v_{\beta o}^{s} T_{s}=h t_{b} \tag{2.4}
\end{gather*}
$$

Solving (2.2)-(2.4), we obtain (2.5)-(2.7) for the calculation of the on-times.

$$
\begin{gather*}
t_{a}=T_{s}\left[v_{\alpha o}^{s}-\frac{v_{\beta o}^{s}}{2 h}\right]  \tag{2.5}\\
t_{b}=T_{s}\left[\frac{v_{\beta o}^{s}}{h}\right]  \tag{2.6}\\
t_{o}=T_{s}-t_{a}-t_{b} \tag{2.7}
\end{gather*}
$$

### 2.2.2 The On-time Calculation for 3-level SVPWM

Fig. 2.3 illustrates, the proposed method of on-times calculation for a 3-level inverter. Each sector of a 3 -level inverter can be split into 4 triangles $\triangle_{j}$, where $j=0,1,2,3$. To simplify on-time calculation, these triangles can be categorized into two types; type 1 and type 2. The triangle of type 1 has its base side at the bottom, as shown in Fig. 2.3(b). Triangles $\triangle_{0}, \triangle_{1}$ and $\triangle_{3}$ are of type 1. The
triangle of type 2 has its base side at the top, as shown in Fig. 2.3(d). Triangle $\triangle_{2}$ is of type 2 .


Figure 2.3: Space Vector Diagram - Virtual two-level from 3-level

Let us assume that the side of a triangle is 1 (unity) and $h(=\sqrt{3} / 2)$ is the height of the triangle. In Fig. 2.3(a), $\boldsymbol{v}^{*}$ is the reference vector of magnitude $\left|\boldsymbol{v}^{*}\right|$ at an angle of $\gamma$ with the $\alpha$ axis. Let us define a small vector $\boldsymbol{v}^{s}$, which describes the same point in shifted system $\left(\alpha_{o}, \beta_{o}\right)$, see Fig. 2.3(b) and (d). It makes $\gamma_{s}$ angle with the $\alpha_{o}$ axis. The volt-seconds required to approximate the small vector $\boldsymbol{v}^{\boldsymbol{s}}$ in the shifted system $\left(\alpha_{o}, \beta_{o}\right)$ should be equal to those required for the actual vector $\boldsymbol{v}^{*}$ in the original system $(\alpha, \beta)$. Hence, the on-times for any reference vector can be obtained by finding the on-times of the respective small vector $\boldsymbol{v}^{s}$.

To achieve the volt-seconds for any reference vector in a sector of a 3-level inverter, we have to identify the triangle in which the required reference is located and then find $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$. The on-time calculations can be performed using the geometry shown in Fig. 2.3(b) or (d), which would result in the same on-time equations as those for a classical two-level SVPWM $(2.5) \rightarrow(2.7)$.

A triangle of type 1 is similar to a sector 1 of a virtual two-level inverter. For example; In Fig. 2.3(a), triangle $\triangle_{3}$ can be assumed similar to sector 1 of a twolevel inverter if $A_{2}$ is taken as zero vector of the virtual two-level sector as shown in Fig. 2.3(b). Vector $A_{2} P$ defines the small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$. On-times $t_{a}\left(t_{A_{4}}\right)$, $t_{b}\left(t_{A_{5}}\right)$ and $t_{o}\left(t_{A_{2}}\right)$ are calculated by using $(2.5) \rightarrow(2.7)$, where the multiplication operations are required only for (2.5) and (2.6).

A triangle of type 2 is similar to a sector 4 of a virtual two-level inverter. For example; In Fig. 2.3(c), triangle $\triangle_{2}$ can be considered similar to sector 4 of a two-level inverter if $A_{4}$ is assumed to be zero vector see Fig. 2.3(d). In this example, $A_{4} P$ represents small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$. On-times $t_{a}\left(t_{A_{2}}\right), t_{b}\left(t_{A_{1}}\right)$ and $t_{o}\left(t_{A_{4}}\right)$ are calculated by using $(2.5) \rightarrow(2.7)$.

### 2.2.3 The On-time Calculation for 5-level SVPWM

Fig. 2.4(a) illustrates the proposed method of on-times calculation for a 5level inverter. Each sector can be split into 16 triangles $\triangle_{j}$, where $j=0 \rightarrow 15$. Any triangle, in the geometry in Fig. 2.4(a) can be assumed to be equivalent to a sector of a virtual two-level inverter. For example; if $A_{7}$ is taken as zero vector then triangle $\triangle_{11}$ can be assumed similar to sector $1\left(S_{1}\right)$ of a two-level inverter, as per Fig. 2.2 and Fig. 2.4(b). The on-time calculations can be performed by using the geometry shown in Fig. 2.4(b), which would result in the same on-time equations as those for a classical two-level SVPWM $(2.5) \rightarrow(2.7)$.

(a)

Figure 2.4: Space Vector Diagram - Virtual two-level from 5-level

Since the triangles within any sector of a $n$-level inverter are analogous to a sector of two level inverter, the idea can be extended to any level. Thus, multilevel on-time calculation problem is converted to a two-level on-time calculation problem.

### 2.3 Simplified Structure of the Proposed Scheme

Block diagram in Fig. 2.5 gives an overview of the proposed method. It consists of two basic units, namely processing unit and mapping unit respectively. Processing unit consists of a base scheme or algorithm and a counter.

The processing unit is basically a DSP or micro-controller. The base scheme in processing unit does three main tasks: (a) determination of the sector number $\mathrm{S}_{i}$, (b) determination of small vector $\boldsymbol{v}^{s}$ coordinates $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ and triangle $\triangle_{j},(\mathrm{c})$ On-time $t_{o}, t_{a}$ and $t_{b}$ calculation for the triangle using small vector $\boldsymbol{v}^{\boldsymbol{s}}$ coordinates $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ and two-level space vector PWM equations (2.5) $\rightarrow(2.7)$


Figure 2.5: Block Diagram of the Proposed Scheme

The mapping unit uses memory. It fires the pre-stored switching sequence for the 3-phase inverter based on sector $S_{i}$, triangle $\triangle_{j}$ for the on-times obtained from the processing unit. For a multilevel inverter, a vertex of any triangle can have multiple redundancies (two or more possible switching states). For a triangle, a switching sequence is formed using a combination of the most suitable switching states from all possible switching states at the vertices. The resulting switching sequence is mapped with respect to the triangle and sector number. The switching sequence is then fired for the on-times obtained from the processing unit. In the proposed method, a triangle is considered as the basic unit, and the mapping takes care of the redundancies. Hence, any suitable vertex can be chosen as zero vector. While doing so redundancies at other vertices are also made use of. The sequence,
in which the on-times $t_{a}, t_{b}$ and $t_{o}$ have to be used, will be dependent on the order of selecting the switching states. Thus the proposed algorithm is able to make use of any redundancies for any vertex of the triangle. As opposed to this, if the two-level hexagon is used to mimic the two-level modulation, only two redundancies of zero vector are considered. Hence for higher level, where middle vectors have higher redundancies, such approach will not be able to make use of all redundancies.

Generally, a continuous PWM sequence has four stages, and a discontinuous PWM sequences have three stages [123]. The counter in processing unit generates stage number $k_{s t}$ using the on-times $t_{a}, t_{b}$ and $t_{o}$. Here, $k_{s t}=0 \rightarrow 3$ for continuous SVM and $k_{s t}=0 \rightarrow 2$ for discontinuous SVM.

First, let us understand the implementation of this scheme using a 3-level and 5 -level space vector diagram, then it is generalized for a $n$-level inverter. It will be thus demonstrated that unlike earlier methods the proposed scheme is easily extendable to any $n$-level inverter.

### 2.4 Implementation of the Proposed Scheme

### 2.4.1 Processing Unit

It is mentioned before that the main role of the processing unit is to determine sector, triangle, and calculate on-times. The determination of these parameters is explained using the space vector diagram of 3-level and 5-level inverter.

### 2.4.1.1 Determination of Sector

Irrespective of the level $n$, for any given location of the reference vector, the sector of operation $S_{i}$ and its angle $\gamma$ within the sector are determined as,

$$
\begin{align*}
S_{i} & =\operatorname{int}\left(\frac{\theta}{60}\right)+1  \tag{2.8}\\
\gamma & =\operatorname{rem}\left(\frac{\theta}{60}\right) \tag{2.9}
\end{align*}
$$

where $\theta$ is the angle of the reference vector with respect to $\alpha$ axis, int and rem represent standard functions integer and remainder respectively.

### 2.4.1.2 Determination of Small Vector $\boldsymbol{v}^{s}$ and Triangle Number $\triangle_{j}$

The determination of small vector $\boldsymbol{v}^{s}$ is required to determine the triangle number and to calculate the on-times. There are $(n-1)^{2}$ triangles in a sector of a $n$-level space vector diagram. The determination of small vector $\boldsymbol{v}^{\boldsymbol{s}}$ is dependent on level $n$. A simple algorithm is described in this section which determines the small vector $\boldsymbol{v}^{s}$ for any $n$ using the same number of computations. Let us first understand this algorithm for a 3-level and 5-level space vector diagram.

Referring to the space vector diagram of a 3-level in Fig.2.3, the tip P of the reference vector $\boldsymbol{v}^{*}$ can be located in any of the four triangles; $\triangle_{0}, \triangle_{1}, \triangle_{2}$ or $\triangle_{3}$. As per section 2.2, a triangle in Fig.2.3 can be treated as a sector of a two-level inverter. So the first objective here is to identify the triangle of small vector

The search of the triangle of the small vector (or point P ) can be narrowed
down by using two integers $k_{1}$ and $k_{2}$. They are defined by the coordinate $\left(v_{\alpha}, v_{\beta}\right)$ of point P as

$$
\begin{equation*}
k_{1}=\operatorname{int}\left(v_{\alpha}+v_{\beta} / \sqrt{3}\right), k_{2}=\operatorname{int}\left(v_{\beta} / h\right) \tag{2.10}
\end{equation*}
$$

In (2.10), $k_{1}$ represents the part of the sector between the two lines joining the vertices, separated by distance $h$ and inclined at $120^{\circ}$ with respect to $\alpha$ axis, see Fig. 2.6. $k_{1}=0$ signifies that the point P is below line $A_{1} A_{2} . k_{1}=1$ signifies that point P is between line $A_{1} A_{2}$ and line $A_{3} A_{5}$. $k_{2}$ represents the part of the sector between the two lines joining the vertices, separated by distance $h$ and parallel to $\alpha$ axis. $k_{2}=0$ signifies that the point P is between line $A_{0} A_{3}$ and line $A_{2} A_{4} . k_{2}=1$ signifies that the point P is above line $A_{2} A_{4}$. Geometrically, the values of $k_{1}$ and $k_{2}$, is intersection of two rectangular regions which is either a triangle or rhombus. In other words the point P lies in (a) triangle $\triangle_{0}$ if $k_{1}=0$ and $k_{2}=0$, (b) rhombus $A_{1} A_{3} A_{4} A_{2}$ (shaded) if $k_{1}=1$ and $k_{2}=0$, (c) triangle $\triangle_{3}$ if $k_{1}=1$ and $k_{2}=1$. The same analogy can be used for any level.


Figure 2.6: Space Vector Diagram - Sector 1 of a 3-level Inverter

In Fig. 2.6, the reference vector is located in rhombus $A_{1} A_{3} A_{4} A_{2}$. This rhombus is made of two triangles $\triangle_{1}$ and $\triangle_{2}$. The point P can be located in any of the two. Let $\left(v_{\alpha i}, v_{\beta i}\right)$ be the coordinates of the point P with respect to the point $A_{1}$, obtained as,

$$
\begin{equation*}
v_{\alpha i}=v_{\alpha}-k_{1}+0.5 k_{2}, v_{\beta i}=v_{\beta}-k_{2} h \tag{2.11}
\end{equation*}
$$

The slope of $\overrightarrow{A_{1} P}$ is $v_{\beta i} / v_{\alpha i}$ and the slope of diagonal $A_{1} A_{4}$ is $\sqrt{3}$. The triangle where point P is located can be determined by comparing the slope of $\overrightarrow{A_{1} P}$ with the slope of $A_{1} A_{4}$. Slope comparison is done by evaluating the inequality $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$, leading to following two results on small vector $\boldsymbol{v}^{\boldsymbol{s}}$ and triangle number $\triangle_{j}$.

1. $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$ : The point P is within the triangle $\triangle_{1}$ and the small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}\right.$, $\left.v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{1} P}\left(v_{\alpha i}, v_{\beta i}\right)$. The triangle number $\triangle_{j}$ is obtained as

$$
\begin{equation*}
\Delta_{j}=k_{1}^{2}+2 k_{2} \tag{2.12}
\end{equation*}
$$

2. $v_{\beta i}>\sqrt{3} v_{\alpha i}$ : The point P is within the triangle $\triangle_{2}$ and the small vector $\boldsymbol{v}^{s}$ $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{4} P}\left(0.5-v_{\alpha i}, \mathrm{~h}-v_{\beta i}\right)$. The triangle number $\triangle_{j}$ is obtained as

$$
\begin{equation*}
\Delta_{j}=k_{1}^{2}+2 k_{2}+1 \tag{2.13}
\end{equation*}
$$

These two results can be generalized to triangles of type 1 and type 2 respectively. For example; When the point P is in triangle $\triangle_{3}$, the inequality $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$ will be true because triangle $\triangle_{3}$ is a triangle of type 1 . The small vector $\boldsymbol{v}^{\boldsymbol{s}}\left(v_{\alpha o}^{s}\right.$, $\left.v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{2} P}\left(v_{\alpha i}, v_{\beta i}\right)$. Thus, we determine the small vector $\boldsymbol{v}^{\boldsymbol{s}}\left(v_{\alpha o}^{s}\right.$, $\left.v_{\beta o}^{s}\right)$, for any given reference vector.

In (2.12) and (2.13), ' $\triangle$ ' symbolizes a triangle and ' j ' the triangle number. Hence, $\triangle_{j}$ is an integer and signifies $\mathrm{j}^{\text {th }}$ triangle in the sector. The triangle in a sector is identified as an integer $\triangle_{j}$ using a simple algebraic expression (2.12) or (2.13). It is a byproduct of the small vector determination process, so no other computation is required. It greatly simplifies the PWM process as switching states can be easily mapped with respect to the triangle number $\triangle_{j}$. The triangle number $\triangle_{j}$ is formulated to provide a simple way of arranging the triangles, leading to ease of identification and extension to any level.

The determination of small vector $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ explained for 3-level inverter can be extended to any other level. Let us see it for 5-level inverter. Referring to the space vector diagram of 5-level inverter in Fig. 2.7, the tip P of the reference vector $\boldsymbol{v}^{*}$ can be located in any of the 16 triangles; $\triangle_{0}-\triangle_{15}$. As mentioned before, a triangle in Fig. 2.7 can be treated as a sector of a two-level inverter.

The integer parameters $\mathrm{k}_{1}$ and $\mathrm{k}_{2}$ are defined earlier in (2.10). In Fig. 2.7, $\mathrm{k}_{1}=0$ signifies that the point P is below $A_{1} A_{2}, \mathrm{k}_{1}=1$ signifies that point P is between $A_{1} A_{2}$ and $A_{3} A_{5}, \mathrm{k}_{1}=2$ signifies that point P is between $A_{3} A_{5}$ and $A_{6} A_{9}$ and so on. In Fig. 2.7, $\mathrm{k}_{2}=0$ signifies that the point P is between $O A_{10}$ and $A_{2} A_{11}, \mathrm{k}_{2}=1$ signifies that the point P is between $A_{2} A_{11}$ and $A_{5} A_{12}$ and so on.

For the reference vector in Fig. 2.7, $\mathrm{k}_{1}=2$ and $\mathrm{k}_{2}=1$ i.e. the intersection is rhombus $A_{4} A_{7} A_{8} A_{5}$ where the tip P of reference vector is situated. This rhombus is made of two triangles $\triangle_{6}$ and $\triangle_{7}$. Let $\left(v_{\alpha i}, v_{\beta i}\right)$ be the coordinates of the point


Figure 2.7: Space Vector Diagram - Sector 1 of a 5-level Inverter

P with respect to the point $A_{4}$, obtained using (2.11).

The slope of $\overrightarrow{A_{4} P}$ is $v_{\beta i} / v_{\alpha i}$ and the slope of diagonal $\overrightarrow{A_{4} A_{8}}$ is $\sqrt{3}$. The triangle where point P is located can be determined by comparing the slope of $\overrightarrow{A_{4} P}$ with $\overrightarrow{A_{4} A_{8}}$. As discussed before, the slope comparison is done by evaluating the inequality $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$.

The same two results described in (2.12) and (2.13) are equally applicable here also. If $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$ is true, then the point P is within the triangle $\triangle_{6}$, otherwise it is within the triangle $\triangle_{7}$. If point P is within triangle $\triangle_{6}$, the small vector $\boldsymbol{v}^{\boldsymbol{s}}\left(v_{\alpha o}^{s}\right.$, $\left.v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{4} P}\left(v_{\alpha i}, v_{\beta i}\right)$ otherwise point P is within triangle $\triangle_{7}$, and small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{8} P}\left(0.5-v_{\alpha i}\right.$, h- $\left.v_{\beta i}\right)$. Another example is; the period during which the point P is in triangle $\triangle_{8}$, inequality $v_{\beta i} \leq \sqrt{3} v_{\alpha i}$ will
be true because triangle $\triangle_{8}$ is a triangle of type 1 . The small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ is represented by $\overrightarrow{A_{5} P}\left(v_{\alpha i}, v_{\beta i}\right)$. Thus, we can determine the small vector $\boldsymbol{v}^{s}\left(v_{\alpha o}^{s}\right.$, $\left.v_{\beta o}^{s}\right)$ for any given reference vector.

### 2.4.1.3 Calculation of On-times

Having determined the coordinates $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ of small vector $\boldsymbol{v}^{s}$, the on-times calculation for a multilevel inverter is done by using two-level on-time calculation equations (2.5) $\rightarrow(2.7)$. Since one of the vertex is treated as zero vector, multiplication is required only for (2.5) and (2.6).

The flowchart in Fig. 2.8 summarizes the proposed algorithm of determination of sector number $S_{i}$, triangle number $\triangle_{j}$ and on-times calculation for linear modulation range of multilevel inverter.

### 2.4.2 Mapping Unit

The job of mapping unit is to generate gating signals using the sector $S_{i}$, triangle $\triangle_{j}$, on-times $t_{a}, t_{b}$ and $t_{o}$. These parameters are obtained from the processing unit for every switching period. Mapping unit uses memory. A switching state is defined as $\left[s_{u}, s_{v}, s_{w}\right]$ where $s_{u}, s_{v}$ and $s_{w}$ can take a value $-1,0$ or 1 . As shown in Fig. 2.1, there are 27 switching states for 3 -level, inclusive of 19 distinct and 8 redundant states. These states are stored in a table. Depending on the position of reference vector, normally four of them are used by the switching sequence in


Figure 2.8: Flow chart for the proposed scheme
every switching period.

A switching sequence for a triangle is made of the switching states, corresponding to the vertices of the triangle. For example, Table 2.1 shows the switching sequence for the triangle $\triangle_{3}$ of the sector 1 of a 3-level inverter using minimum commutation criteria. Here, $t_{o+}$ and $t_{o-}$ play an important role in DC link balancing [91] and $t_{o+}+t_{o-}=t_{o}$. Jae et al. [91] adjust the on-times $t_{o+}$ and $t_{o-}$ to obtain the neutral point balance. This sequence is applied, for the time duration of
$2 T_{s}$, when the reference vector $\boldsymbol{v}^{*}$ is in triangle $\triangle_{3}$. Similarly, any other switching sequence for any other triangle can be applied due to the generality of the unit.

| $\Delta_{\mathrm{j}}$ | $\Delta_{2}$ |  |  |  | $\Delta_{3}$ |  |  |  | $\Delta_{4}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.r. | $\mathrm{d}_{\mathrm{Al}-}$ | $\mathrm{d}_{\mathrm{A} 3}$ | $\mathrm{~d}_{\mathrm{A} 4}$ | $\mathrm{~d}_{\mathrm{A} 1+}$ | $\mathrm{d}_{\mathrm{Al}-}$ | $\mathrm{d}_{\mathrm{A} 2}$ | $\mathrm{~d}_{\mathrm{A} 4}$ | $\mathrm{~d}_{\mathrm{Al}+} \mathrm{d}_{\mathrm{A} 2-}$ | $\mathrm{d}_{\mathrm{A} 4}$ | $\mathrm{~d}_{\mathrm{A} 5} 5$ | $\mathrm{~d}_{\mathrm{A} 2+}$ |  |
| $\mathrm{s}_{\mathrm{u}}$ | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| $\mathrm{~s}_{\mathrm{v}}$ | -1 | -1 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| $\mathrm{~s}_{\mathrm{w}}$ | -1 | -1 | -1 | 0 | -1 | -1 | -1 | 0 | -1 | -1 | -1 | 0 |

Table 2.1: Switching Sequence for $\triangle_{2}, \triangle_{3}$ and $\triangle_{4}$ of sector 1 of 3-level Inverter

A switching sequence is also dependent on the switching scheme used e.g. Common-mode Voltage Elimination [90] and Flux Modulation [92]. Hence, there could be many switching sequences for any triangle. However, only one such sequence can be implemented at a time. The switching sequence can be treated as a function of the sector and triangle of the reference vector. For a 3-level inverter, the memory required for the storage of switching states is approximately 27B.

### 2.4.3 Experimental results

The proposed scheme can be used for both NPC and cascaded H-bridge topologies of multilevel inverter, as for a given level both have same space vector diagram. For both of them, the computations required by the processing unit are same. However, for a given level the actual gating signals are different for the two topologies. They are generated by simple multiplexing operation without need for additional hardware.

For implementation the algorithm has been developed on dSPACE DS1104. DS1104 was used due to its availability but no floating point operations are used. Thus, the algorithm can be implemented on a fixed point DSP as well. A laboratory prototype of 3-level NPC inverter and 5-level cascaded H-bridge inverter is used.

### 2.4.3.1 Experimental Results for 3-level NPC Inverter



Figure 2.9: Experimental results for 3-level NPC inverter (a) Line voltage and current waveforms (b) FFT of the line voltage

Fig. 2.9(a) shows line voltage and current waveforms with the proposed method.
The DC link voltage is 170 V , modulation index $m_{i}=0.8$, PWM frequency 5 kHz ,
fundamental frequency 50 Hz , load inductance per phase 0.47 H and load resistance per phase $48.4 \Omega$. Neutral point balancing is obtained using [91] by adjusting the on-times $t_{o+}$ and $t_{o-}$ as described before.

Fig. 2.9(b) shows the FFT of line voltage $\mathrm{V}_{V W}$ for $0<f_{s} \leq 45 \mathrm{kHz}$ inclusive of a magnified FFT view in the inset for $0<f_{s} \leq 1 \mathrm{kHz}$, to better show the low order harmonics. The $x$-scale of inset is frequency in kHz . The fundamental component of line voltage increases with modulation index.

Weighted harmonic distortion $\mathrm{V}_{W T H D}$ is used here, which represents harmonic losses. It is equivalent to $\mathrm{I}_{T H D} . \mathrm{V}_{W T H D}(\%)$ is obtained [37] as

$$
\begin{equation*}
V_{W T H D}=\frac{\sqrt{\sum_{n \neq 1}^{\infty}\left(\frac{V_{n}}{n}\right)^{2}}}{V_{1}} * 100 \tag{2.14}
\end{equation*}
$$

where $V_{1}$ and $V_{n}$ are the rms values of the fundamental and the $n^{\text {th }}$ harmonic components of the line voltage waveform.

There are other forms of $\mathrm{V}_{W T H D}$ as in [124], [125], [126]. Using 2.14, for Fig. 2.9(b) the weighted harmonic distortion $\mathrm{V}_{W T H D}$ obtained is $0.133 \%$.

### 2.4.3.2 Experimental Results for 5-level Cascaded H-Bridge Inverter

Fig. 2.10 shows experimental waveforms $\mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ with the proposed method. The switching states are selected based on minimum commutation criteria. The


Figure 2.10: Experimental results for a 5-level inverter (a1) Voltage $\mathrm{V}_{U W}$ and current $\mathrm{I}_{V}$ at $m_{i}=0.89(\mathrm{a} 2) \mathrm{FFT}$ of voltage $\mathrm{V}_{U W}$ at $m_{i}=0.89$
test was performed on a 0.75 kW induction motor at $m_{i}=0.8$ and $\mathrm{V}_{d c(H B)}=100 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$. Here, $\mathrm{V}_{d c(H B)}$ is voltage applied on each H -bridge module per Fig. 1.8.

### 2.5 Extension of Scheme for a $n$-level Inverter

The proposed scheme is explained using 3-level and 5-level space vector diagram, it illustrated the simplicity of the approach. The proposed scheme can be
easily applied to a $n$-level inverter as well. Similar to 3 -level and 5 -level, we require sector number, triangle number, on-times and relevant switching states to implement the scheme for a $n$-level inverter. To understand this implementation for a $n$-level inverter, let us consider same two units as explained before i.e. processing unit and Mapping unit.

### 2.5.1 Processing Unit for $n$-level

For a given $\boldsymbol{v}^{*}$, the processing unit calculates sector number, triangle number and on-times. They are provided to mapping unit in every switching period. The flowchart in Fig. 2.8 describes the job of a processing unit. In this flowchart, for a given $\boldsymbol{v}^{*}$, all the arithmetic and logical operations required by main routine are independent of level $n$. Therefore, the number of computations remain same for any $n$-level SVPWM.

Table 2.2 shows the steps required to obtain sector number $S_{i}$, triangle number $\triangle_{j}$ and on-times at a given modulation index $m_{i}=0.87$ and angle $\theta=78^{\circ}$ for a 3level, 5-level and 7-level inverter at PWM frequency $f_{s}=5 \mathrm{kHz}$.

It can be seen from table 2.2 that same number of steps are required for all the three cases. For a given $\left|\boldsymbol{v}^{*}\right|$ and $\theta$, the algorithm requires nearly 10 multiplications, 10 additions/subtractions and 1 branch instructions to calculate sector number, triangle number and on-times. They remain same for any level. The following points are concluded for the processing unit of a $n$-level inverter,

| Steps | 3 -level | 5-level | 7-level |
| :---: | :---: | :---: | :---: |
| $\left\|\boldsymbol{v}^{*}\right\|$ | 1.91 | 3.82 | 5.73 |
| $\mathrm{~S}_{i}$ | 2 | 2 | 2 |
| $\gamma$ | $18^{o}$ | $18^{o}$ | $18^{\circ}$ |
| $\left(v_{\alpha}, v_{\beta}\right)$ | $(1.5788,0.5130)$ | $(3.1575,1.0259)$ | $(4.7363,1.5389)$ |
| $k_{1}, k_{2}$ | 1,0 | 3,1 | 5,1 |
| $\left(v_{\alpha i}, v_{\beta i}\right)$ | $(0.5788,0.5130)$ | $(0.6575,0.1599)$ | $(0.2363,0.6729)$ |
| $v_{\beta i} \leq \sqrt{3} v_{\alpha i} ?$ | Yes | Yes | No |
| $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ | $(0.5788,0.5130)$ | $(0.6575,0.1599)$ | $(0.2637,0.1931)$ |
| $\triangle_{j}$ | 1 | 11 | 28 |
| $t_{a}$ | $28.26 \mu \mathrm{~s}$ | $56.52 \mu \mathrm{~s}$ | $15.22 \mu \mathrm{~s}$ |
| $t_{b}$ | $59.24 \mu \mathrm{~s}$ | $18.47 \mu \mathrm{~s}$ | $22.30 \mu \mathrm{~s}$ |
| $t_{o}$ | $12.50 \mu \mathrm{~s}$ | $25.01 \mu \mathrm{~s}$ | $62.48 \mu \mathrm{~s}$ |

Table 2.2: Steps Required for SVPWM of 3-level, 5-level and 7-level

- In the proposed scheme, the computations do not change with the level. The processing unit remains same for any level.
- On-time calculation equations do not change with triangle like the traditional approach as in [87], it saves storage space.
- The computations required by the processing unit are significantly lesser than the methods similar to proposed in [87] and comparatively lesser than the methods similar to proposed in [88].
- Triangle number $\triangle_{j}$ is easily identified as an integer using (2.12) or (2.13) for any level. Triangle number $\triangle_{j}$ leads to a flexibility and simplicity in switching sequence mapping process.
- The scheme is based on a two-level SVPWM. Therefore, an existing twolevel SVPWM module can be easily adapted to multilevel inverters. It can be used with an existing torque or speed control scheme implemented with two-level geometry. This would save re-engineering cost. Commercially available motion control DSP, normally support only two-level modulation. However, the proposed architecture in Fig.2.5 can be easily implemented on it.

Apart from the above another merit of the proposed algorithm is that it can be implemented with a single counter. Some multilevel carrier PWM can be implemented using single counter. [127] uses a single counter to generate a time base for the modulation. However, in order to get phase shifted carrier and generate PWM signal an elaborate peripheral circuit has to be engineered. The complexity of the peripheral circuit and its engineering will increase with the number of levels. On the other hand [128] uses a FPGA based scheme. They argue that a conventional single counter microprocessor is almost useless for multilevel PWM as it cannot achieve double-edge modulation or phase shifting so easily. Hence they propose a FPGA based system for the implementation of carrier based scheme for 5-level cascaded H-bridge inverter. The paper describes the method for only a single phase system. One up-down counter is used for every H-bridge along with compare-match-register. Thus the scheme uses two counters for a 5 -level single phase inverter. [129] proposes a very cumbersome scheme. This work developed a carrier-based PWM scheme for 5 -level cascaded H-bridge inverter. As we know there will be 6 H -bridge modules for a 5 -level cascaded H -bridge inverter. This
scheme uses one MiniDSP controller for every H-bridge module apart from one master DSP controller and a PC controller. The MiniDSP controller obtains the control parameter from the master controller and calculates the actual timing of the pulses to be fired and generates the gating signals. Though a single counter is used for an H-bridge, a combination of several DSPs, their synchronization and interrupt management makes this scheme very complex especially for a medium voltage drives.

On the other hand, the proposed scheme can make use of existing two-level SVPWM platform with minor modifications. Especially, when used for drives applications, one can use the existing control loops for speed, torque and current that will give the voltage space vector as the control variable. With a minor modification to the existing two-level SVPWM, the system can be easily re-engineered for any multilevel inverter. The scheme has been implemented for 3 -level NPC, 5 -level cascaded and 7-level cascaded inverters using the same processing unit, and can be extended to any level.

### 2.5.2 Mapping Unit for $n$-level

As level increases, the number of switching states also increase. The mapping unit can be designed to map the switching sequence for any triangle of a $n$-level inverter. As mentioned before, a switching sequence for a triangle is made of the switching states, corresponding to the vertices of the triangle.

For a $n$-level inverter, a switching state is defined as $\left[s_{u}, s_{v}, s_{w}\right]$, where $s_{u}, s_{v}$ or $s_{w}$ can take a value from $-(\mathrm{n}-1) / 2$ to $(\mathrm{n}-1) / 2$. There are $n^{3}$ switching states for a $n$-level inverter. A vertex in the space vector diagram of a $n$-level inverter can have 1 to n switching states. For example; in Fig. 2.1, there are 27 switching states in the space vector diagram of a 3 -level inverter, and a vertex has 1 to 3 switching states. A simple tabulation is provided using which, the switching states associated with any vertex in the space vector diagram of a $n$-level inverter can be obtained. This is an off-line process.

The switching states associated with a vertex can be determined by using its $(\alpha, \beta)$ coordinates. Let us represent the $(\alpha, \beta)$ coordinates of a vertex as $\left(v_{\alpha}, v_{\beta}\right)$ for the determination of its switching states. To this end, five integer variables are defined as follows

$$
\begin{equation*}
m_{1}=\left[v_{\alpha}+\frac{v_{\beta}}{\sqrt{3}}\right], m_{2}=\left[n-m_{1}\right], m_{3}=\left[\frac{n-1}{2}\right], m_{4}=\left[m_{1}-m_{3}\right], m_{5}=\left[\frac{v_{\beta}}{h}-m_{3}\right] \tag{2.15}
\end{equation*}
$$

where $m_{1}$ is vertex index, whose value depends on the location of the vertex in $\alpha-\beta$ plane. When subtracted from $n$, the total number of switching states $m_{2}$ at this vertex are obtained. $-m_{3}$ provides the state of phase $w, m_{4}$ provides the state of phase $u$ and $m_{5}$ provides the state of phase $v$.

Table 2.3 determines all the switching state(s) $\left[s_{u}, s_{v}, s_{w}\right]$, at a vertex $\left(v_{\alpha}, v_{\beta}\right)$ in sector 1 of a $n$-level inverter. For a three phase inverter, it is a $m_{2} \times 3$ table, where $1 \leq m_{2} \leq n$.

| Switching State | $s_{u}$ | $s_{v}$ | $s_{w}$ |
| :---: | :---: | :---: | :---: |
| 1 | $m_{4}$ | $m_{5}$ | - $m_{3}$ |
| 2 | $m_{4}+1$ | $m_{5}+1$ | - $m_{3}+1$ |
| $\ldots$ | $\ldots . . . . . .$. | ......... | $\ldots$ |
| .... | ............. | ............ | ............. |
| $m_{2}$ | $m_{4}+m_{2}-1$ | $m_{5}+m_{2}-1$ | $-m_{3}+m_{2}-1$ |

Table 2.3: Switching States for a vertex of a $n$-level Inverter in sector I

| Sector | Phase U | Phase V | Phase W |
| :---: | :---: | :---: | :---: |
| $\mathrm{S}_{1}$ | $s_{u}$ | $s_{v}$ | $s_{w}$ |
| $\mathrm{~S}_{2}$ | $-s_{v}$ | $-s_{w}$ | $-s_{u}$ |
| $\mathrm{~S}_{3}$ | $s_{w}$ | $s_{u}$ | $s_{v}$ |
| $\mathrm{~S}_{4}$ | $-s_{u}$ | $-s_{v}$ | $-s_{w}$ |
| $\mathrm{~S}_{5}$ | $s_{v}$ | $s_{w}$ | $s_{u}$ |
| $\mathrm{~S}_{6}$ | $-s_{w}$ | $-s_{u}$ | $-s_{v}$ |

Table 2.4: Switching States Mapping Between Sector 1 and Other Sectors

For example, for a 3-level inverter corresponding to vertex $(0.5, h)$, the values of $m_{1}, m_{2}, m_{3}, m_{4}$ and $m_{5}$ are $1,2,1,0$ and 0 respectively. Therefore the switching states are $[0,0,-1]$ and $[1,1,0]$. Similarly, for a 5 -level inverter corresponding to vertex $(0.5, h)$ the values of $m_{1}, m_{2}, m_{3}, m_{4}$ and $m_{5}$ are $1,4,2,-1$ and -1 respectively. Therefore the switching states are $[-1,-1,-2],[0,0,-1],[1,1,0]$ and $[2,2,1]$.

For other sectors, the switching states are determined by mapping between the Tables 2.3 and 2.4. Tables 2.4 is of $6 \times 3$ dimension for any $n$-level inverter. Columns represent the three phases and rows represent the six sectors. For example, if in sector 1 a switching state at some particular vertex is $[1,1,0]$ then in sectors $2,3,4$,

5 and 6 the switching state corresponding to the similar vertex will be $[-1,0,-1]$, $[0,1,1],[-1,-1,0],[1,0,1]$ and $[0,-1,-1]$ respectively.

The memory required to store the switching states for a $n$-level inverter is $3 n^{3}(n-1) / 8$ B. For example, 188B for 5 -level, 772 B for a 7 -level and 2187B for a 9-level.

(a)

Figure 2.11: Line voltage for 7 -level cascaded H -bridge inverter at $m_{i}=0.89$

Fig. 2.11 shows the line voltage $V_{U W}$ for 7-level cascaded H-bridge inverter at a modulation index of 0.89 . The test was performed at $\mathrm{V}_{d c}=100 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$. There are 13 levels in line voltage as expected. Using (2.14), the $\mathrm{V}_{W T H D} \simeq 0.033 \%$ for the waveform in Fig. 2.11.

### 2.6 Summary

A simple Space Vector PWM algorithm for a multilevel inverter based on standard two-level inverter has been proposed. The computations do not increase with level. The proposed method can be easily implemented using a commercially available motion control DSP or micro-controller, which normally supports only two-level modulation. The main advantage of the proposed scheme over earlier schemes is that, it can be used with an existing torque or speed control scheme implemented with two-level geometry. Since such schemes provide voltage reference in $\alpha-\beta$ coordinates, the proposed scheme uses most of the two-level calculation and adapts to any $n$-level inverter. The scheme can be used for both neutral point clamped and cascaded H-bridge inverter topologies. The scheme can be easily extended to include overmodulation range.

## Chapter 3

## Space Vector PWM Algorithm for Multilevel Inverters for Operation in Overmodulation Range

This chapter proposes a simple space vector PWM algorithm for a multilevel inverter for operation in overmodulation range. The proposed algorithm easily determines the location of reference vector and calculates on-times. It uses a simple mapping to generate gating signals for the inverter. A 5-level cascaded inverter is used to explain the algorithm. The algorithm can be easily extended to a $n$-level inverter. It is applicable to neutral point clamped topology as well. Experimental results are provided for 5-level, 7-level cascaded inverters and 3-level NPC inverter.

### 3.1 Introduction

The problems in implementing overmodulation for multilevel inverters are described in section 1.3.5 and the related literature survey in section 1.4.2. To address this problem, a simple algorithm is proposed in this chapter which extends the SVPWM algorithm proposed for linear mode in chapter 2 to overmodulation mode. The salient features of the proposed algorithm are given below.

- Simple on-time calculation due to the use of a two-level geometry. The overmodulation is modelled with simple mathematical expressions without any lookup tables. The on-time calculation equations do not change with the position of reference vector like the traditional approach in Mondal [87].
- An important merit of the proposed algorithm is that it can be used for any $n$-level ( $n \geq 3$ ) inverter without any significant increase in computations.
- Fast method of determining the reference vector in the space vector diagram.

The chapter is organized in seven sections. Section 3.2 gives an overview of the modulation index and modes of modulation. Section 3.3 explains the proposed Space vector PWM algorithm in overmodulation mode for a 5 -level inverter. Section 3.4 explains the implementation of the proposed algorithm for 5 -level inverter. Section 3.5 shows the experimental results for 5 -level. Section 3.6 explains the extension of the proposed scheme to any $n$-level inverter. The experimental result for
a 7 -level cascaded inverter is shown. Section 3.7 summarizes the chapter.

### 3.2 Modulation Index and Modes of Modulation

For a 3 -phase inverter, the modulation index $m_{i}[81]$ is defined as

$$
\begin{equation*}
m_{i}=\frac{v_{1}}{v_{1 \text { six-step }}} \tag{3.1}
\end{equation*}
$$

where $v_{1}$ is the peak value of fundamental voltage generated by the modulator and $v_{1 \text { six-step }}$ is the peak value of fundamental voltage at six-step operation. For a $n$-level NPC topology [31] $v_{1 s i x-s t e p}=(2 / \pi) V_{d c}$, which is same as for two-level inverter [81]. For a $n$-level cascaded topology $v_{1 s i x-s t e p}=(2 / \pi)(n-1) V_{d c(H B)}$, where $V_{d c(H B)}$ is the DC link voltage on each H-bridge as shown in Fig. 1.3.

Based on the value of the modulation index $m_{i}\left(0 \leq m_{i} \leq 1\right)$, there are three modes of operation [81], namely sinusoidal mode or linear mode $\left(0 \leq m_{i}<0.907\right)$, overmodulation mode I $\left(0.907 \leq m_{i}<m_{\max 2}\right)$ and overmodulation mode II $\left(m_{\max 2} \leq m_{i}<1\right)$. The value of $m_{\max 2}$ marks the boundary of overmodulation I and II.

The scheme proposed by Holtz [81] modifies the magnitude and phase of the reference voltage, to achieve the voltage control in overmodulation range. In [81] a value of 0.952 is used for $m_{\max 2}$. Methods such as [82][94] also use $m_{\max 2}=0.952$. Tripathi [83] obtains a higher value of $m_{\max 2}$ as 0.9535 through angular velocity balance of the flux displacement vector. In this chapter, the value of $m_{\max 2}$ is
taken to be 0.9535 and a strategy similar to [83] is used. The two-level based overmodulation schemes such as [82][130] can also be easily extended to a multilevel inverter using the implementation proposed in this chapter. The proposed SVPWM algorithm for overmodulation mode is described in the next section.

### 3.3 Operation in Overmodulation Mode

The space vector diagram of a 3-phase voltage source inverter is a hexagon, consisting of six sectors. Here, the operation is explained for the first sector, the same is applicable for other sectors too.

### 3.3.1 Overmodulation Mode I $\left(0.907 \leq m_{i}<0.9535\right)$

In Fig. 3.1, the thick dotted circle shows the desired trajectory of the reference vector $\boldsymbol{v}^{*}$. Traditionally, depending on the value of $m_{i}$, the trajectory is modified and tip P of the actual vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ moves on trajectory $T S A_{12} R Q$ shown in thick solid lines. i.e. first it moves along the circular track $T S$, then along the linear track $S A_{12} R$ on the side $A_{10} A_{14}$ of the sector $O A_{10} A_{14}$ and finally along the circular track $R Q$. This modification in trajectory is intended to compensate for the loss in volt-secs. The linear movement along $A_{10} A_{14}$ is called 'hexagonal trajectory' in this chapter.

An approach similar to [83] is followed to compensate for the loss in volt-secs


Figure 3.1: Space Vector Diagram of the first sector of a 5 -level inverter showing Overmodulation Mode I, $0.907 \leq m_{i}<0.9535$
by directly modifying the on-times of the switching vectors on circular track rather than modifying the reference vector.

Let $\alpha_{c}$ be the angle where the reference vector crosses the hexagon track, shown by the dotted arrow in Fig. 3.1. For $\alpha_{c} \leq \gamma<\pi / 3-\alpha_{c}$ the vector moves on hexagonal track and for remaining part of the sector it moves on circular track. Using cartesian geometry, angle $\alpha_{c}$ is obtained as

$$
\begin{equation*}
\alpha_{c}=\frac{\pi}{6}-\cos ^{-1}\left(\frac{\pi}{2 m_{i} \sqrt{3}}\right)=0.524-\cos ^{-1}\left(\frac{0.907}{m_{i}}\right) \tag{3.2}
\end{equation*}
$$

For a given $m_{i}, \alpha_{c}$ is a fixed number and thus it need not be calculated in every switching period.

### 3.3.1.1 Hexagonal Portion ( $\alpha_{c} \leq \gamma<\pi / 3-\alpha_{c}$ )

For hexagonal track, using cartesian geometry, the coordinates of the tip P of vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ are given in terms of angle $\gamma$ and level of inverter $n$, as

$$
\begin{equation*}
\left(v_{\alpha}, v_{\beta}\right)=\left(\frac{\sqrt{3}(n-1)}{\sqrt{3}+\tan \gamma}, \frac{\sqrt{3}(n-1) \tan \gamma}{\sqrt{3}+\tan \gamma}\right) \tag{3.3}
\end{equation*}
$$

Knowing the coordinates $\left(v_{\alpha}, v_{\beta}\right)$ of $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ from (3.3), the on-times and triangle number can be obtained similar to linear mode, as explained below.

Two integers $k_{1}$ and $k_{2}$ are defined in (2.10) to find the triangle in which point P lies. Using the same definition of $k_{1}$ and $k_{2}$, these two integers are now given as,

$$
\begin{equation*}
k_{1}=n-2, k_{2}=\operatorname{int}\left(v_{\beta} / h\right) \tag{3.4}
\end{equation*}
$$

The tip of the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ resides on one of the four triangles $\triangle_{9}, \triangle_{11}, \triangle_{13}$ and $\triangle_{15}$. These triangles are of type 1 . Using this fact, the small vector $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$ can be directly obtained from $\left(v_{\alpha}, v_{\beta}\right)$, without performing slope comparison. It is given as,

$$
\begin{equation*}
v_{\alpha o}^{s}=v_{\alpha}-k_{1}+0.5 k_{2}, v_{\beta o}^{s}=v_{\beta}-k_{2} h \tag{3.5}
\end{equation*}
$$

Knowing $\left(v_{\alpha o}^{s}, v_{\beta o}^{s}\right)$, (2.5) is used to determine the on-time $t_{a}$. Similar to twolevel, on-time $t_{o}$ is zero for hexagonal track, therefore $t_{b}=T_{s}-t_{a}$. Triangle number $\triangle_{j}$ is calculated using (2.12).

Flowchart in Fig. 3.3(c) shows the on-times and triangle number $\triangle_{j}$ calcula-
tion. Number of computations required for hexagonal track in Fig. 3.3(c) are less than that for circular track in Fig. 3.3(b).

### 3.3.1.2 Circular Portion ( $0 \leq \gamma<\alpha_{c}$ and $\pi / 3-\alpha_{c} \leq \gamma<\pi / 3$ )

Here, on-times are obtained using (2.5)-(2.7) as described before for the linear mode. However, on-times are modified to compensate for the loss of volt-secs during the linear trajectory as described below.

In the overmodulation mode I, at a modulation index $m_{i}$, the loss in voltseconds over a sector is proportional to $\left(m_{i}-0.907\right)$ [83]. Maximum possible value of $m_{i}$ is 0.9535 . Therefore, maximum possible loss in volt-seconds over a sector is proportional to (0.9535-0.907). Let us define a compensation factor $\lambda$ as the ratio of actual loss in volt-secs and maximum loss in volt-secs. It is given as,

$$
\begin{equation*}
\lambda=\frac{\left(m_{i}-0.907\right)}{(0.9535-0.907)}=\frac{\left(m_{i}-0.907\right)}{0.0465} \tag{3.6}
\end{equation*}
$$

Compensation factor $\lambda$ is used for modification of on-times for the volt-secs compensation. The $\lambda$ varies between 0 and 1 , for $m_{i}$ between 0.907 and 0.9535 . For a given $m_{i}, \lambda$ is a fixed number, and hence need not be calculated in every modulation cycle. Further details on $\lambda$ can be referred in [83].

In Fig. 3.1, for the circular portion, the point P can be within any of the triangles $\triangle_{9} \rightarrow \triangle_{15}$. Type 1 triangles $\triangle_{9}, \triangle_{11}, \triangle_{13}$ and $\triangle_{15}$ have their two vertices on the side $\mathrm{A}_{10} \mathrm{~A}_{14}$ of sector. Type 2 triangles $\triangle_{10}, \triangle_{12}$ and $\triangle_{14}$ have their one
vertex on the side $\mathrm{A}_{10} \mathrm{~A}_{14}$ of sector. Let the on-times of the three vertices be $t_{a}, t_{b}$ and $t_{o}$ obtained from (2.5)-(2.7) through linear mode of modulation. For the two type of triangles, these on-times are modified differently as explained below.

- Modifications for Type 1 triangle:

Let the on-times of the two vertices which are on the side of hexagon be $t_{a}$ and $t_{b}$, then the modified on-times are given as

$$
\begin{align*}
& t_{a}=t_{a}+0.5 \lambda^{2} t_{o} \\
& t_{b}=t_{b}+0.5 \lambda^{2} t_{o}  \tag{3.7}\\
& t_{o}=T_{s}-t_{a}-t_{b}
\end{align*}
$$

The modifications of on-times in (3.7) effectively reduce the on-times of the inner vector using $\lambda$ and increase the on-times of the outer vectors. It is explained in [83] that such scheme is suitable for fast close loop operation. Similarly, the on-times for the type 2 triangle are modified.

- Modifications for Type 2 triangle:

Let the on-times of the two vertices that are not on the side of hexagon be $t_{a}$ and $t_{b}$, then the modified on-times are obtained as

$$
\begin{align*}
t_{a} & =t_{a}-0.5 \lambda^{2} t_{a} \\
t_{b} & =t_{b}-0.5 \lambda^{2} t_{b}  \tag{3.8}\\
t_{o} & =T_{s}-t_{a}-t_{b}
\end{align*}
$$

The modifications of on-times in (3.8) effectively reduce the on-times of the inner vectors and increase the on-times of the outer vector using $\lambda$.

In (3.7) or (3.8), there is no compensation at $m_{i}=0.907$ as $\lambda=0$. At $m_{i}=0.9535$, the compensation is maximum as $\lambda=1$ and $t_{o}=0$, which corresponds to complete movement along the hexagonal track.

For a given $m_{i},(3.6)$ and (3.7) or (3.8) are only modifications required to modify the on-times. No other lookup table or solution to complicated equations is required. Therefore, complexity of implementing overmodulation reduces. It also shows the low cost of implementing overmodulation on a microcontroller.

Above 0.9535 , the circular part of the trajectory vanishes and the on-time $t_{o}$ obtained from (3.7) or (3.8) is negative which is meaningless. Above 0.9535, another mode is used called overmodulation II.


Figure 3.2: Space Vector Diagram of the first sector of a 5 -level inverter showing Overmodulation Mode II, $0.9535 \leq m_{i}<1$

### 3.3.2 Overmodulation Mode II $\left(0.9535 \leq m_{i}<1\right)$

Switching in overmodulation II is characterized by a hold angle $\alpha_{h}$, shown by the dotted arrow in Fig. 3.2. For $\alpha_{h} \leq \gamma<\pi / 3-\alpha_{h}$, the tip P of the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ moves on hexagonal track. In Fig. 3.2, let vectors at vertices $\mathrm{A}_{10}$ and $\mathrm{A}_{14}$ be addressed as large vectors. There are a total of six large vectors for the complete space vector diagram. For $0 \leq \gamma<\alpha_{h}$ and $\pi / 3-\alpha_{h} \leq \gamma<\pi / 3$, the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ is held at one of the large vectors.

Normally, $\alpha_{h}$ is a nonlinear function of modulation index and obtained by a lookup table. In this chapter, the hold angle $\alpha_{h}$ is obtained using a strategy similar to [83] where $\alpha_{h}$ is calculated by obtaining the same average normalized angular velocity over a sector as the angular velocity of the reference vector. For the drives application if $\mathrm{V} / \mathrm{f}$ is maintained, the angular velocity is proportional to modulation index $m_{i}$. Hence, at a given $m_{i}$, the time to traverse an angle $\delta$ is equal to $k \delta / m_{i}$ where $k$ is a constant. Similarly, time (i) to cover the linear portion is equal to $k\left(\pi / 3-2 \alpha_{h}\right) / 0.9535$, (ii) to hold the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ at the large vectors of a sector is $k\left(2 \alpha_{h}\right) / 1.0$, (iii) to cover whole sector is $k(\pi / 3) / m_{i}$. A time balance equation can be written as,

$$
\begin{equation*}
\frac{\pi / 3}{m_{i}}=\frac{2 \alpha_{h}}{1.0}+\frac{\pi / 3-2 \alpha_{h}}{0.9535} \tag{3.9}
\end{equation*}
$$

Simplification of (3.9) leads to the following expression for holding angle $\alpha_{h}$


Figure 3.3: Flowchart (a) Main routine: overall modulation process (b) task 1: Subroutine to calculate on-times and triangle number for circular track (c) task 2: Subroutine to calculate on-times and triangle number for hexagonal track
as,

$$
\begin{equation*}
\alpha_{h}=11.26-10.74 / m_{i} \tag{3.10}
\end{equation*}
$$

In (3.10), for a given $m_{i}$ only two arithmetic operations i.e. one division and one subtraction are required to obtain the hold angle $\alpha_{h}$. It shows the simplicity of implementing SVPWM in overmodulation mode II.

For $\alpha_{h} \leq \gamma<\pi / 3-\alpha_{h}$, the on-time calculation is same as that during the hexagonal trajectory in overmodulation mode I. For $0 \leq \gamma<\alpha_{h}$ and $\pi / 3-\alpha_{h} \leq \gamma<\pi / 3$, the vector is held at one of the six large vectors. At $m_{i}=1.0$, hexagonal track vanishes and vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ is only held at the six large vectors sequentially. This is six-step operation similar to two-level inverter. Therefore, a multilevel inverter when operated at $m_{i}=1.0$, looses its multilevel characteristics.

### 3.4 Implementation for a 5-level inverter

The implementation for a 5 -level inverter can be understood with the help of following block diagram. This is same as described in chapter 2 i.e. it has two basic units namely a processing unit and a mapping unit. It has been shown here to elaborate the effect of overmodulation.


Figure 3.4: Simplified block diagram of the proposed algorithm

### 3.4.1 Processing Unit

Processing unit is same as explained in chapter 1. The base scheme for processing unit is explained in previous section, and summarized in flowchart in Fig. 3.3. It determines parameters such as sector, triangle, and calculates on-times. These details are subsequently used by mapping unit to generate gating signals.

### 3.4.2 Mapping Unit

The mapping unit stores switching sequences. A switching sequence is a set of switching states to be applied in a switching period. The structure of a switching sequence depends on the trajectory of the vector. There are three possible trajectories, (i) circular track: for linear modulation mode and some part of overmodulation I, (ii) hexagonal track: for some part in overmodulation I and overmodulation II, (iii) hold mode: in overmodulation II. Due to the difference in structures of switching sequence among the trajectories, three separate memory units M-CR, M-HX and M-HL are used in mapping unit, where CR, HX and HL stand for circular,
hexagonal and hold respectively. Flowchart in Fig. 3.3(a) introduces an integer parameter $i_{t r}$, called as track index. It is used for realtime implementation. It helps in identifying the memory unit with respect to track using three values as, (i) $i_{t r}=0$ for circular track, (ii) $i_{t r}=1$ for the hexagonal track, (iii) $i_{t r}=2$ for the hold mode. The $i_{t r}$ is independent of the level of inverter.

There exist $125\left(=5^{3}\right)$ switching states $\left(s_{u}, s_{v}, s_{w}\right)$ for 5 -level inverter, where $s_{u}, s_{v}, s_{w} \in[-2,-1,0,1,2]$. In Fig. 2.4, the switching states for first sector in the space vector diagram are shown. A phase-leg state $s_{x}(\mathrm{x}=\mathrm{u}, \mathrm{v}, \mathrm{w})$ describe the 'ON' or 'OFF' conditions of the switches in the respective phase. In Fig. 1.3, $\mathrm{S}_{1 X}=\overline{S_{3 X}}, \mathrm{~S}_{2 X}=\overline{S_{4 X}}, \mathrm{~S}_{5 X}=\overline{S_{7 X}}$ and $\mathrm{S}_{6 X}=\overline{S_{8 X}}$, where X $=\mathrm{U}, \mathrm{V}, \mathrm{W}$. Hence, essentially four signals are required to control the eight switches of a phase-leg. Equivalently, each $s_{x}(\mathrm{x}=\mathrm{u}, \mathrm{v}, \mathrm{w})$ requires four bits to store the state of the respective phaseleg. To this end, a twelve bit of memory in Fig. 3.5 stores a switching state at a memory location in M-CR, M-HX and M-HL units. Due to the difference in the switching sequences in these units, the order in which switching states are organized in memory units differ from one another.

Phase $U \quad$ Phase $V \quad$ Phase $W$


Figure 3.5: Switching state at a memory location - ON/OFF signals for switches

### 3.4.2.1 Memory unit for Circular Track (M-CR)

On circular track, tip P of the reference vector is positioned within a triangle $\triangle_{0} \rightarrow \triangle_{15}$. There are redundant switching states at the vertices of the triangles. Due to redundant states, there could be several switching sequences for a triangle. For example, for the range $0.5236 \leq m_{i}<0.7854$, at a switching period, the tip of the reference vector can be situated in triangle $\triangle_{8}$. For this triangle, following four sequences can be formed with minimum switching losses.

Seq. 1:
$(0,0,-2)_{0} \Rightarrow(1,0,-2)_{1} \Rightarrow(1,1,-2)_{2} \Rightarrow(1,1,-1)_{3} \Rightarrow(1,1,-1)_{3} \Rightarrow(1,1,-2)_{2} \Rightarrow(1,0,-2)_{1} \Rightarrow(0,0,-2)_{0}$ Seq. 2:
$(1,1,-1)_{0} \Rightarrow(2,1,-1)_{1} \Rightarrow(2,2,-1)_{2} \Rightarrow(2,2,0)_{3} \Rightarrow(2,2,0)_{3} \Rightarrow(2,2,-1)_{2} \Rightarrow(2,1,-1)_{1} \Rightarrow(1,1,-1)_{0}$ Seq. 3:
$(1,0,-2)_{0} \Rightarrow(1,1,-2)_{1} \Rightarrow(1,1,-1)_{2} \Rightarrow(2,1,-1)_{3} \Rightarrow(2,1,-1)_{3} \Rightarrow(1,1,-1)_{2} \Rightarrow(1,1,-2)_{1} \Rightarrow(1,0,-2)_{0}$ Seq. 4:
$(1,1,-2)_{0} \Rightarrow(1,1,-1)_{1} \Rightarrow(2,1,-1)_{2} \Rightarrow(2,2,-1)_{3} \Rightarrow(2,2,-1)_{3} \Rightarrow(2,1,-1)_{2} \Rightarrow(1,1,-1)_{1} \Rightarrow(1,1,-2)_{0}$

The subscript on a switching state is stage of the sequence. Stages $0 \rightarrow 3$ and $3 \rightarrow 0$ are the set and reset part of the sequence. Similarity to a two-level SVPWM can be seen here. Subscripts ' 0 ' and ' 3 ' represent the same vertex, and correspond to virtual zero vector of the two-level space vector diagram.

Generally, a continuous PWM sequence has four stages as shown above, and
a discontinuous PWM sequences have three stages [123]. The counter in processing unit generates stage number $i_{s t}$ using the on-times $t_{a}, t_{b}$ and $t_{o}$. Here, $i_{s t}=0 \rightarrow 3$ for continuous SVM and $i_{s t}=0 \rightarrow 2$ for discontinuous SVM.

Among the various switching sequences for a triangle, only one can be applied at a switching period. Following examples explain the selection of a switching sequence using triangle $\triangle_{8}$.

- Example 1: Common Mode Voltage Reduction - In [99] a common mode voltage reduction scheme is given. The 5 -level ( $n$-level) space vector diagram is converted to equivalent 3 -level ( $n$-1-level) space vector diagram by retaining the switching states which generate zero common mode voltage. Due to the absence of redundancies, only one switching sequence exists for every triangle.
- Example 2: Intertriangle Switching Losses Minimization - There are two possible transitions of the reference vector for triangle $\triangle_{8}$. The transition depends on $m_{i}$, (i) for the range $0.5236 \leq m_{i}<0.6614$, the transition is $\triangle_{5} \hookrightarrow \triangle_{8}$, and Seq. 1 (or 2 ) is selected, (ii) for the range $0.6614 \leq m_{i}<0.7854$, the transition is $\triangle_{14} \hookrightarrow \triangle_{8}$, and Seq. 3 (or 4) is selected. Here ' $\hookrightarrow$ ' signifies transition between triangles.
- Example 3: DC-link Balancing in NPC topology - DC-link balancing is a key issue [84][131] for NPC topology. To have a better control authority over DC-link balance, a sequence is selected whose virtual zero vector has highest duty ratio among the three duty ratios i.e. $d_{A_{5}}, d_{A_{8}}$ and $d_{A_{9}}$ for triangle $\triangle_{8}$.

Therefore, in triangle $\triangle_{8}$, Seq. 1 (or 2) is selected if $d_{A_{5}}$ is maximum, Seq. 3 is selected if $d_{A_{8}}$ is maximum and Seq. 4 is selected if $d_{A_{9}}$ is maximum. This technique is well known for 3-level inverter.

These examples show that the selection of a switching sequence is dependent on the modulation scheme. For a given scheme, a set of relevant switching sequences can be identified for every triangle and stored in memory unit in contiguous locations. This is an off-line process.

To this end, a 11 bit address is given in Fig. 3.6. This address identifies a memory location in M-CR unit. It is divided into four parts, (i) 'Sector': 3 bits $\mathrm{SC}_{0} \rightarrow \mathrm{SC}_{2}$, as for sector number $\mathrm{S}_{i}, \mathrm{i}=1 \rightarrow 6$ (ii) 'Triangle': 4 bits $\mathrm{TR}_{0} \rightarrow \mathrm{TR}_{3}$, as for triangle number $\triangle_{j}, \mathrm{j}=0 \rightarrow 15$ (iii) 'Sequence': 2 bits $\mathrm{SQ}_{0} \rightarrow \mathrm{SQ}_{1}$, considering a retention of maximum four sequences per triangle (iv) 'Stage': 2 bits $\mathrm{ST}_{0} \rightarrow \mathrm{ST}_{1}$, considering three or four stages per sequence with respect to continuous or discontinuous SVM respectively.

Figure 3.6: Memory address for circular track

For a given modulation scheme, at any switching period, the processing unit calculates these parameters. Using these parameters, a memory location (switching state) is identified. Since the contents of a memory location represent 'ON' or 'OFF' condition for the switches of the inverter, they can be directly applied for generating gating signals. The proposed mapping concept can be used to implement a variety
of schemes as explained above. It shows the generality of the proposed mapping concept.

### 3.4.2.2 Memory unit for Hexagonal Track (M-HX)

On hexagonal track in Fig. 3.1 and Fig. 3.2, the tip P of the vector moves along $\overrightarrow{A_{10} A_{14}}$ on a side of one of the triangles $\triangle_{9}, \triangle_{11}, \triangle_{13}$ and $\triangle_{15}$. There is one switching state at a vertex on hexagonal track. The switching states at the nearest two vectors are utilized to form a switching sequence. For example; for triangle $\triangle_{9}$, the switching sequence is $(2,-2,-2)_{0} \Rightarrow(2,-1,-2)_{1} \Rightarrow(2,-1,-2)_{1} \Rightarrow(2,-2,-2)_{0}$. Conclusively, a switching sequence on hexagonal track has only two stages. The counter in processing unit generates stage number $i_{s t}$ using on-times $t_{a}$ and $t_{b}$.

To this end, a 8 bit address is given in Fig. 3.7. This address identifies a memory location in M-HX unit. It is divided into three parts, (i) 'Sector': 3 bits $\mathrm{SC}_{0} \rightarrow \mathrm{SC}_{2}$ (ii) 'Triangle': 4 bits $\mathrm{TR}_{0} \rightarrow \mathrm{TR}_{3}$ (iii) 'Stage': 1 bit $\mathrm{ST}_{0}$, as only two stages exist. Due to the absence of redundant switching states, only one switching sequence exists for a triangle on hexagonal track.

Figure 3.7: Memory address for hexagonal track

### 3.4.2.3 Memory unit for Hold Mode (M-HL)

In hold mode, the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ is held at a large vector. The switching state at this vertex e.g. $(2,-2,-2)$ is applied for full switching period. Unlike other two tracks, the switching sequence contains only one stage in hold mode. To this end, a 3 bit address is given in Fig. 3.7, to identify a memory location in M-HL unit. The 'Triangle', 'Sequence' and 'Stage' are not required here.

\section*{| $\mathbf{S C}_{2}$ | $\mathbf{S C}_{1}$ | $\mathbf{S C}_{0}$ |
| :--- | :--- | :--- |}

Figure 3.8: Memory address for hold mode

This implementation is advantageous as compared to implementation of carrier based schemes for a multilevel inverter. In carrier based schemes, a separate controller might be required for every H-bridge [99] as every phase-leg is controlled separately. In such implementation, the synchronization of the controllers might lead to implementation complexity. On the other hand, using the proposed scheme a single controller unit generates the gating signals for all the switches of the inverter.

The proposed scheme is applicable to both NPC and cascaded inverter. For a given level, the two topologies have same space vector diagram and equal number of power switches, so the cost of peripherals does not change. The processing unit is same for both the topologies. For a given level, there are equal number of controllable switches in these topologies but their arrangement is different. Hence,
for a given switching state, the gating signals or the set of bits at a memory location in Fig. 3.5 differ for the two topologies. Hence, the mapping unit should be redesigned while changing from one topology to the other. The implementation of the proposed scheme for a 3-level NPC inverter is shown in Fig. 3.12 and Fig. 3.13.


Figure 3.9: Voltage $\mathrm{V}_{V W}$, current $\mathrm{I}_{V}$ and FFT of voltage $\mathrm{V}_{V W}$ at $m_{i}=0.90$

### 3.5 Experimental Results

The algorithm is implemented using a dSPACE DS1104 card, due to its availability. Owing to the simplicity of the algorithm it can be easily implemented on


Figure 3.10: Voltage $\mathrm{V}_{V W}$, current $\mathrm{I}_{V}$ and FFT of voltage $\mathrm{V}_{V W}$ at $m_{i}=0.94$
a fixed point DSP as well.

Fig. 3.9-Fig. 3.11 shows the experimental results for a laboratory prototype of a 5 -level cascaded inverter. The test was performed on a 0.75 kW induction motor at $\mathrm{V}_{d c(H B)}=100 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$. Here, $\mathrm{V}_{d c(H B)}$ is voltage applied on each H-bridge module per Fig. 1.3.

Fig. 3.9 (a), Fig. 3.10 (a) and Fig. 3.11 (a) show the line voltage $V_{V W}$ and current $\mathrm{I}_{V}$ at a modulation index of $0.90,0.94$ and 0.98 corresponding to linear mode,


Figure 3.11: Voltage $\mathrm{V}_{V W}$, current $\mathrm{I}_{V}$ and FFT of voltage $\mathrm{V}_{V W}$ at $m_{i}=0.98$
overmodulation mode I and overmodulation mode II respectively.

Fig. 3.9 (b), Fig. 3.10 (b) and Fig. 3.11 (b) show the linear RMS FFT of line voltage $V_{V W}$ at a modulation index of $0.90,0.94$ and 0.98 corresponding to the linear mode, overmodulation mode I and mode II respectively. In Fig. 3.9 (b), Fig. $3.10(\mathrm{~b})$ and Fig. $3.11(\mathrm{~b})$ and $\left(\mathrm{c}_{2}\right)$, the top right quarter is complete FFT. This FFT is 10 times vertically magnified to study various harmonics which occupies the remaining three quarters. The $\mathrm{V}_{V W 1}$ is RMS value of fundamental component of the line voltage. For a cascaded inverter, theoretical RMS value of $V_{V W 1}$ is given
as $\sqrt{6} / \pi \cdot m_{i} \cdot(n-1) \cdot \mathrm{V}_{d c(H B)}$. The error between experimental and theoretical value is less than $1 \%$ for the three cases. The error between simulation and theoretical value is less than $0.4 \%$ for at any $m_{i}$.

Fig. 3.12 and Fig. 3.13 show line voltage waveform, current waveform and FFT of the voltage for a 3 -level NPC inverter. The DC-link voltage is 170 V , modulation index $m_{i}=0.8$, switching frequency 5 kHz , fundamental frequency 50 Hz , load inductance per phase 0.47 H and load resistance per phase $48.4 \Omega$. Inset in Fig. 3.12 ( $\mathrm{b}_{2}$ ) and Fig. 3.13 $\left(\mathrm{c}_{2}\right)$ show the absence of lower order harmonics. For the inset, the horizontal axis is frequency in kHz .

### 3.6 Extension of the algorithm to $n$-level inverter

The block diagram in Fig. 3.4 describe the proposed scheme and its implementation for a 5 -level inverter. Some changes can be expected when it is applied to a $n$-level inverter. The processing unit with respect to the computational load, and mapping unit with respect to memory requirement is discussed next.

### 3.6.1 Processing Unit

The processing unit calculates on-times and basic parameters to apply a switching state. The base scheme in Fig. 3.4 is essentially the flowchart in Fig. 3.3. This flowchart is given for a $n$-level inverter. The main routine in Fig.3.3(a) and


Figure 3.12: Voltage $\mathrm{V}_{V W}$, current $\mathrm{I}_{V}$ and FFT of voltage $\mathrm{V}_{V W}$ at $m_{i}=0.93$
sub-routine task2 in Fig. 3.3(c) use $n$ as a linear constant, showing that number of computations are same for any value of $n$. Whereas task1 in Fig. 3.3(b) is independent of $n$. Therefore, the number of computations for the base scheme in processing unit remain same for any value of $n$. Conclusively, same processing unit can be used for any level $n$ without any change.

(c1)


Figure 3.13: Voltage $\mathrm{V}_{V W}$, current $\mathrm{I}_{V}$ and FFT of voltage $\mathrm{V}_{V W}$ at $m_{i}=0.97$

### 3.6.2 Mapping unit

Conceptually, the mapping unit for $n$-level is same as shown in Fig. 3.4. However, there are following two structural changes in the number of bits at a memory location in Fig. 3.5 and its address in Fig. 3.6-3.7.

1. In Fig. 3.5, for $n$-level, 3.(n-1) bits are required to store a switching state at a memory location.


Figure 3.14: Line voltage for 7 -level inverter at (b) $m_{i}=0.93$ (c) $m_{i}=0.97$
2. The bits required for 'Triangle' in Fig. 3.6-3.7 change, as there are $(n-1)^{2}$ triangles per sector. For example, 7 bits are required for 'Triangle' part for a 11 -level inverter as there are 100 triangles per sector. Except 'Triangle', other parts in Fig. 3.6-3.7 remain unaffected by the change in $n$.

Commercially available EPROM chips of 1 k-bytes, 4 k-bytes, 16 k-bytes, 32 k -bytes and 64 k -bytes sizes fulfill the memory requirement of mapping unit, to implement the proposed scheme for 3-level, 5-level, 7-level, 9-level and 11-level inverter respectively. This estimation is based on the memory structure shown in Fig. 3.5-3.8 where the bits at memory location are directly used for generating gating signals. This estimation may change with modulation scheme. The memory requirement increases with $n$, as switching states $\alpha n^{3}$.

Fig. 3.14(b) and (c) show the line voltage $V_{V W}$ for 7-level cascaded inverter at a modulation index of 0.93 and 0.97 . For this implementation, same processing unit is used as for 5 -level without any change. The mapping unit is modified per
the requirements of 7-level inverter. The test was performed at $\mathrm{V}_{d c(H B)}=100 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$.

### 3.7 Summary

This chapter proposes a SVPWM based scheme to perform overmodulation for a multilevel inverter, and its implementation. The position of the vector is identified using an integer parameter, called as triangle number. The switching sequences are mapped with respect to triangle number. The on-times calculation is based on on-time calculation for two-level SVPWM. The on-time calculation equations do not change with triangle. A simple method of calculating on-times in the overmodulation range is used, hence a solution to complex equations and lookup tables are not required. This leads to ease of implementation. There are no significant change in computation with the increase in level. The proposed implementation is general in nature and can be applied to a variety of modulation schemes. The implementation is shown for a 5 -level and 7 -level cascaded inverter. The experimental results are provided. The proposed method can be easily implemented using a commercially available motion control DSP or micro-controller, which normally supports only two-level modulation.

## Chapter 4

## Space Vector PWM Scheme to Reduce Common Mode Voltage for Cascaded Multilevel Inverters

Multilevel inverters also produce the common mode voltage. As discussed in section 1.3.1, schemes have been reported for multilevel inverters that reduce the common mode voltage. However, most of the schemes result in reduced modulation depth, high switching losses and high harmonic distortion. This chapter proposes a space vector modulation scheme to reduce common mode voltage for cascaded multilevel inverters. The proposed scheme can increase the voltage range of operation by about $17 \%$ and can produce lower THD than the previously proposed schemes. The scheme is explained for 5-level inverter and then extended to a $n$-level cascaded inverter. Both experimental and simulation results are provided.


Figure 4.1: Circuit layout of inverter and motor system

### 4.1 Introduction

The cause and effects of common mode voltage are well described in section 1.3.1 and the related literature survey in section 1.4.3. Nevertheless, for simplicity some of the useful terms and definitions discussed in section 1.3.1 are given below.

Fig.4.1 shows a 5 -level cascaded H -Bridge inverter [8] and the motor equivalent circuit [52]. The output of the H-Bridges are connected in series to produce the cascaded multilevel waveform. The common mode voltage in Fig.4.1 is $V_{N G}=\left(V_{U G}+V_{V G}+V_{W G}\right) / 3$. This voltage is responsible for bearing currents.

The voltage $V_{b}$ in Fig.4.1 is the bearing voltage and it depends on $V_{N G}$. The relation between the two voltage is called bearing voltage ratio $(B V R)$ [45] and is defined as [52],

$$
\begin{equation*}
B V R=\frac{V_{b}}{V_{N G}}=\frac{C_{w r}}{C_{w r}+C_{r f}+2 C_{b}} \tag{4.1}
\end{equation*}
$$

In section 1.3.1 the problems due to common mode voltage are described. In section 1.4.3, the problems in complete (zero- $V_{N O}$ ) and partial elimination methods are discussed. This chapter proposes a new scheme for a $n$-level $(n \geq 5)$ cascaded inverter to address some of the problems mentioned in section 1.4.3. In the proposed scheme, a simple method of forming switching sequence is adduced that leads to minimum change in $V_{N O}$ as compared to other schemes. The proposed scheme suggests a modification in the space vector diagram by which a higher voltage can be attained while $\left|V_{N O}\right| \leq V_{d c(H B)} / 3$. The salient features of the scheme are listed below.

- For any state transition maximum change in $V_{N O}$ is $V_{d c(H B)} / 3$. This is an advantage over partial elimination scheme implemented using conventional SVPWM where for some state transitions, change in $V_{N O}$ is $2 V_{d c(H B)} / 3$.
- It has overall reduced number of changes in $V_{N O}$ which leads to reduced number of $d V_{N G} / d t$ occurrences. This is an advantage over many schemes described in section 1.4.3.
- For a 5 -level inverter, the scheme can be operated till $m_{i}=0.9163$ while maintaining $\left|V_{N O}\right| \leq V_{d c(H B)} / 3$. This modulation limit is nearly $17 \%$ higher than schemes such as [99][101]. This is an advantage over both partial and complete elimination schemes.
- It uses nearest vectors leading to THD close to conventional scheme but significantly smaller than zero- $V_{N O}$ scheme. This is an advantage over complete
elimination schemes.
- It can be extended to higher level and can be easily implemented.

The chapter is divided into six sections. In section 4.2, the methodology is explained for a 5 -level cascaded inverter. Section 4.3 explains the implementation of the proposed scheme. Section 4.4 discusses the experimental results. Section 4.5 explains the proposed scheme at higher levels. Section 4.6 concludes the chapter.

### 4.2 Proposed Scheme

The voltage $V_{N O}$ in Fig. 4.1 is given as,

$$
\begin{equation*}
V_{N O}=\frac{V_{U O}+V_{V O}+V_{W O}}{3} \tag{4.2}
\end{equation*}
$$

Fig. 4.2 shows the first sector $S_{1}$ of the space vector diagram of a 3 -phase 5level inverter. It consists of sixteen equilateral triangles $\Delta_{0}-\Delta_{15}$ as shown in Fig. 4.2. The vertices of the triangle are made up of switching state vectors, they can be represented by one or more switching states. The switching state is determined by the set $\left(\mathrm{s}_{u}, \mathrm{~s}_{v}, \mathrm{~s}_{w}\right)$, where $\mathrm{s}_{u} \in\{-2,-1,0,1,2\}$. The switching states not only determine the phase voltages but also the common mode voltage. The voltage $V_{N O}$ given by (4.2) can be rewritten as,

$$
\begin{equation*}
V_{N O}=\frac{V_{d c(H B)}\left(s_{u}+s_{v}+s_{w}\right)}{3} \tag{4.3}
\end{equation*}
$$



Figure 4.2: First sector of a 5-level inverter showing all the switching states

For simplification, the voltage $V_{N O}$ in (4.3) can be normalized with respect to $V_{d c(H B)} / 3$ as,

$$
\begin{equation*}
v_{N O}=\frac{V_{N O}}{V_{d c(H B)} / 3}=s_{u}+s_{v}+s_{w} \tag{4.4}
\end{equation*}
$$

The normalized voltage $v_{N O}$ is independent of the DC-link voltage $V_{d c(H B)}$ and level of inverter $n$. It is only dependent on the switching state $\left(\mathrm{s}_{u}, \mathrm{~s}_{v}, \mathrm{~s}_{w}\right)$. In Fig. 4.2, $v_{N O}$ associated with every switching state is shown in a square bracket next to it. It varies between - 6 and 6 .

In order to minimize common mode voltage, only those switching states are considered that produce $\left|v_{N O}\right| \leq 1$. In so doing, a reduced set of switching states for a sector is obtained as shown in Fig. 4.3. However, large vectors given by $\mathrm{A}_{10}$ and
$\mathrm{A}_{14}$ have a single switching state that produces $\left|v_{N O}\right|=2$. Hence, we have no choice but to avoid them. This results in drop in volt-sec at higher modulation index. In order to compensate for the lost volt-sec, a voltage vector with appropriate real and imaginary components is needed. For example if the reference vector is in triangle $\triangle_{9}, \mathrm{~A}_{10}$ is not switched. To compensate the drop in volt-sec, vector $\mathrm{F}_{13}$ from adjacent sector is selected. It produces $v_{N O}=-1$ and has a real part greater than $\mathrm{A}_{6}$. However, due to negative imaginary part, the resultant switching sequence produces a higher distortion. The same logic applies to triangle $\triangle_{15}$, the vector $B_{11}$ from adjacent sector is selected to avoid switching $A_{14}$. This idea is then extended to all sectors. The modified space vector diagram in Fig. 4.3 consists of 14 equilateral triangles $\triangle_{0} \rightarrow \triangle_{8} \& \triangle_{10} \rightarrow \triangle_{14}$, and two isosceles triangles $\triangle_{9 a} \&$ $\triangle_{15 a}$.

For the 5 -level inverter, the proposed scheme can be operated with $v_{N O} \leq 1$ until $m_{i}=0.9163$. The range of operation is shown with the dotted circle in Fig.4.3. On the other hand, in Fig.4.2 the dotted circle represents the maximum modulation index, $m_{i}=0.7854$, for zero- $V_{N O}$ scheme. This includes only a part of the entire linear modulation range. As opposed to that, for the proposed scheme, $m_{i}=0.9163$ encompasses the entire linear modulation range as well as a part of the overmodulation range. Though the partial elimination scheme [99] achieves $m_{i}>0.7854$, it results in $v_{N O}>1$ for the higher modulation index.

For any triangle in Fig.4.3, two parameters are required to perform space


Figure 4.3: First sector of 5-level inverter showing selected switching states
vector modulation with reduced common mode voltage, (i) duty-ratio of the three vectors, (ii) switching sequence for the triangle that produces lowest value of $V_{N O}$ and has minimum number of commutations. Due to the difference in shapes, the modulation for equilateral and isosceles triangle is different as described next.

### 4.2.1 Equilateral Triangle

Procedure for the determination of duty-ratios and switching sequence for the equilateral triangles is described below.

### 4.2.1.1 Duty-ratios

The SVPWM algorithm proposed in chapter 2 calculates the duty-ratio for conventional multilevel space vector diagram where each triangle is equilateral as shown in Fig. 4.2. The same scheme can be applied for calculating the duty-ratio $d_{o}, d_{a}, d_{b}$ for equilateral triangles in Fig. 4.3.

### 4.2.1.2 Switching Sequence

The switching sequences are generated to meet two objectives,

- $v_{N O}$ changes by 1 for any state change in a leg.
- There is no additional change in $v_{N O}$ when reference vector moves from a triangle to its adjacent triangle.

The switching states at the vertices of any equilateral triangle in Fig. 4.3 produce three different $v_{N O}:-1,0$ and 1 . Considering two objectives mentioned above, a switching sequence is proposed that causes $v_{N O}$ to change as $[-1] \rightarrow[0] \rightarrow[1] \rightarrow[0] \rightarrow[-$ 1]. The switching sequences inside an equilateral triangle for half of the switching cycle $\left(T_{s}\right)$ are shown in table 4.1. For remaining half of the switching cycle, the sequence reverses.

Only four commutations occur in one complete switching cycle $\left(2 T_{s}\right)$, leading to only four changes in $v_{N O}$ per switching cycle. The maximum change in line voltage at motor terminals is $V_{d c(H B)}$ similar to conventional SVPWM scheme.

| Triangle | $\downarrow \mathrm{SS}_{0} \rightarrow$ | $\rightarrow \mathrm{SS}_{1} \rightarrow$ | $\rightarrow \mathrm{SS}_{2} \uparrow$ |
| :---: | :---: | :---: | :---: |
| $\triangle_{0}$ | ( $0,0,-1$ ) [-1] | (0,0,0) [0] | $(1,0,0)[1]$ |
| $\triangle 1$ | (1,-1,-1) [-1] | (1,0,-1) [0] | $(1,0,0)$ 1] |
| $\triangle_{2}$ | $(0,0,-1)[-1]$ | $(1,0,-1)[0$ | $(1,0,0)$ [1] |
| $\triangle 3$ | $(0,0,-1)[-1]$ | $(1,0,-1)[0]$ | $(1,1,-1)[1]$ |
| $\triangle 4$ | $(1,-1,-1)[-1]$ | ( $2,-1,-1)[0]$ | $(2,0,-1)$ |
| $\triangle 5$ | $(1,-1,-1)[-1]$ | $(1,0,-1)[0]$ | $(2,0,-1) 11$ |
| $\triangle{ }_{6}$ | $(1,0,-2)[-1]$ | $(1,0,-1) 0$ | $(2,0,-1) \cdot 1$ |
| $\triangle 7$ | $(1,0,-2)-1$. | $(1,0,-1) 0$ | $(1,1,-1)$ |
| $\triangle 8$ | $(1,0,-2)[-1]$ | (1,1,-2) [0] | $(1,1,-1)$ |
| $\triangle 10$ | $(2,-1,-2)[-1]$ | ( $2,-1,-1)[0]$ | $(2,0,-1)$ |
| $\triangle 11$ | $(2,-1,-2)[-1]$ | $(2,0,-2)[0]$ | $(2,0,-1)$ |
| $\triangle 12$ | $(1,0,-2)[-1]$ | $(2,0,-2)[0$ | $(2,0,-1)$ 1] |
| $\triangle 13$ | $(1,0,-2)[-1]$ | $(2,0,-2)[0$ | $(2,1,-2)$ 1] |
| $\triangle_{14}$ | $(1,0,-2)[-1]$ | $(1,1,-2)[0]$ | $(2,1,-2)[1]$ |

Table 4.1: Switching sequence for the equilateral triangles

### 4.2.2 Isosceles Triangle

A different method is used to calculate duty-ratios and determine the switching sequence for isosceles triangles.

### 4.2.2.1 Duty-ratios

Duty-ratios for isosceles triangles are calculated by applying volt-sec balance to the switching states in these triangles. Fig. 4.4 shows a part of Fig. 4.3 to emphasize the case where reference vector $\boldsymbol{v}^{*}\left(\overrightarrow{A_{0} P}\right)$ lies in triangle $\triangle_{9 a}$.

The volt-sec and duty-ratio balance for $\triangle_{9 a}$ is given as,

$$
\begin{gather*}
d_{A_{6}} \cdot \overrightarrow{A_{0} A_{6}}+d_{A_{11}} \cdot \overrightarrow{A_{0} A_{11}}+d_{F_{13}} \cdot \overrightarrow{A_{0} F_{13}}=\overrightarrow{A_{0} P}  \tag{4.5}\\
d_{A_{6}}+d_{A_{11}}+d_{F_{13}}=1 \tag{4.6}
\end{gather*}
$$



Figure 4.4: Part of the first sector to emphasize operation in triangle $\triangle_{9 a}$

Where $\left|\mathrm{A}_{6} \mathrm{~F}_{13}\right|=1$. Resolving (4.5) in $\alpha-\beta$ components and solving with (4.6), the following equations are obtained to calculate duty-ratios,

$$
\begin{align*}
d_{a} & =d_{F_{13}}=-3+v_{\alpha}+v_{\beta} / 1.732 \\
d_{b} & =d_{A_{11}}=-3+v_{\alpha}-v_{\beta} / 1.732  \tag{4.7}\\
d_{o} & =d_{A_{6}}=1-d_{a}-d_{b}
\end{align*}
$$

Similarly, referring to Fig. 4.3, following equations are obtained to calculate duty-ratios for triangle $\triangle_{15 a}$,

$$
\begin{align*}
d_{a} & =d_{A_{13}}=-3+v_{\beta} / 0.866 \\
d_{b} & =d_{B_{11}}=-3+v_{\alpha}+v_{\beta} / 1.732  \tag{4.8}\\
d_{o} & =d_{A_{9}}=1-d_{a}-d_{b}
\end{align*}
$$

### 4.2.2.2 Switching Sequence

The switching states at the vertices of an isosceles triangle in Fig. 4.3 produce two different sets of $v_{N O}[-1,0]$ for $\triangle_{9 a}$ and $[0,1]$ for $\triangle_{15 a}$. Like equilateral triangles, a switching sequence in the increasing order of their $v_{N O}$ is proposed. The switching sequences for these two isosceles triangles are shown in table 4.2.

As mentioned before, THD is relatively higher for isosceles triangles. Apart

| Triangle | $\downarrow \mathrm{SS}_{0} \rightarrow$ | $\rightarrow \mathrm{SS}_{1} \rightarrow$ | $\rightarrow \mathrm{SS}_{2} \uparrow$ |
| :---: | :---: | :---: | :---: |
| $\triangle_{9 a}$ | $\binom{(2,-1,-2)}{(1,1,-2)}\left[\begin{array}{c}{[-1]} \\ \triangle_{15 a}\end{array}\right.$ | $\left.\begin{array}{c}(2,-2,-1)[-1] \\ (2,1,-2)\end{array}\right]$ | $(2,-1,-1)[0]$ <br> $(1,2,-2)[1]$ |

Table 4.2: Switching sequence for the isosceles triangles
from this, there is only one disadvantage i.e. six commutations per switching cycle as compared to four for an equilateral triangle.

However, since the equilateral triangles dominate most of the space vector diagram, the output performance and common mode voltage are governed mainly by equilateral triangles.

### 4.3 Implementation for a 5-level inverter

To implement a SVPWM scheme, we need to identify the sector $S_{i}$ and then triangle $\triangle_{j}$ where the tip of the reference vector is located. From table 4.1 and 4.2, the switching sequence is $\mathrm{SS}_{0} \rightarrow \mathrm{SS}_{1} \rightarrow \mathrm{SS}_{2} \rightarrow \mathrm{SS}_{1} \rightarrow \mathrm{SS}_{0}$. The subscript on SS is stage $k_{s t}$ of the sequence and is useful for real time implementation. Stage $k_{s t}=0 \rightarrow 2$ for set cycle and $k_{s t}=2 \rightarrow 0$ for reset cycle of the complete switching cycle. Let us assume that states $\mathrm{SS}_{0}, \mathrm{SS}_{1}$ and $\mathrm{SS}_{2}$ are executed for on-times of $t_{0}, t_{1}$ and $t_{2}$. However, since the switching sequence varies from one triangle to another, we need an arrangement for every triangle to order the calculated on-times $t_{o}, t_{a}$ and $t_{b}$ in desired sequence of $t_{0} \rightarrow t_{1} \rightarrow t_{2}$. There are 6 possible orders as shown in table 4.3.

| Duty-ratio | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d_{1}$ | $d_{a}$ | $d_{a}$ | $d_{b}$ | $d_{o}$ | $d_{b}$ | $d_{o}$ |
| $d_{2}$ | $d_{b}$ | $d_{o}$ | $d_{a}$ | $d_{a}$ | $d_{o}$ | $d_{b}$ |
| $d_{o}$ | $d_{o}$ | $d_{b}$ | $d_{o}$ | $d_{b}$ | $d_{a}$ | $d_{a}$ |

Table 4.3: Possible duty-ratio orders

For each triangle in Fig. 4.3 an order is identified using tables 4.1-4.3. It is found that a triangle in odd sectors $S_{1}, S_{3}, S_{5}$ has same order of duty-ratios. Similarly, a triangle in even sectors $\mathrm{S}_{2}, \mathrm{~S}_{4}, \mathrm{~S}_{6}$ has same order of duty-ratios. The table 4.4 summarizes the order of duty-ratios for all six sectors.

| Sector | $\triangle_{0}$ | $\triangle_{1}$ | $\triangle_{2}$ | $\triangle_{3}$ | $\triangle_{4}$ | $\triangle_{5}$ | $\triangle_{6}$ | $\triangle_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~S}_{1,3,5}$ | 4 | 5 | 6 | 1 | 1 | 2 | 4 | 3 |
| $\mathrm{~S}_{2,4,6}$ | 6 | 3 | 4 | 2 | 2 | 1 | 6 | 5 |
| Sector | $\triangle_{8}$ | $\triangle_{9}$ | $\triangle_{10}$ | $\triangle_{11}$ | $\triangle_{12}$ | $\triangle_{13}$ | $\triangle_{14}$ | $\triangle_{15}$ |
| $\mathrm{~S}_{1,3,5}$ | 5 | 2 | 3 | 5 | 6 | 1 | 2 | 1 |
| $\mathrm{~S}_{2,4,6}$ | 3 | 3 | 5 | 3 | 4 | 2 | 1 | 5 |

Table 4.4: Identified order for the complete space vector diagram

Having determined sector $\mathrm{S}_{i}$, triangle $\triangle_{j}$ and on-times $t_{0}, t_{1}, t_{2}$, the implementation can be understood with the block diagram in Fig. 3.4. It has two basic units namely a processing unit and a mapping unit.

The input data to the processing unit is the magnitude and angle of the reference vector $\overrightarrow{A_{0} P}$. In every switching cycle, according to the proposed scheme, the processing unit determines sector number $S_{i}$, triangle number $\triangle_{i}$ and on-times $t_{0}, t_{1}, t_{2}$ using the magnitude and angle of the reference vector.

The memory unit has similar structure as described in chapter 3. Since, the redundant switching states have been removed from the space vector diagram by choosing only those switching state for which $\left|v_{N O}\right| \leq 1$, there is only one switching sequence for every triangle as shown in table 4.1 and 4.2. Each switching sequence essentially uses three switching states as in table 4.1 and 4.2. Therefore, a subblock contains three switching states $\mathrm{SS}_{0}, \mathrm{SS}_{1}$ and $\mathrm{SS}_{2}$. Assuming that there is one switching state at every memory location, three consecutive memory locations are required to store a switching sequence.

To this end, a 9 bit memory address is given in Fig. 4.5 to identify a memory location. It is divided into three parts, (i) 'Sector': 3 bits $\mathrm{SC}_{0} \rightarrow \mathrm{SC}_{2}$, as for $\mathrm{S}_{i}$, $\mathrm{i}=1 \rightarrow 6$ (ii) 'Triangle': 4 bits $\mathrm{TR}_{0} \rightarrow \mathrm{TR}_{3}$, as for $\triangle_{j}, \mathrm{j}=0 \rightarrow 15$ (iii) 'Stage': 2 bits $\mathrm{ST}_{0} \rightarrow \mathrm{ST}_{1}$, as for $k_{s t}=0 \rightarrow 2$.

| $\mathrm{SC}_{2}$ | $\mathrm{SC}_{1}$ | $\mathrm{SC}_{0}$ | $\mathrm{TR}_{3}$ | $\mathrm{TR}_{2}$ | $\mathrm{TR}_{1}$ | $\mathrm{TR}_{0}$ | $\mathrm{ST}_{1}$ | $\mathrm{ST}_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Figure 4.5: Memory address to access a memory location (switching state)

The sector number $S_{i}$ and triangle number $\triangle_{i}$ identify the correct switching sequence which is stored in the mapping unit. This switching sequence is executed for the on-times $t_{0}, t_{1}, t_{2}$ using corresponding switching states. The contents of a memory location are ' $\mathrm{ON}^{\prime}$ '/'OFF' condition of the power switches of the inverter which generate gating signals. For every gating signal, the interlock delay is generated using shift register. The memory required to store all the switching sequences for 5 -level inverter is 768 B .


Figure 4.6: Common Mode Current (i $\mathrm{i}_{N G}$ ) Measurement

### 4.4 Experimental Results for 5 -level Inverter

The proposed scheme can be easily implemented on a DSP microcontroller. However, for laboratory experiments an existing dSPACE DS1104 system was used. The algorithm was implemented in C.

A laboratory setup per Fig. 4.1 and Fig. 4.6 is used. A laboratory prototype of 5-level cascaded inverter is used whose each DC-link is supplied by a uncontrolled rectifier. The details of the hardware can be found in section 7.4.2. A normal (without insulated bearings) 4 -pole induction motor of rating 400 V and 750 W under no load condition is used. The setup is placed on a insulated platform as shown in Fig. 4.6. The DC-link voltage $V_{d c(H B)}=108 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$. An interlock delay of $2 \mu \mathrm{~s}$ is used and produced by the shift registers.

The experimental results include waveforms for $\mathrm{V}_{U V}, \mathrm{~V}_{N O}$, voltage $\mathrm{V}_{N G}$, volt-
age $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ as shown in Fig. 4.1. The stator of the motor is grounded i.e. connected to the system ground as shown in Fig. 4.6. The $\mathrm{V}_{N O}$ is the voltage between the inverter common point $O$ and motor neutral $N$ shown in Fig. 4.1. Referring to Fig.4.1, common mode voltage $\mathrm{V}_{N G}$ is the voltage between motor neutral and stator frame. Referring to Fig.4.1 and Fig.4.6, bearing voltage $V_{b}$ is measured by a voltage probe between an end of the motor shaft and the stator frame using a differential probe. The common mode current $\mathrm{i}_{N G}$ is the sum of the motor winding currents $\mathrm{i}_{U}, \mathrm{i}_{V}$ and $\mathrm{i}_{W}$, measured by putting a current probe surrounding the cable going from the inverter to the motor as shown in Fig.4.6. Since, the motor is placed on a insulated platform, the current from the motor to the ground is same as $\mathrm{i}_{N G}$.

| Features | zero- $V_{N O}$ | Proposed |
| :---: | :---: | :---: |
| THD | $34 \%$ | $17.7 \%$ |
| $V_{N O}$ | 0 to 36 | 0 or 36 |
| Occurrences of $i_{N G}$ | 2173 | 1457 |
| Switching transitions | 8 or 12 | 4 or 6 |

Table 4.5: Comparison of key features in Fig. 4.7 and Fig. 4.8

The $m_{i}=0.7854$ is the maximum modulation index for the zero- $V_{N O}$ scheme. The experimental result for the proposed scheme is shown at $m_{i}=0.78$ in Fig. 4.8 for $m_{i}<0.7854$ i.e. the operation in equilateral triangles. The experimental results for zero- $V_{N O}$ scheme are shown in Fig. 4.7 at $m_{i}=0.78$ with same experimental conditions. Table 4.5 compares the key features in these two figures. It can be observed that the line voltage waveform in the proposed method is nearly same as


Figure 4.7: (a) Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, (b) voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, voltage (c) $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.78$ for zero- $V_{N O}$ scheme.
conventional method. The measured THD for the conventional SVPWM method


Figure 4.8: (a) Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, (b) voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, voltage (c) $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.78$ for proposed scheme
is approximately $17 \%$. The THD for the proposed scheme is approximately $17.7 \%$,


Figure 4.9: Frequency of occurrence versus current $\mathrm{i}_{N G}$ (a) Zero $\mathrm{V}_{N O}$ Method (b) Proposed Method at $m_{i}=0.78$
see Fig. 4.8(a), which is slightly higher than the conventional method. Whereas THD for the zero- $V_{N O}$ scheme is approximately $34 \%$, see Fig. 4.7(a), which is nearly twice the conventional method. It is observed from Fig. 4.7 and Fig. 4.8 that (i) the magnitude of $V_{N O} \approx 0$ or 36 V for the proposed scheme as expected, see Fig. 4.8(b) whereas the magnitude of $V_{N O} \approx 0$ to 36 V for the zero- $V_{N O}$ scheme, see Fig. 4.7(b). (ii) The occurrences of $V_{b}$ and $i_{N G}$ spikes for proposed scheme in Fig. 4.8(c) are smaller than the zero- $V_{N O}$ scheme in Fig. 4.7(c). Fig.4.9 shows the comparison of occurrences of $i_{N G}$ for the two methods. It can be seen that the proposed scheme produces lesser number of $d V_{N G} / d t$ and hence has lesser frequency of $i_{N G}$ occurrence as compared to the zero- $V_{N O}$ scheme. The table 4.5 compares the number of occurrences of $i_{N G}>40 \mathrm{~mA}$ in Fig. 4.9 counted for 50 ms . Thus, the proposed scheme reduces occurrences of $d V_{b} / d t$ and $\mathrm{i}_{N G}$ without a significant increase in THD. Moreover, as mentioned in section IV, there are only four switchings for equilateral triangle and six switchings for isosceles triangle per switching cycle ( $2 T_{s}$ ) in the proposed method. These are nearly $50 \%$ of the switchings per switching cycle in zero- $V_{N O}$ scheme as shown in table 4.5.


Figure 4.10: (a) Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, (b) voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, (c) voltage $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.9$ for proposed scheme

For the proposed scheme, the range $0.7854 \leq m_{i}<0.907$ corresponds to op-
eration in equilateral as well as in isosceles triangles. Fig. 4.10 shows results for proposed scheme at $m_{i}=0.9$. It can be seen from table 4.2 that for operation in isosceles triangles $\triangle_{9 a}$ and $\triangle_{15 a}$, the change in $V_{N O}$ is unipolar i.e. the transitions are either only positive or only negative. In isosceles triangle for every half of the switching cycle, one of the transitions is to a non-nearest switching state e.g. in triangle $\triangle_{9 a}$ the transition between $F_{13}(2-2-1)[-1]$ and $A_{11}(2-1-2)[-1]$. Theoretically the $v_{N O}$ generated in this transition is -1 . However, as explained for zero- $V_{N O}$ method, during this transition the interlock delay of the inverter leg might produce a voltage pulse of short duration which appears in the form of spike, see Fig. 4.10(b). Nevertheless, the maximum number of $d V_{b} / d t$ per switching cycle obtained for an isosceles triangle are less than or equal to those obtained for the equilateral triangle.

For the proposed scheme, the range $0.907 \leq m_{i}<0.9163$ includes operation in overmodulation [83] region as well. Fig. 4.11 shows results for the proposed scheme at $m_{i}=0.915$. In overmodulation, on the linear track $A_{11} A_{13}$, there are only two changes in $V_{N O}$ and only two state transitions per switching cycle. This leads to a further reduction in unipolar changes in $V_{N O}$. Consequently, there are reduced number of occurrences of $V_{b}$ and $i_{N G}$ spikes in Fig. 4.11(c) as compared to Fig. 4.10(c).

It is assumed that DC-link voltage on each H-bridge in Fig.4.1 is constant and is equal to $V_{d c(H B)}$ as shown in Fig.1.3. However, in practice all the six DC-link


Figure 4.11: (a) Line voltage $\mathrm{V}_{U V}$, Semi-logarithmic FFT of line voltage $\mathrm{V}_{U V}$, (b) voltage $\mathrm{V}_{N O}$, voltage $\mathrm{V}_{N G}$, (c) voltage $\mathrm{V}_{b}$ and current $\mathrm{i}_{N G}$ at $m_{i}=0.915$ for proposed scheme
voltages are not same. Hence, the effect of difference in DC-link voltages will be
briefly discussed on common mode voltage generated in the proposed scheme. Let us assume that for the 5 -level cascaded inverter in Fig. 4.1, there is an equal change of $\pm \mathrm{p} \%$ in $V_{d c(H B)}$ of all the six H-bridges. Referring to Fig. 4.3, $V_{N O}$ can vary from $-\frac{5 p}{3} \% \rightarrow \frac{5 p}{3} \%$. In the experiment, the maximum value of $\mathrm{p} \approx 3 \%$. Hence, in the proposed method, a change in $V_{N O}$ equal to $0 \rightarrow 5 \%$ of $V_{d c(H B)} / 3$ can be expected due to difference in DC-link voltages.

### 4.5 The scheme at higher level

Let us take a 7 -level cascaded inverter to explain the proposed scheme at higher level. Fig. 4.12 shows the modified space vector diagram for a 7 -level with the switching states that produce $v_{N O}=0, \pm 1$. The modification in the sector is carried out to exclude all corner switching states that produce $\left|v_{N O}\right|>1$. This logic is used for other levels.

The block diagram in Fig. 3.4 in section 4.3 explains the implementation of the proposed scheme for a 5 -level inverter. This block diagram can also be used to explain the implementation for 7 -level ( $n$-level). For 7 -level ( $n$-level), the requirements on the processing unit with respect to computational load and the mapping unit with respect to memory requirement are discussed below.


Figure 4.12: Space vector diagram of 7-level inverter with selected states

### 4.5.0.3 Processing Unit

The processing unit determines the sector number $S_{i}$, triangle number $\triangle_{j}$ and on-times $t_{0}, t_{1}, t_{2}$. In chapter 2 , a SVPWM scheme for multilevel inverters is proposed that is applicable to conventional space vector diagram as in Fig. 4.2, where each triangle is equilateral. Irrespective of the level $n$, the scheme in chapter 2 calculates the sector number $S_{i}$, triangle number $\triangle_{j}$ and on-times $t_{0}, t_{1}, t_{2}$ using the same number of computations. The same scheme is applied to the space vector diagram in Fig. 4.12 for the determination of sector \& triangle, and calculation of
on-times for the equilateral triangles. However, some of the triangles are isosceles triangles e.g. in Fig. 4.12 triangles $\triangle_{26}, \triangle_{27}, \triangle_{33} \& \triangle_{34}$. The on-times for isosceles triangles are calculated using the set of three equations similar to (4.7) or (4.8) which are obtained through the volt-sec balance explained in section 4.3. The set of equations in (4.7) or (4.8) need only two extra $+/-$ operations as compared to set of equations (2.5)-(2.7) given in chapter 2 for equilateral triangles. Thus the computational load is almost the same as for 5 -level inverter.

### 4.5.0.4 Mapping Unit

The switching sequence for the 7 -level ( $n$-level) are formed similar to 5 -level as shown in table I and II. With respect to block, sub-blocks and three switching states in a sub-block, the structure of mapping unit for 7 -level ( $n$-level) remains the same as explained in 3.4.2 for 5 -level. Hence, the same explanation of mapping can be used for 7 -level ( $n$-level). However, the number of sub-blocks in a block are not same as in 5 -level e.g. since there are 36 triangles in a sector of 7 -level, there are 36 sub-blocks in every block for 7 -level. Similarly, there are $(n-1)^{2}$ sub-blocks in a block for $n$-level. It leads to increase in the size of mapping unit. The memory required to store the switching sequences for $7,9,11$ and 13 -level is approximately $4.608 \mathrm{kB}, 6.144 \mathrm{kB}, 15.360 \mathrm{kB}$ and 36.864 kB respectively.

Fig. 4.13 shows the simulation results for the 7-level cascaded inverter using proposed scheme at $m_{i}=0.78$. The $V_{d c(H B)}$ is 102 V , sampling frequency is 5 kHz and
fundamental frequency is 50 Hz . The line voltage waveform Fig. 4.13(a) is similar to conventional scheme i.e. 13 levels. As expected, the $V_{N O}$ in Fig. 4.13(b) takes only three values $0, \pm 34 \mathrm{~V}$. This verifies the proposed concept. The same is used for other levels too.


Figure 4.13: Line voltage and $\mathrm{V}_{N O}$ for 7-level cascaded inverter at $m_{i}=0.78$

### 4.5.1 Normalization with respect to two-level inverter

Let us assume that the DC link voltage for a two-level inverter is $V_{d c}$. It produces a maximum fundamental voltage equal to $(2 / \pi) V_{d c}$. To produce the same voltage with $n$-level cascaded H -bridge inverter, the DC link of each bridge has to be $V_{d c(H B)}=V_{d c} /(n-1)$. In the proposed scheme $\left(V_{N O(\max )}\right)_{n}$ is $V_{d c(H B)} / 3$. Hence in terms of two-level DC link voltage $\left(V_{N O(\text { max })}\right)_{n}=V_{d c} / 3(n-1)$. Whereas for two-level
inverter $\left(V_{N O(\max )}\right)_{2}=V_{d c} / 2$. Hence

$$
\begin{equation*}
\frac{\left(V_{N O(\max )}\right)_{n}}{\left(V_{N O(\max )}\right)_{2}}=\frac{2}{3 .(n-1)} \tag{4.9}
\end{equation*}
$$

For 5 and 7 -level inverter, this ratio is equal to 0.167 and 0.111 respectively. Thus by increasing the number of levels $V_{N O}$ can be reduced as compared to that produced by a two-level inverter.

### 4.6 Summary

This chapter proposes a Space Vector Modulation scheme to reduce common mode voltage for cascaded multilevel inverters. Irrespective of the level $n$, the magnitude of generated $\left|V_{N O, n}\right|$ for that level is 0 or $V_{d c(H B, n)} / 3$. The proposed scheme has lesser number of changes in $d V_{N G} / d t$, leading to a reduction in the number of $V_{b}$ and $i_{N G}$ occurrences. The scheme achieves higher modulation index as compared to other schemes while maintaining $\left|V_{N O, n}\right|=0$ or $V_{d c(H B, n)} / 3$. Due to the use of nearest three vector, the harmonic distortion is close to conventional SVPWM scheme. The number of switch commutations is lesser than conventional SVPWM for equilateral triangles and equal to conventional SVPWM scheme for isosceles triangles. The proposed scheme can be easily extended to higher levels. Since the proposed scheme is based on SVPWM, it can directly use the control variable given by the control system as mentioned in chapter 2. A commercially available DSP can implement the scheme.

## Chapter 5

## Synchronous Space Vector Modulation Based Close Loop Flux Control of a Grid Connected Cascaded Multilevel Inverter

Grid connected voltage source inverter is operated using a PWM technique. Asynchronous PWM technique for the inverter produces subharmonics and interharmonics. These harmonics can lead to the distortion of the grid voltage. Some of the consequences [74] of voltage harmonics, even for very small amplitudes, superimposed on the fundamental are; (i) torque oscillations in turbogenerators [75], (ii) AC motor aging [76], (iii) malfunctions of remote control systems [77], (iv) erroneous firing of thyristor apparatus [77], (v) lighting system flicker or display and monitor image fluctuations [78], (vi) erroneous behavior of instrumentation based on phase locked loop (PLL) [74]. Synchronous PWM can avoid the injection of sub


Figure 5.1: Multilevel inverter (MLI) and grid connection
and interharmonics to the grid.

Fig. 5.1 shows the simplified diagram of grid connected multilevel inverter (MLI). Main aim of this chapter is to develop a synchronous space vector PWM (SVPWM) based simple close loop flux control scheme for a grid connected cascaded H-bridge inverter. Various objective of this chapter are given below.

- Implementation of synchronous SVPWM for cascaded inverter.
- Implementation of a simple flux error based close loop scheme for a grid connected cascaded inverter. The scheme uses synchronous SVPWM.
- Propose a simple method of (a) achieving fast dynamic response, (b) ensuring synchronism during dynamic condition for the scheme mentioned above.
- Along with implementing synchronous SVPWM, exploit the redundant switching states of cascaded inverter to (a) reduce switching losses, (b) obtain waveform symmetries to improve inverter performance. Compared to other algorithms [116][132], the key focus of proposed synchronous SVPWM implemen-
tation is to use redundant switching states to improve inverter performance.


### 5.1 Introduction

It is advantageous to operate a grid connected inverter at low switching frequency to reduce the switching losses. At lower switching frequencies synchronous SVPWM can be used to avoid subharmonics and interharmonics. The close loop control using synchronous SVPWM is complex. The complexity is mainly due to implementation of synchronous SVPWM for the close loop and dynamic operation. During the dynamic condition, at low switching frequencies loss of synchronism could lead to over current. To overcome these problems, a simple scheme for the close loop flux control of a grid connected cascaded multilevel inverter is proposed in this chapter. Main features of proposed scheme are described below.

1. As mentioned before, proposed scheme is based on synchronous SVPWM. Synchronous SVPWM for cascaded H-bridge inverter is implemented using flux error [122]. The flux error is the difference of predicted flux and estimated flux [122]. Due to the use of predicted flux, there is no delay in compensating flux error. The principle of operation for the proposed scheme and its implementation for cascaded H -bridge inverter is clearly explained with necessary details and supported with experimental results.
2. In dynamic condition flux error could be significantly large. Hence, a method of obtaining fast dynamic performance is required. Moreover, as mentioned
before, during the dynamic condition, at low switching frequencies loss of synchronism could lead to problem of over current. A fast dynamic performance is ensured by applying the maximum possible DC-link voltage during the dynamic condition. A simple method is proposed to ensure synchronism in dynamic condition as well. It is explained analytically and experimentally that the volt-sec balance is maintained even in dynamic condition.
3. The redundant switching states of the multilevel inverter can be used to improve performance of the inverter. In the proposed scheme, the redundant switching states are used to reduce the switching losses and improve the harmonic performance for the inverter. Reduction of switching losses is achieved by the bus-clamping technique which is also known as discontinuous PWM. Recently, Dalessandro et.al. [132] applied discontinuous SVPWM for three-level PWM rectifiers, and discussed the importance of discontinuous SVPWM, especially the lower switching losses for the development of high power density rectifiers. In the proposed scheme, harmonic performance is improved by obtaining waveform symmetries (half wave and three phase symmetries) over a full period. Using the redundant switching states, the switching sequences are formed to obtain waveform symmetries. Hence, the proposed method of implementing synchronous SVPWM for cascaded Hbridge inverter includes both bus-clamping and waveform symmetries. It will be explained that bus-clamping and waveform symmetries are related to the formation of switching sequences, and easily achieved due to redundant
switching states. The synchronous SVPWM is applied for 3-level NPC inverter in [79] but it does not include bus-clamping. The bus clamping for a 3 -level inverter has been proposed in [116]. As compared to these approaches, the proposed implementation uses redundant switching states to form switching sequences in such a way that along with obtaining waveform symmetries, there are minimal switchings while transiting from one triangle to the other. The proposed idea can be easily extended to higher level.
4. The proposed close loop scheme uses space vector PWM algorithm discussed in chapter 2 and 3. Flux error is equal to volt-secs. The switching frequency is constant in the proposed method. Hence, for a given flux error, sector $\mathrm{S}_{i}$, triangle $\Delta_{j}$ and on-times are calculated on-line in every sampling period using the algorithm proposed in chapter 2 and 3. Switching sequence is mapped into a simple lookup table with respect to $S_{i}$ and $\Delta_{j}$. Hence, the switching sequence can be retrieved from this table using $\mathrm{S}_{i}$ and $\Delta_{j}$. This shows that in proposed close loop scheme, SVPWM is implemented with the same simplicity as discussed in chapter 2 and 3 . Due to the simple structure of the scheme, it can be easily implemented on a commercial DSP.

The usefulness of the scheme is discussed and demonstrated through analysis and experiments. Experimental results are shown for a laboratory prototype of cascaded 5-level inverter, see Fig. 1.3.

Next section briefly explains principle of flux error based SVPWM. In section 5.3, the proposed close loop scheme is discussed. Section 5.4 explains the technique used to obtain fast dynamic performance of the close loop scheme. Section 5.5 explains the implementation of synchronous SVPWM for multilevel inverter using bus-clamping technique and waveform symmetries. In section 5.6, the experimental results are discussed and analyzed. Section 5.7 summarizes the chapter.

### 5.2 Principle of Flux Error Based SVPWM



Figure 5.2: The phasor diagram for grid connected multilevel inverter in Fig. 5.1

The phasor diagram in Fig. 5.2 is drawn for the grid connected multilevel inverter shown in Fig. 5.1. In Fig. 5.2, subscript ' $g$ ' stand for grid, 'c' stands for multilevel inverter and 's' stands for synchronous reactance. In steady state, the
relationship between the voltage vectors $\boldsymbol{v}_{\boldsymbol{c}}, \boldsymbol{v}_{\boldsymbol{g}}$ and $\boldsymbol{v}_{\boldsymbol{s}}$ can be written as,

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{c}}=\boldsymbol{v}_{\boldsymbol{g}}+\boldsymbol{v}_{\boldsymbol{s}}=\boldsymbol{v}_{\boldsymbol{g}}+\boldsymbol{i}_{\boldsymbol{s}} x_{s} \tag{5.1}
\end{equation*}
$$

In the phasor diagram in Fig. 5.2, the grid voltage $\boldsymbol{v}_{\boldsymbol{g}}$ is along the $\alpha$-axis. The fundamental component of output voltage $\boldsymbol{v}_{\boldsymbol{c}}$ produced by multilevel inverter makes angle $\delta$ with the $\alpha$-axis. The current $\boldsymbol{i}_{\boldsymbol{s}}$ through the synchronous reactance $x_{s}$ is at a lagging angle $\phi$. The voltage across $x_{s}$ is $\boldsymbol{v}_{\boldsymbol{s}}$ and given as $\boldsymbol{i}_{\boldsymbol{s}} x_{s}$.

From (5.1), $\boldsymbol{v}_{\boldsymbol{c}}$ depends on $\boldsymbol{v}_{\boldsymbol{g}}$ and $\boldsymbol{v}_{\boldsymbol{s}}$. For a grid connected system, $\boldsymbol{v}_{\boldsymbol{g}}$ can be obtained through grid voltage measurement but $\boldsymbol{v}_{\boldsymbol{s}}$ will change with a change in current $\boldsymbol{i}_{\boldsymbol{s}}$ passing through $x_{s}$, see Fig. 5.1. Nevertheless, for any change in $\boldsymbol{v}_{\boldsymbol{s}}, \boldsymbol{v}_{\boldsymbol{c}}$ changes its magnitude $\left|\boldsymbol{v}_{\boldsymbol{c}}\right|$ and angle $\delta$ to ensure relationship in (5.1). Multilevel inverter produces the required $\boldsymbol{v}_{\boldsymbol{c}}$. With this the principle of flux error based SVPWM can be explained as follows.

The faraday's law states that $\boldsymbol{v}=d \boldsymbol{\psi} / d t$, in the discrete time, the expression $\boldsymbol{v}=d \boldsymbol{\psi} / d t$ can be written as $\Delta \boldsymbol{\psi}=\boldsymbol{v} \Delta t$ i.e. the flux change $\Delta \boldsymbol{\psi}$ in flux $\boldsymbol{\psi}$ can be achieved by holding the voltage vector $\boldsymbol{v}$ for the small time period $\Delta t$ which is equivalent to switching period $\tau_{s}$. For flux based SVPWM implementation $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ can taken as flux error because it is the difference of reference and estimated flux [122]. In terms of inverter flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$, voltage vector $\boldsymbol{v}_{\boldsymbol{c}}$ and switching period $\tau_{s}$, the volt-sec balance can be written as,

$$
\begin{equation*}
\Delta \boldsymbol{\psi}_{\boldsymbol{c}}=\boldsymbol{v}_{\boldsymbol{c}} \tau_{s}=\boldsymbol{v}_{A_{o}} \cdot t_{A_{o}}+\boldsymbol{v}_{A_{a}} \cdot t_{A_{a}}+\boldsymbol{v}_{A_{b}} \cdot t_{A_{b}} \tag{5.2}
\end{equation*}
$$

In (5.2), (i) $\boldsymbol{v}_{A_{o}}, \boldsymbol{v}_{A_{a}}$ and $\boldsymbol{v}_{A_{b}}$ are voltage vectors corresponding to three vertices of the triangle in the space vector diagram where the tip of the $\boldsymbol{v}_{\boldsymbol{c}}$ is located, (ii) $t_{A_{o}}, t_{A_{a}}$ and $t_{A_{b}}$ are respective on-times where $t_{A_{o}}+t_{A_{a}}+t_{A_{b}}=\tau_{s}$.

Equation (5.2) essentially describes the principle of flux error based space vector PWM i.e. the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ is compensated by applying voltage vector $\boldsymbol{v}_{\boldsymbol{c}}(k)$ for $\tau_{s}$ time. Using this principle the proposed close loop scheme is explained below.


Figure 5.3: The block diagram for predictive flux vector based close loop scheme

### 5.3 Proposed Close Loop Scheme

In the proposed scheme, flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is used to implement space vector PWM. The flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is the difference of reference flux $\boldsymbol{\psi}_{c}{ }^{*}$ and actual (estimated) flux $\boldsymbol{\psi}_{c}$ i.e. $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}=\boldsymbol{\psi}_{c}{ }^{*}-\boldsymbol{\psi}_{c}$. Fig. 5.3 shows the basic structure of the proposed close loop scheme which essentially forms the innermost loop for the grid inverter control scheme. The 'MLI' stands for Multilevel Inverter which is 5 -level cascaded H-bridge inverter shown in Fig. 1.3. Blocks 'S', 'E' and 'P' in Fig. 5.3 are described
below.

### 5.3.1 Block 'S': Synchronous SVPWM



Figure 5.4: The first sector of the space vector diagram

The (5.2) at $k^{\text {th }}$ instant can be written as,

$$
\begin{equation*}
\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)=\boldsymbol{v}_{\boldsymbol{c}}(k) \tau_{s}=\boldsymbol{v}_{A_{o}}(k) \cdot t_{A_{o}}(k)+\boldsymbol{v}_{A_{a}}(k) \cdot t_{A_{a}}(k)+\boldsymbol{v}_{A_{b}}(k) \cdot t_{A_{b}}(k) \tag{5.3}
\end{equation*}
$$

Flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ is compensated by applying three nearest vectors $\boldsymbol{v}_{A_{o}}(k)$, $\boldsymbol{v}_{A_{a}}(k)$ and $\boldsymbol{v}_{A_{b}}(k)$ for their respective on-times $t_{A_{o}}(k), t_{A_{a}}(k)$ and $t_{A_{b}}(k)$. For example, for the voltage vector $\boldsymbol{v}_{\boldsymbol{c}}$ shown in space vector diagram in Fig. 5.4, the tip P of the voltage $\boldsymbol{v}_{\boldsymbol{c}}$ is located in triangle $\Delta_{11}$. The volt-second balance equation
for this triangle can be written as,

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{c}} \tau_{s}=\boldsymbol{v}_{A_{7}} \cdot t_{A_{7}}+\boldsymbol{v}_{A_{11}} \cdot t_{A_{11}}+\boldsymbol{v}_{A_{12}} \cdot t_{A_{12}} \tag{5.4}
\end{equation*}
$$

Flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ is equivalent to volt-sec balance $\boldsymbol{v}_{\boldsymbol{c}}(k) \tau_{s}$ given by (5.4). Chapter 2 and 3 explain the algorithm to obtain sector, triangle and on-times for a given voltage vector $\boldsymbol{v}_{\boldsymbol{c}}(k)$ at a switching period $\tau_{s}$ to implement SVPWM.

For a given flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$, block ' $S$ ' in Fig. 5.3 implements synchronous SVPWM using the algorithms explained in chapter 2 (linear range) and 3 (overmodulation range). The input to the block ' S ' is flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$, and output is the PWM signals for the power switches of the inverter. Using $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$, the sector number, triangle number and on-times are determined. Subsequently, by identifying the appropriate switching sequence and applying its switching states, the PWM signals for the power switches of the multilevel inverter are generated.

Since, the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ at a given instant is the difference of reference flux and actual flux, and the actual flux is estimated from the measured output voltage, it will be useful to discuss the method used for flux estimation.

### 5.3.2 Block 'E': Estimation of Flux $\psi_{c}$

Mathematically, the flux estimation can be given as $\boldsymbol{\psi}=\int \boldsymbol{v} d t$ i.e. obtained by integrating the measured voltage. However, in practical situations pure integrator cannot be used due to dc offset in measured voltage which leads to problem
of integrator saturation [133]. To address this problem, a simple flux estimation model is used in this work which is given by Luomi [134]. Luomi [134] cascades a first order low pass filter with a first order high pass filter to deal with this problem. For power application, this model can be written as,

$$
\begin{equation*}
\boldsymbol{\psi}=\int\left\{\left(1-j \chi \omega_{s}\right) \boldsymbol{v}-\chi \omega_{s} \boldsymbol{\psi}\right\} d t \tag{5.5}
\end{equation*}
$$

This can be considered as a simple model as only one tuning parameter $\chi$ is required. The model behaves as pure integrator when $\chi=0.0$ which is the ideal situation. In practical situations, $\chi$ should be in the range of 0.1 to 0.5 . However, $\chi$ should be as small as possible to have a better dynamic response [134].

In the absence of block ' P ' in Fig. 5.3, the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is the difference of reference flux $\boldsymbol{\psi}_{c}{ }^{*}$ and actual flux $\boldsymbol{\psi}_{c}$ i.e. $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}=\boldsymbol{\psi}_{c}{ }^{*}{ }^{-} \boldsymbol{\psi}_{c}$. In $k^{\text {th }}$ switching cycle, the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ is given as $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)=\boldsymbol{\psi}_{c}{ }^{*}(k)-\boldsymbol{\psi}_{c}(k)$. This essentially means that the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ or the volt-sec computed in $k^{\text {th }}$ cycle can only be compensated in $(k+1)^{t h}$ cycle. As a result the actual flux in $k^{t h}$ cycle will be,

$$
\begin{equation*}
\boldsymbol{\psi}_{\boldsymbol{c}}(k)=\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k-1) \tag{5.6}
\end{equation*}
$$

Fig. 5.5 shows the instants where reference flux vector $\boldsymbol{\psi}_{c}{ }^{*}$ is sampled for one fundamental cycle. For this figure, (a) fundamental period is 20 ms corresponding to fundamental frequency of $50 \mathrm{~Hz}(\mathrm{~b})$ sampling period $\tau_{s}=555.55 \mu$ s corresponding to sampling frequency of 1.8 kHz . To obtain synchronism, $\boldsymbol{\psi}_{c}{ }^{*}$ is sampled at the instants $1 \rightarrow 36$ shown in the figure in every fundamental cycle. The thick arrow


Figure 5.5: Sampling instants for non-predictive flux scheme at $\tau_{s}=555.55 \mu \mathrm{~s}$
in Fig. 5.5 shows reference flux for current switching cycle i.e. $\boldsymbol{\psi}_{c}{ }^{*}(3)$. Flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(3)$ computed in the $3^{r d}$ switching cycle is shown by small dotted arrow in the figure and is given as $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(3)=\boldsymbol{\psi}_{\boldsymbol{c}}{ }^{*}(3)-\boldsymbol{\psi}_{c}(3)$. This flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(3)$ can only be compensated in $4^{\text {th }}$ cycle. The same is true for any other cycle.

Hence, as shown in Fig. 5.5, in non-predictive flux scheme the actual flux $\boldsymbol{\psi}_{\boldsymbol{c}}(k)$ lags behind the reference flux $\boldsymbol{\psi}_{c}^{*}(k)$ by one switching cycle. To mitigate this error, the technique of flux prediction used by [122] is explained below.


Figure 5.6: Sampling instants for predictive flux scheme at $\tau_{s}=555.55 \mu \mathrm{~s}$

### 5.3.3 Block ' $\mathbf{P}$ ': Prediction of Flux $\boldsymbol{\psi}_{p c}{ }^{*}$

In polar form, the reference flux $\boldsymbol{\psi}_{c}^{*}(k)$ can be written as

$$
\begin{equation*}
\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)=\left|\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)\right| e^{j \theta^{*}(k)} \tag{5.7}
\end{equation*}
$$

In (5.7), $\left|\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)\right|$ is the magnitude and $\theta^{*}(k)$ is the angle of $\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)$. Due to constant angular velocity, in steady state, $\theta^{*}(k)$ changes by $\omega_{s} \tau_{s}$ from cycle to cycle but $\left|\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)\right|$ remains constant e.g. in Fig. 5.6, the magnitude of $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ is the same for any switching cycle in steady state but the angle changes by $\omega_{s} \tau_{s}\left(=10^{\circ}\right)$ in subsequent switching cycle. Based on this fact, in the $k^{\text {th }}$ cycle, the magnitude and


Figure 5.7: The $\alpha$ component of predicted converter flux $\boldsymbol{\psi}_{c \alpha}^{*}$, actual converter flux $\boldsymbol{\psi}_{\boldsymbol{c} \alpha}$ and flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c} \alpha}$ at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$ p.u. and $\delta=45^{\circ}$
angle of the predicted flux $\boldsymbol{\psi}_{\boldsymbol{p} \boldsymbol{c}}^{*}(k)$ for the next cycle will be $\left|\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)\right|$ and $\theta^{*}(k)+\omega_{s} \tau_{s}$ respectively. Therefore in polar form, the $\boldsymbol{\psi}_{p c}^{*}(k)$ will be,

$$
\begin{equation*}
\boldsymbol{\psi}_{\boldsymbol{p} \boldsymbol{c}}^{*}(k)=\left|\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k)\right| e^{j\left(\theta^{*}(k)+\omega_{s} \tau_{s}\right)}=\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k) e^{j \omega_{s} \tau_{s}}=\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k+1) \tag{5.8}
\end{equation*}
$$

Since at a given instant both $\omega_{s}$ and $\tau_{s}$ are constant, the $e^{j \omega_{s} \tau_{s}}$ is also a constant. This leads to a simplicity in prediction of flux for the next switching cycle. The block ' P ' in Fig. 5.3 carries out the flux prediction given by (5.8). The flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)$ computed in $k^{\text {th }}$ sampling cycle is given as,

$$
\begin{equation*}
\Delta \boldsymbol{\psi}_{\boldsymbol{c}}(k)=\boldsymbol{\psi}_{\boldsymbol{p} \boldsymbol{c}}^{*}(k)-\boldsymbol{\psi}_{\boldsymbol{c}}(k)=\boldsymbol{\psi}_{\boldsymbol{c}}^{*}(k+1)-\boldsymbol{\psi}_{\boldsymbol{c}}(k) \tag{5.9}
\end{equation*}
$$



Figure 5.8: The $\beta$ component of predicted converter flux, actual converter flux and their difference at $v_{c}=1.0$ p.u. and $\delta=45^{\circ}$

The (5.9) shows that the flux error to be compensated in $(k+1)^{\text {th }}$ cycle is calculated in $k^{\text {th }}$ cycle e.g. flux error to be compensated in $4^{\text {th }}$ cycle is calculated in $3^{r d}$ cycle. This leads to removal of phase lag error of one cycle as discussed earlier.

Fig. 5.7 shows the $\alpha$ component of the predicted converter flux $\psi_{c \alpha}^{*}$, actual converter flux $\boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\alpha}}$ and flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\alpha}}$ at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$ p.u. and $\delta=45^{\circ}$. The central part of Fig. 5.7(a) is ten times horizontally magnified in Fig. 5.7(b). Note that in Fig. 5.7(b) the $\boldsymbol{\psi}_{c \alpha}^{*}$ is one cycle ahead of $\boldsymbol{\psi}_{c \alpha}$.

Fig. 5.8 shows the $\beta$ component of the predicted converter flux $\psi_{c \beta}^{*}$, actual


Figure 5.9: The $\psi_{c \alpha}$ vs. $\psi_{c \beta}$ at $v_{c}=1.0$ p.u. and $\delta=45^{\circ}$
converter flux $\boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\beta}}$ and flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\beta}}$ at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$ p.u. and $\delta=45^{\circ}$. Fig. 5.8 can be explained similar to Fig. 5.7. In Fig. 5.9, the $\boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\beta}}$ is plotted against $\boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\alpha}}$ on cartesian plane, it is circle of unity radii as expected.

### 5.4 Control of Flux Error for the Large Error

In the steady state while applying the PWM signals for the present switching cycles the duty ratio for the next switching cycles are calculated using the flux error. The flux prediction helps to avoid one cycle delay in this process. In steady state it can be assumed that there is no change in the flux reference vector i.e. the magnitude of $\boldsymbol{\psi}_{c}^{*}$ is constant, and the angle of $\boldsymbol{\psi}_{c}^{*}$ is increased by $\omega_{s} \tau_{s}$ every sampling period to implement space vector PWM.

The flux reference vector $\boldsymbol{\psi}_{c}^{*}$ can suddenly change due to, (1) sudden change in active/reactive power demand from the grid, (2) sudden change in the grid voltage.


Figure 5.10: Change in reference vector at one of the sampling instant


Figure 5.11: Change in reference vector in between two sampling instants

This condition is known as dynamic condition. The dynamic condition can happen anytime i.e. at the sampling instant, see Fig.5.10 or in between two sampling instants while applying the PWM pulses, see Fig.5.11. Fig.5.10 and Fig.5.11 are used to explain the effect of change in reference vector at a given instant. In these figures, $T_{s}$ is the sampling period and $T_{c}$ is the computation time to implement the algorithm and obtain the duty ratios for the next switching period. These figures show only 5 switching cycles and for the sake of simplicity it is assumed that these switching cycles start at $T_{s}, 2 T_{s}, 3 T_{s}, 4 T_{s}$ and $5 T_{s}$ respectively.

In Fig.5.10, the change in flux reference vector takes place at $3 T_{s}$. The computations in switching cycle 3 are done according to the changed flux reference vector. Hence, the duty ratio calculated in switching cycle 3 are also according to changed flux reference vector. In Fig.5.11, the change in flux reference vector takes place between $3 T_{s}$ and $4 T_{s}$ while operating in switching cycle 3 . The computation done in switching cycle 3 will not be able to capture this change. This is true for any sampled data system. The computations done in switching cycle 4 will capture change in flux reference vector and the duty ratios calculated in switching cycle 4 are according to the changed reference vector. Hence, if the reference vector changes in between a switching cycle between two switching instants there will be a delay in capturing this change. This delay is inherent to the sampled data systems. Though this delay is less than $T_{s}$ but if $T_{s}$ is large, it is possible that the current error can also be large. However, this problem is less severe for a multilevel inverter as compared to two-level inverter as explained below.

For a $n$-level inverter, the switching frequency is $1 /(n-1)$ times the switching frequency of a two-level inverter [8]. For a two-level inverter switching at $f_{s w}$ frequency, the sampling has to be done at $f_{s w}$. However, for a 5 -level inverter switching at $f_{s w}$, the sampling can be done at $4 f_{s w}$ frequency and for a $n$-level inverter the sampling can be done at $(n-1) f_{s w}$ frequency. Hence, compared to two-level inverter for a multilevel inverter switching at very low switching frequency the effective $T_{s}$ is significantly low as $T_{s}=1 /(n-1) f_{s w}$. Hence, applying the proposed technique on a multilevel inverter significantly reduces the chances of over
current. This benefit can be further enhanced with the use of bus-clamping as with the bus clamping technique the switching frequency is reduced by $1 / 3$. Using the bus-clamping technique for a 5 -level inverter, a power semiconductor device switching at 450 Hz , the sampling can be done at 2700 Hz . To generalize, if the busclamping is applied on a $n$-level inverter the effective sampling period can be given as $T_{s}=1 / 1.5(n-1) f_{s w}$. Which shows that by applying the proposed technique on multilevel inverters with bus-clamping technique the chances of over current can be significantly reduced. Considering these advantages, still the design challenge is proper selection of switching frequency of power devices and sampling frequency for a given multilevel inverter so that current limit is not hit under any dynamic condition.

Take note that, (1) the flux error calculation and remaining calculation is same whether the reference flux changes at the switching instant or in between the switching instants. (2) it is flux error rather than the flux vector that is used for the generation of synchronous PWM. After a change in reference vector the flux error is computed (in the same or next switching cycle) and applied to produce appropriate dynamic response and contribute towards restoring synchronism. (3) the duty ratio computed in one switching cycle can only be applied in next switching cycle as PWM signal for the converter. The PWM signals can not change until the switching cycle is over.

For the dynamic condition illustrated in Fig. 5.12(a), the reference vector


Figure 5.12: Dynamics for the proposed scheme at $\tau_{s}=555.55 \mu \mathrm{~s}$
$\boldsymbol{\psi}_{c}^{*}$ is moving at angular speed $\omega_{s}$ and is being sampled at sampling period $\tau_{s}$ which means $\boldsymbol{\psi}_{c}^{*}$ is sampled after every $\omega_{s} \tau_{s}$ angular displacement corresponding to sampling instants $1 \rightarrow 36$ shown by the gray arrows which are essentially the switching angles at which the flux error is compensated. In Fig. 5.12(a), in steady state, due to flux prediction, $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(2)}$ is calculated while $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(1)}$ is applied, the


Figure 5.13: New discrete instants for the proposed scheme at $\tau_{s}=555.55 \mu \mathrm{~s}$
reference vector is represented by $\overrightarrow{O A}$. In Fig. 5.12(a), while applying $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\mathbf{1})}$ there is a dynamic condition due to change in $\boldsymbol{\psi}_{\boldsymbol{c}}^{*}$. The new reference vector is shown by solid gray arrow $\overrightarrow{O P}$. Due to change in $\psi_{c}^{*}$, the actual flux error is represented by $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$ rather than predicted flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\mathbf{2})}$, see Fig. 5.12(a). Depending on the instant of changing the reference vector, the changed reference vector will be used in the calculation of flux error and duty ratio in the same or next switching cycle as described before. The flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$ is calculated using converter reference flux and observed converter flux. Actual flux error $\Delta \psi_{c(d y n)}$ is shown by dotted arrow in Fig. 5.12(a). The flux error in dynamic condition $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}$ is significantly larger than predicted $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\mathbf{2})}$ in steady state condition and can
not be compensated in one switching cycle. Fig. 5.12(b) shows the space vector diagram where the flux error is compensated along the switching vectors shown by the solid arrows in the steady state i.e. before the dynamics. Take note that in steady state the flux error is compensated along these switching vectors in every fundamental cycle which is characteristics of synchronous PWM. However, as seen from Fig. 5.12(b) that the flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}$ is not only significantly large but also it does not coincide with any switching vectors/solid arrows. An effort to align the flux error in dynamic condition $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$ to one of the previous synchronous switching vectors will lead to significant volt-sec error. Moreover, uncertainty in providing appropriate flux error compensation for this large $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$ leads to the problem of over current especially at low switching frequencies. We propose to compensate flux error along $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}$. By so doing we will not only avoid error in volt-sec compensation but also naturally work towards achieving synchronism. Additionally, a strategy is adopted in this thesis where to obtain fast dynamic response maximum flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}$ (representing modulation index of 1) is compensated along the flux error in dynamic condition $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\text { dyn })}$.

With these features, the proposed method of operating in dynamic condition is explained as follows using Fig. 5.13. The solid arrows in Fig. 5.13 show the synchronous switching angles where flux error is compensated in steady state before the change in $\boldsymbol{\psi}_{\boldsymbol{c}}^{*}$. In the proposed method, the flux error compensation in dynamic condition starts with maximum possible flux error compensation along the vector $\Delta \psi_{c(d y n)}$ given by $\overrightarrow{Q P}$. Maximum possible flux error compensation along the


Figure 5.14: Output voltage, $\Delta \psi_{c}$ and $i_{a}$ for $v_{c}=1.0$ p.u. and $\delta=45^{\circ}$
vector $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}$ not only helps to obtain good dynamic response but also helps to start the synchronization process right from the next sampling period. The dynamic response using such a strategy is shown in Fig. 5.14.

Since, we are applying maximum possible flux error, the converter is operating in six step operation during the dynamic condition. In the six-step operation one phase leg of the inverter has duty ratio/ pulse of ' 1 ' and other two phase legs are have duty ratio/ pulse of ' 0 '. Since, the line frequency and switching frequency are fixed it is easier to ensure synchronism. For the synchronous PWM there should be a equal number of pulses in every fundamental line period. For the dynamic condition described above, there are equal numbers of pulses over a fundamental line period before and after the change in the reference vector. That shows that synchronism is not disturbed due to the change in reference vector. Eventually, switching angles for flux error compensation are shown by dotted arrows in Fig. 5.13. Since, $\omega_{s}$ and $\tau_{s}$ both are constant, angle $\omega_{s} \tau_{s}$ between any two
consecutive dotted arrows and between any two solid arrows in Fig. 5.13 are the same. Essentially, before and after dynamics there are the same number of flux error compensation instants at equal interval on time scale which also indicates restoration of synchronism.

Fig. 5.15 shows the dynamic condition takes place at 5.0 ms and finishes at 7.5 ms . Due to six step operation the pulse width during dynamic condition are not same as during the steady state condition at the same position. In other words, desired pulses appear only after the dynamics is over because during dynamics we are applying the duty ratio of ' 1 ' to get a fast dynamic response. By applying maximum possible flux error the actual flux tries to catch up with reference flux. Depending on the initial flux error in the dynamic condition, in a number of cycles the flux error reduces are eventually is equal to steady state value.


Figure 5.15: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c l}},\left|\Delta \psi_{c}\right|$ and $\left|\Delta \psi_{c}\right| /\left|\Delta \psi_{c(\max )}\right|$ at $\psi_{c}=1.0$ p.u. and $\delta=45^{\circ} \rightarrow 59.5^{\circ}$

Take note that the process described above is valid irrespective of the instant of change in reference vector i.e. the flux error is computed at the same or next
switching cycle and the flux error compensation starts with maximum possible flux error compensation along the vector $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$. Now, let us elaborate the method used for the fast compensation of the large flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}$ in dynamic condition. Referring to Fig. 5.13, flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}$ cannot be compensated in one switching cycle. The actual flux $\boldsymbol{\psi}_{\boldsymbol{c}}$ cannot change so fast with the sudden change in $\psi_{c}^{*}$. This is because maximum flux error $\Delta \psi_{c(\max )}$ that can be compensated in a sampling period is limited by the capacity of DC-link. The maximum value of flux error $\Delta \psi_{c(\max )}$ is obtained when $v_{c}$ is maximum. The maximum absolute value of $v_{c}$ is $(2 / 3)(n-1) V_{d c(H B)}$ which corresponds to a large vector in space vector diagram. The large vectors are the switching vectors which are at the vertices of the hexagon e.g. in Fig. 5.4 there are two large vectors i.e. $(2,-2,-2)$ and $(2,2,-2)$. The base value of $v_{c}$ is $(2 / \pi)(n-1) V_{d c(H B)}$. Hence, $\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}$ can be given as

$$
\begin{equation*}
\Delta \psi_{c(\max )}=\frac{\pi}{3} \tau_{s} \tag{5.10}
\end{equation*}
$$

If $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\text { dyn })}\right|>\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ then the nearest large vector can be applied for full switching cycle to obtain fastest dynamic response [122]. The nearest large vector can be continuously held till $\left|\Delta \psi_{c(d y n)}\right| \leq\left|\Delta \psi_{c(\max )}\right|$.

Flowchart in Fig. 5.16 summarize the overall scheme in steady state as well as in dynamic condition. In the proposed scheme, $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is calculated in every switching cycle as explained in previous section.

When the magnitude of $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is more than $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}$ then it shows the dy-


Figure 5.16: Simplified flowchart of the scheme
namic condition. In dynamic condition, to obtain fastest dynamic response the nearest large vector is switched by applying $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$. The large vectors are applied till the magnitude of $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ becomes lesser than $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}$. The algorithm proposed in chapter 3 is used to implement SVPWM in this condition.

When the magnitude of $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ is less than $\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}$ then based on the magnitude of $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ it is determined whether the operation is in linear mode or overmodulation mode. In linear mode algorithm proposed in chapter 2 is used whereas in overmodulation mode algorithm proposed in chapter 3 is used. The detailed implementation is explained in next section.

To better explain dynamic operation a simple example is given here. Let us assume that at a given instant, angle $\delta$ changes from $\delta_{1} \rightarrow \delta_{2}\left(\delta_{1}<\delta_{2}\right)$ while keeping


Figure 5.17: Fast flux error compensation in dynamic condition
the steady state flux $\left|\boldsymbol{\psi}_{\boldsymbol{c}}\right|$ constant. It leads to a large flux error $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\text { dyn })}\right|$ shown by gray rectangle in Fig. 5.17(a). This large flux error $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\text { dyn })}\right|$ is shown by long dotted arrow in Fig. 5.13. The dotted line in Fig. 5.17 shows $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$.

For the fast compensation of large $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{d y n})}\right|,\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\text { max })}\right|$ is applied in every switching cycle till $\left|\Delta \psi_{c(d y n)}\right|<\left|\Delta \psi_{c(m a x)}\right|$. For example in Fig. 5.17(b), $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ is applied for three switching cycles i.e. $k+1, k+2$ and $k+3$. The $\left|\Delta \psi_{\boldsymbol{c}(\boldsymbol{m a x})}\right|$ can be written as $\left(\left|\Delta \psi_{\boldsymbol{c}(\max )}\right|-\left|\Delta \psi_{\boldsymbol{c}}\right|\right)+\left|\boldsymbol{\Delta} \psi_{\boldsymbol{c}}\right|$. Hence, it can be assumed that apart from $\left|\boldsymbol{\Delta} \psi_{c}\right|$ additional $\left(\left|\Delta \psi_{c(\max )}\right|-\left|\Delta \psi_{c}\right|\right)$ is applied for these three switching cycles shown by three shaded rectangles in Fig. 5.17(b). For $(k+4)^{t h}$ switching cycle, $\left|\Delta \psi_{c(d y n)}\right|<\left|\Delta \psi_{c(\max )}\right|$ but $\left|\Delta \psi_{c(d y n)}\right|>\left|\Delta \psi_{c}\right|$. Hence, in $(k+4)^{t h}$ switching cycle additional compensation $\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(d y n)}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is required which is lesser than $\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$. This required compensation is shown by a smaller gray rectangle in Fig. 5.17 (b) which can be assumed a fraction of
$\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \psi_{c}\right|\right)$ compensated in previous three cycles. If this fraction is represented as $\rho_{f}\left(0 \leq \rho_{f}<1.0\right)$ then for $(k+4)^{t h}$ switching cycle in Fig. 5.17(b), $\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\text { dyn })}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)=\rho_{f}\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$. Assuming this, total additional flux error compensation in dynamic condition $\left|\boldsymbol{\Delta} \psi_{c(d y n a)}\right|$ can be expressed in terms of $\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{m a x} \boldsymbol{x})}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ as,

$$
\begin{equation*}
\left|\boldsymbol{\Delta} \psi_{\boldsymbol{c}(\text { dyna })}\right|=\rho_{i}\left(\left|\boldsymbol{\Delta} \psi_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \psi_{\boldsymbol{c}}\right|\right)+\rho_{f}\left(\left|\boldsymbol{\Delta} \psi_{\boldsymbol{c}(\max )}\right|-\left|\Delta \psi_{\boldsymbol{c}}\right|\right) \tag{5.11}
\end{equation*}
$$

In (5.11), $\rho_{i}$ is an integer $\left(\rho_{i}=1,2, \ldots\right)$ e.g. for Fig. 5.17(b) $\rho_{i}=3$. In general (5.11) shows that for $\rho_{i}$ switching cycles $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ is applied and for one switching cycle $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|+\rho_{f}\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is applied. It should also be noted that with compensation $\left|\Delta \psi_{c(d y n)}\right|$ slowly reduces. For the large $\left|\Delta \psi_{c(d y n)}\right|$ shown in Fig. 5.17(a), due to $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ compensation in every switching cycle resultant gradual decrease in $\left|\boldsymbol{\Delta} \psi_{c(d y n)}\right|$ is shown in Fig. 5.17(c).

Total shaded area in Fig. 5.17(a), (b) and (c) represent additional volt-sec during the dynamic condition. The areas in Fig. 5.17(a), (b) and (c) are equal. Hence, this method not only achieves fast dynamics, but the volt-sec balance is also maintained in the dynamic condition. Experimental results are shown next.

Fig. 5.18 shows the effect of angle change $\delta=45^{\circ} \rightarrow 59.5^{\circ}$ on $\alpha$ and $\beta$ component of predicted converter flux, actual flux and their difference at $v_{c}=1.0$ p.u. The $\boldsymbol{\psi}_{c}^{*}$ changes immediately, and $\boldsymbol{\psi}_{\boldsymbol{c}}$ follows it. The $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$ waveform shows this effect.

Fig. 5.19 shows the dynamic condition where the angle change $\delta=45^{\circ} \rightarrow 59.5^{\circ}$


Figure 5.18: The $\alpha$ and $\beta$ component of predicted converter flux, actual converter flux and their difference at $v_{c}=1.0$ p.u. and $\delta=45^{\circ} \rightarrow 59.5^{\circ}$


Figure 5.19: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} \boldsymbol{l}},\left|\Delta \psi_{c}\right|$ and $\left|\Delta \psi_{c}\right| /\left|\Delta \psi_{c(\max )}\right|$ at $\psi_{c}=1.0$ p.u. and $\delta=45^{\circ} \rightarrow 59.5^{\circ}$


Figure 5.20: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} \boldsymbol{l}},\left|\Delta \psi_{c}\right|$ and $\left|\Delta \psi_{c}\right| /\left|\Delta \psi_{\boldsymbol{c}(\max )}\right|$ at $\psi_{c}=1.0$ p.u. for the change (a) $\delta=45^{\circ} \rightarrow 59^{\circ}$, (b) $\delta=45^{\circ} \rightarrow 60^{\circ}$
takes place at $t=5 \mathrm{~ms}$. In this figure, the inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} \boldsymbol{l}}$, flux $\left|\boldsymbol{\psi}_{\boldsymbol{c}}\right|$ and ratio $\left|\Delta \psi_{\boldsymbol{c}}\right| /\left|\Delta \psi_{c(\max )}\right|$ are plotted to show the effect of this change. Referring to (5.11) in previous section and Fig. 5.17, here $\rho_{i}=6$ and $\rho_{f} \approx 0.5$ for the Fig. 5.19. The $\rho_{i}=6$ implies that $\left|\boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{m a x})}\right|$ is applied for six cycles. For which the voltage waveform $\boldsymbol{v}_{\boldsymbol{c l}}$ shows the six step characteristics and $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right| /\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ is unity. The $\rho_{f} \approx 0.5$ implies that $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|+0.5\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is applied for one cycle, as shown in Fig. 5.19.

For a different change in angle $\delta$, the value of $\rho_{i}$ and $\rho_{f}$ will be different e.g.

1. In Fig. 5.20 (a), the angle change $\delta=45^{\circ} \rightarrow 59^{\circ}$ takes place at $t=5 \mathrm{~ms}$. Here, $\rho_{i}=6$ and $\rho_{f} \approx 0.3$ i.e. for six cycles $\left|\Delta \psi_{c(\max )}\right|$ is applied and for one cycle $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|+0.3\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is applied. Since, $\rho_{f}$ has lower value compared to previous case, the $\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|+\rho_{f}\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\text { max })}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is also lower as compared to Fig. 5.19 and can be seen in Fig. 5.20(a).
2. In Fig. 5.20 (b), the angle change $\delta=45^{\circ} \rightarrow 60^{\circ}$ takes place at $t=5 \mathrm{~ms}$. Here, $\rho_{i}=6$ and $\rho_{f} \approx 0.7$ i.e. for six cycles $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ is applied and for one cycle $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|+0.7\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is applied. Since, $\rho_{f}$ has higher value compared to previous case, the $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|+\rho_{f}\left(\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}(\boldsymbol{\operatorname { m a x }})}\right|-\left|\boldsymbol{\Delta} \boldsymbol{\psi}_{\boldsymbol{c}}\right|\right)$ is also higher as compared to Fig. 5.19 and can be seen in Fig. 5.20(b).

### 5.5 Implementation of the Proposed Scheme

The proposed close loop scheme is implemented in the same manner as done in previous chapters i.e. using a processing unit and mapping unit shown in Fig. 3.4. The block ' $S$ ' in Fig. 5.3 essentially consists of these two units.

### 5.5.1 Processing Unit

Referring to Fig. 3.4 and Fig. 5.3, input to the processing unit is flux error $\Delta \boldsymbol{\psi}_{\boldsymbol{c}}$. The flux error is used to determine the sector number, triangle number and on-times $t_{o}, t_{a}$ and $t_{b}$ as explained in chapter 2 and 3 . These are subsequently
provided to mapping unit to find the appropriate switching sequence.

### 5.5.2 Mapping Unit

The mapping unit has similar structure as described in previous chapter, Fig. 3.4. However, the switching sequences are different. It is mentioned in section 1.3.2 that the output performance can be further improved when waveform symmetries (half wave and three phase symmetries) and bus-clamping techniques are incorporated in synchronous SVPWM. These techniques were proposed for twolevel inverters in [112]-[115] and then applied to 3-level NPC inverter in [79][116].

Fig. 5.21 shows the complete space vector diagram of a 5 -level inverter. The switching sequence for any triangle is formed using the switching states at vertices. The typical switching sequence involves three switchings per switching cycle i.e. one switching per phase. However, in the bus-clamping techniques [112]-[115] there are typically two switching per switching cycle i.e. one of the phases is not switched. This directly results in reduction of switching losses by a factor of $1 / 3$.

Beig et al. [79][116] applied synchronous SVPWM for three-level neutral point clamped inverter. The synchronous SVPWM in [79] explains the advantages of waveform symmetries for a three-level inverter, however does not include busclamping. The synchronous SVPWM in [116] shows a simple implementation of the bus-clamping technique for three-level inverter. For the easy extension to higher levels the switching sequence for any triangle must be independent of the reference


Figure 5.21: Space Vector Diagram for 5-level Inverter - Conventional

| Clamped Phase | Positive Region | Negative Region |
| :---: | :---: | :---: |
| u | $\mathrm{S}_{1 a}, \mathrm{~S}_{6 b}$ | $\mathrm{~S}_{3 b}, \mathrm{~S}_{4 a}$ |
| v | $\mathrm{S}_{2 b}, \mathrm{~S}_{3 a}$ | $\mathrm{~S}_{5 b}, \mathrm{~S}_{6 a}$ |
| w | $\mathrm{S}_{4 b}, \mathrm{~S}_{5 a}$ | $\mathrm{~S}_{1 b}, \mathrm{~S}_{2 a}$ |

Table 5.1: Clamped phases for $60^{\circ}$ clamping technique
vector at any instant which is not obvious in [116]. Moreover, the on-time calculation method used in [116] cannot be easily extended to higher levels. To avoid these problems, a simple implementation is proposed and explained below.

| Clamped Phase | Positive Region | Negative Region |
| :---: | :---: | :---: |
| u | $\mathrm{S}_{6 a}, \mathrm{~S}_{1 b}$ | $\mathrm{~S}_{3 a}, \mathrm{~S}_{4 b}$ |
| v | $\mathrm{S}_{2 a} a, \mathrm{~S}_{3 b}$ | $\mathrm{~S}_{5 a}, \mathrm{~S}_{6 b}$ |
| w | $\mathrm{S}_{4 a}, \mathrm{~S}_{5 b}$ | $\mathrm{~S}_{1 a}, \mathrm{~S}_{2 b}$ |

Table 5.2: Clamped phases for $30^{\circ}$ clamping technique


Figure 5.22: The transitions in $\triangle_{11}$ for $60^{\circ}$ clamping technique


Figure 5.23: The transitions in $\triangle_{11}$ for $30^{\circ}$ clamping technique

Two of the three phases can be clamped in any sector. For example, in
Fig. 5.4 at any vertex in sector 1 , the phase $u$ can be clamped to $2 V_{d c(H B)}$ represented as $u^{+}$, or the phase $w$ can be clamped to $-2 V_{d c(H B)}$ represented as $w^{-}$. To obtain the symmetries, the bus-clamping leads to two main techniques known


Figure 5.24: Space Vector Diagram - Emphasizing $60^{\circ}$ clamping technique
as ' $60^{\circ}$ ' and ' $30^{\circ}$ ' clamping techniques respectively [113]. The main difference in these two techniques is that the two parts $S_{1 a}$ and $S_{1 b}$ of the sector are clamped to exactly opposite phases. Tables 5.1 and 5.2 summarize the clamped phases in the two parts of the sector $S_{i a}$ and $S_{i b}$ for the $60^{\circ}$ and $30^{\circ}$ clamping techniques respectively. Fig. 5.22 shows the state transitions for $\triangle_{11}$ in sector 1 for $60^{\circ}$ clamping technique. Fig. 5.23 shows the state transitions for $\triangle_{11}$ in sector 1 for $30^{\circ}$ clamping technique. Though Fig. 5.22 and Fig. 5.23 have the same number of transitions but the switching pattern and clamped phase differs i.e. phase $u$ in Fig. 5.22 and phase
$w$ in Fig. 5.23.

The clamped phases for $60^{\circ}$ clamping technique are shown with gray color in Fig. 5.24. The implementation of $60^{\circ}$ clamping technique is explained below for a 5-level cascaded inverter and can be easily extended to higher levels using the same methodology. The $30^{\circ}$ clamping technique has been implemented in a similar manner with equal ease and verified experimentally.

Two additional requirements while forming the switching sequence are, (i) within a triangle for a given switching sequence there is only one switching for one switching state to another state transition, (ii) the switchings are minimal while changing the switching sequence between the triangles.

In Fig. 5.24, due to the phase clamping, only three switching states are available for every triangle e.g. in $\triangle_{6}$ the available switching states are (2,0,$1),(2,0,0)$ and $(2,1,0)$. The same is true for other triangles. Let these three switching states be $\mathrm{SS}_{0}, \mathrm{SS}_{1}$ and $\mathrm{SS}_{2}$ which are executed for the total on-times of $t_{0}, t_{1}$ and $t_{2}$, where $t_{0}+t_{1}+t_{2}=\tau_{s}$. The typical switching sequence for a triangle is $\mathrm{SS}_{0}\left[t_{0} / 2\right] \rightarrow \mathrm{SS}_{1}\left[t_{1} / 2\right] \rightarrow \mathrm{SS}_{2}\left[t_{2}\right] \rightarrow \mathrm{SS}_{1}\left[t_{1} / 2\right] \rightarrow \mathrm{SS}_{0}\left[t_{0} / 2\right]$. The square bracket next to switching state shows the on-time for which it is executed. The subscript on SS is stage $k_{s t}$ of the sequence and is useful for real time implementation. Stage $k_{s t}=0 \rightarrow 2$ for set cycle and $k_{s t}=2 \rightarrow 0$ for reset cycle of the complete switching cycle. The circular arrow in Fig. 5.24 indicates the order in which the switching states $\mathrm{SS}_{0}, \mathrm{SS}_{1}$ and $\mathrm{SS}_{2}$ are ordered. The switching sequence for first two sectors are shown in table

| Sector | Triangle | $\mathrm{SS}_{0} \rightarrow$ | $\rightarrow \mathrm{SS}_{1} \rightarrow$ | $\rightarrow \mathrm{SS}_{2} \rightarrow$ | $\rightarrow \mathrm{SS}_{1} \rightarrow$ | $\rightarrow \mathrm{SS}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\triangle_{4}$ | $(2,0,0)$ | (2,0,-1) | (2,-1,-1) | (2,0,-1) | (2,0,0) |
|  | $\triangle_{5}$ | (2,0,-1) | (2,0,0) | (2,1,0) | $(2,0,0)$ | (2,0,-1) |
|  | $\triangle{ }_{7}$ | $(1,0,-2)$ | $(0,0,-2)$ | ( $0,-1,-2$ ) | $(0,0,-2)$ | $(1,0,-2)$ |
|  | $\triangle 8$ | (0,0,-2) | (1,0,-2) | (1,1,-2) | (1,0,-2) | (0,0,-2) |
|  | $\triangle 9$ | ( $2,-1,-1)$ | (2,-1,-2) | (2,-2,-2) | (2,-1,-2) | ( $2,-1,-1)$ |
|  | $\triangle 10$ | (2,0,-1) | ( $2,-1,-1$ ) | (2,-1,-2) | (2,-1,-1) | (2,0,-1) |
|  | $\triangle 11$ | (2,0,-1) | (2,0,-2) | (2,-1,-2) | (2,0,-2) | (2,0,-1) |
|  | $\triangle 13$ | (1,0,-2) | (2,0,-2) | $(2,1,-2)$ | (2,0,-2) | $(1,0,-2)$ |
|  | $\triangle 14$ | $(1,0,-2)$ | (1,1,-2) | (2,1,-2) | (1,1,-2) | (1,0,-2) |
|  | $\triangle 15$ | (1,1,-2) | (2,1,-2) | (2,2,-2) | (2,1,-2) | (1,1,-2) |
| 2 | $\triangle_{4}$ | (0,0,-2) | (0,1,-2) | (1,1,-2) | (0,1,-2) | (0,0,-2) |
|  | $\triangle 5$ | (0,1,-2) | $(0,0,-2)$ | $(-1,0,-2)$ | $(0,0,-2)$ | (0,1,-2) |
|  | $\triangle_{7}$ | (0,2,-1) | (0,2,0) | (1,2,0) | $(0,2,0)$ | (0,2,-1) |
|  | $\triangle 8$ | (0,2,0) | (0,2,-1) | (-1,2,-1) | (0,2,-1) | (0,2,0) |
|  | $\triangle 9$ | (1,1,-2) | (1,2,-2) | ( $2,2,-2$ ) | (1,2,-2) | (1,1,-2) |
|  | $\triangle 10$ | (0,1,-2) | (1,1,-2) | (1,2,-2) | (1,1,-2) | (0,1,-2) |
|  | $\triangle 11$ | (0,1,-2) | (0,2,-2) | (1,2,-2) | (0,2,-2) | (0,1,-2) |
|  | $\triangle 13$ | (0,2,-1) | (0,2,-2) | $(-1,2,-2)$ | (0,2,-2) | (0,2,-1) |
|  | $\triangle 14$ | (0,2,-1) | (-1,2,-1) | $(-1,2,-2)$ | (-1,2,-1) | (0,2,-1) |
|  | $\triangle_{15}$ | (-1,2,-1) | (-1,2,-2) | $(-2,2,-2)$ | (-1,2,-2) | (-1,2,-1) |

Table 5.3: Switching sequence for the triangles

| Sector | Triangle | $\mathrm{SS}_{0} \rightarrow$ | $\rightarrow \mathrm{SS}_{1} \rightarrow$ | $\rightarrow \mathrm{SS}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\triangle_{6}$ | $(2,0,-1)$ | $(1,0,-1)$ | $\left(\begin{array}{c}(1,0,-2) \\ (2,0,-1)\end{array}\right.$ |
|  | $\triangle_{12}$ | $(2,0,-2)$ | $(1,0,-2)$ |  |
| 2 | $\triangle_{6}$ | $(0,1,-2)$ | $(0,1,-1)$ | $\left(\begin{array}{c}(0,2,-1) \\ (0,1,-2)\end{array}\right.$ |
|  | $\triangle_{12}$ | $(0,2,-2)$ | $(0,2,-1)$ |  |

Table 5.4: Switching sequence for the triangles $\triangle_{6}$ and $\triangle_{12}$
5.3. Note that, (i) within a triangle there is only one switching for any switching state transition, (ii) since any switching sequence starts and ends with $\mathrm{SS}_{0}$, there is only one switching or no switching while moving from one triangle to another.

The triangles $\triangle_{6}$ and $\triangle_{12}$ are located at the boundary of two clamping re-

| Triangle | $\triangle_{4}$ | $\triangle_{5}$ | $\triangle_{6}$ | $\triangle_{7}$ | $\triangle_{8}$ | $\triangle_{9}$ | $\triangle_{10}$ | $\triangle_{11}$ | $\triangle_{12}$ | $\triangle_{13}$ | $\triangle_{14}$ | $\triangle_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Order | 3 | 3 | 6 | 1 | 1 | 3 | 4 | 3 | 5 | 1 | 2 | 1 |

Table 5.5: Identified order for the $60^{\circ}$ phase clamping method
gions. Hence, the switching sequence for them is not the same as for other triangles. The switching sequence for triangles $\triangle_{6}$ and $\triangle_{12}$ are shown in table 5.4. For these two triangles the switching sequence is $\mathrm{SS}_{0} \rightarrow \mathrm{SS}_{1} \rightarrow \mathrm{SS}_{2}$ i.e. it is not reversed. Such a sequence allows smooth transition from one clamped region to another. Let us take an example using triangle $\triangle_{11}, \triangle_{12}$ and $\triangle_{13}$ in $\mathrm{S}_{1}$. To minimize the commutation losses, (i) the starting state for the switching sequence in $\triangle_{12}$ should be the same as end state for the switching sequence in $\triangle_{11}$ which is $(2,0,-1)$, (ii) the end state for the switching sequence in $\triangle_{12}$ should be the same as starting state for the switching sequence in $\triangle_{13}$ which is $(1,0,-2)$. Thus, if the switching sequence for the triangle $\triangle_{12}$ is $(2,0,-1) \rightarrow(1,0,-1) \rightarrow(1,0,-2)$ there will be minimum commutation losses when reference vector moves from one triangle to another.

The duty ratios obtained using $(2.5) \rightarrow(2.7)$ are in a generic form $t_{o}, t_{a}$ and $t_{b}$. Since the switching sequence varies from one triangle to another, an arrangement is required to order the calculated on-times $t_{o}, t_{a}$ and $t_{b}$ in the desired sequence of $t_{0} \rightarrow t_{1} \rightarrow t_{2}$. There are 6 possible orders as shown in table 4.3. For each triangle in Fig. 5.24 an order is identified using tables 4.3, 5.3, 5.4. A triangle in any sector has the same order of duty-ratios. The table 5.5 summarizes the order of duty-ratios.

### 5.6 Experimental Results, and Their Analysis

The proposed scheme can be easily implemented on a DSP microcontroller. However, for laboratory experiments an existing dSPACE DS1104 system was used. The algorithm was implemented in C language. A laboratory prototype of 5-level cascaded inverter is used for the experiments, see Fig.1.3.

Fig. 5.27 shows experimental results for the synchronous SVPWM with $60^{\circ}$ bus clamping technique. Experimental results in Fig. 5.25 and Fig. 5.26 are for conventional SVPWM. For theses experiments, DC-link voltage $V_{d c(H B)}=160 \mathrm{~V}$ and fundamental frequency $f=50 \mathrm{~Hz}$. Compared to Fig. 5.25(b) and Fig. 5.26(b), in Fig. 5.27(b) synchronous SVPWM lead to significant reduction of subharmonics. Similarly, compared to Fig. 5.25(c) and Fig.5.26(c), in Fig. 5.27(c) synchronous SVPWM lead to significant reduction of interharmonics. Along with this, number of switchings are lesser in Fig. 5.27(a) as compared to Fig. 5.25(a) and Fig. 5.26(a).

Using the algorithm proposed in chapter 3, the proposed synchronous SVPWM can be easily extended to overmodulation range ( $0.907<m_{i}<1.0$ ). Fig. 5.28 shows the experimental waveforms for the $60^{\circ}$ bus clamping technique at $m_{i}=0.93$. The experimental conditions are the same as described above. The effect of overmodulation can be seen in Fig. 5.28(a). Fig. 5.28(b) and (c) demonstrate the reduction of subharmonics and interharmonics as explained before.

The Fig. 5.29 shows the symmetry available in the waveform at $m_{i}=0.9$ at


Figure 5.25: (a) Inverter line voltage, (b) FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics, (c) FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for conventional SVPWM at $\mathrm{V}_{d c(H B)}=160 \mathrm{~V}, m_{i}=0.9, \tau_{s}=550 \mu \mathrm{~s}$
two sampling frequencies $f_{s}=0.9 \mathrm{kHz}$ and 1.8 kHz . The experimental conditions are the same as described for the Fig. 5.27.


Figure 5.26: (a) Inverter line voltage, (b) FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics, (c) FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for conventional SVPWM at $\mathrm{V}_{d c(H B)}=160 \mathrm{~V}, m_{i}=0.9, \tau_{s}=560 \mu \mathrm{~s}$

Fig. 5.30 shows the experimental results for the synchronous SVPWM with $30^{\circ}$ bus clamping technique. The experimental conditions are the same as described before. Compared to Fig. 5.25(b) and Fig. 5.26(b), note that in Fig. 5.30(b)


Figure 5.27: (a) Inverter line voltage, (b) FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics, (c) FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for proposed $60^{\circ}$ clamped SVM at $\mathrm{V}_{d c}=160 \mathrm{~V}, \mathrm{~m}_{i}=0.9, \tau_{s}=555.55 \mu \mathrm{~s}$
synchronous SVPWM lead to significant reduction of subharmonics. Similarly, compared to Fig. 5.25(c) and Fig.5.26(c), note that in Fig. 5.30(c) synchronous SVPWM lead to significant reduction of interharmonics. Along with this the


Figure 5.28: (a) Inverter line voltage, (b) FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics, (c) FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for proposed $60^{\circ}$ clamped SVM at $\mathrm{V}_{d c}=160 \mathrm{~V}, \mathrm{~m}_{i}=0.93, \tau_{s}=555.55 \mu \mathrm{~s}$
number of switching are lesser in Fig.5.30(a) as compared to Fig.5.25(a) and Fig. 5.26(a).


Figure 5.29: Converter output voltage showing symmetry at $\mathrm{V}_{d c}=160 \mathrm{~V}, \mathrm{~m}_{i}=0.9$ for $\mathrm{f}_{s}=1.8 \mathrm{kHz}$ and $\mathrm{f}_{s}=0.9 \mathrm{kHz}$

For the close loop experiments, a small three-phase synchronous generator available in laboratory is used to simulate the power grid, Fig. 5.1. This synchronous generator is rated for line voltage of 400 V and phase current of 0.5 A . The synchronous reactance $x_{s}$ for the experimental setup is approximately 0.2 p.u. Experimental conditions; DC-link voltage $V_{d c(H B)}=125 \mathrm{~V}$, fundamental frequency $f_{1}=50 \mathrm{~Hz}$, and sampling period $\tau_{s}=555.55 \mu \mathrm{~s}$.

In Fig. 5.31 inverter line voltage $\boldsymbol{v}_{\boldsymbol{c l}}, \Delta \boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\alpha}}, \Delta \boldsymbol{\psi}_{\boldsymbol{c} \boldsymbol{\beta}}$ and $\left|\boldsymbol{\psi}_{\boldsymbol{c}}\right|$ are plotted at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$ p.u. and $\delta=45^{\circ}$. In Fig. 5.32 inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} \boldsymbol{l}},\left|\boldsymbol{\psi}_{\boldsymbol{c}}\right|$ and phase current $\boldsymbol{i}_{\boldsymbol{s}}$ are plotted at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$ p.u. and $\delta=45^{\circ}$.


Figure 5.30: Converter output voltage, FFT for $0 \rightarrow 50 \mathrm{~Hz}$ to show subharmonics and FFT for $50 \mathrm{~Hz} \rightarrow 150 \mathrm{~Hz}$ to show interharmonics for proposed $30^{\circ}$ clamped SVM at $\mathrm{V}_{d c}=160 \mathrm{~V}, \mathrm{~m}_{i}=0.9, \tau_{s}=555.55 \mu \mathrm{~s}$

In Fig. 5.33, inverter line voltage $v_{c l}$, grid line voltage $v_{g l}$, flux error $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|$ and $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right| /\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}(\max )}\right|$ are plotted for the change $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\psi_{c}=1.0$. The objective here is to show the change in phase difference between $v_{c l}$ and $v_{g l}$ waveforms


Figure 5.31: Output voltage, $\Delta \psi_{c \alpha}, \Delta \psi_{c \beta}$ and $\left|\Delta \psi_{c}\right|$ at $v_{c}=1.0$ p.u. and $\delta=45^{\circ}$


Figure 5.32: Output voltage, $\Delta \psi_{c}$ and $i_{a}$ for $v_{c}=1.0$ p.u. and $\delta=45^{\circ}$
before and after the change whereas the magnitude $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|$ is the same. The phase difference between these two waveforms is shown by two vertical dotted lines.

The $v_{c l},\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|, p$ and $q$ are plotted in Fig. 5.34 for the change $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$. The effect on $v_{c l}$ and $\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|$ is the same as explained before.

Inverter line voltage $v_{c l},\left|\Delta \boldsymbol{\psi}_{\boldsymbol{c}}\right|$ and current $i_{u}$ are plotted in Fig. 5.35 for the change $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\boldsymbol{\psi}_{\boldsymbol{c}}=1.0$. The time required for the current to settle down


Figure 5.33: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c l}}$, grid voltage $\boldsymbol{v}_{\boldsymbol{g l}},\left|\Delta \psi_{\boldsymbol{c}}\right|$ and $\left|\Delta \psi_{c}\right| /\left|\Delta \psi_{\boldsymbol{c}(\max )}\right|$ for $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\psi_{c}=1.0$


Figure 5.34: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} l},\left|\Delta \psi_{c}\right|, p$ and $q$ for $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\psi_{c}=1.0$ is nearly $40 \%$ of the fundamental period.

### 5.7 Summary

Various problems due to subharmonics and interharmonics for a grid connected voltage source inverter were briefly elaborated in chapter 1. Synchronous space vector PWM for a cascaded H-bridge inverter is implemented, and imple-


Figure 5.35: Inverter line voltage $\boldsymbol{v}_{\boldsymbol{c} \boldsymbol{l}},\left|\Delta \psi_{\boldsymbol{c}}\right|, i_{a}$ for $\delta=45^{\circ} \rightarrow 60^{\circ}$ at $\psi_{c}=1.0$
mentation is explained in section 5.5 of this chapter. Fig. 5.25 - Fig. 5.27 show successful elimination of subharmonics and interharmonics. The proposed scheme can be easily extended in overmodulation region as shown in Fig. 5.28 using the algorithm proposed in chapter 3. Main contribution of this chapter is a simple scheme for close loop flux control of a grid connected cascaded multilevel inverter. The working principle is explained in section 5.5. Flux estimation is done using a simple method discussed in section 5.3.2. Flux prediction is used to eliminate the phase lag error. Flux prediction is explained in section 5.3.3 and associated results are shown in Fig. 5.7-Fig. 5.9. Along with steady state, the dynamic operation is explained in detail, see section 5.4. During dynamics, the flux error is compensated fast by fully utilizing the maximum DC-link. A simple method is used to ensure synchronism in dynamic condition. The volt-sec balance is maintained even during dynamics. All computations inclusive of on-times computations are done online i.e. no off-line computation is required. Along with implementing synchronous

SVPWM, the redundant switching states of cascaded inverter are utilized to (i) reduce switching losses, (ii) obtain waveform symmetries to improve inverter performance. The implementation of proposed scheme is explained for $60^{\circ}$ technique. The scheme is constant switching frequency scheme. The experimental results are shown for a laboratory prototype of 5 -level cascaded inverter.

## Chapter 6

## A Space Vector PWM Scheme to Operate a 3-level NPC Inverter at High Modulation Index Including Over-modulation Range, with Neutral Point Balancing

The DC-link of the 3-level NPC inverter shown in Fig. 1.2 consists of two capacitors. In ideal condition, these two capacitors equally share the DC-link voltage i.e. $V_{d c} / 2$. However, in reality the voltages across these capacitors are not same, leading to degradation of the output voltage waveform and unequal voltage stress on the power semiconductor devices [84]. This problem is known as DC-link fluctuation problem in NPC inverter.

The main cause of the neutral point imbalance is the current at the neutral
point O, Fig. 1.2. The other causes of neutral point potential drift as described by Yamanaka et.al. [85] can be nonuniform switching and non-ideal DC-link capacitors. According to this study, such imbalances can lead to slow but continuous drift of the neutral point potential. Dynamic operating conditions such as acceleration or deceleration of load drives can also result in neutral point potential drift. Under such conditions, these fluctuation can be rapid and significant. To summarize, the neutral point fluctuation can be caused by both the modulation technique and the operating conditions of the inverter. The variation in neutral point voltage depends on the modulation technique used. However, as the output voltage and load current magnitudes increase and power factor ( PF ) approaches zero, the neutral point potential fluctuation increases. Under such operating conditions, the performance of the 3-level NPC inverter degrades. For a reliable operation of this topology, the neutral point balance should be ensured.

The neutral point fluctuation is directly related to the switching state vectors. For 3-level space vector diagram, the switching vectors can be divided into four types of vectors; zero vector $\mathrm{V}_{0}$, short vectors $\mathrm{V}_{S i}$, medium vectors $\mathrm{V}_{M i}$ and large vectors $\mathrm{V}_{L i}$, where $i=1 \rightarrow 6$. The zero vector and large vector do not affect the neutral point balance but the short and medium vectors affect the neutral point. Neutral point balancing techniques normally require appropriate selection of switching states and utilization of their on-times. Since, the SVPWM directly deals with switching states and their on-times, it can be used for neutral point balancing problem.

At higher modulation index, particularly in over-modulation region, the neutral point fluctuation deteriorates the performance of the inverter. Furthermore, operating the inverter at lower modulation index implies that it is operated at lower voltages only, and the installed DC link capacity is not fully utilized. This chapter proposes a simple space vector PWM scheme for operating a 3-level NPC inverter at higher modulation indices including over-modulation range, with neutral point balancing. Experimental and simulation results are provided.

### 6.1 Introduction

In section 1.3.6, the problem of neutral point fluctuation is described and section 1.4.5 reviews the literature on related works. This chapter studies the effect of increasing modulation index on neutral point balance. A simple neutral point balancing scheme is proposed to operate a 3-level NPC inverter at high modulation index including overmodulation range. The scheme is designed to work with Nearest Vector (NV) method when the neutral point fluctuation is within a set tolerance. In case it goes beyond this set tolerance, the proposed Selected Vector (SV) method is used. The salient features of the proposed scheme are as follows,

- The scheme is able to maintain neutral point balance within a specified tolerance, at any modulation index and for wide load variation. Hence, large DC-link capacitors are not required.
- Neutral point voltage fluctuation is the only feedback parameter required to obtain overall good performance, no additional input is required. This is advantageous as many other schemes need phase currents and load power factor to obtain neutral point balancing.
- The volt-sec balance is maintained throughout the scheme.
- The scheme uses simple overmodulation method proposed in chapter 3.
- The scheme is computationally simple and hence can be easily implemented.

The chapter is organized in nine sections. In section 6.2, neutral point fluctuation problem is discussed. Section 6.3 briefly discusses the proposed scheme. Sections 6.4, 6.5, and 6.6 explain the proposed space vector PWM algorithm for linear mode, overmodulation mode-I and overmodulation mode-II respectively. Section 6.7 explains the structure of the scheme. Section 6.8 shows the experimental and simulation results. Section 6.9 concludes the chapter.

### 6.2 Neutral Point Fluctuation Problem

In ideal condition, $V_{C_{1}}=V_{C_{2}}=V_{d c} / 2$ (Fig.6.1). However, in reality the voltages $V_{C_{1}}$ and $V_{C_{2}}$ can fluctuate significantly. It was mentioned in sections 1.3.6 and 1.4.5 that switching states shown in Fig.6.2 and operating conditions of the inverter such as load PF affect the neutral point balance. This is explained in following sections.


Figure 6.1: Neutral Point Clamped 3-level Inverter

### 6.2.1 Switching Vectors Vs. Neutral Point Fluctuation

The space vector diagram in Fig. 6.2 [119] of a 3-level inverter is made up of 19 switching vectors and 27 switching states. As discussed in section 1.4.5, the switching vectors in Fig. 6.2 can be divided into four type of vectors; zero vector $V_{0}$, short vectors $\mathrm{V}_{S i}$, medium vectors $\mathrm{V}_{M i}$ and large vectors $\mathrm{V}_{L i}$, where $\mathrm{i}=1 \rightarrow 6$. This figure also shows the effect of each switching state on the neutral point current. The zero vector and large vector do not affect it. However, short and medium vectors affect the neutral point balance. Any short vector has two switching states. One state increases $\mathrm{V}_{C 2}$ see Fig.6.1, while the other decreases it as described in [84], [85]. Therefore, by adjusting the duty ratios of these two states, the neutral point fluctuation can be minimized. A medium vector has only one switching


Figure 6.2: Space Vector Diagram of a 3-level Inverter
state. Therefore, unlike short vectors, medium vector does not have neutral point balancing capability.

As only short and medium vectors affect the neutral point fluctuation, it is important to see the variation of their duty ratio with angle. Fig. 6.3 show this variation at different modulation indices for the first sector. Their variation is same for other sectors too. The duty ratios have been calculated based on nearest vector scheme (chapter 2). As modulation index $m_{i}$ increases, the duty ratio $d_{M}$ of medium vector keeps on increasing, whereas the duty ratios $d_{S 1}$ and $d_{S 2}$ of two short vectors keep on reducing, shown in Fig.6.3(a), (b) and (c). Fig.6.3(a) and (b) represent linear modulation mode, Fig. 6.3(c) represents overmodulation mode-


Figure 6.3: Variation of $d_{M}, d_{S 1}$ and $d_{S 2}$ with angle at (a) $m_{i}=0.6$ (b) $m_{i}=0.8$ (c) $m_{i}=0.92$ (d) $m_{i}=0.9535$ (e) $m_{i}=0.98$

I, Fig. 6.3(d) represents boundary of overmodulation mode-I and overmodulation mode-II and Fig. 6.3(e) represents the overmodulation mode-II. At $m_{i}=0.9535$, the duty ratio of short vectors is zero while the effect of medium vector is maximum, therefore neutral point control is poor near $m_{i}=0.9535$. As $m_{i}$ increases above 0.9535, medium vector is not switched for certain part of the sector, so the overall effect of large vectors increase and medium vector reduces. Since only medium vector mainly influences neutral point fluctuation in overmodulation-II, the neutral point fluctuation reduces with increase in modulation index. At $m_{i}=1.0$ only large vectors are effective, hence ideally there is no fluctuation. However, a multilevel inverter when operated at $m_{i}=1.0$, looses its multilevel characteristics.


Figure 6.4: The analysis of the effect of medium vector $(1,0,-1)\left(a_{1}\right)\left(b_{1}\right)\left(c_{1}\right)$ Actual circuit connections and current directions at $\phi=0^{\circ}, 45^{\circ}$ and $90^{\circ}$ respectively $\left(\mathrm{a}_{2}\right)\left(\mathrm{b}_{2}\right)\left(\mathrm{c}_{2}\right)$ Neutral point current at $\phi=0^{\circ}, 45^{\circ}$ and $90^{\circ}$ respectively

### 6.2.2 Effect of Varying PF on the Neutral Point Current

To study the effect of PF on neutral point current, let us take the medium vector $V_{M}$ in the first sector, Fig. 6.2. The corresponding switching state is (1,0,1). The switching state $(1,0,-1)$ signifies that phase $U, V$ and $W$ of the load are connected to positive bus, neutral point ' O ' and negative bus respectively. The Fig. $6.4\left(a_{1}\right)\left(b_{1}\right)\left(c_{1}\right)$ shows the actual connections with respect to Fig. 6.1.

Assuming sinusoidal nature, the currents $i_{u}, i_{v}$ and $i_{w}$ can be given as,

$$
\begin{align*}
& i_{u}=i_{o} e^{j(\pi / 6-\phi)} \\
& i_{v}=i_{o} e^{j(\pi / 6-\phi-2 \pi / 3)}  \tag{6.1}\\
& i_{w}=i_{o} e^{j(\pi / 6-\phi-4 \pi / 3)}
\end{align*}
$$

In (6.1), $\phi$ is power factor angle and $i_{o}$ is load current. The current $i_{o}$ will depend on the actual DC-link voltage, modulation index and type of load. Current $i_{v}$ will be the neutral point current for the switching state (1,0,-1). Current $i_{v}$ can be normalized with respect to $i_{o}$ to study the variation of normalized $i_{v}$ with respect to $\phi$. Fig. $6.4\left(\mathrm{a}_{2}\right)\left(\mathrm{b}_{2}\right)\left(\mathrm{c}_{2}\right)$ show the variation of $i_{v} / i_{o}$ with respect to $\phi$.

Fig. 6.4 $\left(\mathrm{a}_{2}\right)$ shows that average neutral point current per sector is zero at $\phi=0^{\circ}$. Therefore for $\phi=0^{\circ}$, neutral point fluctuation will not be affected much even at high modulation index. However, as $\phi$ increases, the average neutral point current per sector also increases as seen in Fig. 6.4( $\mathrm{b}_{2}$ ). The maximum average current is at $\phi=90^{\circ}$, Fig. 6.4( $\left.\mathrm{c}_{2}\right)$. This is the most unfavorable condition for neutral point balancing. The same can be explained when $\phi$ changes from 0 to $-90^{\circ}$ but the average current will be positive in this case.

### 6.3 Proposed Scheme

The fluctuation of the neutral point is defined with a parameter $n p f$ as,

$$
\begin{equation*}
n p f=a b s\left(\frac{V_{d c} / 2-V_{C 2}}{V_{d c}}\right) * 100=a b s\left(1-\frac{2 * V_{C 2}}{V_{d c}}\right) * 100 \tag{6.2}
\end{equation*}
$$

In (6.2) abs stands for the absolute value i.e. only the magnitude of fluctuation is considered. The $n p f$ is the percentage fluctuation of the neutral point with respect to half of the DC-link voltage. It is a dimensionless quantity and indepen-
dent of the magnitude of DC-link voltage $V_{d c}$. Its maximum permissible value can be represented as $n p f_{\max }$ which is fixed by desired performance. It is the key input parameter to the balancing scheme.

As discussed before, neutral point balance depends on the switching states. The switching states in a given switching cycle depend on the modulation index or the trajectory of the vector. Hence, let us restate some useful characteristics for the trajectory of the reference vector in linear and overmodulation modes. In linear mode, the control vector moves on a circular trajectory. In overmodulation I, the control vector moves on a circular trajectory for some part of the sector. For remaining part of the sector, it moves on a side of the 3-level hexagon i.e. $\mathrm{V}_{L 1} \mathrm{~V}_{L 2}$ in Fig. 6.2 called hexagonal trajectory. In overmodulation II, for central part of the sector, control vector moves on a hexagonal trajectory while for the remaining part it is held at one of the six vertices of hexagon. Hence, there are three possible trajectories of the control vector; circular, hexagonal or discrete.

The movement of the control vector along the circular and hexagonal trajectories affect the neutral point balance. Let us briefly discuss the effect of traditional space vector PWM on neutral point balance for circular and hexagonal trajectories. For the circular trajectory, nearest three vector (N3V) scheme is used as discussed in chapter 2. In N3V, the switching states corresponding to the three vertices of a triangle [94] are switched in every switching period. For the hexagonal trajectory, nearest two vectors [94] are switched in every switching period, called N2V
scheme, discussed in chapter 3. Combination of N3V and N2V schemes is called as nearest vector (NV) scheme in this thesis. In chapter 2 and 3, a detailed SVPWM implementation of NV scheme is shown for 3-level NPC inverter.

At high modulation index and poor PF condition, the NV scheme can lead to large neutral point fluctuation. In such condition, a different scheme is proposed for neutral point balancing. In the proposed scheme, the medium vector is not switched under unbalanced neutral condition. This scheme is called as 'selected vector (SV) scheme'. Similar to NV scheme, in SV scheme also, a Selected Three Vector (S3V) scheme is used for the circular trajectory while a selected two Vector (S2V) scheme used for the hexagonal trajectory. In S3V scheme, three suitable vectors are selected and in S2V scheme two suitable vectors are selected per switching period. The selected vectors should be able to compensate for the neutral point fluctuation.

A combination of NV and SV schemes can provide an overall better performance. The NV and SV schemes for the three modulation modes are described in the following sections. The scheme is explained only for the first sector and it is valid for other sectors too. The explanation will focus the range $0.6 \leq m_{i}<1.0$ where the neutral point fluctuation is a concern .

### 6.4 Linear Modulation Mode ( $m_{i}<0.907$ )

In this mode, the control vector $\boldsymbol{v}^{*}$ moves on a circular trajectory as shown in Fig. 6.5. In Fig. 6.5 control vector $\boldsymbol{v}^{*}\left(\mathrm{~V}_{0} \mathrm{P}\right)$ makes an angle $\gamma$ with the $\alpha$ axis. Here, $\gamma\left(0 \leq \gamma \leq 60^{\circ}\right)$ is angle within the sector. The N3V and S3V schemes for this mode are discussed below.

### 6.4.1 N3V Scheme

The algorithm described in chapter 2 is essentially the N3V scheme. For $0.6 \leq m_{i}<0.907$, the control vector will be located within one of the triangles i.e. $\triangle_{1}\left(\mathrm{~V}_{S 1} \mathrm{~V}_{L 1} \mathrm{~V}_{M 1}\right), \triangle_{2}\left(\mathrm{~V}_{S 1} \mathrm{~V}_{M 1} \mathrm{~V}_{S 2}\right)$ or $\triangle_{3}\left(\mathrm{~V}_{S 2} \mathrm{~V}_{M 1} \mathrm{~V}_{L 2}\right)$ shown in Fig. 6.5(a). The determination of on-times and triangle number $\triangle_{j}$ can be referred in chapter 2.

(a)
$\Delta_{1}: \mathbf{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{L} 1}, \mathbf{V}_{\mathrm{M} 1} \quad \Delta_{2}: \mathbf{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{S} 2} \mathbf{V}_{\mathrm{M} 1}$ $\Delta_{3}: \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{M} 1}, \mathbf{V}_{\mathrm{L} 2}$

(b)
$\Delta_{2}: \mathbf{V}_{\mathbf{S} 1}, \mathbf{V}_{\mathrm{L} 1}, \mathbf{V}_{\mathrm{S} 2} \Delta_{3}: \mathbf{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{LL}}, \mathrm{V}_{\mathrm{L} 2}$
$\Delta_{4}: \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{L} 2} \Delta_{5}: \mathrm{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{L} 2}$

Figure 6.5: Space Vector Diagram of the first sector of a 3-level inverter to show linear mode for (a) N3V Scheme (b) S3V Scheme

In Fig. 6.5(a), $\triangle_{1}: V_{S 1} V_{L 1} V_{M 1}$ signifies that when the control vector lies within triangle $\triangle_{1}$ the switching vectors $\mathrm{V}_{S 1}, \mathrm{~V}_{L 1}$ and $\mathrm{V}_{M 1}$ are switched. The
possible switching sequence include (0,-1,-1), (1,-1,-1), (1,0,-1) and ( $1,0,0$ ) with the corresponding duty ratios of $d_{S 1+}, d_{L 1}, d_{M 1}$ and $d_{S 1-}$. Here, $d_{S 1+}+d_{S 1-}=d_{S 1}$. Therefore, by adjusting the magnitude of $d_{S 1+}$ and $d_{S 1-}$, the neutral point fluctuation can be controlled [91]. The same can be explained for other triangles.

### 6.4.2 S3V Scheme

The region $\mathrm{V}_{S 1} \mathrm{~V}_{L 1} \mathrm{~V}_{M 1} \mathrm{~V}_{L 2} \mathrm{~V}_{S 2} \mathrm{~V}_{S 1}$ in Fig. 6.5(b) is divided into five triangles $\triangle_{1}\left(\mathrm{~V}_{C 1} \mathrm{~V}_{S 2} \mathrm{~V}_{S 1}\right), \triangle_{2}\left(\mathrm{~V}_{C 1} \mathrm{~V}_{S 1} \mathrm{~V}_{L 1}\right), \triangle_{3}\left(\mathrm{~V}_{C 1} \mathrm{~V}_{L 1} \mathrm{~V}_{M 1}\right), \triangle_{4}\left(\mathrm{~V}_{C 1} \mathrm{~V}_{M 1} \mathrm{~V}_{L 2}\right)$ and $\triangle_{5}\left(\mathrm{~V}_{C 1} \mathrm{~V}_{L 2} \mathrm{~V}_{S 2}\right)$. Point $\mathrm{V}_{C 1}$ in Fig. 6.5(b) is centroid of the sector, and it does not represent any switching vector. For $0.6 \leq m_{i}<0.907$, the control vector will be located in either of the four triangles $\triangle_{2} \rightarrow \triangle_{5}$.

In Fig. 6.5(b), $\triangle_{3}: V_{S 1} V_{L 1} V_{L 2}$ signifies that when the control vector lies in triangle $\triangle_{3}$, switching vectors $\mathrm{V}_{S 1}, \mathrm{~V}_{L 1}$ and $\mathrm{V}_{L 2}$ are switched. Such a selection will help in obtaining the neutral point balance. The possible switching sequence includes $(0,-1,-1),(1,-1,-1),(1,1,-1)$ and $(1,0,0)$ with the corresponding duty ratios of $d_{S 1+}, d_{L 1}, d_{L 2}$ and $d_{S 1-}$. Here, $d_{S 1+}+d_{S 1-}=d_{S 1}$. Therefore by adjusting the magnitude of $d_{S 1+}$ and $d_{S 1-}$, the neutral point fluctuation can be controlled.

In Fig. 6.5(b), line segments $\mathrm{V}_{G 1} \mathrm{~V}_{L 1}, \mathrm{~V}_{G 1} \mathrm{~V}_{M 1}$ and $\mathrm{V}_{G 1} \mathrm{~V}_{L 2}$ are boundaries between the triangles $\triangle_{2} \rightarrow \triangle_{5}$. Line segments $\mathrm{V}_{G 1} \mathrm{~V}_{L 1}, \mathrm{~V}_{G 1} \mathrm{~V}_{M 1}$ and $\mathrm{V}_{G 1} \mathrm{~V}_{L 2}$ can be given as $v_{\alpha}+\sqrt{3} v_{\beta}=2, \gamma=30^{\circ}$ and $v_{\alpha}=1$ respectively. The triangle number $\triangle_{j}$ and duty ratios can be easily determined using these three line segments and the

| $\Delta_{\mathrm{j}}$ | $\Delta_{2}$ |  |  |  |  | $\Delta_{3}$ |  |  |  | $\Delta_{4}$ |  |  |  | $\Delta_{5}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.r. | $\mathrm{d}_{\text {S2 }}$ | $\mathrm{d}_{\text {Sl- }}$ | $\mathrm{d}_{\text {L1 }}$ | $\mathrm{d}_{\text {Sl+ }}$ | $\mathrm{d}_{\text {S2+ }}$ | $\mathrm{d}_{\text {Sl- }}$ | $\mathrm{d}_{\text {L1 }}$ | $\mathrm{d}_{\mathrm{L} 2}$ | $\mathrm{d}_{\text {Sl+ }}$ | $\mathrm{d}_{\text {S2 }}$ | $\mathrm{d}_{\text {L1 }}$ | $\mathrm{d}_{\mathrm{L} 2}$ | $\mathrm{d}_{52+}$ | $\mathrm{d}_{\text {S1- }}$ | $\mathrm{d}_{\text {S2 }}$ | $\mathrm{d}_{\mathrm{L} 2}$ | $\mathrm{d}_{\text {S2+ }}$ | $\mathrm{d}_{\text {S1+ }}$ |
| $\mathrm{s}_{u}$ | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 |
| $\mathrm{s}_{\mathrm{v}}$ | 0 | -1 | -1 | 0 | 1 | -1 | -1 | 1 | 0 | 0 | -1 | 1 | 1 | -1 | 0 | 1 | 1 | 0 |
| $\mathrm{s}_{\mathrm{w}}$ | -1 | -1 | -1 | 0 | 0 | -1 | -1 | -1 | 0 | -1 | -1 | -1 | 0 | -1 | -1 | -1 | 0 | 0 |

Table 6.1: Implementation of S3V scheme for the first sector
tip $\left(v_{\alpha}, v_{\beta}\right)$ of $\mathrm{V}_{0} \mathrm{P}$ as explained below.

If the inequalities $\gamma \leq 30^{\circ}$ and $v_{\alpha}+\sqrt{3} v_{\beta} \leq 2$ are true, then the point P is in triangle $\triangle_{2}$ and duty ratios are obtained using

$$
\begin{align*}
d_{V_{S_{1}}} & =2-v_{\alpha}-\sqrt{3} v_{\beta} \\
d_{V_{S_{2}}} & =v_{\beta} / h  \tag{6.3}\\
d_{V_{L_{1}}} & =1-d_{V_{S_{1}}}-d_{V_{S_{2}}}
\end{align*}
$$

Or if the inequalities $\gamma \leq 30^{\circ}$ and $v_{\alpha}+\sqrt{3} v_{\beta}>2$ are true, then the point P is in triangle $\triangle_{3}$ and duty ratios are obtained using

$$
\begin{align*}
& d_{V_{L_{1}}}=-1+v_{\alpha} \\
& d_{V_{L_{2}}}=v_{\beta} / \sqrt{3}  \tag{6.4}\\
& d_{V_{S_{1}}}=1-d_{V_{L_{1}}}-d_{V_{L_{2}}}
\end{align*}
$$

If the inequalities $\gamma>30^{\circ}$ and $v_{\alpha} \geq 1$ are true, then the point P is in triangle $\triangle_{4}$ and duty ratios are obtained using

$$
\begin{align*}
& d_{V_{S_{2}}}=2-v_{\alpha}-v_{\beta} / \sqrt{3} \\
& d_{V_{L_{1}}}=0.5\left(v_{\alpha}-v_{\beta} / \sqrt{3}\right)  \tag{6.5}\\
& d_{V_{L_{2}}}=1-d_{V_{S_{2}}}-d_{V_{L_{1}}}
\end{align*}
$$

Or if the inequalities $\gamma>30^{\circ}$ and $v_{\alpha}<1$ are true, then the point P is in triangle
$\triangle_{5}$ and duty ratios are obtained using

$$
\begin{align*}
d_{V_{S_{1}}} & =v_{\alpha}-v_{\beta} / \sqrt{3} \\
d_{V_{S_{2}}} & =2-2 v_{\alpha}  \tag{6.6}\\
d_{V_{L_{2}}} & =1-d_{V_{S_{1}}}-d_{V_{S_{2}}}
\end{align*}
$$

Section 4.2.2.1 shows duty ratio calculation for a non-equilateral triangle using volt-sec balance equations. The same approach is followed to obtain the duty ratios for triangles $\triangle_{2} \rightarrow \triangle_{5}$. The resulting expressions are shown in (6.3) $\rightarrow(6.6)$. For a given control vector, only one of the four equations is used. These equations remain valid for other five sectors too. For a given control vector, approximately two logical operations, two multiplications and six addition or subtraction operations are required to determine the triangle number $\triangle_{j}$ and duty ratios. These computations show the computational simplicity of the S3V scheme.

The scheme proposed by [119] uses point $\mathrm{V}_{C 1}$ as a virtual vector. The virtual vector $\mathrm{V}_{C 1}$ is used with equal duty ratios of vectors $\mathrm{V}_{S 1}, \mathrm{~V}_{S 2}$ and $\mathrm{V}_{M 1}$, in order to keep the neutral point current zero. Referring to Fig. 6.5(b), for triangles $\triangle_{2}$ and $\triangle_{5}$, scheme [119] works as a nearest four vector scheme, and for the triangles $\triangle_{3}$ and $\triangle_{4}$, it works as a nearest five vector scheme, leading to higher distortion. Ideally there should not be any imbalance using [119]. However, in practical situations, there could be some unbalance due to problems mentioned in section 6.1. Such unbalance is difficult to eliminate using [119]. However, in the proposed scheme, the duty ratios of the short vectors $\mathrm{V}_{S 1}$ and $\mathrm{V}_{S 2}$ can be adjusted unlike [119]. Therefore, the neutral point fluctuation can be fully controlled.

For triangles $\triangle_{2}$ and $\triangle_{5}$, the switching losses in the proposed S3V scheme are $4 / 3$ times the switching losses for N3V scheme. Where as for the triangles $\triangle_{3}$ and $\triangle_{4}$, the switching losses in the proposed S3V scheme are $5 / 3$ times the switching losses for N3V scheme.

Hence, in order to control the neutral point fluctuation, the distortion and switching losses are higher, when the S 3 V scheme is used for the circular track. This is normal for any similar scheme [119]. However, it will be shown that using a combination of N3V and S3V schemes the total distortion can be reduced. This scheme is extended to overmodulation range in next two sections.

### 6.5 Overmodulation Mode - I ( $0.907 \leq m_{i}<0.9535$ )

In Fig. 6.6, the dashed circle shows the desired trajectory of the control vector. Traditionally, depending on the modulation index, the trajectory is modified and tip P of the actual vector moves on trajectory $T S V_{M 1} R Q$ shown in thick solid lines. First, it moves along the circular track $T S$, then along the linear track $S V_{M 1} R$ on the side $V_{L 1} V_{L 2}$ of the sector $V_{0} V_{L 1} V_{L 2}$ and finally along the circular track $R Q$. The actual control vector i.e. modified control vector is represented as $\boldsymbol{v}_{\boldsymbol{p}}^{*}$.

The overmodulation technique described in chapter 3 is used here i.e. the loss in volt-secs is compensated by directly modifying the duty ratios of the switching vectors. If $\alpha_{c}$ is the angle where the control vector intersects the hexagon shown

(a)

Circular Trajectory
$\Delta_{1}: \mathbf{V}_{\mathrm{S} 1}, \mathrm{~V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{M} 1} \Delta_{3}: \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{M} 1}, \mathbf{V}_{\mathrm{L} 2}$
Linear Trajectory
$\Delta_{1}: \mathbf{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{M} 1} \quad \Delta_{3}: \mathbf{V}_{\mathrm{M} 1}, \mathbf{V}_{\mathrm{L} 2}$

(b)

## Circular Trajectory

$\Delta_{2}: \mathbf{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{L} 1}, \mathbf{V}_{\mathrm{S} 2} \quad \Delta_{3}: \mathbf{V}_{\mathbf{S} 1}, \mathbf{V}_{\mathrm{L} 1}, \mathbf{V}_{\mathrm{L} 2}$
$\Delta_{4}: \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{L} 1}, \mathbf{V}_{\mathrm{L} 2} \quad \Delta_{5}: \mathbf{V}_{\mathrm{S} 1}, \mathbf{V}_{\mathrm{S} 2}, \mathbf{V}_{\mathrm{L} 2}$

## Linear Trajectory

$\Delta_{3}: \mathrm{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{L} 2} \quad \Delta_{4}: \mathrm{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{L} 2}$

Figure 6.6: Space Vector Diagram of the first sector of a 3-level inverter to show overmodulation mode-I for (a) N3V + N2V Scheme (b) S3V+S2V Scheme
by the dotted arrow in Fig. 6.6, then during $\alpha_{c} \leq \gamma<\pi / 3-\alpha_{c}$ the vector moves on the hexagonal trajectory and for remaining part of the sector on a circular trajectory. Angle $\alpha_{c}$ is obtained using (3.2).

Calculation of duty ratios for the circular and hexagonal portions of the trajectory requires different approaches. They are described below.

### 6.5.1 Circular Portion ( $0 \leq \gamma<\alpha_{c}$ and $\pi / 3-\alpha_{c} \leq \gamma<\pi / 3$ )

During the circular portion, N3V or S3V scheme can be followed depending on the neutral point fluctuation, see Fig. 6.6. The volt-secs are lost during the hexagonal portion, and have to be compensated during the circular portion. In order to do so, the duty ratios are modified during the circular portion.

### 6.5.1.1 N3V Scheme

The tip of the control vector can be within triangle $\triangle_{1}$ or $\triangle_{3}$ see Fig. 6.6(a). The duty ratios $d_{a}, d_{b}$ and $d_{o}$ of the three associated switching vectors are calculated using (2.5) $\rightarrow(2.7)$. Here $d_{a}$ and $d_{b}$ are the duty ratios of the two vertices which are on the side of the hexagon i.e. $V_{L 1} V_{L 2}$. They are modified as

$$
\begin{align*}
d_{a m} & =d_{a}+0.5 \lambda d_{o} \\
d_{b m} & =d_{b}+0.5 \lambda d_{o}  \tag{6.7}\\
d_{o m} & =1-d_{a m}-d_{b m}
\end{align*}
$$

Where $d_{a m}, d_{b m}$ and $d_{o m}$ are modified duty ratios. The parameter $\lambda$ is compensation factor and obtained using (3.6).

Fig. 6.6(a) shows the selection of switching vectors for the circular trajectory in overmodulation-I for N3V scheme. This is same as that in circular trajectory in linear mode, shown in Fig. 6.5(a).

### 6.5.1.2 S3V Scheme

The tip of the vector can be within triangles $\triangle_{2} \rightarrow \triangle_{5}$ see Fig. 6.6(b). The duty ratios of the three associated switching vectors are calculated using $(6.3) \rightarrow(6.6)$. The aforementioned modification in duty ratios is carried out as follows.

For triangle $\triangle_{2}$, the modifications are obtained as

$$
\begin{align*}
d_{V_{S_{1} m}} & =d_{V_{S_{1}}}-0.5 \lambda d_{V_{S_{1}}} \\
d_{V_{S_{2} m}} & =d_{V_{S_{2}}}-0.5 \lambda d_{V_{S_{2}}}  \tag{6.8}\\
d_{V_{L_{1} m}} & =1-d_{V_{S_{1} m}}-d_{V_{S_{2} m}}
\end{align*}
$$

The similar modification is done for triangle $\triangle_{5}$ as well.

For triangle $\triangle_{3}$, the modifications are obtained as

$$
\begin{align*}
d_{V_{L_{1} m}} & =d_{V_{L_{1}}}+0.5 \lambda d_{V_{S_{1}}} \\
d_{V_{L_{2} m}} & =d_{V_{L_{2}}}+0.5 \lambda d_{V_{S_{1}}}  \tag{6.9}\\
d_{V_{S_{1} m}} & =1-d_{V_{L_{1} m}}-d_{V_{L_{2} m}}
\end{align*}
$$

The similar modification is done for triangle $\triangle_{4}$ as well.

For (6.8) and (6.9), $\lambda$ is defined by (3.6) and $m$ stands for modified.

Hence, similar to linear mode, in overmodulation mode-I also the duty ratios of the small vectors can be adjusted to obtain the neutral point balance.

Fig. 6.6(b) also shows the selection of switching vectors for the circular trajectory in overmodulation-I for S3V scheme which is same as that in circular trajectory in linear mode, as in Fig. 6.5(b).

### 6.5.2 Hexagonal Portion $\left(\alpha_{c} \leq \gamma<\pi / 3-\alpha_{c}\right)$

During linear portion, two switching states are executed in a switching period. Depending on the neutral point fluctuation, two different methods of selecting
the switching vectors are proposed to use, namely nearest two vectors (N2V) and selected two vectors ( S 2 V ) schemes.

### 6.5.2.1 N2V Scheme

For N2V scheme as shown below Fig. 6.6(a), the switching vectors $\mathrm{V}_{L 1}(1,-1,-$ $1)$ and $\mathrm{V}_{M 1}(1,0,-1)$ are selected for triangle $\triangle_{1}$, and switching vectors $\mathrm{V}_{M 1}(1,0,-1)$ and $\mathrm{V}_{L 2}(1,1,-1)$ are selected for triangle $\triangle_{3}$.

The duty ratios and triangle $\triangle_{j}$ can be determined using angle $\gamma$.

In Fig. 6.6(a) if $\gamma \leq 30^{\circ}$ is true, then point P is on triangle $\triangle_{1}$ and the duty ratios are obtained as

$$
\begin{align*}
& d_{V_{L_{1}}}=(\sqrt{3}-3 \tan \gamma) /(\sqrt{3}+\tan \gamma)  \tag{6.10}\\
& d_{V_{M_{1}}}=1-d_{V_{L_{1}}}
\end{align*}
$$

In Fig. 6.6(a) if $\gamma>30^{\circ}$ is true, then point P is on triangle $\triangle_{3}$ and the duty ratios are obtained as

$$
\begin{align*}
& d_{V_{M_{1}}}=2(\sqrt{3}-\tan \gamma) /(\sqrt{3}+\tan \gamma)  \tag{6.11}\\
& d_{V_{L_{2}}}=1-d_{V_{M_{1}}}
\end{align*}
$$

### 6.5.2.2 S2V Scheme

For the S 2 V scheme as shown below Fig. 6.6(b), irrespective of the location of point P , switching vectors $\mathrm{V}_{L 1}$ and $\mathrm{V}_{L 2}$ are selected. Therefore, the determination of triangle number is not required. The duty ratios of these two vectors are
determined using angle $\gamma$ as follows

$$
\begin{align*}
& d_{V_{L_{1}}}=(\sqrt{3}-\tan \gamma) /(\sqrt{3}+\tan \gamma)  \tag{6.12}\\
& d_{V_{L_{2}}}=1-d_{V_{L_{1}}}
\end{align*}
$$

Equations $(6.10) \rightarrow(6.12)$ are obtained using volt-secs balance. They remain valid for others sectors too.

### 6.6 Overmodulation Mode II ( $0.9535 \leq m_{i}$ )

When modulation index increases above 0.9535 , the circular part of the trajectory vanishes. Switching in overmodulation II is characterized by a hold angle $\alpha_{h}$, shown by the dotted arrow in Fig. 6.7. Normally, $\alpha_{h}$ is a nonlinear function of modulation index and obtained by a lookup table. In this chapter, the hold angle $\alpha_{h}$ is obtained using (3.10).

(a)

Linear Trajectory
$\Delta_{1}: \mathrm{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{M} 1} \quad \Delta_{3}: \mathrm{V}_{\mathrm{M} 1}, \mathrm{~V}_{\mathrm{L} 2}$

(b)

## Linear Trajectory

$\Delta_{3}: \mathrm{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{L} 2} \quad \Delta_{4}: \mathrm{V}_{\mathrm{L} 1}, \mathrm{~V}_{\mathrm{L} 2}$

Figure 6.7: Space Vector Diagram of the first sector of a 3 -level inverter to show overmodulation mode-II for (a) N2V Scheme + Discrete Movement (b) S2V Scheme + Discrete Movement

During $\alpha_{h} \leq \gamma<\pi / 3-\alpha_{h}$, the tip P of the vector $\boldsymbol{v}_{\boldsymbol{p}}^{*}$ moves on a linear track i.e. side $\mathrm{V}_{L 1} \mathrm{~V}_{L 2}$ of the sector. For hexagonal trajectory, N2V or S2V scheme is followed depending on the value of $n p f$. The on-time calculation is same as that during the hexagonal trajectory in overmodulation-I for full switching period.

During $0 \leq \gamma<\alpha_{h}$ and $\pi / 3-\alpha_{h} \leq \gamma<\pi / 3$, the control vector is held at one of the six vertices of the hexagon for full switching period. It is called discrete movement.

During the linear track in overmodulation-II see Fig. 6.7, the switching vectors are selected similar to that for linear track in overmodulation-I as shown in Fig. 6.6.

### 6.7 Structure of the Scheme

The operation of NV and SV schemes is explained in sections 6.4 $\rightarrow 6.6$. Depending on the fluctuation one of the two schemes can be used as shown in flowchart in Fig. 6.8 and block diagram in Fig. 6.9. Let the actual neutral point fluctuation be $n p f$ given by (6.2) and its maximum permissible value be $n p f_{\max }$. If $n p f \leq n p f_{\max }$ then NV scheme is used otherwise SV scheme is used.

In Fig. 6.9, the $V_{C 2}$ and $V_{d c}$ are measured from the DC link and $n p f$ is calculated using (6.2). In Fig. 6.9, d.r. stands for duty ratios. The block diagram in Fig. 6.9 consists of two main units namely control unit and mapping unit which is same as described in chapter 2 and 3 . Control unit determines the sector number


Figure 6.8: Flowchart of the balancing scheme
$\mathrm{S}_{i}$, triangle number $\triangle_{j}$ and duty ratios for NV and SV schemes. These parameters are given to mapping unit for every switching period. Mapping unit maps to actual switching sequence based on the parameters from control unit. Switching sequence outputs the relevant switching states and thus the gate pulses for the inverter are generated.


Figure 6.9: Block diagram of the balancing scheme

### 6.8 Experimental and Simulation Results

The algorithm is implemented on a dSPACE DS1104 card with fixed point calculation. Owing to the simplicity of the algorithm, it can be easily implemented on a fixed point DSP. The algorithm is tested on a laboratory prototype of 3level NPC inverter. The test was performed on a star connected RL load of load inductance per phase 0.46 H and load resistance per phase $48.4 \Omega$ at $\mathrm{V}_{d c}=170 \mathrm{~V}$, fundamental frequency $f=50 \mathrm{~Hz}$ and sampling frequency $f_{s}=5 \mathrm{kHz}$.

The weighted total harmonic distortion $\mathrm{V}_{W T H D}[124]$ for the NV and SV schemes is compared in Fig. 6.10. This figure shows variation of percentage $\mathrm{V}_{W T H D}$ with the modulation index $m_{i}$. Here, percentage $\mathrm{V}_{W T H D}$ for the range $0.0 \leq m_{i}<0.6$ is not included, as the balance in this range can be easily achieved [84] using the conventional N3V scheme.

As expected from Fig. 6.5(b)-6.7(b) and obtained in Fig. 6.10, the SV scheme will have higher harmonic distortion compared to NV scheme. However, using a combination of the NV and SV scheme, the harmonic distortion obtained is between that obtained with NV and SV schemes, shown by the ' $x$ ' data points in Fig. 6.10.

Fig. 6.11 shows experimental results at $m_{i}=0.87$ corresponding to the linear mode at the aforementioned experimental conditions. Fig. $6.11\left(\mathrm{a}_{1}\right)$ shows $\mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ with respect to NV scheme. Fig. $6.11\left(\mathrm{a}_{2}\right)$ shows corresponding neutral point


Figure 6.10: Modulation index $m_{i}$ versus percentage $V_{W T H D}$
fluctuation $n p f$ and FFT of $\mathrm{V}_{U V}$ corresponding to Fig. 6.11 $\left(\mathrm{a}_{1}\right)$. At the experimental conditions, the $\mathrm{V}_{C 2}$ is about 88.3 V . Hence, the $n p f$ obtained is $4 \%$ using (6.2). The weighted total harmonic distortion $\mathrm{V}_{W T H D}$ for this spectrum is $0.135 \% \mathrm{~V}_{U V 1}$ is fundamental component of line voltage. Fig. $6.11\left(b_{1}\right),\left(b_{2}\right)$ shows the result of purely SV scheme, $\mathrm{V}_{C 2}$ is about 85.2 V and $n p f=0.25 \%$ using (6.2). Using the SV scheme, for the loads with poor pf also, precise control of neutral point is obtained by adjusting the duty ratios of short vectors. The $\mathrm{V}_{\text {WTHD }}$ for this spectrum is $0.323 \%$. Fig. $6.11\left(c_{1}\right),\left(c_{2}\right)$ shows the results for the combination of NV and SV with $n p f_{\text {max }}=2.5 \%$. The voltage waveform obtained for Fig. $6.11\left(c_{1}\right)$ appears similar to Fig. $6.11\left(\mathrm{~b}_{1}\right)$. However, the lower $\mathrm{V}_{W T H D}$ with respect to Fig. $6.11\left(\mathrm{~b}_{2}\right)$ and lower fluctuation with respect to Fig. $6.11\left(\mathrm{a}_{2}\right)$ shows the superior results using combination of the NV and SV schemes.


Figure 6.11: At $m_{i}=0.87\left(\mathrm{a}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV scheme ( $\mathrm{a}_{2}$ ) npf and FFT for NV scheme $\left(\mathrm{b}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for SV scheme ( $\mathrm{b}_{2}$ ) npf and FFT for SV scheme ( $\mathrm{c}_{1}$ ) $\mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV +SV scheme ( $\mathrm{c}_{2}$ ) npf and FFT for NV + SV scheme


Figure 6.12: At $m_{i}=0.93\left(\mathrm{a}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV scheme ( $\mathrm{a}_{2}$ ) npf and FFT for NV scheme $\left(\mathrm{b}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for SV scheme ( $\mathrm{b}_{2}$ ) npf and FFT for SV scheme ( $\mathrm{c}_{1}$ ) $\mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV + SV scheme ( $\mathrm{c}_{2}$ ) npf and FFT for NV + SV scheme


Figure 6.13: At $m_{i}=0.97\left(\mathrm{a}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV scheme $\left(\mathrm{a}_{2}\right) n p f$ and FFT for NV scheme $\left(\mathrm{b}_{1}\right) \mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for SV scheme ( $\mathrm{b}_{2}$ ) npf and FFT for SV scheme ( $\mathrm{c}_{1}$ ) $\mathrm{V}_{U V}$ and $\mathrm{I}_{W}$ for NV + SV scheme ( $\mathrm{c}_{2}$ ) npf and FFT for NV + SV scheme


Figure 6.14: At $m_{i}=0.9$ transition from $\mathrm{NV} \rightarrow \mathrm{SV}$ scheme at $\mathrm{t}=15 \mathrm{~ms}$

Fig. 6.12 shows the results at $m_{i}=0.93$ corresponding to the overmodulation mode-I. Other explanation for Fig. 6.11 remains valid here as well.

Fig. 6.13 shows the results at $m_{i}=0.97$ corresponding to the overmodulation mode-II. Explanation for Fig. 6.11 remain valid here as well. In overmodulation-II, the duty ratios of small vectors are zero. For the experimental setup, the $n p f$ obtained for NV scheme is about $5.1 \%$ and for the SV scheme is about $1.4 \%$. In Fig. 6.13 $\left(c_{1}\right),\left(c_{2}\right)$, the $n p f_{\max }$ is set to $2.2 \%$.

In Fig. 6.12 and 6.13, the $V_{W T H D}$ is higher due to the dominance of lower order harmonics.

Fig.6.14-Fig.6.19 show simulation results for dynamic condition using Matlab \& Simulink. The simulation results are at $f=50 \mathrm{~Hz}, f_{s}=5 \mathrm{kHz}, C_{1}=C_{2}=400 \mu \mathrm{~F}$ for


Figure 6.15: At $m_{i}=0.9$ transition from $\mathrm{NV} \rightarrow \mathrm{NV}+\mathrm{SV}$ scheme at $\mathrm{t}=20 \mathrm{~ms}$


Figure 6.16: $\mathrm{NV}+\mathrm{SV}$ scheme at $n p f_{\max }=1 \%$ for $m_{i}=0.65 \rightarrow m_{i}=0.90 \mathrm{t}=15 \mathrm{~ms}$
a star connected RL load. Fig.6.14 shows a large neutral point fluctuation condition at $m_{i}=0.9$ with NV scheme. The effect of large fluctuation i.e. low order harmonics can be seen on line voltage. At $t=15 \mathrm{~ms}$, SV scheme is applied and as a result neutral point fluctuation is eliminated. Similarly in Fig.6.15, NV+SV


Figure 6.17: NV + SV scheme at $n p f_{\max }=1 \%$ for $150 \%$ increase in load at $\mathrm{t}=25 \mathrm{~ms}$


Figure 6.18: At $m_{i}=0.94$ transition from $\mathrm{NV} \rightarrow \mathrm{NV}+\mathrm{SV}$ scheme at $\mathrm{t}=20 \mathrm{~ms}$
scheme with $n p f_{\text {max }}=2 \%$ is applied at $t=20 \mathrm{~ms}$. After $t=20 \mathrm{~ms}$, Fig. 6.14 shows no neutral point fluctuation due to the use of SV scheme but Fig. 6.15 shows small fluctuation corresponding to $n p f_{\max }=2 \%$. Fig. 6.16 shows dynamic simulation results for NV + SV scheme with $n p f_{\max }=2 \%$. In Fig.6.16, $m_{i}$ is changed from 0.65 to 0.90


Figure 6.19: At $m_{i}=0.96$ transition from $\mathrm{NV} \rightarrow \mathrm{NV}+\mathrm{SV}$ scheme at $\mathrm{t}=20 \mathrm{~ms}$
at $t=15 \mathrm{~ms}$. Fig. 6.17 shows dynamic simulation results for $\mathrm{NV}+\mathrm{SV}$ scheme with $n p f_{\max }=1 \%$ at $m_{i}=0.9$. In Fig.6.16, load is increased by $150 \%$ at $t=25 \mathrm{~ms}$. Fig.6.16 and Fig.6.17 show that NV+SV scheme ensures neutral point balance for a sudden change in modulation index or load. Fig. 6.18 shows dynamic condition at $m_{i}=0.94$ i.e. at $t=15 \mathrm{~ms} \mathrm{NV}+\mathrm{SV}$ scheme with $n p f_{\max }=3.0 \%$ is applied. Fig.6.19 shows dynamic condition at $m_{i}=0.96$ i.e. at $t=15 \mathrm{~ms} \mathrm{NV}+\mathrm{SV}$ scheme with $n p f_{\text {max }}=3.5 \%$ is applied. Due to use of small vectors neutral point balance is obtained faster in Fig.6.18 as compared to Fig.6.19.

### 6.9 Summary

A scheme to operate a 3-level NPC inverter at high modulation index inclusive of overmodulation range is presented. The proposed scheme maintains neutral
point balance within a specified tolerance $n p f_{\max }$. The size of DC-link capacitors can be reduced as the neutral point fluctuation is restricted within a specified tolerance $n p f_{\text {max }}$. Moreover, load parameters are not required. The proposed scheme uses only neutral point fluctuation $n p f$ as feedback parameter to obtain an overall good performance, no other input is required. Using the combination of NV and SV scheme and maximum allowable neutral point fluctuation $n p f_{\text {max }}$, the harmonic distortion and switching losses can be varied. The overmodulation is implemented using simple equations. The volt-secs balance is maintained throughout the scheme. The scheme is computationally simple, so it can be implemented using a commercially available DSP micro-controller.

## Chapter 7

# Description of Experimental Platform, Software and Hardware 

This chapter describes the experimental platform, the software used and the hardware prototype developed to implement the proposed schemes.

### 7.1 Overview of the Experimental Platform

The schemes have been developed on dSPACE DS1104 Controller board. The algorithms are developed using $C$ programming language.

The block diagram in Fig. 7.1 shows the experimental setup. The experimental set-up comprises of following units,

- A pentium PC for rapid-prototyping and real-time control
- A dSPACE DS1104 board for running control programs, generating control


Figure 7.1: Platform used for hardware implementation
signals, sampling feedback signals and communicating with the computer

- Interface and gate drive boards for logic operations, buffering, isolations etc.
- Prototype of a three-phase 3-level NPC voltage source inverter (VSI)
- Prototype of three-phase 5-level cascaded H-bridge VSI
- The current sensors, voltage sensors and multimeters
- An induction motor or a star connected RL load
- A three-phase synchronous generator to simulate power grid
- A separate DC supply for the rotating field of synchronous generator
- A racking system that essentially is a hardware interfacing system. It comprises a 19 " sub-racking system with several other cards such as Digital I/O Card, Control-PWM Card and Analog-signal Cards


Figure 7.2: Interfacing the controller board with inverter

Among various units mentioned above, the DS1104 board, peripheral circuit interface board and inverter prototypes are described in this chapter.

## 7.2 dSPACE DS1104 R\&D Controller board

The DS1104 board is specifically designed for the development of high-speed multivariable digital controllers and real time simulations in various fields [135][137]. It is a complete real-time control system based on a 603 PowerPC floating point processor running at 250 MHz . For advanced I/O purposes, the board includes a slave-DSP subsystem based on the TMS320F240 DSP microcontroller. There are A/D and D/A converters as well to deal with analogue feedback signals. Depending on the communication between the PC and the DSP, users can debug the program
as well as tune parameters and trace execution results in real-time.

### 7.3 The Peripheral Interface Circuit

To transfer the digital signals from the DS1104 to the multilevel inverter peripheral circuits are needed. Fig. 7.2 shows the flow diagram for interfacing between DS1104 and 3-level inverter. Similar flow diagram is applicable to 5 -level inverter but the number of PWM signals will be 24 and for three-phase $n$-level there will be 6(n-1) PWM signals. There are two main boards, (i) interface board and (ii) gate drive board. They perform the following functions,

- Generating mid symmetric PWM signals to control the power switches
- Incorporating dead-time in the PWM signals
- Providing isolation between control and power circuits.
- Setting over-current/voltage protections and reset/stop functions.


### 7.3.1 Interfacing Board

Fig. 7.3 shows the interfacing board for the 3 -level inverter. The 3 -level inverter requires twelve PWM signals. They can be divided into two groups of six PWM signals. One group is complement of the other. Therefore essentially six signals are required from the DS1104 R\&D controller board. The remaining six


Figure 7.3: Interface board - between DS1104 board and gate drive circuit signals are obtained by inverting them as shown for interface board in Fig. 7.3. Proper 'dead time' is then incorporated in these twelve PWM signals to avoid 'mutual-ON' of the upper and lower switches on the same phase of the inverter. For a 5 -level inverter two such boards can be used to generate the PWM signals.

### 7.3.2 Gate Drive Circuit

The gate drive circuit provides isolation between the control and power circuits. Every IGBT of the power circuit has its own gate drive circuit consisting of isolated DC supplies, opto-couplers and gate drivers. Fig. 7.4 shows a typical gate drive circuit [56] to drive an IGBT.

The opto-couplers 'Agilant-HCPL4503' transfer the PWM signal and isolate


Figure 7.4: A typical circuit to drive an IGBT
the control circuit from the power circuit. The signal is then fed to IGBT driver 'Motorola-MC33153'. This driver has many important features such as protection against short-circuit, user programmable fault blanking capability, under-voltage lockout (UVLO), direct pin interface to opto-couplers etc.


Figure 7.5: Gate drive unit for the four IGBT's which can be used for a phase 3-level NPC inverter or a H -bridge module of cascaded inverter

Fig. 7.5 shows the gate drive board for a phase of a 3 -level inverter. It consists of four IGBT driving circuits as shown in Fig. 7.4. Three such boards are used for


Figure 7.6: The hardware for the 3 -level NPC inverter
the three-phase 3-level inverter. The similar board is developed for every H-bridge of cascaded H-bridge topology. However, the values of gate resistors [138] $\mathrm{R}_{G(O N)}$ and $\mathrm{R}_{G(O F F)}$, and blanking capacitor $\mathrm{C}_{\text {blank }}$ is different from 3-level board to match the IGBT characteristics.

### 7.4 Multilevel Inverter Hardware

Prototype of a three-phase 3-level NPC inverter and a three-phase 5-level cascaded H-bridge inverters have been built for the experimental purpose.


Figure 7.7: Block Diagram of a power module for the 5 -level cascaded inverter

### 7.4.1 3-level Neutral Point Clamped Inverter

A three-phase 3-level NPC inverter consists of twelve power switches with reverse diodes, six clamping diodes, a DC source, Fig. 1.2. Discrete IGBT 'IRG4BC30UD' is selected as main power switches. It has voltage rating of 600 V and a maximum continuous current rating of 20A. The selected clamping diode is 'IR$20 \mathrm{ETF} 10^{\prime}$. It has a forward current rating of 20 A and a blocking voltage of 1000 V . A three-phase 25A bridge rectifier 'IR-26MT160' is used for the DC link. Fig. 7.6 shows the hardware for the 3 -level inverter along with respective gate drive.

### 7.4.2 5-level Cascaded H-Bridge Inverter

A three-phase 5-level cascaded H-bridge inverter requires six H-bridges Fig. 1.3 and a separate DC source for each H -bridge. A power module is developed to cater this need. The block diagram for this power module is shown in Fig.7.7. The prototype for this power module is shown in Fig.7.8. The power module mainly


Figure 7.8: Prototype of a power module for the 5 -level cascaded H-bridge Inverter
includes a single phase rectifier 'IR-GBPC2512W', DC-link capacitor and a single phase full bridge 'IR-20MT120UF'. The IGBT bridge has a maximum blocking voltage of 1200 V and forward continuous current of 20A. Fig. 7.8 shows one of the six modules of 5 -level cascaded H-bridge inverter. Every module can operate till $\mathrm{V}_{d c}=1000 \mathrm{~V}$ and $\mathrm{I}=20 \mathrm{~A}$. Since every power module needs a isolated single phase AC supply. A three-phase transformer with six isolated windings is used to cater this need.

Fig.7.9 shows the laboratory setup showing 5 -level inverter and some of the units mentioned in section 7.1 e.g. gate drive, dSPACE board, 3-phase transformer.


Figure 7.9: The hardware setup showing some of the units including 5-level inverter

## Chapter 8

## Conclusions and Future Work

This chapter concludes the thesis. Section 8.1 provides conclusion on the work done in this thesis. Section 8.2 briefly describes possible future work.

### 8.1 Conclusions

Multilevel inverters include an array of power semiconductors and capacitor voltage sources, the output of which generate voltages with stepped waveforms. It makes multilevel inverters suitable for high voltage high power applications.

Some of the problems in the applications where multilevel inverter is being used are dependent on PWM technique. Some such problems are common mode voltage for motor drives, asynchronous PWM harmonics for grid connected VSI and neutral point fluctuation for NPC inverter. A suitable PWM technique is required to address these modulation dependent problems.

Space vector PWM is a potential PWM technique which can help in addressing these problems. However, implementation of space vector PWM for multilevel inverters is complex. Its extension to overmodulation is even more difficult due to nonlinearity of overmodulation range.

These problems are the main motivation for the work in this thesis. First, the problem of implementing space vector PWM for multilevel inverter is dealt.

Main problems in implementing space vector PWM for multilevel inverter are determination of exact location of reference vector, calculation of on-times and formation of appropriate switching sequence. In chapter 2, a simple Space Vector PWM algorithm for a multilevel inverter based on standard two-level Space Vector PWM has been proposed. The key advantages of the algorithm are, (i) it can be applied to any level without increasing the computations, in this thesis this algorithm is applied for 3-level, 5-level and 7 -level using the same number of computations, (ii) it has flexibility of optimizing the switching pattern which leads to a solution to other problems, in this thesis depending on the problem various optimized switching patterns are used in Chapter 4,5 and 6, (iii) it is independent of the topology of the inverter, in this thesis algorithm is applied for cascaded H Bridge and NPC topology. (iv) it is simple to implement due to the use of two-level SVPWM concept, (v) it can be easily extended to overmodulation range.

In linear range the maximum obtainable voltage is $90.7 \%$ of the six-step value. It can be increased further by properly utilizing the DC link capacity through over-
modulation. Main problems in implementing SVPWM in overmodulation range is on-time calculation and formation of switching sequence due to non-linearity of this region. In chapter 3, the multilevel SVPWM algorithm proposed in chapter 2 is extended to overmodulation range. Apart from the advantages given above other merits of the proposed algorithm are, (i) use of two-level on-time calculations leading to simple calculation, (ii) simple method of calculating on-times in the overmodulation range thus avoiding use of complex equations and lookup tables.

General algorithm described above is independent of level and topology of the multilevel inverter. The algorithm is implemented using a processing unit and a mapping unit. This algorithm is applied and extended to address the modulation dependent problems mentioned above. While addressing these problems processing unit is not much affected. Whereas, since mapping unit stores switching sequences, the structure of mapping unit changes depending on level of inverter and problem into consideration as described in previous chapters.

The common mode voltage problem leads to bearing failure. This problem can be reduced by reducing the magnitude of $V_{N G}$ and frequency of $d V_{N G} / d t$. In chapter 4, a SVPWM scheme to reduce common mode voltage for a cascaded multilevel inverter is proposed. In the proposed scheme switching sequence are formed and stored in mapping unit to reduce magnitude of $V_{N G}$ and frequency of $d V_{N G} / d t$. The advantages of the scheme are, (i) Irrespective of the level $n$, the magnitude of generated $\left|V_{N O, n}\right|$ for that level is 0 or $V_{d c(H B, n)} / 3$. (ii) Lesser
number of changes in $d V_{N G} / d t$, leading to a reduction in the number of $V_{b}$ and $i_{N G}$ occurrences. (iii) Higher modulation index as compared to other schemes while maintaining $\left|V_{N O, n}\right|=0$ or $V_{d c(H B, n)} / 3$. (iv) Harmonic distortion close to conventional SVPWM scheme due to the use of nearest three vectors. (v) The number of switch commutations lesser than conventional SVPWM for equilateral triangles and equal to conventional SVPWM scheme for isosceles triangles. (vi) Easily extendable to higher levels.

For a grid connected inverter the quality of output waveform is important. Two-level Voltage source inverter are known to produce subharmonics and interharmonics with asynchronous PWM. It is shown in this thesis that for a multilevel inverter as well subharmonics and interharmonics are generated with asynchronous PWM. In this thesis, various problems due to subharmonics and interharmonics are highlighted. Significant reduction of subharmonics and interharmonics is shown for a multilevel inverter with synchronous PWM. Waveform symmetries are incorporated to further improve the quality of the waveform. A simple scheme for close loop flux control of a grid connected cascaded multilevel inverter is proposed. The proposed scheme is based on synchronous SVPWM. The steady state and dynamic operation are clearly explained. In the proposed scheme, (i) Due to the flux prediction, the phase lag error does not exist, (ii) During dynamics, the flux error is compensated fast. The volt-sec balance is maintained even during dynamics.

The NPC topology is an attractive topology but neutral point fluctuation is
a problem with this topology. The main cause of this problem is current flowing through the neutral point in the DC-link. The key to solve this problem depends on the choice of switching states and their on-times. In chapter 6, the problem of neutral point balance at high modulation index is explained. A scheme to operate a 3-level NPC inverter at high modulation index inclusive of overmodulation range is presented. The main features of the scheme are, (i) It maintains neutral point balance within a specified tolerance $n p f_{\max }$ using a combination of conventional NV and proposed SV schemes. (ii) It uses only neutral point fluctuation $n p f$ as feedback parameter to obtain an overall good performance and no other input is required e.g. the load parameters are not required. (iii) The size of DC-link capacitors can be reduced as the neutral point fluctuation is restricted within a specified tolerance $n p f_{\text {max }}$. (iv) The volt-secs balance is maintained throughout the scheme. (v) The scheme is computationally simple and hence can be easily implemented.

In all, this thesis provides a simple algorithm to implement SVPWM for multilevel inverters. This algorithm is applied and extended to address three modulation dependent problems namely common mode voltage for motor drives, asynchronous PWM harmonics for grid connected VSI and neutral point fluctuation for NPC inverter. Proposed schemes and algorithms in this thesis have been theoretically explained and verified through experiments. Chapter 7 describes software platform, hardware developed and setup used for the experiments.

### 8.2 Future Work

With respect to the work done in this thesis, two potential directions are suggested for the future research, (i) Common mode voltage reduction in power systems, (ii) Bidirectional power transfer control using synchronous SVPWM, which will be an extension to the scheme proposed in chapter 5.

### 8.2.1 Common Mode Voltage Reduction

A space vector PWM based scheme is proposed in this thesis to reduce common mode voltage for multilevel inverters. In chapter 4, this scheme is applied to an induction motor and reduction in common mode voltage and so the common mode current is shown. It will be interesting to have a detailed study and analysis of the effect of DC-link fluctuations on common mode voltage and current.

Multilevel inverters are also used in power systems (section 1.1.1). The common mode voltage problem exists in power systems as well. Julian et al. [41] reported that the common mode currents can lead to a number of problems in power systems e.g. malfunctioning of sensitive electronics and control systems. This problem has not been addressed much in recent research. Hence, it will be interesting to study the effects of common mode voltage in power systems. Based on this study and depending on the needs of the electrical system under investigation, a suitable common mode reduction technique can be developed and applied to the electrical
system under investigation similar to chapter 4.

### 8.2.2 Bidirectional Power Control

A synchronous SVPWM scheme for close loop flux control of a grid connected cascaded multilevel inverter is proposed in this thesis. Chapter 5 shows a simple implementation of this scheme. However, in a more practical setup, it will be desired to have capability of bidirectional power transfer control through the multilevel inverter while controlling the active and reactive power [139]-[142]. The extension of the scheme proposed in chapter 5 for bidirectional power control will be timely and useful application for the grid connected system.

For the cascaded inverter setup in this thesis, the DC-link of each H-bridge inverter is supplied by an uncontrolled rectifier as shown in Fig.7.7. Such setup is sufficient to show the functionality of various algorithms/schemes proposed in this thesis. However, bidirectional power transfer control requires a proper DC-link control strategy for the inverter as part of close loop control.
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