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Summary

Space-time block coding (STBC) is a well-known technology to exploit the spatial
diversity in multiple-input multiple-output (MIMO) systems, due to its good
performance and simplicity of decoding. The existing works on STBC, however,
are often based on ideal assumptions, such as channels are identically distributed, or
block-wise constant. These assumptions simplify the analysis and design of STBC,
but reduce their generality. Therefore, large gaps remain between the real application
and the theoretical analysis. The results of STBC obtained so far might not be readily
applicable in the real world. Therefore, one purpose of this thesis is to relax some
of these unrealistic assumptions, and study STBC in more general channel models.
In this thesis, we will examine STBC over general fading channels. Three channel
models, namely non-identical channels, time-selective channels and relay channels,

are considered.
For STBC over non-identical channels, the performance with both perfect and

estimated channel state information (CSI) is investigated. If perfect CSI is available,
we derive the exact bit error probability (BEP), together with an upper bound on
the BEP. The different effects of non-identical channel statistics on the performance
are examined, An optimum power allocation scheme is also proposed. On the other
hand, if the CSI is imperfect, we show that the structure of the maximum likelihood
(ML) detector is different from the conventional one for the identical channels. The

performance of the new ML decoder is analyzed. A new symbol-by-symbol (SBS)



Summary

decoder is obtained from the new ML decoder, under certain conditions. A comparison

of the performance between the conventional and the new SBS decoders is provided.
For STBC over time-selective channels, we derive the exact BEP. More

importantly, we reveal the relationship between the inter-symbol interference (ISI) and
the row positions in the code matrix. One proposition is presented for searching for
the optimum code, which minimizes the ISI over a time-selective channel. For systems
with large numbers of antennas, the code search may become prohibitive, even with
the help of the proposition. We then propose two design criteria, following which,
the sub-optimum codes can be systematically designed by hand. These sub-optimum

codes have a performance close to the optimum one.
For STBC over relay channels, the amplify-and-forward (AF) strategy is

examined. Exact BEP results are obtained for the first time, with three different
transmission protocols. The exact BEP result is compared with the asymptotic result in
the literature, and a great improvement in the accuracy is observed. We also point out
that since the noise at the relay is also forwarded in the AF strategy, the relay should
keep silent under certain conditions. Adaptive cooperative STBC’s are, therefore,
proposed and analyzed. Finally, the energy efficiencies of these adaptive schemes are

discussed.

Vi
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Chapter 1
Introduction

Wireless communication has suffered from the fading problem ever since its first
appearance in 1897, when Guglielmo Marconi transmitted a wireless signal to a ship
in the English Channel. The following century withessed the remarkable development
of wireless communication, especially in the last decade. Consequently, the demand
for bandwidth and capacity becomes more and more urgent, and the fading problem
has never been so critical.

The capacity of communication systems with a single antenna can be very low,
due to the multi-path propagations in wireless channels. The multi-path signals add
up constructively or destructively at the receiver antenna to give a fluctuating signal,
which can vary widely in amplitude and phase. When the amplitude of the signal
experiences a low value it is termed fading and the capability of the wireless channel
is severely limited.

Research efforts have focused on ways to make more efficient use of this limited
capacity and have accomplished remarkable progress. Efficient techniques, such
as frequency reuse and OFDM [1], have been invented to increase the bandwidth
efficiency; on the other hand, advances in coding techniques, such as turbo codes [2]

and low parity check codes [3,4] make it possible to almost reach Shannon capacity [5],
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the theoretical performance limit of the channel. However, the development of the
techniques for a single channel has yet to catch up with the increasing demand for the
capacity.

While transmitting over one ‘bad’ wireless channel cannot meet the requirement,
it is intuitive to transmit over several ‘bad’ channels, in order to hedge against the
possibility that all the channels are bad simultaneously. The technique of using
multiple channels is callediversity Most generally used diversity techniques include
time diversity frequency diversityand space diversity6, 7]. In the time diversity
technique, replicas of the information are transmitted at different times that exceed the
coherence time of the channel, so that multiple repetitions of the signal will be received
with independent fading conditions, thus providing the diversity. In the frequency
diversity technique, replicas of the information are sent on different frequencies, which
are separated by more than the coherence bandwidth of the channel, so that diversity
is also archived. Space diversity, however, is different from the above two diversity
techniques. It exploits the independence of different antennas, which are spatially
separated or differently polarized. Since we need not send the replicas of the same
information over different times or different frequencies, the diversity is obtained
without loss of bandwidth efficiency and data rate.

If the system has one antenna at both the transmitter and the receiver, it is called a
SISO (single-input single-output) system. Multiple antennas were first deployed at the
receiver end, which form a single-input multiple-output (SIMO) system. The multiple
copies of the signal which arrive at the different receive antennas are combined
according to certain combination rules, such as selection combining (SC), equal gain
combining, (EGC) and maximum ratio combining (MRC). All of these combining
schemes show great improvement, compared with SISO system.

However, SIMO systems, which only utilize one side of the diversity in
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communication systems, are still not efficient enough. In the last two decades,
researchers started to apply multiple antennas at both the transmitter and the receiver
ends, which form multiple-input multiple-output (MIMO) systems. MIMO systems
greatly increase the capacity of a wireless channel [8-10], and have attracted great
research interests. Different kinds of MIMO systems have been invented ever since.
Among these systems, the space-time block coding (STBC) system is frequently used
now, due to its simple design and good performance.

In the rest of the chapter, we will first review different MIMO systems and then
focus on space-time coding (STC). The performance and the design of STBC over
various fading channels will be discussed. The discussion will lead to the objectives

and the contribution of this thesis.

1.1 MIMO Systems and Space-Time Coding

1.1.1 Background of MIMO Systems

The rudiment of the first MIMO system appeared in 1987, when two communication
systems, communicating between multiple mobiles and a base station with multiple
antennas, and communicating between two mobiles each with multiple antennas, were
proposed in [11]. This is the first paper that discusses the use of multiple antennas
at both the receiver and the transmitter. The capacity expression is given in terms
of the eigenvalues of the channel matrix. Later on, a communication system which
simultaneously transmits the same message with several adjacent base stations is
proposed in [12, 13]. In [14], a similar system, which transmits the same symbol
through multiple antennas at different times, is suggested.

Different from the earlier works which consider simulcasting the same symbol,

Foschini presented the analytical basis of MIMO systems in [8, 15], where different
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data streams are transmitted at the same time. Reference [15] is the first paper in
which Bell Labs proposed BLAST (Bell Labs Layered Architecture of Space-Time) as
the communication architecture for the transmission of high data rates, using multiple
antennas at both the transmitter and receiver. In the proposed BLAST system the
data stream is divided into blocks which are distributed among the transmit antennas.
In vertical BLAST sequential data blocks are distributed among consecutive antenna
elements, whereas in diagonal BLAST, they are circularly rotated among the antenna
elements. The core technologies of the BLAST systems are the signal processing
algorithms used at the receiver. At the bank of receiving antennas, high-speed signal
processors look at the signals from all the receive antennas simultaneously. The
strongest substreams are sequentially detected and extracted from the received signals.
The remaining weaker signals are then easier to recover since the stronger signals
have been removed as sources of interference. The ability to separate the substreams
depends on the slight differences in the way the different substreams propagate through
the environment.

Under the rich scattering environments with independent transmission paths, the
theoretical capacity of the BLAST architecture willi; transmit andN; receive
antennas grows linearly proportional tain(Ng, M7) [8], even when the total
transmitted power is held constant. Thus, the capacity is increased by a factor of
min(Ng, M) compared to a SISO system. The laboratory prototype [16] has already
demonstrated spectral efficiencies of 20 - 40 bits per second per Hertz of bandwidth,
numbers which are simply unattainable using standard SISO techniques.

If the channel state information (CSI) is known at the transmitter, the full
capacity of the MIMO system can be reached by transmitting the signal along the
eigen-channels and applying 'water filling’ principle [9] to allocate the transmitting

power to each eigen-channel. This scheme gives the theoretical limit of the channel
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capacity which can be attained by MIMO systems. However it is difficult to realize in
practice, due to the complexity and the restriction on the feedback channel. Lo [17]
proposed the maximum ratio transmission with MRC in 1999, which is also known
as MIMO beamforming. Beamforming schemes use the strongest eigen-channel for
transmission, and therefore reduce the complexity of a MIMO system in the sense
that they only require scalar decoding and feedback of the largest eigenvalue. It has
been proved that in certain scenarios, the capacity of beamforming is close to the
channel capacity [18]. Based on practical considerations, some modified versions of
beamforming are proposed. In order to reduce the feedback overhead, the receiver
can quantize the channel information and send back the label of the best beamforming
vector in a predetermined code-book to the transmitter [19, 20]. In the slow fading
channel, the statistics of the channel, such as the channel covariance matrix is fed
back [18,21]. In order to further reduce the complexity, sub-optimum MIMO schemes
are proposed with transmit antenna selection (TAS) and receive antenna selection
(RAS) [22]. MIMO systems with TAS, RAS or both can also achieve full diversity, but
with much simpler structure. As an example, a MIMO system, using TAS With
transmit antennas, only neeldg, M bits to be fed back to indicate which transmit
antenna should be chosen. Moreover, it requires only one radio frequency chain at the
transmitter, thus reducing the complexity of equipment.

The advantage of MIMO systems is due to two effects. One is diversity gain
since it reduces the chances that several channels are in a deep fade simultaneously.
The other is the beamforming gain obtained by combining the signals from different
antennas to achieve a higher signal-to-noise ratio (SNR). Since multiple antennas
introduce a new dimension of space on top of the conventional time dimension at the
transmitter, this triggers tremendous research interests on multi-dimensional coding

procedures for MIMO systems, which are generally referred to as space-time coding
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schemes. More detailed literature reviews on space-time coding schemes will be given

in the next section.

1.1.2 Introduction to Space-Time Coding

Although [14] has attempted to jointly encode multiple transmit antennas, Tatokh
al. [23] are the first to introduce the concept of space-time coding by designing codes
over both time and space dimensions. The original work in [23] proposes the well
known rank-determinant and product distance code design criteria of space-time codes
for quasi-static fading and rapid fading channels, respectively. For the quasi-static
fading case, the fading coefficients remain constant over an entire transmission frame,
whereas the coefficients vary independently from symbol to symbol for the rapid
fading case. Following Tarokh’s work, much research efforts have been made to
develop powerful space-time codes based on different design criteria or improved
search algorithms [24-37]. The family of space-time codes includes space-time trellis
codes (STTC) [24, 25, 27, 28] and space-time block codes (STBC) [26,29-37].

It is shown in [23] that space-time coding achieves a pairwise error probability
(PEP) that is inversely proportional to SMRY%, so M, Ny is called thediversity
gain of the code. Comparing with the PEP of SISO systems, which is inversely
proportional to the SNR, the error rate of MIMO systems is reduced dramatically.
Besides the diversity gain, the STTC also provides a coding gain which depends on
the complexity of the code, i.e., number of states in the trellis, without any loss in the
bandwidth efficiency. The STTC encodes on one input symbol at a time and produces a
sequence of vector symbols whose length represents the number of antennas. In order
to decode the STTC, it requires a multidimensional Viterbi algorithm at the receiver,
so the coding gain of STTC is achieved at the expense of a complex receiver.

In contrast to STTC, STBC encodes the whole block of input symbols together,
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and can offer full diversity with relatively simpler design. The first practical space-time
block code is proposed by Alamouti in [29], which works for systems with two transmit
antennas. It is one of the most successful space-time block codes because of its good
performance and simple decoding. Therefore, it has been included in several IEEE
standards, e.g. IEEE 802.11n. The STBC was later generalized to the cases for an
arbitrary number of transmit antennas in [30]. It was also pointed out in [30] that the
full-rate complex orthogonal designs (COD) only exist for two transmit antennas [29],
and COD for more than two transmit antennas must have a rate less than one. Based
on the generalized orthogonal code structure defined in [30], the designs of orthogonal
STBC were extensively studied in [32-37].

Space-time coding is a promising technology. However its performance in
different channel models is still not completely evaluated. Tareklal. [23] first
derived performance criteria for STC based on the PEP, for both slow and fast fading
channels. They made use of the Chernoff bound or(ttianction to derive a loose
upper bound on the PEP, which depends on the eigenvalues of the code difference
matrix. Fitz et. al. [38] proposed an upper bound on PEP, which is tighter than Tarokh’s
one, but it applies a high SNR approximation, so that it is loose at the lower SNR
region. The bounding technique is not unique. In other references, [39] gives both
upper and lower bounds on the PEP, [40] proposes a lower bound with a code design
criterion, and [41] summarizes several existing bounds in a general form and introduces
a new code design criterion as well. A more accurate performance evaluation can be
obtained by exactly calculating the PEP, rather than calculating the bounds. This can
be done by using residue methods based on the characteristic function technique [42]
or on the moment generating function method [43, 44]. Generally, no closed form has
been achieved for exact PEP evaluation, thus the results in [42—44] provide limited

insight into the structure of STC systems.
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Most of the performance analysis for STC systems is in terms of PEP, as it is not
easy to obtain an exact bit error result, especially for STTC systems. But for STBC
systems, bit error probability (BEP) and symbol error probability (SEP) are preferred
over PEP, as they are relatively easier to derive and more accurate in describing the
performance of the systems. Some performance analysis results for STBC can be
found in [45-51]. Gaet al. assumed that the CSI was perfectly known at the receiver
in [45], and obtained exact BEP expressions for both BPSK and QPSK with Alamouti’'s
code [29] and one receive antenna. In [46], the author obtained a PEP expression
based on perfect CSI knowledge using the moment generating function method, and
the result is not in explicit form. SEP expressions for MPSK and MQAM constellations
over the keyhole Nakagami-m channel were presented in [47] assuming perfect CSI at
the receiver. More recently in [48], an accurate BEP upper bound is proposed for a
symbol-by-symbol (SBS) detector, but again, the result in [48] requires perfect CSI
for decoding. Channel estimation error was first taken into account in [49], but the
complex computation of the eigen-values for a correlation matrix made it difficult to
analyze the PEP in [49]. Alternatively, Cheehal. used Alamouti’s code [29] and
pilot-symbol assisted modulation (PSAM) [52] for channel estimation, but the BEP
result obtained in [50] was given in an unsolved integral form that must be evaluated
by a numerical approach. In [51] Shanal. extended the BEP analysis to general
STBC's, where the channel was estimated by decision-feedback or PSAM method.
Exact BEP results are obtained in [51].

All the above works on STBC, however, are based on assumptions of STC
systems, which are inherited from the very first work [23]. These assumptions, on
the one hand, simplify the analysis and design of STBC, but on the other hand lose the
generality. Consequently, the results of STBC obtained might not be readily applied in

a more practical and more general case in the real world. Therefore, this thesis begins



1.2 Space-Time Block Codes over General Fading Channels

by relaxing these ideal assumptions and determines the performance of STBC under
more realistic channel assumptions. In the next section, we will consider some of the

ideal assumptions that have been made for the STBC systems in the existing works.

1.2 Space-Time Block Codes over General Fading

Channels

1.2.1 Non-identical Channels

The first ideal assumption of STBC system is the ‘identical channels’ assumption.
In most of the previous works on STBC, e.g. [23, 29, 45-51], we can explicitly or
implicitly find the preliminary condition that the channel gains of the links between
different transmit and receive antennas are independent and identically distributed
(i.i.d.). However, this assumption is somewhat contradictory to the nature of
MIMO systems in the first place. In MIMO systems, in order to enjoy the spatial
diversity, the antenna spacing needs to be sufficiently large to minimize the correlation
between channels. However, this large spatial channel separation implies that the
channels would encounter very different propagation environments. If we consider
the cooperative diversity scenario, where the antennas are not even co-located and
distributed STBC'’s [53] are used, then we can expect that the channels are always
non-identically distributed. Thus, it is of great interest to examine STBC over
non-identical channels.

MIMO systems are not the first cases where the non-identical channel assumption
becomes an issue. Earlier in the SIMO systems, the effect of non-identical channels
was investigated in [54-56]. These works analyze the performance of SIMO systems

with diversity reception over independent, non-identical, Rayleigh fading channels.



1.2 Space-Time Block Codes over General Fading Channels

In MIMO systems, the non-identical channels first appeared in distributed STBC
systems [57-59], and then in the point-to-point MIMO systems [60, 61]. The
performance of STBC over non-identical channels was also implicitly discussed in
[62—64], as the issue correlated channels can be view as special case of non-identical
channels.

However, the existing works on STBC over non-identical channels are far from
complete. Since the non-identical channels not only change the performance of STBC,

but also affect the receiver structure, many questions remain unsolved.

1.2.2 Time-Selective Channels

In [23], design criteria are derived for STC, namely, rank-determinant criteria for
guasi-static channels, and product distance criteria for rapid fading channels. This
work divides the fading channels into two typical classes, either they remain constant
during one frame, or they change independently from symbol to symbol. STBC
are then designed on the base of the first class. As STBC assume that the channel
remains constant within one code block, the channels are also referred to as block-wise
constant. Based on this assumption, STBC shows its advantage that full diversity is
achieved with a simple maximum likelihood (ML) decoding structure [30].

Obviously, the ‘block-wise constant channels’ is an ideal assumption, as we
cannot make the channels change only when one block ends. The channels must
change continuously from symbol to symbol, more or less, and, therefore, it is more
natural to assume a time-selective channel model.

For a system with two transmit antennas, one STBC code block extends over two
symbols and the channels can change significantly within one block in some cases [65—
67] (and references therein). Systems with three or more transmit antennas are even

more vulnerable to channel variations than the systems with two transmit antennas, due
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1.2 Space-Time Block Codes over General Fading Channels

to the longer code block length of STBC [68, 69]. If the channels vary from symbol
to symbol, the orthogonality will be corrupted and (inter-symbol interference) ISl is
introduced, so the linear ML decoder [30] is no longer optimum.

Consequently, the performance analysis of STBC’s over time-selective channels
differs from the conventional one when channels are block-wise constant. In the
existing references, however, only a few works [70, 71] obtained the exact error
performance, when the special case of Alamouti's code [29] is applied. Other works
either presented conditional error performance based on one channel realization, or
simply obtained the error performance through simulations, especially for the STBC’s
with higher numbers of transmit antennas. More importantly, due to the lack of
theoretical analysis, little insight can be gained and it remains unclear how the code

structures affect the performance of STBC when the channels are time-selective.

1.2.3 Relay Channels

For conventional MIMO systems, the transmitters and the receivers are assumed to
have multiple antennas. However, if the communication systems involve small mobile
terminals, it is usually difficult to implement multiple antennas, due to the limited
size. In such scenarios, spatial diversity may be exploited through the cooperation of
neighboring nodes [72—-74], such that multiple single-antenna nodes forms a virtual
MIMO system, on which the STBC can be applied in a distributed fashion.

In these cooperative scenarios, the STBC's are first broadcast to the neighboring
nodes, which act as relays. And then the relays forward the information to the
destination nodes. Since the STBC'’s experience two hops of transmission, it can be
viewed as the STBC'’s being transmitted over two-hop relay channels.

A relay node can work either in full-duplex mode or half-duplex mode.

Full-duplex mode means the relay node receives and transmits at the same time on

11
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the same frequency band. The interference from its transmit antenna needs to be
cancelled from the received signals at its receive antenna. Therefore, the full-duplex
mode achieves high spectral efficiency, at the expense of high complexity. Half-duplex
mode, as the name suggests, does not allow the relay node to transmit and receive at
the same time on the same frequency band, so the transmitter and the receiver either
share the bandwidth, or work alternately. Because of its simplicity, half-duplex mode

is often used in cooperative scenarios.

Several strategies can be used to process and forward the received signals
at the relay. The most common strategies are amplify-and-forward (AF) and
decode-and-forward (DF). Other strategies include compress-and-forward (CF) and
selection relay (SR). Among these strategies, AF is sometimes preferred due to its
simpler requirements on the relay nodes.

In cooperative STBC systems, the relay node using AF strategy simply forwards
the received signals in analog form [59, 75—-77], so the additive noise at the relay
is forwarded to the destination as well. As a result, the end-to-end performance is
difficult to analyze and existing works, e.g. [59, 75-77], have not obtained the exact

performance result.

1.3 Research Objectives and Contributions

As discussed in Section 1.2, the existing works on the STBC are based on certain
restrictions and ideal assumptions, which are not always true in the real world. There
are large gaps between the real applications of STBC and the theoretical results derived
from the ideal models. The purpose of this thesis is to investigate STBC in more
realistic models, over more general fading channels.

For the sake of illustration, the topic will be addressed in three aspects. This thesis

12
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will investigate STBC over

1. non-identically distributed fading channels: STBC’s over non-identical channels
with perfect CSI and estimated CSI are analyzed respectively. In the case
of perfect CSI, we analyze the BEP of orthogonal STBC over independent,
non-identically distributed, block Rayleigh and Ricean channels. Both an upper
bound and the exact BEP results are derived. The results are applicable to
both point-to-point and distributed STBC, with any number of transmit and
receive antennas for which orthogonal STBCs are defined. With the analytical
performance results, we also examine different effects of non-identical channel
statistics on the performance of STBC. The results show that the non-identical
channel distributions degrade the performance in Rayleigh channels. But in
Ricean channels, the non-identical distributions can have different effects on the
performance. Based on the BEP results, we propose optimum power allocation
schemes (OPAS) for STBC over non-identical channels. The performance of
OPAS is compared with the one of conventional equal power allocation scheme

(EPAS).

In the case of estimated channels, we show that the conventional SBS
decoder [30] for orthogonal STBC is no longer optimum in this situation. The
whole STBC system is re-examined, and a new optimum decoder is proposed.
This decoder can be simplified to a new SBS decoder under certain conditions.
Performance analysis is provided, and the analytical and simulation results show
that our new decoder provides a much better performance compared to the

conventional SBS decoder in this situation.

2. time-selective fading channels: We first introduce an approach to analyze the

performance of STBC’s over time-selective channels, with arbitrary numbers of

13
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antennas for which orthogonal STBC's are defined. Exact error performances
are obtained in closed forms. Through the analysis, the relationship between the

ISI and the STBC code structure is revealed.

Consideringy; systems [30], one proposition and two design criteria are then
introduced. Applying the criteria, it is easy to design modified code matrices
which have less ISI, compared with the original code matrix. Alternatively, we
show how to use the proposition to search for an optimum code matrix with

minimized ISI.

3. relay fading channels: We analyze the exact bit error performance of cooperative
STBC with AF strategy. Three existing transmission protocols are considered,
and exact BEP results are obtained in closed form for all of these protocols.
Based on the exact BEP, we compare our results with the existing asymptotic
BEP in [59]. Then, we compare the performances of the protocols in different

situations and examine the robustness of these protocols.

For cooperative STBC over relay channels with AF strategy, we also
address the key question of when the relay should stop forwarding signals.
We first examine the effect of the forwarded noise on the received SNR and
find a critical condition, under which the forwarded signal from the relay will
be deleterious. According to this condition, we propose adaptive forwarding
schemes for cooperative STBC with full CSI, partial CSI and no CSI available
at the relay. The exact BEP’s of these adaptive cooperative STBC schemes,
which are much better than that of the conventional cooperative STBC, are
also obtained in closed form. Finally, the energy efficiencies of these adaptive

schemes are discussed.

Viewed another way, this thesis has two major contributions. On the one hand,
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the mathematical method used for the performance analysis in this thesis is insightful.
It provides a way to investigate physical meaning of the theoretical results. Therefore,
it leads to better code design, receiver structures and transmission strategies. On
the other hand, the simple analytical performance results obtained in this thesis are
based on more realistic channel models, so they should be directly applicable to the
practical implementation of STBC in the real environments, providing a clear guide to

telecommunication engineers.

1.4 Organization of the Thesis

The rest of the thesis is organized as follows

Chapter 2 analyzes the BEP of orthogonal STBC over independent,
non-identically distributed, block Rayleigh/Ricean fading channels with perfect CSI.
With symbol-by-symbol detection, exact BEP results are derived in both Rayleigh and
Ricean fading channels. A simple but insightful upper bound on the BEP is also
obtained. Using the BEP expressions, the effects of non-identical channel statistics
on the performance of STBC are investigated. Based on these results, an optimum
power allocation strategy is also proposed.

Chapter 3 extends the results in Chapter 2 by assuming estimated channels. It is
shown that the non-identical channel statistics lead to non-identical channel estimation
error variances, which consequently affect the structure and the performance of
orthogonal STBC. A new optimum decoder is derived, which can be simplified to a
new SBS decoder under certain conditions. Performance analysis and simulations are
also provided.

Chapter 4 analyzes the performance of STBC over time-selective channels. Exact

error performances are obtained in closed form. The analysis reveals the relationship

15



1.4 Organization of the Thesis

between the ISI and the structure of STBC matrices, such that one proposition and two
design criteria are proposed accordingly. STBC'’s, which have less ISI compared with
the original code matrix, are obtained using these criteria and proposition.

Chapter 5 analyzes the performance of cooperative STBC with AF strategy. Exact
BEP results are derived in closed form for three existing protocols. The effect of the
forwarded noise is examined and a critical condition, which indicates when the relay
should forward and when it should not, is proposed. Based on this condition, adaptive
forwarding schemes for cooperative STBC are proposed. The performances of these
schemes are also obtained in closed form. The energy efficiencies of these adaptive
schemes are discussed.

Finally Chapter 6 summarizes our work, and points out a number of future

research directions.
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Chapter 2

Space-Time Block Codes over
Non-identical Channels with Perfect

CSI

In this chapter, we analyze the bit error performance of orthogonal STBC over
independent, non-identically distributed, block Rayleigh/Ricean fading channels with
perfect CSIl. With symbol-by-symbol detection, we derive the expressions of the
exact BEP in both Rayleigh and Ricean fading channels. The results are applicable
to any number of transmit and receive antennas, for which orthogonal STBC's are
defined. A simple but insightful upper bound on the BEP is also obtained. Using
the BEP expressions, we investigate the effects of non-identical channel statistics on
the performance of STBC. Based on these results, we also propose an optimum power
allocation strategy, which provides better BEP performance compared with the original

equal power allocation strategy.
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2.1 Introduction

It is well known that STC [23] can greatly improve the performance of wireless
communication systems equipped with multiple transmit and receive antennas. In
practice, STBC [29, 30] are commonly used due to their simple decoder structures.
The decoding rules and the performance of STBC have been extensively studied in
many works, e.g. [45, 48,51] and the references therein. Most of the previous works,
however, assume that the channels between different transmit and receive antennas
are i.i.d.. The assumption of identical channel statistics may simplify the design and
the analysis of STBC, but it does not always hold in real environments, especially in
MIMO systems.

Several factors may introduce a statistical imbalance between channels. For
example, in a MIMO system, the antenna spacing needs to be sufficiently large to
reduce the correlation between channels. Therefore, the channels may involve very
different propagation environments. In some cases, directional antennas are used at
a base station. The different pointing directions of the transmit antennas will also
cause non-identical channel statistics. (Here, we consider the down-links from the
base station to users.) As a third example, one may consider the cooperative diversity
scenario, where the antennas are not co-located and some distributed STBC [53] may
be used. Then, it is natural to expect that the channels are always non-identically
distributed. Therefore, it is of great practical and theoretical interest to examine the
effects of non-identical channels on the performance of STBC.

The effect of non-identical channels was first investigated in SIMO systems.
References [54-56] analyze the performance of SIMO systems with diversity reception
over independent, non-identical, Rayleigh fading channels. In point-to-point MIMO

systems, non-identical channels have only been addressed by [60] and [61] recently.
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In [60], Tao and Kam considered the optimal detection and the error performance of
differential STBC over independent and semi-identically distributed, block Rayleigh
fading channels, where the semi-identically distributed channels refer to the case that
the channel gains associated with a common receive antenna are identically distributed,
but the ones associated with a common transmit antenna are not. In [61], Li and
Kam examined the pair-wise error probability of space-time trellis codes (STTC)
over independent, non-identically distributed, rapid Rayleigh fading channels. A new
pilot power allocation scheme is also proposed based on the performance result. In
a cooperative diversity scenario, [57-59] have considered the performance of STBC
over non-identical channels to some extent, where they assume the STBC works in a
distributed manner. However, these last three works either approximate the average
BEP, or consider a system with only two transmit antennas, and all of them only
consider the case of non-identical Rayleigh channels.

In this chapter, we first analyze the BEP of orthogonal STBC over independent,
non-identically distributed, block Rayleigh and Ricean channels. Both an upper bound
and the exact BEP results are obtained in closed form. The results are applicable to
both point-to-point and distributed STBC, with any number of transmit and receive
antennas for which orthogonal STBC'’s are defined. With the analytical performance
results, we examine the different effects of non-identical channel statistics on the
performance of STBC. The results show that the non-identical channel distributions
degrade the performance in Rayleigh channels, which is similar to the observation in
SIMO systems over non-identical Rayleigh fading channels [54-56]. But in Ricean
channels, the non-identical distributions can have different effects on the performance.

From the analytical BEP results, it can be seen that the original equal power
allocation strategy at the transmit antennas may not be an optimum way to apply

STBC over non-identical channels. Therefore, designing an optimum power allocation
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strategy is another goal of this chapter. Some existing works [78—-82] also considered
unequal transmit power allocation for STBC, but they assume the transmitter has the
instantaneous CSI, which causes high overhead in the feedback channel, especially in
time-varying channels. Therefore, it may not be realistic to apply these techniques
in practice. If the feedback channel is not error-free, [78] and [82] propose some
error-tolerant algorithms to optimize the transmit weight. However, these error-tolerant
algorithms are not explicitly related to the BEP, and cannot guarantee an optimum
performance. Our analytical BEP results, on the other hand, give a simple and
direct way to optimize the transmit power allocation, in order to achive the minimum
BEP. Moreover, our scheme only requires the knowledge of channel statistics at the
transmitter. Therefore, it greatly reduces the feedback overhead. In the case of the
Rayleigh channels with two transmit and one receiver antenna, our OPAS tends to
allocate more power to the (statistically) stronger channel in the low SNR region.
The performance improvement is up2@d B in SNR, compared with the equal power
allocation scheme. In the high SNR region, however, the OPAS converges to the EPAS.
In Ricean channels, on the other hand, our OPAS may need to put more power in the
statistically weaker channels for a better performance. (We will explain the meaning
of statistically weaker channeis the following part of this chapter)

The rest of the chapter is organized as follows. Section 2.2 describes the system
model and the SBS detector structure. In section 2.3, the exact BEP together with a
simple, upper bound are derived for both Rayleigh and Ricean channels. Section 2.4
examines the effects of non-identical channel statistics on the BEP of STBC, with
different unbalanced channel parameters. Section 2.5 studies the optimal transmit

power allocation strategy. A summary is given in section 2.6.
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2.2 System Model and Receiver Structure

We consider a communication system with- transmit andVy receive antennas. The
transmit/receive antennas can be co-located in one communication unit, or distributed
in several units. If the antennas are not co-located, we assume the synchronization is
perfect. The space-time block co&ds a P x My matrix, where each row of is
transmitted througlV; transmit antennas at one time, and the transmission cévers
symbol periods. It has a linear complex orthogonal design, and can be represented

as [32]
K
S= Z SkAk + SkBk (21)
k=1

Here,A, andB, are P x M7y matrices with constant complex entries, akids the
number of symbols transmitted in one block. Therefore, each ent§/isfa linear
combination of the data symboig, £ = 1,2,--- | K, and their conjugates;, where
eachs, is from a certain complex signal constellation. The rate of the orthogonal
STBC is defined a&’/ P.

For orthogonal STBC, we have [30]

K K
s¥s=diag| >  Alsil’ ... > Avalsel’| =D (2.2)
k=1 k=1

whereD is a diagonal matrix an({)\z,c} are positive numbers. For an arbitrary

signal constellation, it requires that

AZA; + BB, = 6 diag M g, -+ Mgl (2.3)

AB, + AlB, =0, (2.4)

We assume heré/-ary phase-shift keying (MPSK) modulation and a constant
transmitted energy per information bif,. Therefore, the total energy assigned to

one block isE, K log, M. From the orthogonality condition (2.2), it can be seen that
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the total energy for one block is given By ™" S A, 1 |s[2. Thus, the transmitted
energy per MPSK symbol is given by

E,K log, M
E, = 2 %2 (2.5)

M S R Ak

The received sign& is a P x Nz matrix, which is given by

R=SH+N. (2.6)

Here,N is a P x Ny noise matrix, whose entries are i.i.d., complex, Gaussian random
variables with mean zero and variandg/2 per dimension.H = [h,,,] is a My x

Nr channel matrix, where each enthy,,, is the channel gain of the link fromm-th
transmit antenna te-th receive antenna. We assufg,,,} are independent, complex,
Gaussian random variables, each with a deterministic Méap and varianc&s?,,,.

Since the channels are non-identical, each channel can have a different mean and a
different variance. We assume the channel madrig perfectly known at the receiver,

therefore, the ML decoding rule is given by

S=arg msaxp(R\ S H) (2.7)

Now, the conditional probability density function (PDF) of the received signal is given

by
p(R| S,H) = det"? (7 Nyl y,) exp (=Tr [(R — SH)" (N,l,x,) (R — SH)]) . (2.8)
Thus, the ML decoding rule (2.7) simplifies to
S= argmsin||R—SH||2. (2.9)

Substituting equation (2.1) into the above equation, the ML decoder can be further

simplified to a SBS detector

S, =arg max R[zps*],VE' =1,--- K (2.10)

seEMPSK
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where
2, = TrRYBH + HYA['R]. (2.11)

The above equations show that, in the case of perfect CSI, the SBS decoder does
not depend on the statistics of the channel matrixTherefore, the SBS decoder can

be similarly applied as it is in the identical channel case.

2.3 Bit Error Performance Analysis

With PSK modulation, we have, = /E.e’*, and the detector makes its decisign

ons; as
5, = argmax R[zpe 7%, VK =1,--- | K (2.12)
Here, we have
2y = T + U, (213)
where
K
mw =Y _ [siTrH?AIByH + HYALB.H]
k=1
+s, TIH?AJAH + HB/BLH]] (2.14)
up = TINYBH + HZALN]. (2.15)

By applying (2.3) and (2.4) to (2.14), we can see that the expressian foeduces to

Mt Ng

Tt = Sk Z Z )\m,k’|hmn’2- (216)

m=1n=1

Conditioned on the transmitted signgl and the channel matril, ;. can be seen
from (2.16) to be a deterministic constant. Similarky,can be shown from (2.15)

to be a conditional, complex, Gaussian random variable with mean zero and variance
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N, M SR N e || It then follows easily from (2.13) thaj is a conditional,
complex, Gaussian random variable with meﬂanﬁl ﬁ:fjl Akt | |? @nd
varianceN, S M SR N |

For equally likely symbols, we can assume = +/E, without loss of generality,
and the conditional BEP can be computed from the probal#litg|z, e 7*] < 0|sp =
V'E,,H) [83], wherea is some angle that depends on the modulation scheme. Thus,

the conditional BEP fos,. is given by

My Ng

2F,
Pu(eH) =Q TCOSQQ Z Z)\mk/\hmnlz . (2.17)

m=1 n=1

2.3.1 Rayleigh Fading Channels

If all the channels are Rayleigh distributed, the meafs,’s are all zero. We can

rewrite the conditional BEP as

M1 NgR
Po(elH) =Q [ | D (2.18)
q=1
where
2E5Am / hmn 2 2
Yq = 7k|N |COS avm:17".7MT7n:17"'7NR‘ (219)

Obviously,, has a chi-square distribution, which is given by [7]

Py, (T) = ; exp (—£> (2.20)
Vq Vq

where

Ya = Elq)- (2.21)

Since,y,’s are independent of one another, the characteristic functi@cﬁﬁ]\”* Y, 1S

given by
MrNg 1
e 0= 1T T @22
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From the characteristic function above, we can obtain the P@fl&ffv’% v, @S

MrNpgr - T
PPy (2) = Y —Lexp(—=) (2.23)
q=1 q q:1 ’YQ ’YQ
where
Mr1NR ’_Y
q
p#q, p=1 Ta

Averaging the conditional BEP (2.17) OVEMTNR 7, With the PDF (2.23), the average
BEP is given by [7]

1 MrNp 5/
P(e) =5 > oo {1 — 2+q% . (2.25)
q=1

2.3.2 Ricean Fading Channels

The average BEP in (2.25) is exact, however, the closed-form BEP result can only be
obtained for Rayleigh channels via the method above. In the more general case where
the means of the channel gains are arbitrary, we first apply Craig’s alternative form of
the Q-function [84] and rewrite the conditional BEP (2.17) as

1 (2 v cos® a 9
(eH) = = At B | 6. 2.26
Pe(elH) W/( SMZZ vl |> (2.26)

=1n=1

Here,y = E,/N, is the input SNR per symbol. To average the above conditional
error probability, we take the expectation of the integrand in (2.26) over the entries of

H = [h..,], using the following lemma [85, eqn. 7.76].

Lemma 2.1. If x is a real Gaussian random variable with meaf), and variances2,

we have

exp ( wM; )
E [exp(wa?)] = ——=——2, (2.27)
wherew is any complex constant with real part less thigi2o>

"
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Since | hpn|?> = [R[hmn))? + |S[hma] 2, @ndR[A,,,] is independent ofs[/,,,],
we can apply the above lemma to average the conditional BEP in (2.26). Defining

fom = YAmk cOs* o, We obtain

=~ My Ng ex b |Mon]®
1 p ( sin? 0+202, , fim
Py(e) = _/ 1111 T de. (2.28)
m=1n=1 “sin?0

The above expression (2.28) for the exact BEP is explicit. However, its evaluation
still involves numerical integration. The dependence of the BEP on the system
parameters can be shown more explicitly using a bound. A simple upper bound on

the BEP can be obtained by settifig- 7/2 in equation (2.28), giving

2
My Ng _ #m|Mmn|
1 exXp ( 14202, tim

Pi(e) < 5 1111 T 30T o (2.29)

m=1n=1

The product terms show that the total diversity order of the STBWi9Vy.
For the special case of Rayleigh fading, we have the mégps = 0 for all m
andn. The results (2.28) and (2.29) reduce, respectively, to

T 2%”””” 1d9 2.30
P (e H H sin® 6 (2.30)

m=1n=1

and

MT Ngr

Py (e H [T+ 202 m) " (2.31)

mlnl

Here, the BEP (2.30) is equivalent to the BEP (2.25).
Equations (2.25), (2.28) and (2.30) give the BEP for a single sympol As
there areil symbols in one block, the average BEP for one block is obtained from the

average probability’'(«), which is given by

1 K
= > Pule). (2.32)
k'=1

For BPSK, the BEP is given b§,—(e), and for QPSK with Gray coding, b¥,—x (e)
[83].
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2.4 Effects of Non-identical Channel Parameters

2.4.1 Rayleigh Channels

We first consider the orthogonal STBC'’s, which satisfy
/\m,k’ = )\k’7 m = 1, e 7]\411, (233)

e.g., Alamouti’s design [29], théx 4 and8 x 8 real designs [30], and thiex 4 rate3 /4

STBC in [32]. A summary of those known STBC'’s satisfying condition (2.33) is given

in Table 2.1. Thereforey,, = v\w cos? a is a constant, which only depends on the
codes and signal constellation. We define the received SNR for each transmit-receive

pair asv,,, = E [v|hmn|?]. For Rayleigh channels, the total received SNR, is

given by
Mt Ng Mr Ng
YRay = Z Z Ymn = Z Z 20_7271717 (234)
m=1 n=1 m=1 n=1

Applying the arithmetic mean-geometric mean inequality [86], we can obtain an
inequality

Q
[T +2) < (1 +20m)? (2.35)

=1

wherez; > 0 andz,,, is the arithmetic mean of all;. Using this inequality, the BEP

(2.30) can be lower bounded as

1 /3 A\ MR
Pule) > —/2 <1+ -l ) o, (2.36)
T Jo sin” 6
where
)\k/ cos? o & Xn /\k/ cos® a
A= 202 = - 2.37

The equality sign holds when all channel varian2e$,'s are equal. Therefore, for a
fixed total received SNRz,,, the non-identical channel distributions can be seen to

degrade the bit error performance.
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2.4 Effects of Non-identical Channel Parameters

STBCin | Size(P x Mry) | Rate| Ay
Real orthogonal designs 2 x 2 1 1
satisfying condition (2.33) | [30] 4x4,3 1 1
8 X 8,7,6,5 1 1
[29] 2x2 1 1
[30][32] | 4 x 4,3 3/4 |1
[35] 30 x 6 2/3 |1
56 x 7 5/8 |1
Complex orthogonal designs 4x2 1/2 | 2
satisfying condition (2.33) | [30] 8x 4,3 1/2 |2
16 x 8,7,6,5 | 1/2 |2
[34] 7 x4 4/7 |1
[36][37] | 15 x 5 5/8 |1
Designs which do not [34] 11 x5 5/8 | {1,2}pz123
satisfy condition (2.33) 30 x 6 3/5 | {1,2}p=1, 11

Table 2.1: List of STBC’s which satisfy, or do not satisfy the condition (2.33)
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2.4 Effects of Non-identical Channel Parameters

2.4.2 Ricean Channels

In Ricean channels, the total received SNR. consists of the direct line-of-sight

(LOS) component and the scattered component, and is given by

Mrp Ng Mt Ng
Yrie =3 3 7 (202, + [Mul?) = 3N 202 4 (14 Kuw). (2.38)
m=1 n=1 M=1 n=1
_ M ]?

wherek,,,, = is the Riceani -factor of the channel from the:-th transmit

2
204,

antenna to the-th receive antenna. There are three cases of interest.

Non-identical Channel Variances, ldentical Riceank -factors

First, we assume all channels have the same Riégdactors, i.e. K,,, = K, for all
channels, wheré&, is a constant. Since the channels are non-identical, these channels
can be seen as scaled versions of one another, in that the LOS compdpgfithas

to bear a fixed relationship with the scattered compogef},. We can obtain a lower

bound from (2.28) as

s MTNRKOAI
1 2 &Xp <_ sin® 64+ A )
Pele)= > [ BRI (2.39)
T Jo (1 + sin219) ’

where, again, the equality sign holds when all channel variapegs'’s are equal.

The proof of the inequality (2.39) is given in Appendix A. Therefore, the result is
similar to the Rayleigh channel case in that for a fixed total received $HRand
identical Riceark -factors, the non-identical channel distributions degrade the bit error
performance. For the special caself = 0, it reduces to the Rayleigh channel case
(2.36). This result also shows that for STBC over identical channels, the transmit
powers should be equally assigned to the transmit antennas, in order to obtain the best

performance.
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2.4 Effects of Non-identical Channel Parameters

Non-identical Ricean K -factors, Identical Channel Variances

In this case, we assume all channels have the same channel variances; j.e=, 20>
for all channels, whergo? is a constant. However, the Riceanfactors are different
for different channels. Now, equation (2.28) reduces to
Az Pfle Pgﬁi Kmn
exp (_ sin? 0+ Aq ) ’

1 [2
Pu(e) = - /O TERREC (2.40)

sin? 0

where A, = 202\ cos?a. From (2.40), it is obvious that the BEP only depends

on Y M S™"r K., and not on eaclk,,, individually. Therefore, for a fixed total
received SNRyy;. and identical channel variances, the non-identical Rigédactors

do not affect the bit error performance. For the special cageof= 0, all channels
become Gaussian channels, and the same results hold that the non-identical distribution

of Gaussian channels will not affect the performance.

Non-identical Channel Variances, Identical Channel Means

Now, we assume all channels have the same channel means\/j,e.,= M for
all channels, wheréd/ is a constant. The channel variances are different for each
channel. In Rayleigh channels, the unbalanced channel variances always degrade the
performance. However, this is not true in the Ricean case. If the channel means are
identical and nonzero, the unbalanced channel variances can either degrade or enhance
the performance. It may be difficult to see this observation from the analytical BEP
expression (2.28) directly, so we will illustrate this result in detail with numerical
examples in the next section.

The three cases above show that the imbalance of different channel parameters
can have different effects on the performance of STBC, and our analytical BEP results
(2.28) and (2.30) can easily be applied in practice. For the orthogonal STBC’s which

do not satisfy the condition (2.33), we can group the terms with the same value of
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2.4 Effects of Non-identical Channel Parameters

Am i together, and the same analytical technique can be applied to each group. Similar

results can be easily obtained. A summary of those STBC's is also given in Table 2.1.

2.4.3 Case Study |

For the purpose of illustration, we consider a MIMO system with two transmit and
one receive antenna. We use Alamouti’'s code [29] with QPSK modulation. The code

matrix is given by

S S
s—| " 7 (2.41)
sy 81
and
1 0 01 0 0 0 O
Al — 7A2 - 7Bl - 782 - ) (242)
00 0 0 01 -1 0

respectively. For this case, it is easy to see Mhat = 1, for all m and%’. We define

here the following parameters:

_ 200, (2.43)
= 20%1 + 20%11’ '
| My, |?
0= ’ , 2.44
| My |? + [ Mo |? (2.49)
M 1|2 Mo 1|2
¢ | Mi|” + [ Mo (2.45)

T 207, + [Mia[? + 203, + [Maa?
Here,n is the fraction of the scattered component received at the first ch@nsehe

fraction of the LOS component received at the first channel,(aisdhe ratio of the

total LOS components to the total received SNR.
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Figure 2.1: Analytical BEP (2.30) and BEP upper bound (2.31) for Rayleigh channels

with n = 50%, 15% and5%, respectively.

We first consider Rayleigh channels witlt,,, = 0 for all m andn, and the
total received SNRy foil ijl 202, is set tody for convenience. Fig. 2.1 plots
the exact BEP (2.30) and BEP upper bound (2.31) wite= 50%, 15% and 5%,
respectively.

The results show that the upper bound (2.31) on the BEP is tight, and ®&itiBn
from the exact BEP (2.30). They also show that the non-identical channel distributions
degrade the performance of STBC in Rayleigh fading channels. For instance, for a

BEP of10~4, the unbalanced channel variances<5%) cause a loss in SNR of about

4 dB, compared to the identical channel cagse<50%).
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2.4 Effects of Non-identical Channel Parameters

Bit Error Probability

Figure 2.2: Analytical BEP (2.28) for Ricean channels with identical Ridédactors

and non-identical channel variances= 15 dB.

In Fig. 2.2, Ricean channels with identical Riceali-factors and
non-identical channel variances are considered. The total received SNR,
A M SR 962 (1 + K), is also set toky for convenience, wherg = 15 dB.
We plot the exact BEP (2.28) with Ricedt+factor= 3,2,1,0.5 and0, respectively.
Fig. 2.2 shows that for all values of the Riceanfactor, if the total received SNR
is fixed, the best bit error performance is achieved when0.5. In other words, the
unbalanced channel variances degrade the performance of STBC over Ricean channels

in this case.
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Figure 2.3: Analytical BEP (2.28) for Ricean channels with identical channel variances

and non-identical Riceafy -factors.y = 15 dB.

Fig. 2.3 considers Ricean channels with identical channel variances and
non-identical Ricear -factors. With the same fixed, total received SNR given in the
last example, we plot the exact BEP (2.28) with- 25%, 50% and75%, respectively.

We can see that for identical channel variances, the non-identical channel means (or
the non-identical Riceak -factors) do not affect the bit error performance. Wigen
increases fron25% to 75%, we can see from Fig. 2.3 that the bit error performance
also increases. This is similar to the single channel case in that the increase of LOS

component improves the quality of the channel, thus reducing the BEP.
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Bit Error Probability
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Figure 2.4: Analytical BEP (2.28) and the BEP upper bound (2.29) for Ricean channels

with identical channel means and non-identical channel variancesl5 dB.

In the last example, we consider Ricean channels with identical channel means
and non-identical channel variances. With the same fixed, total received SNR, we
compare the BEP for non-identical channel variancgs= 10%) and identical
channel variancesy( = 50%) in Fig. 2.4. It shows that, wheg is small, the
bit error performance of the identical channel case is better, But Wheoreases,

e.g. ¢ > 0.25, the bit error performance of the non-identical channel case is better.
Therefore, we can conclude that the bit error performance of the non-identical channel
case is not always worse than that of the identical channel case in Ricean channels. If

the channel means are identical, the unbalanced channel variances can either degrade
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2.5 Optimal Transmit Power Allocation

or enhance the performance, depending on the ratio of the total LOS components to

the total received SNR.

2.5 Optimal Transmit Power Allocation

2.5.1 The Weighted Transmit Power

In the previous sections, we considered orthogonal space-time block codes with EPAS
at transmit antennas. If the channels are identically distributed, EPAS is optimum
(which we will show in the following part of this section). However, if the channels
are non-identically distributed, we may have to allocate different transmit powers to
different transmit antennas, in order to improve the performance with an instantaneous
power constraint. Now, we consider that tiheth transmit antenna sends each symbol
with power ofw,,\/E, for all m € 1,2,--- , My, wherew,, is a nonnegative scalar

and satisfies

> wi, = My (2.46)

Therefore, the total transmit energy remains the same. The received signal Rhatrix

can be written as

R — SWH-+N (2.47)
= SH+N (2.48)
whereW = diagw;, ws, -+ ,war] aNdH = [wyhya]o W2, Equation (2.48) is

similar to (2.6), withH replaced by the "effective” channél. In order to keep the
orthogonal structure of the space-time codes, the receiver ca imstead oH, and

apply a similar symbol-by-symbol detector, which is given by

S = arg max Relz s}, (2.49)
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2.5 Optimal Transmit Power Allocation

where
% = TIRPBLH + A7AR). (2.50)

Following the same steps in section 2.3, the bit error probability is now given by

M |?
x Mr Npg ex _ Hmwm| mn
1 2 p sin? 0+2w2, 02, tm
Pole) = — MK do. (2.51)
v 0 1 + WinTimnHm
m=1n=1 sin? 6

In the case of identical channels, whevg,, = M and202, = 202 for all
m, n, it IS easy to see that the bit error probability (2.51) is minimized by setting
wy = we = --- = wy, = 1. Therefore, the EPAS is optimum in identical channels. In
the case of non-identical channels, we need to optimize the bit error probability (2.51)
subject to the constraints

0 <w,, </ Myp, forallm,
Mt

> wi, = M. (2.52)

m=1
The constrained optimization problem above is nontrivial, and may require complex
computations. Fortunately, the statistics of channels change slowly in practice, so that
the computation for the optimum is not required frequently. The optimyys can be
calculated for different system conditions in advance and stored in a table. Therefore,
the transmitter and receiver need only to look up for the optimyraccording to the

channels condition.

2.5.2 Case Study Il

In this case, we first consider the same system as in case study I, with two transmit and

one receive antenna. Alamouti’s code [29] with QPSK modulation is also applied.
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2.5 Optimal Transmit Power Allocation

Rayleigh Channels

The channels here are first assumed to be independent non-identical Rayleigh fading

channels. The BEP (2.30) is thus reduced to
s 2 2 -1 2\ -2 -1
2 —
Py(e) = 1/2 (1 + w101717) (1 + M) do, (2.53)
0

T sin® 6 sin® 6

where we replaced?3 with 2 — w?, since the power constraint}s;_, w? = 2. Before
calculating the integration ovérin the BEP (2.53), we first inspect the integrand of
(2.53) with the value of) fixed. Obviously, given a fixed, the optimumuw; is the

solution of the following equation

w2o2 —w2)o2
o((1+ ) 0+ =5)

2.54
subject the constraint
0<wi<2. (2.55)
After some manipulations, equation (2.54) has the solution
: 29 0.2 _ 0.2
w? =1+ ( T 24) . (2.56)
2y 01,1031

From the above equation, it can be seen that the optimyrdepends o and the
channel variances. However, if the SNR increases,f /2 approaches to zero, and

we obtain
wf],ﬁoo =1. (2.57)

for any value of). This observation means in the high SNR case, the optimum transmit
power should be equally allocated among all the antennas, even though the channels
are non-identically distributed.

On the other hand, if the SNR approaches zero, we have

Sin2 0 O-il - 0'571 — (2 58)
2y ‘7%1‘73,1 . .

~—0, sin? 0#£0
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2.5 Optimal Transmit Power Allocation

Here, we assume;, > o3, without loss of generality. Therefore, the constraint on

w? becomes a hard constraint, and we haye= 2. In this low SNR case, we can see
that the OPAS is to assign all the power to the stronger channel. This result implies
that space-time coding is not optimum in the case of low SNR with non-identically
distributed, Rayleigh channels. Selecting the (statistically) stronger channel with
single channel coding may outperform the space-time code. Note that the channel

selection here is different from the conventional transmit antenna selection [78-82].

yin dB

Figure 2.5: Values ofv?, with n = 95%, 90%, 80% and60%, respectively.

The optimum values ofv? are given in Figure 2.5, with = 95%, 90%, 80%,
and60%, respectively, whereg is defined in (2.43). Figure 2.5 validates the discussion
above that the OPAS tends to allocate more power to the (statistically) stronger channel
in the low SNR region? — 2), but converges to the EPAS in the high SNR region

(w} — 1).
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Figure 2.6: BEP for the optimum power allocation and the equal power allocation,

with n = 95%, 90%, 80% and60%, respectively.

The bit error performance of OPAS and EPAS is compared in Figure 2.6. It shows

that the performance of the OPAS can have a SNR gain of updB, whenn is
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2.5 Optimal Transmit Power Allocation

large and SNR is low. However, the difference becomes negligibje<f 60%, or

SNR> 15 dB.

1.8 - N . . . . -
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Figure 2.7: Values ofw?, with n» = 90% and ¢ = 95%, 90%, 80% and 60%,

respectively.

Ricean Channels

Although in Rayleigh channels, the OPAS tends to allocate more power to the stronger
channel, this may not be the same in Ricean channels. Now, we assume the channel
means are not zero, and, ; = M, . Figure 2.7 gives the optimum value of with

¢ = 80%, 70%, 50%, and0%, respectively. Herg; is defined in (2.45) ang = 90%.

It can be seen that the OPAS allocates more power to the weaker chafinell() in

some situations. The comparison of BEP between OPAS and EPAS is given in Figure
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2.5 Optimal Transmit Power Allocation

2.8, where the OPAS can achieve a SNR gain of upd®in the high SNR region.

Bit Error Probability

i BEP of the OPAS | :
| — — — BEP of the EPAS | :

10 Il Il Il
-5 0 5 10 15

Figure 2.8: BEP for the optimum power allocation and the equal power allocation,

with n = 90% and{ = 80%, 70%, 50% and0%, respectively.

Multiple Receive antennas

In the above two examples, we considered the system with only one receive antenna.
If the number of receive antennas increases, the problem becomes more complicated.
We cannot guarantee that all the channels linked with the same transmit antenna are
stronger or weaker than the ones linked with other transmit antennas, unless one of
the transmit antennas is heavily blocked, so that the channels linked with this transmit

antenna are all weakened.
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Figure 2.9: BEP for the optimum power allocation and the equal power allocation,

with n = 95% and Ny = 1,2 and3, respectively.

In Figure 2.9, we consider a system with two transmit and multiple receive
antennas. The channels linked with the first receive antenna are assumed to be
non-identical Rayleigh channels, ands equal t®5%. For all the other channels, we
assume identical channel variances. It can be seen that when we increase the number of
receive antennas, the performance gain of the OPAS gradually vanishes. If the number
of receive antennas is greater than three, the EPAS can be safely applied without much

loss in the performance. In Ricean channels, similar observations can be made.
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2.6 Conclusions

We analyze the bit error performance for orthogonal STBC over independent and
non-identically distributed channels. The exact BEP and a simple upper bound on
the BEP are obtained for BPSK and QPSK modulations. The results show that
the non-identical channel distribution degrades the bit error performance of STBC
in Rayleigh channels. In Ricean channels, if the channel variances are identical,
the unbalanced RiceaA -factors do not affect the bit error performance. If the
Ricean K -factors are identical, the unbalanced channel variances can degrade the
performance of STBC. However, if the channel means are identical, the unbalanced
channel variances can either degrade or enhance the performance of STBC, depending
on the ratio of the LOS component to the total received SNR.

Based on the analytical BEP, we also propose the optimum transmit power
allocation for STBC over nonidentical channels. In the case of Rayleigh fading
channels with two transmit and one receive antenna, our OPAS tends to allocate more
power to the (statistically) stronger channel, and provides a performance gain of up to
2 dB in the low SNR region. On the contrary, in the Ricean case, the OPAS may need
to allocate more power to the (statistically) weaker channel in some situations. If the
number of receiver antennas increases, however, the performance gain of the OPAS

gradually vanishes.
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Chapter 3

Space-Time Block Codes over
Non-identical Channels with

Imperfect CSI

In Chapter 2, we have considered the STBC'’s over non-identical channels. The model
used there is more realistic than the ones in most of the existing works. However, it
still makes an ideal assumption that the CSl is perfectly known at the receiver. In this
chapter, we will relax this assumption and extend our work to a more general model,
which involves the channel estimation and, inevitably, the channel estimation error.

In such a situation, the non-identical channel statistics lead to non-identical channel
estimation errors, which consequently affect the performance and even the existing
receiver structure of orthogonal STBC. We show that the conventional SBS decoder of
orthogonal STBC is sub-optimum in this situation. A new optimum decoder is derived,

which can be simplified to a new SBS decoder under certain conditions. Performance
analysis and simulations are provided, which show that our new decoder substantially

outperforms the conventional decoder.
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STBC identical channels non-identical channels
perfect CSI I 1]
imperfect CSI Il \Y

Table 3.1: List of STBC models with two assumptions

3.1 Introduction

At the beginning of this chapter, let us first classify different STBC models with
two assumptions: identical/non-identical channels and perfect/imperfect channel state
information, which is given in Table 3.1.

Obviously, class | represents the ideal model. The earlier works on STBC
belong to this class, which includes [45—-48]. A natural extension of class | is to
introduce channel estimation, such as [50, 51] which fall into class Il. Class Ill was
first addressed in cooperative diversity scenarios [57-59], where the distributed nodes
normally experience non-identical channel statistics. The performance of orthogonal
STBC over non-identical channels was also implicitly discussed in [62—-64], as the
issue of non-identical channels can be viewed as a special case of the correlated
channels. Chapter 2, as well as our work in [87], has explicitly described the system
model for class Ill, and given a thorough study on the performance and the power
allocation schemes. Similar to the extension from class | to class Il, the extension of
class Il is to introduce channel estimation and channel estimation errors, so the entire
Chapter 3 here is devoted to class IV.

Before plunging into the technical details of class IV, let us first look at a practical
example in the real world, wireless vehicular communication, which fully reflects
the importance of the research on this general STBC model. Wireless vehicular

communications, e.g. vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)
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communications, have attracted more and more attention [88—92] recently, as they
show substantial potential to enhance traffic safety [89], efficiency and information
availability [90]. Several standards are being developed for vehicular communications,
such as IEEE 802.11p - wireless access of vehicular environments (WAVE), or IEEE
802.20, which is designed for high-speed mobility situations, e.g. for a high-speed
train. The high mobility and the variation of the vehicular environment requires a
robust communication link. Fortunately, the size of a vehicle allows it to be equipped
with several antennas and to make use of MIMO systems. The orthogonal STBC [30]
is, therefore, a suitable technique in vehicular communication [88], since it provides
robust transmissions with very simple decoding schemes. In a vehicular environment,
both the transmit and receive antennas are mounted at heights of 1-3 meters [90]. The
surrounding reflectors of the signals consist of nearby vehicles and roadside buildings,
which can be very close to one antenna but far from the others. The link distances are
also instantly variable from less than 1-2 meters to several tens of meters. Therefore,
the channels are more likely to be non-identically distributed. Further more, the rapidly
variable environments and the Doppler shift caused by the moving vehicles make the
channel estimation problem nontrivial in vehicular environments. Therefore, a model
involving both non-identical channels and channel estimation error is needed in such a
situation.

Generally, non-identical channels will result in non-identical channel estimation
errors. These estimation errors will consequently affect the performance of the
current systems, and even the structure of the existing receiver. Therefore, in this
chapter we will re-examine the whole STBC system over non-identical channels
with imperfect CSI. We show that the conventional SBS decoder [31] for orthogonal
STBC is no longer optimum in this situation. The optimum decoder is obtained,

which can be simplified to a new SBS decoder under certain conditions. To the best
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of our knowledge, our work here is the first to consider the optimum decoder for
orthogonal STBC over non-identical channels with channel estimation. Our analytical
and simulation results show that our new decoder provides a much better performance
compared to the conventional SBS decoder in this situation.

The rest of the chapter is organized as follows. In Section 3.2, we describe the
system model. Section 3.3 examines the structure of the optimum and the SBS decoder.
Performance analysis is given in Section 3.4. Sections 3.5 and 3.6 are numerical

examples and conclusion, respectively.

3.2 System Model

The system considered in this chapter is similar to the one in Chapter 2. For the
convenience of the readers, we repeat some of the descriptions here.
We consider a communication system with transmit andN i receive antennas.
The transmit/receive antennas can be co-located in one vehicle/infrastructure,
or distributed in several. If the antennas are not co-located, we assume the
synchronization is perfect. The space-time block dde P x M+ matrix, where each
row of Sis transmitted througld/; transmit antennas at one time, and the transmission
covers P symbol periods. It has a linear complex orthogonal design, and can be
represented as [32]
K
S=) (srAc+ siBp). (3.1)
k=1
Here, A, and B, are P x My matrices with constant complex entries, aldis the
number of information symbols transmitted in one block. Therefore, each er8ng of
a linear combination of the symboig, £ = 1,-- - , K, and their conjugates;, where

eachsy is from a certain complex signal constellation. The rate of the orthogonal
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STBC is defined a&'/ P. For orthogonal STBC, we have [30]
K K
s’s=diag | > Alsel®. ... > Aupslsil’| =D (3.2)
k=1 k=1
Where{/\i,k}fvf1 are non-negative numbers. For an arbitrary signal constellation, it

requires that

AIA, + BBy, = 6 diag\ g, o Aargals (3.3)

AB, + AfB;, =0, (3.4)

We assume here MPSK modulation and a constant transmitted energy per information
bit £,. Therefore, the total energy assigned to one block& log, M. From the
orthogonality condition (3.2), it can be seen that the total energy for one block is given

by S M7 SN, klsk|2. Thus, the transmitted energy per MPSK symbol is given by

EyK log, M
E,= 2= % (3.5)

B Z%T ZkK )‘m,k

However, noting that the channels are now estimated and the estimations of
channels may vary from block to block, we introduce a parameterindicate the
t-th block. Thus, the received signal at théh block is aP x Ni matrix, which is

given by
R(t) = S(t)H(t) + N(t). (3.6)

Here,N(¢) is a P x Ng noise matrix, whose entries are i.i.d., complex, Gaussian
random variables with means zero and variandgg2 per dimension. H(¢) is a

My x Ny channel matrix, where each enthy,,(¢) is the channel gain of the link
from the m-th transmit antenna to the-th receive antenna. We assurhg, () is

a circularly complex Gaussian random variable with mean zero and varfafice
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It is also assumed that the channels are all block-wise constant. The autocorrelation

function of each channel is given agi,,,(t)h},,.(t')] = 202, R(t — t'), where
Rt —t') = J,2r faT3(t — 1)) (3.7)

for Jakes’ model [93]. Here, the autocorrelation functions are assumed to be identical
for different channels. If the antennas are co-located in one vehicle/infrastructrue, it is
easy to see that the assumption is valid. If the antennas are distributed in several units,
however, we can also assume identical autocorrelation functions for different channels,
considering one moving unit should choose other unit moving with same direction and
speed as a cooperative partner, in order to reduce the possibility of hand over.

In order to coherently detect the code mat8) in (3.6), the channel matrix
must be estimated first. In this chapter, we apply pilot-symbol assisted modulation
(PASM) [52], such that a pilot block is inserted into the data stream e/giylocks.
During the pilot block, each transmit antenna transmits a known pilot symbol at its
own designated time slot. The receiver estimates the channel rdtnidased on the
information setA(t), which contains th@L,, received pilot blocks nearest in time to
thet-th block.

Without loss of generality, we consider the componknpt,(¢) of the channel
matrix H(¢) and letp,,,, be the column vector storing tt¥d.,, nearest received pilot
symbols from then-th transmit antenna to theth receive antenna. Using the result
from [52], it can be shown that the minimum mean square error (MMSE) estimate of

hon(t) is given by

where

Orn (1) = G~ W (t) (3.9)
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represents a Weiner filter, with = S E[p,,,p%,] being the autocorrelation matrix of

the received pilot samples,,,,, andv,,,,(t) = 1 E[hZ,.(t)p,,.,.] being the correlation of
hmn(t) @andp,,,,.

The channel estimation error, definedtas (t) = Ay (t) — hon(t), is @ Gaussian
random variable with mean zero and varia@eg, (t) = o2, —vZ ()G v, (t) [52].
Note thate,,,(t) is independent oﬁmn(t). Therefore, given the information s&tt),
eachh,,, (t) is a conditional Gaussian random variable with mgan(t) and variance
202 (t). It is obvious that if the statistics of the channel gains on the different links

mn

are different, the variances of the channel estimation errors are different in general.

3.3 Optimum and Symbol-By-Symbol Decoders

One important advantage of orthogonal STBC is that the ML decoder can reduce
to a SBS decoder, which greatly reduces the decoding complex. This conventional
SBS decoder is optimum when channels are identical with perfect CSI [30] or with
imperfect CSI [51]. Itis also an optimum receiver in the case of non-identical channels
with perfect CSI [87]. However, if the channels are non-identical and the CSI is
imperfect, the conventional receiver is no longer optimum. Therefore, we need to
investigate the structure of optimum decoder first.
For ML decoding, we compute the likelihogaR(¢), A(t) | S(t)) for each

possible value of the signal blo&¢). Since, we have

p(R(1), A1) | S(t)) = p(R(1) | S(t), AX))p(A(2) | S(1)) (3.10)

and the information set(¢) is independent o§(¢), the ML decoding rule simplifies to

~

S(t) = afgrrsl(?;w(R(t) | S(t), A(t)) (3.11)

whereR(t) is conditionally Gaussian with mea{t)H (¢), givenS(t) andA(t).
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3.3 Optimum and Symbol-By-Symbol Decoders

The column vectors oR(¢) are independent of one another and each has

covariance matrix of

C,(t) = SV, (1)S"(t) + Nl pep , n=1,--+ , Np, (3.12)
where
V,(t) = diag2v?, ()M, n=1,--- , Ng. (3.13)

The PDF of the received signal is now given by
Ng -1
p(R(t) | S(t), A(t)) = (H del(ﬂCn(t))>
n=1

- exp (— ZR(fn(t) = S()h, () CH (B (ra(t) — S(t)ﬁn(t))> - (3.14)

n=1
Therefore, the ML block-by-block receiver becomes

Ngr

S(t) = argmin [ Y (ra(t) — S(H)h,(t) Hc;l(t) r.(t) —St)h,(t)) | . (3.15)
S(t)

As we will show later, depending on whether the non-identical channels are
associated with transmit antennas or receiver antennas, there are different effects on
the OSTBC. For the sake of illustration, we will consider two typical cases in the
following sections.

Case I Channels gains from different transmit antennas to a common receive antenna
are identically distributed, but the gains associated with different receive antennas are

non-identically distributed. Therefore, the variance:gf,(¢) reduces t@o?2 , and the

variance of estimation error reducesg, ().
Case lI: Channels gains from a common transmit antenna to different receive antennas
are identically distributed, but the gains associated with different transmit antennas are

non-identically distributed. Therefore, the variancéwgf, (¢) reduces t@s?,, and the

mo’!

variance of estimation error reducesxg, (¢).
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3.3 Optimum and Symbol-By-Symbol Decoders

Other more complex cases can be viewed as the combination of these two cases.
Here, notice that the variances of channel gains are constant, but the variances of the

estimation errors depend on the position of the code block.

3.3.1 Case I: Channels Associated with One Common Receive

Antenna are Identically Distributed
In this case, sincev?,, = 202 for all m, we have
Vo (t) =202 I npxng , n=1,--- , Npg. (3.16)
If the STBC employed satisfies
S(t)S™(t) = Bl pxp (3.17)

where 3 is a constant, then th@,,(¢)'s become constants proportional to an identity

matrix. Therefore, the ML receiver (3.15) simplifies to

2

(1) = arg min |[R(1) - S(tH(1) (3.18)
where
! e [ e
R(t) — mrn(t)] . — R(t>d|ag[ m :1, (319)

B NR NR
% 1 N N . 1
H(t) = 1/Whn(t)] _l:H(t)duag[,/m _1. (3.20)

Applying equations (3.3) and (3.4) to (3.18), the receiver can be further simplified to a

SBS detector, given by

5(t) = arg Jnax Rlzw (t)s* ()], VE' =1--- K (3.21)
where
() = Tr [F}H(t)Bk,ﬁl(t) CRYOAIR()] . (3.22)
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3.3 Optimum and Symbol-By-Symbol Decoders

Therefore, in case I, the ML decoding can also be achieved by a SBS decoder,
under the condition that the received signal maRi¢) and the estimated channel
matrix H(t) are properly weighted column by column, according to the variances of

the channel estimation errors.

3.3.2 Case II: Channels Associated with One Common Transmit

Antenna are Identically Distributed

In case Il, since the channels are identically distributed with a common transmit

antenna, each column vectorRft) has the same covariance matrix

C(t) = SV ()S" () + Nolpxp (3.23)
where
V(t) = diag2v? 0T, . (3.24)

It can easily be seen th@& *(¢) is not a diagonal matrix, because of the non-identical
202 's.

Since, the variances of channel estimation errdrg, 's, are different for the

channels associated with one common receive antenna, the ML decoder

Ngr

§(t) = arguin <Z (rn(t) - S(t)ﬁn(t)>H c (1) (rn(t) - S(t)ﬁn(t)>> (3.25)

cannot reduce to a SBS decoder, no matter how the received signals are weighted.

Fortunately, the most practical OSTBC used in actual communication systems is
Alamouti's code [29], which only requires two transmit antennas. In such cases, the
ML decoder in case Il only requires an affordable decoding complexify 6fwhere

M is the order of the modulation.
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3.4 Performance Analysis

In this section, we will examine the bit error performance of the new optimum SBS
decoder proposed for case |. For the sake of simplicity, we drop the block index

hereafter, but note that the results obtained do depend on the positions of blocks.

3.4.1 Conditional Bit Error Probability

With PSK modulation, i.es;, = /E,e’?*, the decoding rule (3.21) is equivalent to

5, = argmax R[zpe 7| VK =1--- K (3.26)
where

2 = Tr |:§HB]€/|E| + ﬁHAgﬁ = T + JUI (327)

K . L )

o= Y [s;Tr[H ATBLH + HEALB, ]

k=1

s TIRTAEAA + A7BAB,A| (3.28)
e = Tr [NHBk,ﬁ +RIAIN] . (3.29)

For equally likely symbols, we can assume = /E, without loss of generality, thus
the BEP depends on the probabiliy(c¢) = P(R[zpe 7] < 0|si = VE5), wherea
is some angle depending on modulation order [83]. For BPSK modulation, the BEP
is obviously given byP, = P,—q(e). For QPSK modulation with Gray mapping, the
BEP is given byP, = P,—= (e) [83].

Conditioning on the information set and s;,, and substituting (3.3) and (3.4)
into (3.28), we can see that. is a Gaussian random variable, which is given by

(aw|sw, A) ~ ON (s Z E, ZZ 2“0”|5’””| > (3.30)

nl m=1 n=1
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where
Mt
Ho= > Aol (3.31)
V, = 202.8+N, (3.32)
and

K My
En =D Z ( &l 0u s + 0L 00 ) o + (8 D + ) .ak,m)B;n> . (3.33)
k=1 1=1

Here,a;; andby; are thei-th column vectors of matrice&; andB,, respectively.
Similarly, the noise termu,. in (3.29) is also a conditional Gaussian random variable,

which is given by

Ngr

N, H
(ke [s1r, A) ~ ON <077 > ﬁ) : (3.34)
n=1 "7

Therefore, conditioning on the information setthe probabilityP, (e) is given by

N H 2
E; (Zan v_) cos? o
Mr NR 'Ugn‘gmnp H
By 5 + B SR 1 V2

n=1

Fole|A) = (3.35)

In the conditional probability above, since both the denominator and the
numerator contains the estimated channel ga[iﬁa,%n}, it is difficult to average
equation (3.35) ovel{ﬁmn} directly and obtain the exact BEP. Therefore, in the
following section we will first investigate the exact BEP in a special case, and then

introduce the performance bounds and approximations in general situations.

3.4.2 Exact BEP for the Special Case of Perfect CSI

If the CSl is perfect, such thav2, = 0 for all m andn, we haveh,,, = k... The

conditional probabilities (3.35) can be simplified to

1 [2 FE, cos”
P, (el]A) = — )\m/han 3.36
=2 [ o (S S ) 0. a0

1 m=1
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which is the same as the result (2.26), as expected. Applying Lemma 2.1 to the

conditional BEP (3.36), we obtain the exact error probability, which is given by

/ ﬁ ﬂ QUglnEsAm,k/ cosa\ ! o (3.37)
N, sin’ 0 ' '

m=1n=1

3.4.3 Bounds and Approximations of BEP with Imperfect CSI

If the channels are estimated, as we mentioned above, the exact average BEP is difficult
to obtain. Therefore, performance approximations and bounds need to be applied. In
the following section, we will use Alamouti’'s code [29] as an example to show how to
analyze the average BEP. The method used in this paper can similarly be extended to
other orthogonal STBC's.

Using Alamouti’s code [29], the code matrix aAg andB, are given by

51 52 10 0 1
S= : A = Ay = )
st st 00 00
0 0 0 O
B, = By = (3.38)
01 -1 0

respectively. Thus); , = 1 for all i andk. Substituting (3.38) into (3.33), we have

511 512 }Alll il12 + lifh ETQ
E1 Eno —hor —ha hy By

_ 2%[511] 2%[312] (3.39)

—2S[ha1]  —25]hao]

Since the channel gaih,,, is circularly Gaussian, it is easy to see that, is also

circularly Gaussian, and thus we make the approximation that

Mr Ng Mr Ng

Y el op 3y il on'hm"' | (3.40)

m=1 n=1 m=1 n=1
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This approximation is justified on the grounds that the two terms have the same means,
which means that it can give a close approximation to the final BEP, when averaging
the conditional BEP over all possible values of the estimated channel gains.

Applying the above approximation, we first rewrite (3.35) as

. 2
N My |hmn|?
E, (Z B 7 Nhmal® ) cos? «

n=1 m=1 Vv,

P, (e|A) = 3.41
CIVEO TR FEAY (3.41)
where the termg = Zn]‘fil f:ffl q{,—:% and\ = ngl n]\fil v%%
Upper and Lower Bounds on the BEP
The termsZ and NV can be upper and lower bounded as
Mt Ngr Mt Ng 2
’h‘mn‘ on ‘hmn’ Uon
>7 >
Nr Mrp 7 2 Nr Mr 7 2
| Aunan| 1 | Ann| : 1
L — | >N > —_ —. .
Consequently, the conditional probability can be bounded as
Es (ZNfl Mr ”L;'}—"P) cos? a
P.(e]A) > Q — : (3.43)
2F, min [1{;’—:] + % min [v—ln}
E; (ZNfl Mr ‘hV—P> cos?
P.(e|]A) <Q — (3.44)

V2o No 1
2FE, max [V—n} + 52 max [V_n]

Since the random variablgg,,.,} in the denominator have been cancelled with the
common terms in the numerator, it is now possible to average over the estimated
channels.

Observing that the estimated channel ga(ihﬁm} are also independent Gaussian

random variables with means zero and variad@es,, — 2v2,, }, we can average the
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above inequalities following the same steps from (3.36) to (3.37), and obtain

us MT NR —1
1 [ (202, — 202 )
P, > 1 mn mn d@,
(e)_ﬂ'/ HH( + Y, sin? 6

2

1 (2 (202 — 202 Yy \
< _ mn mn
P,(e) < 7r/ I [ |_| (1 + V26 db

m=1n=1
where
E, cos® «
M=
4F, mln[ } + N, min [VL]
E, cos®> a
Py =

4F, max[ } + N, max [Vi]

Approximations on the BEP

In order to obtain more accurate evaluations of the error performance, we propose

two close approximations on the BEP, namely, the geometric approximation and the

(3.45)

(3.46)

(3.47)

(3.48)

arithmetic approximation. The ternrdsand ' can be closely approximated as

13yl [

m=1n=1

:| ’
g
2

~EE5 ]

m=1 n=1

and

w3yl 4]

n=1 m=1

~EE52R)

n=1 m=1

respectively. Here,

and

(3.49)

(3.50)

(3.51)

(3.52)

(3.53)

(3.54)
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denote, respectively, the geometric and arithmetic means of the seql{é%c]eand

{V—ln}. Following the same steps as above, the approximations of the probabilities are

given by
~ Mr Npgr 2 2 —1
—~ 1 2 (20mn _ 2vmn)lug
P.(e) = ;/0 1111 <1+ 7 do, (3.55)
m=1n=1 n
~ Mr Npgr 2 2 —1
1 [ (207, — 20, ) la
P, ~ - 1 R UL de 3.56
@ ~ L [CILIL (75 ™) @56)
where
E, cos® a
/’Lg = Ugn 1 3 (3'57)
4, 3] (5]
E 2
" , COS” (v (3.58)

anfE] ],
Note that if the channel estimation error variances approach zero, the two bounds

(3.45), (3.46), and the two approximations (3.55), (3.56) all converge to the exact BEP

result (3.37) for the special case of perfect CSI. This further validates our derivations.
Note that although we omitted the block indekere, the BEP results obtained

above are based on th¢h block. The average BEP for all the blocks can be calculated

by averaging over thé; blocks within two adjacent pilot blocks.

3.5 Numerical Examples

In the numerical examples, we consider a vehicular communication system with
2 transmit and 2 receive antennas. The Alamouti’s code is applied with QPSK
modulation. As we mentioned in Section 3.2, since the channels are block-wise
constant, we use the block fade ratd;, for the BEP computation and simulation.

One pilot block is inserted after every 9 data blocks, and the 4 nearest pilot blocks are

used to estimate the channel using PSAM.
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In Figure 3.1, we consider case |, where the variances of the channel gains related
to the first and second receive antennad)a@r@and5, respectively. The block fade rate
is set to0.1. The simulation results show that our optimum receiver provides a large
performance gain compared to the conventional receiver. The irreducible error floor
caused by the channel fading is also greatly reduced by the optimum receiver.

The analytical lower (3.45) and upper (3.46) bounds in Fig 3.1 show the same
trend as the exact BEP curve, meaning that they decrease in parallel with the increase
of SNR. The three curves converge in the high SNR region. Furthermore, both
the geometric (3.55) and arithmetic (3.56) approximations can closely approximate
the exact BEP performance in all SNR regions, with the latter being a closer

approximation, the difference being no larger tlahd B.
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T T T T T
Opt. receiver simulation
........................... — B — Conventional receiver sim.
1 O L ~....{ —<— Opt. receiver lower bound
----------- ©................| —B— Opt. receiver upper bound
——— Opt. receiver Ari—approximation
—Oo— Opt. receiver Geo—approximation

...........................

......................................................................

.....................................................................

BEP

10‘4 i i i i i
0 5 10 15 20 25

SNR per symbol (Es/No) in dB

Figure 3.1: Case I: BEP results for the conventional and the optimum SBS receivers,
2Tx and 2Rx Alamouti’'s code with QPSK modulatiofy,7,=0.1, channels variances

of 0.5 and 5, respectively.

In Figures 3.2 and 3.3, we change the channel variances and the block fade rate,

and similar observations can be made. Notice that in case I, the performance gain
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enjoyed by the optimum SBS receiver comes with little overhead, as it only requires

linear processing of the received signal and the estimated channel matrices.

T
------------------------- —<— Opt. receiver lower bound

............................ —P— Opt. receiver upper bound

-------------- I P Opt. receiver simulation

| SRR o ... | = B — Conventional receiver sim.
—*%—— Opt. receiver Ari—approximation
—Oo— Opt. receiver Geo—approximation

BEP

-4

10 i i i i i
0 5 10 15 20 25

SNR per symbol (ES/NO) in dB

Figure 3.2: Case I: BEP results for the conventional and the optimum SBS receivers,
2Tx and 2Rx Alamouti’s code with QPSK modulatiofy,7,=0.1, channel variances

are 0.9 and 9, respectively.
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............................ Opt. receiver simulation.
eiieiiiiio...............] =8 — Conventional receiver sim.
RN L ... { —<— Opt. receiver lower bound
- -------- SREERERPRRI ... —P— Opt. receiver upper bound
N\ ——— Opt. receiver Ari—approximation
—Oo— Opt. receiver Geo—approximation

BEP

10 i i i i i
0 5 10 15 20 25

SNR per symbol (Es/No) in dB

Figure 3.3: Case I: BEP results for the conventional and the optimum SBS receivers,
2Tx and 2Rx Alamouti’s code with QPSK modulatiofy7,=0.06, channel variances

are 0.5 and 5, respectively.

Considering case I, we plot the simulation results of the conventional SBS

decoder and the proposed optimum decoder (3.25) in Figure 3.4. The block fade rate is
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set to0.1 and the variances of the the channels associated with the first and the second

transmit antennas are setto (9, 1), (5, 1) and (2, 1), respectively.

10 ——————— T T I | I

.......................... Optimum receiver simulation ]
"""""""""""""" —k— Conventional SBS receiver simulation| ]

BEP

10
0 5 10 15 20 25
SNR per symbol (ESINO) in dB

Figure 3.4: Case II: BEP results for the conventional SBS and the optimum receivers,

2Tx and 2Rx Alamouti’s code with QPSK modulatiofy/;=0.1.

All the simulation results show that the optimum decoder can provide a better
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performance than the conventional SBS decoder. If the difference between the channel
variances is larger, the performance gain is also greater. However, since the optimum
decoder has a higher decoding complexitylof, compared with the linear decoding
complexity of M for the conventional SBS decoder, it is possible to trade off between
the performance and the complexity. The simulation results show that if the ratio of the
channel variances is smaller than 2 to 1, the conventional SBS decoder can be safely

applied.

3.6 Conclusions

This chapter considers orthogonal STBC over non-identical channels with imperfect
CSI. It is shown that the conventional SBS decoder is not optimum in this situation.
Two typical cases are considered for the case of non-identical channels with channel
estimation.

In the first case, where the non-identical channels are associated with one common
receive antenna, the optimum decoder is derived. We show that this optimum decoder
can be simplified to a SBS decoder, under the condition that the received signal and
the estimated channel matrices are properly weighted. In the second case, where the
non-identical channels are associated with one common transmit antenna, we also
derive the optimum decoder. But it is shown that no matter how the received signals
are weighted, the optimum decoder cannot be simplified to a SBS decoder.

The performance of the optimum decoder is also investigated. The upper/lower
bounds and close approximations of the BEP performance are obtained for case I. Both
the analytical and the simulation results show that our optimum decoder substantially

outperforms the conventional SBS decoder.
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Chapter 4

Space-Time Block Codes over

Time-Selective Channels

Many existing works on STBC assume the channels are block-wise constant, but
this assumption does not always hold. In the more general case of time-selective
channels, the channel matrix is no longer orthogonal, so inter-symbol interference
is generated and the performance can be greatly reduced. Several decoders have
been proposed to eliminate the ISI, but it remains unclear how and to what extent
the performance is affected by the ISI. In this chapter, we introduce an approach to
analyze the performance of STBC over time-selective channels, with arbitrary numbers
of antennas for which orthogonal STBC's are defined. Exact error performances are
obtained in closed form. Furthermore, the analysis reveals the relationship between
the ISI and the structure of STBC matrices. Conside¢ingystems, we then propose
one proposition and two design criteria, following which it is easy to design or search

for better STBC's that have less ISI compared with the original code matrix.
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4.1 Introduction

Orthogonal STBC [30] are commonly used in MIMO systems, due to the simple ML
decoding structure. However, this decoding structure is based on the assumption that
the channels are block-wise constant, which is not always true in practice. For a
system with two transmit antennas, one STBC code block extends over two symbols
and the channels can change significantly within one block in some cases [65-67]
(and references therein). Systems with three or more transmit antennas are even more
vulnerable to channel variations than the systems with two transmit antennas, due to
the longer STBC code block [68,69]. If the channels vary from symbol to symbol, the
orthogonality will be corrupted and ISl is introduced, so the linear ML decoder [30] is
no longer optimum.

Considering time-selective channels, [65-71, 94-98] proposed different decoders
for orthogonal STBC. Assuming the channel variation between two adjacent symbols
is negligible, [66] and [67] propose a suboptimum detection scheme, in which
they treat the received signal as if the channels are quasi-static, and applied the
conventional linear decoder. The suboptimum scheme retains the simple decoding
structure, but has an irreducible error floor in the high SNR region. Therefore, it
greatly reduces the performance of orthogonal STBC over the time-selective channels.
Later, an elegant zero-forcing (ZF) decoder for two transmit antennas is presented
in [65], where the ISl is completely removed and full diversity is obtained with
the same decoding complexity as the conventional linear decoder for the orthogonal
STBC over quasi-static channels. The ZF decoder was extended to three- and
four-transmit-antenna cases in [69, 94, 95]. Besides the linear decoders above, there
are also non-linear decoders, including the parallel interference cancellation (PIC)

decoder [68, 69, 96], ML decoder [70, 96], successive interference cancellation (SIC)
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decoder [97] and decision-feedback decoder [70, 71, 98]. Instead of designing a new
decoding scheme, a modified orthogonal STBC was developed in [99]. Keeping the
full diversity order and the orthogonality, the modified STBC reduces the ISl to a much
lower level, compared with the original orthogonal STBC [30].

Obviously, the performance analysis of STBC’s over time-selective channels
differs from the conventional one where the channels are assumed quasi-static. In
the existing references, however, only a few works [70, 71] obtained the exact error
performance, when the special case of Alamouti’'s code [29] is applied. Other works
either presented conditional error performance based on one channel realization, or
simply obtained the error performance through simulations, especially for the STBC’s
with higher numbers of transmit antennas. More importantly, due to the lack of
analytical results, little insight can be gained and it remains unclear how the code
structures affect the performance of STBC when the channels are time-selective. In
this chapter, we introduce an approach to analyze the performance of STBC'’s over
time-selective channels, with arbitrary numbers of antennas for which orthogonal
STBC's are defined. Exact error performances are obtained in closed form. Through
the analysis, the relationship between the ISI and the STBC code structure is revealed.
Consideringg; systems, one proposition and two design criteria are then introduced.
Applying the criteria, it is easy to design modified code matrices which have less ISI,
compared with the original code matrix. Alternatively, we can use the proposition to
search for an optimum code matrix with minimized ISI.

The rest of the chapter is organized as follows. Section 4.2 describes the system
model. Section 4.3 first analyzes the BEP §grsystems with MPSK modulation, and
then extends the approach to other modulation schemes and systems. Code design for
g, systems is discussed in Section 4.4. Section 4.5 provides numerical examples and a

summary is given in Section 4.6.
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4.2 System Model

We consider a point-to-point communication system withtransmit andVy receive
antennas, transmitting with orthogonal STBC. For the purpose of illustration, we first
suppose the system has four transmvit: (= 4) and one receive{z = 1) antenna, with

a modifiedg, encoder [30]. Transmitting four information symbels: [sy, sz, s3, 54]7

in one STBC block, the originaj, encoder generates anx 4 code matrix, which is

given by [30]

S1 52 53 S4
—S2 51 —S4 853
—S3 S4 S1 —S9

—S4 —S83  S2 S1

Gy == : (4.1)

—s5 87 —s; S
—83 S1 SIS

—s3 —S3 85 51
However, the above code matrix generates high ISI over time-selective channels

(which we will explain later), and therefore, we use a modifigdencoder in this

chapter. The modified encoder simply interchanges the rows of the original code
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matrix, and is given by

—s3 S]  —S; 3
—S3 54 1 —S2
op __
P — . (4.2)
* * * *
—S3 54 D)
—S2  S1  —S4 S3

This modified encoder is optimum in the sense that it minimizes the ISI ofthe
code over time-selective channels. Further explanation will be given in Section 4.4.
Defining the manipulated received signal vectoras [ry, 3,75, 74,75, 76,77, 75]7,

the received signals can be written as
r=Hs+n (4.3)

wheren is the noise vector whose elements are i.i.d., complex Gaussian random

variables, each with mean zero and variange The channel matriid is given by

() k(D) hs(1)  ha(1) |
hi(2)  h3(2)  —h3(2) —hi(2)
h3(3) —hi(3) hi(3) —h3(3)

H_ hs(4) —ha(4) —hi(4)  ho(4) 4.2)

hi(5) —hi(5) —hi(5) h3(5)
ho(6) —hi(6) ha(6) —hs(6)
ha(T)  hs(7)  —ho(7) —ha(7)

| hi(8)  h3(8)  h3(8)  hi(8)

Here, we assume all the channels undergo frequency-flat, time-selective Rayleigh

fading and the channel gair{ﬁ,-(t)}f’:ftzl, are identical complex Gaussian random
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variables with means zero and autocorrelation funcliéif, (1)} (¢t + 1)] = o7 R(1).

1

We normalize the average power of the fading procgsgo

in this chapter.

According to Jakes’ model [93], we have
R(l) = Jo(2m faT.0), (4.5)

where J,(-) is the zeroth-order Bessel function of the first kirfd,is the maximum
Doppler shift and’ is the period of each symbol. Here, we assume the time-selectivity

is caused by Doppler shift and the frequency offset is perfectly compensated for. We
also assume that the channel fading processes in different transmit-receive links are
i.i.d., i.e., the autocorrelation fucntidR(!) is common for all links, and for aniy+ j,

we haveE[h;(t)h}(t)] = 0. Finally, the knowledge oH and R(/) are assumed to be

perfectly known at the receiver end.

4.3 Performance Analysis

4.3.1 The Performance ofj, System

The beauty of orthogonal STBC is that the optimum decoder can be reduced to a linear
decoder, and thus we can use a symbol-by-symbol (SBS) detector. If the same linear
decoder is applied in the case of time-selective channels, the decision vector is formed

by multiplying the received vectarby H to give
HAr = HfHs + Hn. (4.6)

It is obvious that the off-diagonal elements of

02 B B Bu
HHH _ 521 ||h2H2 523 /624 (47)
531 ﬁ32 ||h3||2 ﬁ34

541 @12 543 H h4H2 |
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are non-zero, i.ef;; # 0,4,5 = 1,--- , 4. Therefore, they cause ISI. Due to symmetry,

eachs;, 7 = 1---4, has the same BEP, so we can focusspand the decision metric

iS given by
2= Hh1H251 +ﬁl252 + ﬁ1383 + 51484 +n, (48)
Wd ~ J
effective signal inter-symbol-interferences

whereh; is the first column of the code matrkk and

Pia = (h(Dha(1) = ha(3)h1(3)) + (ha(2)3(2) — h3(4)ha(4))
+ (=hs(B)hi(5) 4 ha(T)h3(7)) + (=h3(6)h1 (6) + 7 (8)2(8)) , (4.9)
Pz = (hi(Dhs(1) = ha(5)h1(5)) + (ha(3)h3(3) — hy(7)ha(7))
+(=ha(2)h3(2) + h3(6)ha(6)) + (=h3(4)hi(4) + h1(8)h3(8)) , (4.10)
Pa = (h(Dha(1) = ha(2)07(2)) + (=ha(3)h5(3) + h3(4)ha(4))
+ (h3(5)h5(5) = h3(6)hs(6)) + (=hy(T)ha(7) + hi (8)hi(8)) . (4.11)
Here,n is a complex Gaussian random variable with mean zero and variangey.,,.
Since the channel gain's(t) andh,;(t + [) are jointly Gaussian for any =
1,--- 4, conditioning om;(t), h;(t + ) is a complex Gaussian random variable with
meanm;(t + [) and variancel — E [m,(t +1)]° [7]. Here, the meamn,(t + 1) is
proportional to the channel gali(t), and is given byn; (t+1) = R(l)h;(t). Therefore,

conditioning on the channel gain(t), we have
hi(t + Doy ~ ON (R(Di(t), 1 = [R(D[?) - (4.12)

Similarly, conditioning on the channel gain(t + ), h;(t) is also a complex Gaussian

random variable given by

hi(t)

s ~ ON (ROi(t 1)1~ |ROP) (4.13)

In (4.9)-(4.11), we have expressed each of the interference paramigters- 2, 3, 4,

as the sum of four terms. Applying (4.12) and (4.13) to each of these terms, we find
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that they are conditional Gaussian random variables. Therefore, conditioning on

i.e.
[ (1), h3(2), h5(3), ha(4), h3(5), ha(6), ha(T), B1(8)]", (4.14)

B, i = 2,3,4, are given by

Brzl ny ~ ON(O, [[hu[*(1 — [R(2)]*)), (4.15)
Bsl ny ~ ON(O, [ [*(1 = [R(4))), (4.16)
Bral ny ~ ON(O, [[ha[*(1 — [R(1)[*)). (4.17)

MPSK Modulations

For MPSK modulation with equal symbol probabilities, we carslet /E, without
loss of generality. The BEP of, can be computed from the probabilify, (e¢) =

P (R[z1e77*] < 0|,,_ ) [83], wherea is an angle that depends on the modulation
scheme. For BPSK modulation, the BEP is obviously givenfyy= FP,_(e).
For QPSK modulation with Gray mapping, the BEP is given By = P,z (e).
And for 8-PSK with Gray mapping, the BEP can be closely approximated, by
P,_sx(e) (1 = Pazz(e)) [83].

Conditioning onh,, the total interference term3sss + Bi3s3 + (1484, IS @
zero-mean, complex Gaussian random variable, whose variance is independent of
s;, i = 2,3,4, as thes;’s have the same amplitude. SinBg s, + (1353 + SB1484
is also independent of the effective sigrjal||*s; and the noisei, we can treat the

interference as additional noise. The probabiltye) conditioning orh; is thus given

by

—E||hy||? cos* «

0o T (((3 — |R(1)]2 = |R(2)]? = [R(4)|*) Es + N,) sin 0

) 9, (4.18)
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where we use the Craig’s alternative form of the Q-function [84] and cancel the
common terni|h, ||? in the denominator and the numerator.
In order to take the average of the conditional BEP ablig|? can be split into
two parts as
Ihufl* = [h (D)) + [ha(2) + [ha(3) [ + [ha(4)]
firsrpart
+[hs(5)[ + [ha () + [ha(7T)[* + [ha (8) [ (4.19)

second part

Conditioning on the first part, i.eh(1), ha(3), h3(4) and hy(2), the second part

contains four complex Gaussian random variables, whose conditional means and

variances can be calculated as in (4.12) and (4.13). Since these four random variables
are independent of one another, we can average over them one by one with the help of
Lemma 2.1, and obtain

Folel hi(1), ha(3), hs(4), ha(2))
A (WP RO )P >exp<—v|h2(3)\2 _ _ARG)PE) )

1 /75 eXp ( sinZ 0 sin? 0+ (1-|R(7)|%)y sin2 0 sinZ 0+ (1-|R(3)|%)y
T 1+ L=EOP) 1+ LEGP)
.eXp (—wlﬁ;(;x)\? _ shfa'?f()ﬂ?éﬁ'3w> exp (ﬂs'?ff?e _ Sinv2|§f(>1@|h§g§‘|jh> v @)
1+ 7(1;@(91)\2) 1+ v(l;lnfg(g)P) '
where we have
E, cos®> a @.21)

v = .
B — R = |R(2)]* = [R(4)]?) Es + N,
Noting that|h(1)]?, |h2(3)|?, |h3(4)|* and|hy(2)|? are independent, central chi-square

distributed random variables, whose probability density functions are given by [7]

T :
p\hi(t)|2<5€) = exp (—@) ,i=1,--- ’47 (422)
h
we average oveh,(t)|%, i = 1,--- , 4, and finally obtain
Pu(e) = l/gg ( sin2 )
“ TJo = sin? @ + v (1 — |R(2i + 1))
sin” §
do. 4.23
(sin20+7(1+|R(2z'+1)])) (4.23)
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Applying the result in [100, eqn. (5A.75)], the above average BEP can be integrated

out, and the closed-form BEP result is given by

1 C s Cy
Fale) = 2 Z (1 Vi +Cl) H (Cl - Cn) (4.24)

=1 n=1,n#l

where

1—|R(1)]), [=1,3,5,7,
S IR L) .29
v+ |R(I-1)]), [=2,4,6,8.
By settingd = 0, a simple Chernoff bound is obtained from (4.23), which is given
by

1

M-

Py(e) < (L+7)* =7?R(2i+ 1))

=0

w |l

-1

= Y (A +2v+ (1= |RQi+ 1)) (4.26)

1=

[e=]

Here, it is interesting to note that the order of diversity is not four, as was in the block
fading channels. On one hand, the (modifigg)encoder transmits the same symbol
(s; ands}) twice from the same antenna in one block, and the channel varies from one
symbol to another, so more degrees of diversity is produced. On the other hand, the
performance degrades due to the interferences, which are also caused by the variations
of the channels. Since the interferences dominate the overall performance, therefore,
the order of diversity is less than four, which will be seen in the numerical examples.
Because of the ISI, an irreducible error floor is expected when SNR is high, i.e.
when E, > N,. The analytical result of the irreducible error floor is the same as

(4.24), with¢;'s replaced by;’s which are given by

(1-|R()]) cos® a 1=1.3.57
¢ = { 3IROP-IRRP-IRDE T (4.27)
(I+[R(I—-1)]) cos® & 1 =2,4,6,8.

3=|R(1)P=[R2)[P—|R(4)[*"
If multiple antennas are applied in the receiver, the performance analysis can be

easily carried out in the same way. Since the channel gains of different links are
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independent of one another, we can similarly integrate over the channel gains as in
(4.20), resulting in more exponential terms. Therefore, the increased number of receive

antennas increases the order of diversity.

PAM and MQAM Modulations

For PAM and MQAM modulations, the transmitted symbols have different amplitudes,
so the variance of the interference terfh; s, + (1353 + S1484, IS dependent on the
transmitted symbols. The performance analysis of these modulation schemes is similar
to the one we introduced for MPSK modulation, except that the BEP is now to be
averaged over all the possible combinations of the transmitted symbols.

Considering rectangular MQAM with the Gray mapping of bits, for example, the

BEP conditioning orh; ands can be closely approximated by [101, egn. 18]

VM2
4 1 , 3Ep||hy]]? logy, M
P<6|h1, S)Nw (1_\/_M) g Q <(22_1)\/(M—1)<<—|—N0)) 7(4—28)

where¢ = (1 — |R(2)|*)]sa]* + (1 — |R(4)]?)|s3]* + (1 — |R(1)]*)|s4]? is the variance

of the interferences;os, + (1353 + 1484, depending on the value of, i = 2,3, 4,
andFE, = E,/log, M is the transmit energy per bit. Averaging ovgrands, the exact

BEP can be expressed as

VM /2
. 3Ey|[hy||* log, M
%pl Zl E|Q ((22— 1)\/(1\4— 1)(Q+No)>] , (4.29)

where (; is one possible value of the variance belonging to the set of all possible
combinationsp, andp; is the probability that the variance takes on the vajuelt

it easy to see that the expectation of the Q-functions over the channel gains can be
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similarly evaluated as in (4.18)-(4.24), giving

2 1
P~ g (- 7w)
VM2 8 o 8 o
)DID (1— H”Ct,) 11 ( ; fc};)’ (4.30)

lep  i=1 t=1 li ) pimpr \li
where
vi (1 —|R(t)]), t=1,3,5,7
D (1= [R(®)]) (450
7“(1+]R(t—1)|), t=2,4,6,8
and

3(2i — 1)2Ey log, M
(M - 1)(Cl + No) '

Vi = (4.32)

4.3.2 Extension to Other Systems
Gs system

By setting h4(t) and h}(t) to zero, fort = 1,---8, in (4.4) and all other related
equations, we can similarly derive the BEP performance;pf = 1,--- 4, in a

Gs system. Since the positions bf(¢) andhj(t) are different in the four columns of
H, the BEP results’’ (e) of the different symbols,’s are, therefore, different, so the

overall BEP is given by

P.(e) = =) Pi(e). (4.33)

Here, eachPi(c) has a similar expression to the one of @#gsystem. The only

difference betweet®’ (¢) and the BEP in (4.24) is the order of diversity.
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G, system

If Alamouti’s code [29] is used with two transmit antennas, the received signal is given

by
=H + : (4.34)

where the channel matrix is now defined as

hi(1)  hse(1
h3(2) —hi(2)
Following the same procedure as given from (4.6) to (4.18), we first obtain the

conditional probability for MPSK modulation as

1 Eg||hy||? cos? a
P(a)|n, = §erfc <\/(1 ~ROPE + No> . (4.36)

The result in (4.36) is similar to the one in [66, eqn. (14)]. However, [66] applies an

approximation technique by neglecting some fourth order terms, whereas our result
here is an exact expression. Since there is only one interference(termiz(1)|?) £,
in (4.36), the exact average BEP can be obtained for BPSK and QPSK in simple closed

form, which is given by

11 E, cos? ! T[(2i + 1)/2]
Pole) = 5 = 5\/«1 RO E T V) ZO ( == (4:37)

cos?
L+ aortop e,
AssumingF, > N,, there also exists an irreducible error floor, which is given by

~ 1 1 cos? « - I'[(2k +1)/2]

pirr — - _ = — 4.38

20 =3 2\/<1z%<1>2>7r;<1+ ) T (4:59)
RO

'H; Systems

Besides the generalizegl design, there is another important generalized design for

complex orthogonal STBC, thH,; design [30, egn (39-40)]. In order to analyze the

79
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performance ofH{; systems over time-selective channels, the key step is to find the
corresponding channel matrix for the manipulated received signals [69, egn. (3)].
Unlike the channel matrix (4.4) for thg, system, it is not straightforward to obtain the
channel matrix fof{; systems, since botf) ands; appear in the same row of the code
matrix. Therefore, the transmitted symbols need to be treated in real and imaginary
parts, separately. Consequently, the corresponding channel matrices are also obtained
for the real and imaginary parts of the transmitted symbols [69, eqn (4a-4f)]. Having
obtained these channel matrices, the performané¢ afystems can be analyzed with

a similar method used f@; systems. However, sindg; code matrices contain more
than one information symbol in one entry, so the code structure is more involved and
the analysis method is not a direct extension from the on¢ faystems. Therefore,

we are not going to cover the performance analysigfosystems in this chapter.

4.4 Maodified orthogonal STBC with Minimized ISl

As mentioned in Section 4.2, the original code matrix (4.1) introduces high ISI. It
is important to reduce the ISI, while keeping the orthogonality of the code matrix.
One simple but effective method is by changing the positions of the rows in the code
matrix [99]. However, the question of how to obtain an optimum code matrix, in
the sense that the ISI is minimized is not addressed in [99], where only an intuitive
‘every-other-line’ scheme is introduced.

One way to find the optimum code is to simulate the performances of all the
code matrices, which is difficult, if not impossible. Alternatively, we can evaluate the
performance of each code matrix, using the method presented in the previous section.
This method is still too complex, since it requires some derivations by hand. For

example, there are6! possible code matrices for@& system. Even though we can
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reduce this number due to some symmetric equivalent matrices, the derivation burden
is still prohibitive. Therefore, it is necessary to investigate the relationship between ISI
and the structure of the code matrices, so as to enable the computer search, or simplify
the design of the code with better performance. In this chapter, we will focus on the
g; codes, as they are systematically designed and have similar structures.Hsince
systems have different and more involved code structures, the issue of code design for
'H,; systems over time-selective channels will be covered in future research.

As an illustration, we still use thé, code here, but the results obtained can be
applied to othe; systems, as will be shown later. We first rewrite the original code

matrix (4.1) in the form of row vectors, which is given as
Ga=ls, 8,88/ ] (4.39)
and the corresponding channel matrix is given by
Ho = [h (1), -+, hy(4),hy'(5),--  hi'(8)]" (4.40)

wheresg*) and hg*)(t) are 1x4 row vectors, and is the symbol time slot which also

can be viewed as the row number of e@éﬂ(t).

Lemma 4.1. The sequence of rows in the channel matrix is the same as the one in the
code matrix. When we interchange the positions of two rows in the code matrix, the

channel matrix changes accordingly.

Proof. This can be easily seen through the construction of the channel matrix. As an

example, the modified code matrix (4.2) we used in the last section can be written as

zp:[gvsfvs§7§7§’§7§7§]Tv (4.41)

while the corresponding channel matrix (4.4) can be rewritten as

H = [hy (1), hi’(2), h5'(3), h3 (4), hg' (5), h (6), hi (7). hy' (8)]". (4.42)
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Notice that the row vectdng*)(t) here is different from the column vector defined in

(4.14). O

For the SBS decoder, since eaghis decoded independently with similar
interferences, we can takg as an example without loss of generality. From (4.6)
and (4.8), it can be seen that the effective sidital|?s; and noise: are independent
of the row positions in the code matrices. Therefore, no matter how we change the row
positions, only the ISI terms will be affected.

For aG, system, there are twenty four interference terms (as can be seen from
(4.9)to (4.11)), since each row of the channel matrix generates three interference terms
from sy, s3 and sy, respectively. For example, the first row of channel malttixn

(4.42) is given by
hy(1) = [h1(1), ha(1), h3(1), hy(1)] (4.43)

and the interferences generated arél)hy(1)ss, hi(1)hs(1)ss and hi(1)hy(1)sy,
respectively. Similar to what we did in (4.9) to (4.11), we can group these twenty
four terms into twelve pairs, each of which is a conditional Gaussian random variable.
For the same example above, we find three more terms from thehig@dss h;(5) and

h;(2), and we group them with three terms from the first row, which are given by

(h1(1)ha(1) = ha(3)h1(3)) s2, (4.44)
(hi(1)hs(1) — h3(5)hi(5)) s3, (4.45)
(hi(1)ha(1) — ha(2)h3(2)) 54, (4.46)

respectively. Conditioning ol in (4.14), it is easy to see that these interference terms
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are complex Gaussian random variables with means zero and variances

(1P (D) + [h2(3)*)(1 = [R(2)*) B, (4.47)
(1P (D) + [hs(5)[*)(1 — [R(4)]*) B, (4.48)
(1P (D + [ha(2)*) (1 = [R(1)]*) B, (4.49)

respectively. Since the variances of the channel gains are normalized to 1, the
mean values of these ISI's are obtained2és — |R(1)|*)Es, 2(1 — |R(4)|*)E, and
2(1 — |R(4)|?)E,, respectively. Notice that these valudspend on and only ote
difference of row numbers betweén (1) and each ohi(3), h;(5) andhj(2). The
same observation can be made for the rest of the interference terms. Following the

discussion above and applying Lemma 4.1, we have Proposition 4.1 below:

Proposition 4.1. The mean ISl is minimized by minimizing

= (1 . \R(D[a,sj])f) (4.50)

i=1 j=1j#i

where2P is the number of rows anf)[s;, s;] is the distance between rowsands;,

given by the difference of their row numbers.

Proposition | can be applied to ady system. Now, the design of the modified
code matrix is simplified to aP-rows an P-positions problem, i.e., how to arrange
2P rows in 2P positions in order to minimize the value éfin Proposition 4.1. A
computer search can be easily applied to find the optimum code. Fgf, thestem,
the optimum code matrix we found has been given in (4.2) and (4.41). Gzosystem,

similarly, if we rewrite the original code given by [30] as

gS = [{7 §7 Sz;’ SZ’ §7 Sg" S?’ ng 3{1’7 Sg7 S.?’ Sf’ S,f])ﬂ’ %—[7 5517 %—I]T7 (451)

the optimumGs code we found is given by
S=Is,8 8 5.8 8 5,888,855 5.8,8]. (452
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As mentioned above, the number of possible code matrices is proportional to
(2N7)!. Although the calculation of in Proposition 4.1 is easy, it is still time
consuming to implement an exhaustive search, when the number of transmit antennas
is large. From Proposition I, we can observe that only the distance between conjugate
rows and non-conjugate rows with different subscripts will affect the ISI, therefore, we

propose below two design criteria for the modified code matrix.

Criterion 4.1. Conjugate rows and non-conjugate rows should be adjacent to one

another.

Criterion 4.2. Based on criterion I, the rows with the same subscript should be put as

far apart as possible.

Using these two criteria, we can easily design code matrices by hand. In Figure
4.1, we show how to systematically desigracode. The design procedure starts
from s, ands;. In each of the steps, we put two rows with the same subscript into
current vacancies, according to the criteria above. After completing all the rows, the

hand-designed, code matrix is given by

gf = [§7§]7§73573Z7%{7§7§]T‘ (4.53)
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Step 1 Step 2 Step 3 Step 4
St S St S
ﬁﬁﬁﬁﬁ S, S, S,
fffff I s, s,
| | | S
| | ] s,

*******

l\g/) (an*
[ [

W,
W,
.
W,

Figure 4.1: Systematical design@f code.

Following the same steps, a hand-desigedode is given by

Gy =lsi.s 5.8 8.8 5 8" 5.8 5,855,858, 87 (4.54)

As we can see, the design of the code matrix is straightforward. In the next section,
we will show that the performances of these hand-designed code matrices are close to
optimum.

Notice that although we analyze the ISI with the conventional linear decoder, ISI
is independent of the decoding structure. All the other decoders can only mitigate the
effect of I1SI, but not change the amount of ISI generated. Therefore, with reduced
ISI, the modified code matrix not only improves the performance of the conventional

linear decoder, but also benefits the PIC, SIC, decision-feedback and other decoders in
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existing works.

4.5 Numerical Examples and Discussion

In the numerical examples, we use conventional linear decoders with both BPSK and
16QAM modulations. In order to compare the performances of different systems, we
normalize the SNR by the code rate, the number of transmit antennas and the order of
modulation, such that the SNR per information &it/N,, is the same. For example,
we have the transmit SNRK, /N, = E/2N,, E;/N, = E/6N, andE;/N, = E /8N,
for the Go, G3 and G, systems, respectively, with BPSK modulation, afig N, =
E /2N, for the G, system withl 6QAM.

In Figures 4.2-4.4, we compare the analytical BEP results with the simulation
results for the optimung, system with BPSK modulation, the optimu@ system
with 16QAM modulation and th&j, system with BPSK modulation. The normalized
channel fade raté,; T is set t00.02 0.03 and0.04, respectively. The analytical results

of irreducible error floors are also plotted in these three figures.
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Analytical BEP results ]
%  Monte—Carlo simulation results|]
| — — — Irreducible error floor

BEP

0 5 10 15 20 25 30
Normalized SNR per infomation bit (E/NO) in dB

Figure 4.2: The analytical and simulation results for the BEP of the optigiuoode

matrix against SNR with different channel fade rates and BPSK modulation.
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10— —— —— ———
AERERREEEEEEEEEE PRI ERERERS Analytical BEP results _
-------------------------------- *  Monte—Carlo simulation results | {
""""""""""""""""" — — — Irreducible error floor ]

BEP

10

0 5 10 15 20 25 30
Normalized SNR per information symbol (E/NO) in dB

Figure 4.3: The analytical and simulation results for the BEP of the optigiuoode

matrix against SNR with different channel fade rates 86@AM modulation.
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10_1:::::::::::!:::::::::::.‘:::::: """" r. . ... L. ... ...
SR Analytical BEP result _
------------------------------- *  Monte—Carlo simulation results |
""""""""""""""""""""" Irreducible error floor |

BEP

0 5 10 15 20 25 30
Normalized SNR per information symbol (E/NO) in dB

Figure 4.4: The analytical and simulation results for the BERp6ystem against

SNR with different channel fade rates and BPSK modulation.

As shown in Figures 4.2-4.4, our analytical results agree well with the simulations
for both G, andG, systems, with different modulations and channel fade rates. It also
shows that the channel fade rate has a significant effect on the BEP, such that a higher
fade rate results in a smaller diversity order and a larger error floor. Comparing Figures
4.2 and 4.3, we can see that the channel fade rate has a greater impact on the system

with a higher order of modulation.
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—e— BEP of G4 system |
BEP of G2 system |

BEP

0 5 10 15 20 25 30
Normalized SNR per information bit (E/NO) in dB

Figure 4.5: BEP comparison of; and the optimumg, systems with BPSK

modulation.

As we can see from (4.24) and (4.37), tie system generates more ISI than
the G, system. Therefore, it is obvious that thg system is more sensitive to the
channel fade rate. In Figure 4.5, we compare the performances of the two systems
with different channel fade rates. When the channel is quasi-staticfj®&.,= 0,
the diversity orders of the two systems are four and two, respectively. However, as
the channel fade rate increases, ¢hesystem loses its transmit diversity advantage
faster than thg/, system. It is interesting to see that the performance ofirsy/stem
becomes worse than that of the system in the high SNR region, when the fade rate

is greater tha.05.
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1| —e— BEP of G3 system 1
BEP of SISO system | ]

BEP

0 5 10 15 20 25 30
Normalized SNR per information symbol (E/NO) in dB

Figure 4.6: BEP comparison of the optimu@iy and SISO systems with BPSK

modulation.

In Figure 4.6, we compare the BEP of the optimdgsystem (4.33) with that of
a SISO system. As the channel fade rate increasesjsthgstem also loses more and
more of its transmit diversity advantage. Therefore, in time selective channels, it is not

always beneficial to have a large number of transmit antennas.
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0.9 I I 1 1 T
————— Original code matrix

0.8| —— Code matrix designed by 'every—other-line’

—©&— Code matrix designed by hand : v
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Figure 4.7: The normalized ISI of origing&l, code matrix (4.39), hand-designed
code matrix (4.53) and the optimum code matrix (4.41), compared with that of

'every-other-line’ code matrix

In Figure 4.7, we compare the normalized ISI of the origiGalcode matrix
(4.39), the hand-designed code matrix (4.53) and the optimum code matrix (4.41).
As a reference, we also compare with the ISI of e code designed by the

‘every-other-line’ scheme, which is given by [99]

QZ = [§73§{7§7Sf73?7§7%{v32]T' (4.55)

As shown in Figure 4.7, the original code matrix has a much larger ISI compared with

the other three. The optimum code matrix has the smallest ISI, and the hand-designed
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code matrix has a near-optimum ISI level. Both our hand-designed and our optimum

code matrices perform better than the one from [99].

i Analytcal BEP optimum code
BEP approx. hand—-designed code
— — — BEP approx. original code
—>—— BEP approx. 'every—other—line’ code |
10725 0\ : O  Simulations hand designed code |4
""""" s = *  Simulations original code ]
IR Simulations 'every-other-line’ code |]

0 5 10 15 20 25 30
Normalized SNR per information symbol (E/NO) in dB

Figure 4.8: The BEP of original, code matrix (4.39), hand-designed code matrix
(4.53) and the optimum code matrix (4.41), compared with that of 'every-other-line’

code matrix, forf; 7, = 0.03 and BPSK modulation.

In order to further show the effects of reduced ISI of the modified code matrices,
we plot the BEP of the optimum code matrix (4.41), the hand-designed code matrix
(4.53), the originaly, code matrix (4.39) and the code matrix from [99] in Figure 4.8.
Here, we use the same method to approximate the performances of the latter three code
matrices, as introduced in Section 4.3.1 (see also Appendix B). It can be seen that our

approximations to the BEP are very close to the simulation results. Figure 4.8 also
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shows that the code matrix with less ISI has a better BEP performance.

| —%— Optimum G4 code matrix |

"""""""""""""""""""" —©— Original G4 code matrix

SISO system

BEP

N I
0 5 10 15 20 25 30
Normalized SNR per information symbol (E/NO) in dB

Figure 4.9: BEP comparison of the optimuyn code matrix (4.41), the original,

code matrix (4.39) and SISO system with BPSK modulation

In Figure 4.9, we compare the BEP’s of the optimgincode matrix and the

original G, code matrix, with different values of the channel fade rate. The BEP of

the SISO system is also plotted as a reference. As expected, the performances of the

two code matrices are identical to each other when the channel is stati;i.e= 0,

since there is no ISl introduced in this case. However, if the channel fade rate becomes

larger, the performance of the original code matrix degrades much faster than that

of the optimum code matrix. And both code matrices lose their transmit diversity

advantage compared to the SISO system as fade rate increases.
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Figure 4.10: The normalized ISI of origingks code matrix (4.51), hand-designed
code matrix (4.54) and the optimum code matrix (4.52), compared with that of

'every-other-line’ code matrix.

In Figure 4.10, we compare the normalized ISI of the modifigdode matrices.

Here, the one designed by ‘every-other-line’ scheme is given by [99]

Gi=Isis' s 85,8, 5,880,880 8,8 5,5, 5] (4.56)

Similar phenomena can be observed as in Figure 4.7.
Finally, we would like to mention that the decoders for the optimum and the
hand-designed code matrices remain the same as the one for the original code matrix,

therefore, no extra costs are incurred by using these code matrices.
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4.6 Conclusions

We have derived the bit error performance of orthogonal STBC’s over time-selective
Rayleigh channels with the conventional linear decoder. The exact average BEP results
are derived for th€ 4, Gz andg, systems in closed form. The analysis of the irreducible
error floors is also provided. With the exact BEP result, we can easily compare the
performances of different systems. Interesting observations show that the diversity
advantage of STBC reduces when the channel fade rate increases, and systems with
larger numbers of transmit antennas suffer more performance degradations than the
ones with fewer antennas. Therefore, it is important to note that it is not always
beneficial to have a large number of transit antennas in real environments. The
performance analysis method can be applied to other systemsHe.gystems, for

which orthogonal STBC'’s are defined.

In the second part of the chapter, we examined the relationship between the ISI
and the row positions of the STBC code matrix. In order to minimize the ISI, we have
proposed one proposition and two design criteria. Following the criteria, it is easy to
design near-optimum code matrices, which have less ISI compared with the original
code matrices. Applying the proposition, we also can easily search for an optimum

modified code matrix. Finally, numerical examples are provided to verify our results.
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Chapter 5

Space-Time Block Codes over Relay

Channels

Cooperative STBC is a distributed way to exploit spatial diversity. Because of its
simplicity, the amplify-and-forward (AF) strategy is often used at relays. However, the
exact performance of this strategy is not available in the existing works. Therefore,
in the first part of this chapter, we will analyze the performance of cooperative STBC
with the AF strategy. Exact BEP results are derived in closed form for three existing
protocols.

Since the AF strategy simply forwards the signals at the relays, the noise at the
relay is also forwarded to the destination, and it degrades the received signals from
both the relay and the source, due to the receiver structure of STBC. In the second part
of this chapter, we examine the effect of the forwarded noise and propose a condition
under which the relay should stop forwarding the signals. Based on this condition,
adaptive forwarding schemes for cooperative STBC are proposed. The performances
of these schemes are studied and the exact BEP’s are also obtained in closed form.

Finally, the energy efficiencies of these adaptive schemes are discussed.
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5.1 Introduction

The MIMO technique is a well known way to exploit spatial diversity and mitigate
the fading problem in wireless communication. However, it is sometimes difficult to
install multiple antennas in one mobile communication node, due to its limited size. In
such scenarios, we can exploit spatial diversity through the cooperation of neighboring
nodes [72—74]. Therefore, the information can be cooperatively transmitted by several
single antenna users, e.g. [53,102-104], by creating a “virtual array” of antennas.

If the space-time coding technique is applied with the virtual array, the space-time
codes can be viewed as being transmitted over relay channels. More specifically, the
transmission is completed in two phases. In the first phase, the source node sends
information to relay nodes, and in the second phase, the relay nodes and the source
node transmit together using STC. The relay nodes can either amplify and forward,
or decode and forward the received signal. The DF strategy can provide a better
performance [105] compared with the AF strategy, but it has a higher complexity in
decoding the signals. Therefore, the simpler AF strategy is also an attractive choice.

The performance of cooperative STC has been studied in many works. For
example, [57, 58, 106] have studied the performance of cooperative STC with DF
strategy. At the same time, many works, e.g. [59,75-77], have investigated cooperative
STBC with AF strategy. Under a high SNR assumption, [75] obtained an upper
bound on the pair-wise error probability; [59] derived asymptotic BEP results with
both perfect and imperfect CSI; [76] generalized the cooperative STBC to the case
of an arbitrary number of relays and hops, and presented an asymptotic symbol error
probability result. Reference [77] also derived the asymptotic SEP, which was used to
optimize the power allocation.

However, none of the above mentioned works has obtained the exact error
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performance. Therefore, the first target of this chapter is to analyze the exact bit
error performance of cooperative STBC with AF strategy. Three existing transmission
protocols are considered, and exact BEP results are obtained in closed form for all of
these protocols. Based on the exact BEP, we compare our results with the existing
asymptotic BEP in [59]. Then, we compare the performances of the protocols in
different situations and examine the robustness of these protocols.

For the cooperative STBC with AF strategy, since the relay simply forwards
the received signals, the additive noise at the relay is also forwarded. Due to the
decoder structure of STBC, the forwarded noise degrades the received signals from
both the relay and the source. If the forwarded noise is too large, then the advantage
of cooperative diversity vanishes, and even an error floor can be observed [59, 105].
Therefore, in the second part of this chapter, we address the key question of when
the relay should stop forwarding signals. We first examine the effect of the forwarded
noise on the received SNR and find a critical condition, under which the forwarded
signal from the relay will be deleterious. According to this condition, we propose
adaptive forwarding schemes for cooperative STBC with full CSlI, partial CSI and
no CSI available at the relay. The exact BEP’s of these adaptive cooperative STBC
schemes, which are much better than that of the conventional cooperative STBC, are
also obtained in closed form. Finally, the energy efficiencies of these adaptive schemes
are also discussed.

The rest of this chapter is organized as follows: Section 5.2 describes the system
model. The exact BEP results of the conventional cooperative STBC are derived in
Section 5.3. A comparison of different protocols is also provided in this section.
Section 5.4 proposes and analyzes the adaptive cooperative STBC schemes, together

with numerical examples and discussion. A summary is given in Section 5.5.
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5.2 System Model

5.2.1 Protocols

We consider a cooperative transmission scenario with three nodes, where each node
only has one antenna. The sourEetransmits information to the destinatiai,

with the assistance from the reldy. We assume all the nodes are half duplex,
such that they cannot transmit and receive simultaneously. Therefore, we use a
time-division multiple-access strategy here, and the transmission is completed in two
phases. According to different settings of the source and the destination, three existing
protocols are listed in Table 5.1.

Protocol I: The source broadcasts the information to the relay and the destination
in the first phase. In the second phase, the source and relay transmit together to the
destination using STBC. The destination combines the signals from the first and second
phases before decoding.

Protocol Il: The source only transmits in the first phase, and the relay transmits in the
second phase. The destination listens in both phases and combines the signals.
Protocol IlI: Similar to protocol |, the source transmits in both phases and relay
forwards the signals in the second phase. But, the destination only listens in the second
phase.

Notice that the settings of the relay are the same in all of the three protocols,
such that it listens in the first phase and forwards in the second phase. However,
the source/destination can choose to transmit/listen in one or both phases. These
protocols are essentially the same as they all try to exploit spatial diversity through
relays. The different settings for the source and the destination can be viewed as
adaption to different scenarios. For example, if the channel between the source and

the destination varies fast, protocol | should be preferred, since the destination listens
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Phase Protocol | Protocol Il Protocol Il

1 S—R, D S—R, D S— R

2 S— D, R— D R— D S—D, R— D

Table 5.1: List of three protocols

to the source in both phases and enjoys greater orders of diversity. Protocols Il and Il
free the source/destination in the second/first phase, so that the latter can be involved
in other transmissions, which is an advantage in multi-hop transmission. The further
comparison of protocols will be detailed later in Section 5.3.3. In Section 5.3, we will
first focus on the performance of protocol Ill. The results will be extended to protocols
| and Il later.

We denote the link fromd to B asA — B. And the channel gains &f — D,
S — RandR — D links are denoted aksp, hsr andhgp, respectively. They are
independent, complex, Gaussian random variables with means of zero and variances
of 20%,, 20%, and20%,, respectively. Here, the channel variances can be different
due to the different propagation environments and the distances between nodes. The
channels are block fading such that they remain constant for at least one space-time
block. The CSl is perfectly known at the receivers of the relay and the destination.

For this scenarios with one relay, we apply Alamouti’'s code [29] for two transmit

antennas, which is given by

S1 52
, (5.1)
=85 8]
wheres; and s, are from a certain complex signal constellation. Here, we assume
MPSK modulation such that eaegh i = 1,2, can be written as; = e/%, whereg;

takes on, with equal probabilities, the values in the{etr /M } 21!

For protocol Ill, the source transmits the first column of the code matrix to the
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relay in the first phase. The received signal, is given by

TRi = ESRhSin + NR.i, 1= 1, 2 (52)
wherex; = s; andz, = —s} are transmitted with powey Es, and the noisey; is

the AWGN with mean zero and varianéé. In the second phase, the relay amplifies
and forwards the received signals to the destination, while the source transmits the
second column of the code matrix. Therefore, the received signals at the destination

are given by

1 = ErpV Esrhrphsrsi + \/Esphspss + / Erphrpnri +np1,  (5.3)
Ty = —\/ ErpV Esghrphsrsy + \/Esphspsi + \/ Erphrpnre +npa2  (5.4)

where\/Erp and+/Esp are the transmission powers of the source and relay in the
second phase, ant, ;, ¢ = 1,2 is the AWGN at the destination, with mean zero and

varianceN,,.

5.2.2 Signal Normalization at the Relay

After receiving the signals from the source, the relay usually needs to normalize them
by some factors before amplifying and forwarding, in order to keep a constant transmit
energy or power . We list here two common normalization schemes used in the
literature.

Scheme 1[59, 75, 107] has been proposed to maintain a long term average energy, so
that the transmit energy is normalized by a factofiff-z;|?], and is given by

avr avr
E RD E RD

E pr— pr— 5
"0 ElEslhspl? + Ny~ 20%,Esr + N,

(5.5)

whereE%} is the long term average transmit energy per symbol at the relay.

Scheme 11[72,76,108] intends to keep a constant transmit power at the relay, and the
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normalized transmit energy is given by

avr
ERD

— ) 5.6
Esgrlhsr|* + N, 56)

Erp

However, the denominator of (5.6) consists of the instantaneous energy of the effective
signal and the long term average energy of the noise. Due to the noise variation, the
transmit power is, actuallypot constantespecially in the low SNR region. On the

other hand, the average transmit energy at the relay is given by

vV Esph ;|2
E “\/E—RDTRz‘ | srhsr + Npil

2
_pvrp , 5.7
} b [ Esg|hsr]? + N, ®.7)

which changes with different values of SNRyr/N,, at the relay. Therefore, scheme
Il can neither provide a constant transmit power, nor a constant average transmit
energy.

In the rest of this chapter, we will normalize the received signal at the relay
following scheme |, and keep the average transmit energys. The average
transmit energy on th8 — D andS — R links are £} = Esp andEgy = Egg,
respectively. We also assume that all the transmitting nodes, i.e. the source and the
relay, only have two status, such that they either transmit with fixed average energies,
or keep silent. Therefore, no adaptive power allocation is applied among the nodes, so
the structures of the nodes and the network are simple, which is usually the requirement

of a wireless senor network with cheap sensors.

103



5.3 Performance Analysis

5.3 Performance Analysis

5.3.1 Performance of Protocol Ili

Applying the symbol-by-symbol detector for orthogonal STBC [29, 30], the decision

metrics fors; ands, are given, respectively, as

51 =V ErpV Esrhpphsrri + v Esphsprs, (5.8)
89 = \/ Esphgpri — v/ Erp\/ Esrhrphsrrs. (5.9)

The BEP ofs; ands, are the same, due to symmetry. For equally likely symbols,
we can assume; = 1 without loss of generality, and the conditional BEP can be
computed from the probability’,(e) = P(R[5:¢77%] < 0|s;y = 1, hsr, hsp, hrp)

[83], wherea is some angle that depends on the modulation scheme. Therefore, the

conditional BEP fors; can be written as

EsrErplhsr|?|hrp|? + Esplhsp|?
P.(elhsr, hsp, hrp) = Q (\/ = R?g}jj"ht%jg'_i_ 1)]\51)’ D) 2cos2a> (5.10)

Applying Craig’s alternative form of th@(-) function [84], the above conditional BEP

can be rewritten as

gexp _ESRERDV”LSR‘Q“LRDPCOSQOJ
(ERD|hRD|2 + ].)NO Sin2 0
Esplhspl? cos® a
cexXp | — 5
(ERD|hRD|2+]_)NOSIIl 0

1
P,(elhsr, hsp,hrp) = ;/

0

) d6(5.11)

We notice that the above equation contains two exponential terms, which involve the
random variables)sp andhgsgr, separately. Conditioning on the channel gajip, we

first take the expectation ovégp, andhgsy independently, giving

1 [2 202 Eqp cos? -1
Pu(elhrp) = ;/0 (1+( 0%, Esp cos® a )

ERD’hRDP -+ 1)No sin2 0

(1 QO%RESRERDVLRDPCOSQ(I
(ERD‘hRDP + 1)N0 SiIl2 0

M

>_ 9.  (5.12)
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After some manipulation, the conditional BEP (5.12) can be further written as

™

1 2 (ERD’hRDP + 1)2
P,(elh :—/ b- do, 5.13
(clhrp) T Jo (Erplhrpl? + a) (Erp|hrp|? + b) (5.13)

where
202, Fsp cos® a
—1 SD 5.14
“ + N, sin? 6 ’ ( )
202 Fspcos?a)
b= (1 Sk . 5.15
( * N, sin 6 ( )

Noting that Erp|hrp|? is a central chi-square random variable withdegrees of

freedom, its probability density function (PDF) is given by [7]

1 T
pERDVLRD\?(x) = ?exp <_?) ) (5.16)
where
[ =20%pErp. (5.17)

Averaging the conditional BEP (5.13) ovkefp, we can obtain

3 b * 1 1 x
e):/o m/{) (x®+2x 4+ 1) ($+a_x—|—b) exp (—?) dxdb. (5.18)

In order to evaluate the above integral, we now introduce Lemma 5.1 [86, eqn. (3.383),

(8.356)]
Lemma 5.1.
/ o f) dr = €T [0, H] , (5.19)
v v
/ exp f) dv = v— ue%F [O, ﬁ} , (5.20)
v v
E _ _ 2,4 H
/ $+Mexp U)dx = v(v—p)+ pe F[O,v] (5.22)
whereRR[v] > 0, R[u] > 0 andT [0, %] is the incomplete Gamma function, which is
given by
r [0, %] - / exp(—t)t~Ldt. (5.22)
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Applying Lemma 5.1 to (5.18), the average BEP is now given by

riy = [P (1 O o () e ]

= ARG

5.3.2 Extensions to Protocols | and Il

Protocol | allows the destination to listen in both phases and combine the received
signals with maximal-ratio combining. We consider here two cases, where the channel
gain hgp changes independently between phases (fast block fading channel), or
remains the same in the two adjacent phases (slow block fading channel). These two
cases can serve as the lower and upper bounds for the case with an arbitrary channel

fade rate. Similar to (5.10), the conditional BEP of protocol | is given by

P.(e|hsr, hsp, hrD)

Esp|lhipl?> . EsrErplhsrl?|hrpl? + ESD|hSD|2)
= + 2cos?a |, (5.24
¢ (\/( N, (Erolhao2 + )N, (5.24)

where 1, is the channel gain in the first phase which can be the same as, or
independent oksp, according to different cases. Following the same procedure from
(5.11) to (5.23), the average BEP results of protocol | are given by

Case one, fast block fading channel:
[t b (a—1)2 a a
R e e
(b—1)2 b b
— L eXP (?) r [O, ?}) e, (5.25)

(5.26)
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respectively. Here,

(5.28)

Q>
I
[\
|
SHE

For protocol Il, the source only transmits in the first phase, so the conditional BEP

is given by

P.(e|hsr; hsp, hrD)
EsrErplhsrl?lhrpl? Esplhi,|?
=Q <\/( srErp|hsr|*|hrpl + splhsp| ) 2c0s2a) . (5.29)

(Erplhrp|? +1)N, N,

Therefore, the average BEP of protocol Il is given by

™

Pae) = /O afiﬂ (f + (1= b)exp (;) r [0, ;D o, (5.30)

For all the exact BEP results in (5.23), (5.25), (5.27) and (5.30), we seb for
BPSK modulation and: = 7 for QPSK modulation with Gray coding [83].

5.3.3 Comparisons of Protocols and Discussion
Comparison with Existing Results

In this section, we first compare our exact BEP result (5.23) with the one in [59], where
protocol I is applied. Under a high SNR assumptigihe asymptotic BEP results for
protocol 11l is obtained in [59, egn. (15)]. The channel varianze$, = 20%, =

20%, are normalized to one, therefore, the values of SNR% /N,, £ /N, and

in [59], the SNR's defined in equatiorig) and(8) are the effective SNR’s of two arrival branches

at the destination, which is given by

ESw /No - Eip /No

_— hapl?, 5.31

N = T Bar/N, + Bgr /N, Pl (5:31)
1+ B /N,) - Bav

(BN B, 552

T 1+ B2y /N, + By /N,

and it is not the same SNR definition we use in this chapter.
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Egr /N, will reflect the environmental differences, such as distance, shadowing, etc.

Here, BPSK modulation is applied.

Our Exact BEP |1
—©&— Asymptotic BEP |]

Bit Error Probability

avr :
SNR (ESD/NO) in dB

Figure 5.1: Exact BEP result (5.23) and asymptotic BEP, Wi§li = E%) = E¢55.

In Figure 5.1, we first assume the same average energy per symbol, such that
E¢y = E¢5 = ER). Itis shown that the asymptotic BEP results are not very tight,
especially in the low to moderate SNRY}; /N,) region. Next, we assumgegy; is
fixed andEg), = Eg5. In Figureb.2, we plot the asymptotic and exact BEP results
for E¢% /N, = 10 dB. In this situation, we can see that the asymptotic results are
neither tight in the low SNRKZY; /N,) region, nor in the high SNRKZY /N,,) region.

The reason is that whefig}; is fixed, we cannot guaranteein (5.31) andy, in (5.32)

are always much greater thatherefore the high SNR assumption in [59] is not valid.
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The two cases above clearly show that the asymptotic BEP is not always reliable, and
an exact and simple BEP result is of great importance to both theoretical and practical

applications.

D Our Exact BEP
| —&— Asymptotic BEP |]

Bit Error Probability

avr :
SNR (ESD/NO) in dB

Figure 5.2: Exact BEP result (5.23) and asymptotic BEP, Viglj, = E%}, and
E¥T /N, =10 dB.

Comparison of Protocols

In Section 5.2, we mentioned that the three protocols can be applied in different
situations. Now, we will examine their performances based on the exact BEP results.
As in the previous section, we assume here all the channel variances are normalized to

one, and BPSK modulation is used.
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—<— Protocol | fast block fading |3
——— Protocol | slow block fading| ]
——&— Protocol Il
Protocol Il

10 — — —_— .

Bit Error Probability

avr .
SNR (E2/N ) in dB

Figure 5.3: Exact BEP for three protocols witl§}; = E%) = E4.

We plot the exact BEP of the three protocols in Figure 5.3, iy = E¢) =
Eg5. In the fast block fading channels, it is shown that protocol | has the best
performance, since the diversity order of three is obtained. Protocols Il and Il both
have the diversity order of two. As a matter of fact, the channel fade rate will not affect
protocols Il and llI, since they only receive once from the source. Therefore, in the
slow block fading channels, all the three protocols have the same diversity order of
two, and their BEP curves have the same slope.

In the slow block fading case, protocol I still has a better performance than the
other two, since the destination receives two copies of the same signal from the source.

Protocol | is2 dB better than protocol I, and abo@tdB better than protocol IIl.
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Although protocols 1l and 11l both receive once from the source and the relay each,
protocol Il is slightly better than protocol Ill. This is because the signals from the

source and the relay arrive at the destination separately in protocol Il. But in protocol
lll, both of the signals arrive at the second phase, and the forwarded noise from the

relay degrades the signal from the source, as can be seen in (5.10).

B i -1 —<— Protocol | fast block fading
I RN -] —b— Protocol | slow block fading
10 ] :{ —8— Protocol Il
' B Protocol Il

........................

Bit Error Probability

avr :
SNR (ESD/NO) in dB

Figure 5.4: Exact BEP for three protocols witly}, = E¢y) andE¢y /N, = 10 dB.

In Figure 5.4, we seb¢) = ELY and E¢y /N, = 10 dB. The BEP of all three
protocols are plotted, together with two dashed lines which indicate the diversity orders
of two and three, as a comparison. We can see that protocol Il shows an error floor
when EZY /N, is greater than a certain value. It is easy to understand that when SNR

E&5 /N, is high, the relatively weakef — R link becomes a bottleneck, and the
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forwarded noise from the relay limits the final SNR at the destination. Similarly, the
diversity orders of protocols | and Il also reduce to one, since both of them have one
diversity order from the direct — D link , which is not affected by the relay’s noise.
Similar phenomena can be observed, when we chéijge' N, to other fixed values.

From the discussion above, we can see that protocol | has the best performance,
especially in the fast block fading channel. Protocol Il on the other hand, only requires
the source to transmit once, which is an advantage when a node’s battery lifetime is a
concern. And both protocols | and Il are quite robust to the deep fading o theR

link. Protocol 11l appears to be the worst one among the three.

5.4 Adaptive Forwarding Schemes

In the last section, we mentioned that if both the source and the relay transmit in the
second phase (Protocol | and Ill), the forwarded noise from the relay will degrade the
total received SNR at the destination. In this section, we first re-examine the received
SNR in the second phase. From (5.8) and (5.9), we can see that the received SNR’s for

s1 ands, are the same, and are given by

_ EsrEgplhsg|*|hrp|? Esplhspl?
YSTBC = 2 5 . (5.33)
\(ERDVLRD‘ +1)N0/ (Erplhrp| +1)N04
SNR from tf;gR — D link SNR from thS — D link

The above equation shows that the received SNR consists of two parts, which are from
theS — D and R — D links, respectively. We can also see that both parts are
degraded by the noise from the relay. On the other hand, if there is only the direct
transmission in the second phase, the received SNR is given by

Esplhspl?
YDirect = %OSM . (5 34)

Therefore, the key question we want to addreskasv should the relay decide whether

to forward the signals and cooperate to form an STBRthe rest of this section, we
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will discuss this problem based on different levels of CSI feedback to the relay. More
specifically, we consider three casék) Full CSl feedback: the destination feeds back
the instantaneous value of the channel gajp to the relay.(2) Partial CSI feedback:

the destination feeds back the statistics of the channel gain, i.e. the variaricgs of
andhgrp, to the relay.(3) No CSI feedback: the relay does not require any form of

CSI feedback from the destination.

5.4.1 Adaptive Cooperative STBC with Full CSI at the Relay
Based on the received SNR/§zc andyp;,..:, the BEP results are given by [7]
1 1
PETEC = Cerfe((Bysruc)?) (5.35)

and

. 1 1
pPirect — §erfc<(ﬁ7mrect)2> , (5.36)

respectively. Herej is some constant that depends on the modulation scheme. Since

the erf@-) function is a monotonically decreasing function, it requires

YSTBC > 7 Direct (537)

to guarantee that the cooperative STBC has a smaller BEP. The above inequality can

be rewritten as
Esg|hsr|> > Esplhsp|*. (5.38)

In the case when the source transmits with the same energy in the first and second
phases, i.eEsr = Esp, the cooperative STBC outperforms the direct transmission
simply when theS — R link is stronger than thé — D link.

Therefore, in an adaptive forwarding scheme, the relay needs to determine

whether the condition (5.38) is satisfied before forwarding the signal. If not, the relay
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keeps silent in the second phase of transmission and only the source transmits. The

BEP of the adaptive forwarding strategy is given as

P,(e) = PPt (e| Egplhsr|® < Esplhspl|?)

-+ PgTBC (e‘ESthSRF > E5D|hsp‘2) . (539)

Conditioning on the channel gaihsz, hsp andhgp, the second term of (5.39) can

be similarly rewritten as (5.11), which is given by

PP (elhgp, hsr, hsp, Esglhsgl” > Esplhspl®)

1 /7T ESRERD‘hSR|2|hRD’2COS2Oé
= — e —
™ Jo (ERD|hRD|2 + ]_)NOSiHQ@

Espl|hsp|* cos® a
’ o do. 5.40
=P < (Erplhrp|? + 1) N, sin* 0 (5.40)

Sl

Averaging over channel gairtg;z, hrp andhrp, we obtain (see Appendix C)
P3TBC (e|Egglhsr|® > Esplhspl|?)
1 2/ bg bg(1 — b) (b) { bD
== + exp (= |T10,=|)do 5.41
7T/0 (Hag f(+ag) P\ f (5.41)

wherea, b and f are defined in (5.14), (5.15) and (5.17), respectively, and

20%.F
= M. (5.42)
Similarly, the conditional BEP of the direct transmission is given by
P27 (e|hpp, hsr, hsp, Esglhsk|* < Esplhsp|®)
1 (2 Esplhsp®
== R do 5.43
- /0 exp ( N, sin? 0 cos” v ) ( )

which is independent dfz . After averaging over the channel gaing, andhgsg, we

have (see Appendix D)

| 121 b
P! (¢| Esnlhsal* < Bsplhsol) = — / el og™ (5.44)
0
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Substituting (5.41) and (5.44) into (5.39), the BEP of adaptive cooperative STBC is

given by

L bg 1 b bg(1—b) (b b
rie) =1 [ (i et * a0 (7)1 [0 7)) @ 699

From the discussion above, it can be seen that the relay requires the instantaneous

knowledge ofhsp, even if we assumé’sp is known previously. Therefore, the
destination needs to serid, to the relay on a feedback channel. If tRe— D

link varies fast, the overhead of the feedback channel will be high.

5.4.2 Adaptive Cooperative STBC with Partial CSI and no CSI at

the Relay

Alternatively, the relay can make the decision based on its own CSI of the R

link. If the channel gairhsy is higher than a threshold,,, the relay will forward the
signals. Here, the parametey, can be chosen based on the statistics ofthe R

link only, e.g.|h|? = 20%R, such that no feedback of CSl is required. Or an optimum
value ofh, can be calculated with the partial knowledge of CSI's, i.e., the variances
of hsr, hsp andhgp, using (5.49). Since the statistics of the channels change slowly,
the overhead of the feedback channel is low.

With a certain threshold,;,, the BEP of the adaptive cooperative STBC is given
by

Pa(e) = PaDirect (6| |hSR|2 S |hth|2) + P5TBC (€| |hSR|2 > |hth|2) s (546)

where the first term is given as

2
Direct 2 2 - P <_ gg%i?) g 1
Yt (ef |hsrl? < [hnl?) = - ~db. (5.47)
0

It is difficult to calculate the second term in (5.46) directly. However, under a high

SNR assumption thafzp|hrp|* > 1, the asymptotic BEP is given as (see Appendix
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E)

P75 (el |hsg|* > |hal?)

|hen|?

L e ()]

——l}(fb__lcz; exp (;) r {0, ;D exp (—ESR]L? “SLEQC (;82 a) d6.(5.48)

Therefore, the average BEP of cooperative STBC with partial CSl is given by

p ( ) 1 |hth|2 1 1 QU%DESD cos? o
(e~ (1—exp|— B
P 20%p, 2 2\ N,+20%,Esp cos? «

[hn|?

[ e ()

A (D))o (B s

Here, all the BEP results we obtained for the adaptive forwarding schemes are

based on protocol Ill. It is straightforward to extend the results to protocol I, the only
difference is that protocol | has one more direct transmission in the first phase, which
will not change the adaptive scheme in the second phase. Therefore, we will omit the

detailed results for protocol | here.

5.4.3 Energy Efficiency

In all of the three adaptive forwarding schemes, the relay keeps silent in certain
cases. Besides the improvement in the performance, another obvious advantage of the
adaptive forwarding schemes is the energy efficiency, which is especially important in
wireless sensor networks, or ad hoc networks.

For the adaptive cooperative STBC with full CSI, the relay will stop forwarding
the received signal when condition (5.38) is not satisfied. Therefore, normalizing the

energy consumption of the conventional cooperative STBC at the relay to one, the
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energy consumption of the adaptive cooperative STBC is giveR (#ysg|hsr|> >
Esplhsp|?). Averaging over channel gaifssz|> and|hsp|?, the energy consumption
at the relay is

2U§RESR + QU%DESD

(5.50)

for the adaptive cooperative STBC with full CSI. Similarly, the energy consumptions
of the schemes with partial and no CSI can be calculate(8ssz|> > |hu]?) times
the one with conventional cooperative STBC. And the normalized energy consumption

at the relay is given as

exp (— |hth‘2) . (5.51)

2
205

5.4.4 Numerical Examples and Discussion

As in section 5.3.3, we normalize all the channel variariegs,, 20%, and20%, to

one and apply BPSK modulation. In the first example, wels&f = E¢7. The

BEP results of the conventional cooperative STBC (5.23) and the adaptive cooperative
STBC with full CSI (5.45) are plotted in Figure 5.5. Here, we consider three cases:

(i) B2y /N, = Eg5 /N,

(i1) E&Y /N, = E&% /N, — 5dB,

(iii) B /N, = B /N, — 15dB.

It can be seen that when tie — R link is (statistically) as strong as the — D

link, the adaptive cooperative STBC provides a small gain. However, when the
S — R link becomes weaker, our adaptive cooperative STBC can provide about
2 dB gain in case(ii) and 7 dB gain in case(ziz). Similar phenomena can be
observed wherE'¢y; /N, takes on other values, which are smaller tiegy; /N,. On

the other hand, i£¢y /N, < E&}/N,, the adaptive cooperative STBC can guarantee

that the performance is not worse than that of conventional cooperative STBC. It

117



5.4 Adaptive Forwarding Schemes

can be easily proved by the underlying structure of our adaptive cooperative STBC.
Therefore, our adaptive cooperative STBC scheme can be effectively applied to relieve
any potential shadowing or deep fading problem in the~ R link. Substituting

the parameters of casés, (i7) and (ii7) into (5.50), we can obtain the normalized
energy consumptions &8%, 23.5% and3.1%, respectively, in comparison with that

of conventional cooperative STBC. Therefore, the lifetime of the relay node is greatly

extended.

Bit Error Probability

avr .
SNR (EZ/N ) in dB

Figure 5.5: Conventional cooperative STBC v.s. adaptive cooperative STBC with full

CSI.Ewr = Ear andE%r /N, = E%r /N, E%r /N, —5 dB andE%r /N, — 15 dB,

respectively.

For the conventional cooperative STBC, we have observed an irreducible error

118



5.4 Adaptive Forwarding Schemes

floor for protocol Ill in Figure 5.4, whe®¢Y, /N, is set to a fixed value. In Figure 5.6,
again, we seE'%y7 /N, to fixed values of dB, 10 dB and20 dB, respectively, with all

the other parameters remaining the same. It is shown that the BEP of our adaptive
cooperative STBC decreases along with the increasBf/N,, which shows its

superiority over the conventional cooperative STBC.

—— Convetional CSTBC ]
—©O&— Adaptive CSTBC with full CSl|]

Bit Error Probability

SNR (E"’“”/N ,)indB

Figure 5.6: Conventional cooperative STBC v.s. adaptive cooperative STBC with full

CSI.EY = Egp andESy /N, =5 dB, 10 dB and20 dB, respectively.

The normalized energy consumptions at the relay for the adaptive cooperative
STBC are plotted in Figure 5.7. For a fixddly; /N,, as we can see, the energy
consumptions decrease, when the SBg /N, increases. This is because the relay is

more likely to keep silent, if it cannot provide any help in this situation.
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Figure 5.7: The normalized energy consumption at the relay for the adaptive CSTBC

with full CSI. E¢Y; = B¢ andEy /N, = 5 dB, 10 dB and20 dB, respectively.

In Figure 5.8, we plot the BEP performance of the adaptive cooperative STBC
with full, partial and no CSl at the relay. We det}; = E%}, as above, and'¢y; /N, =
E¢5/N,—10dB. According to (5.49), we first search for the optimip with partial
knowledge of CSI. Using the optimury,, the performance of adaptive cooperative
STBC with partial CSl is only aboutdB less than the one with full CSI. If we do not
require any feedback of CSI, we can Bgt|? = 20% as in Figure 5.8. The underlying
idea is that if the received SNRsz|hsr|?/N, is less than the average received SNR
20%,Esr/N,, the signal is considered weak and will be discarded. The performance

of this scheme is very close to the one with partial CSlI in the low to moderate SNR
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(E¢S /N,) region. However, since this scheme uses a fixed threshold, which does not
change according to different situations, it becomes unreliable in some cases (such as

in the high SNR region in Figure 5.8).

[Lliiiiiiiiiiiiiiiiiiiiii| —<— Conventional CSTBC

L —6— Adaptive CSTBC with full CSI
K Adaptive CSTBC with partial CSI||
—<— Adaptive CSTBC with no CSI

Bit Error Probability

avr :
SNR (ESD/NO) in dB

Figure 5.8: BEP of the conventional cooperative STBC and the adaptive cooperative

STBC with full/partial CSI.ES), = E¢p andESy /N, = B¢ — 10 dB.

The normalized energy consumptions at the relay for the three adaptive
cooperative STBC schemes are plotted in Figure 5.9, where we can see all the adaptive

schemes are energy efficient, compared with the conventional cooperative STBC.
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Figure 5.9: Normalized energy consumption of the adaptive cooperative STBC with

full, partial and no CSIES), = E¢)5 andELy /N, = B4 — 10 dB.

In summary, we have proposed adaptive cooperative STBC with full CSl, partial
CSl and no CSI. The performances of these three schemes are ordered from high to
low, but the complexities and the overheads of the feedback channel are also ordered

from high to low.

5.5 Conclusions

In this chapter, we have analyzed the performances of cooperative STBC with AF

strategy. Three existing protocols are considered and exact BEP results are obtained
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in closed forms. Based on the BEP results, we first show that our exact result is more
reliable than the existing asymptotic BEP results. We also compare the performances
of the three protocols in different situations. It is shown that protocol | has a better
performance than the other two; protocols | and Il are robust to deep fades on the
S — R link; and protocol Il appears to be the worst one among the three protocols.

In second part of the chapter, we have proposed an adaptive cooperative STBC
scheme with full CSl, partial CSl and no CSI available at the relay. The exact BEP
results of these adaptive schemes are also obtained in closed form. Through the
numerical results, we have shown that our adaptive scheme with full CSI provides
significant gain when thé& — D link is stronger than th& — R link. Moreover,
the conventional cooperative STBC scheme shows an error floor, WHERN, is
equal to some fixed value, but our adaptive scheme does not have such a problem. The
performance gains of the other two adaptive schemes are relatively small compared
with the first one, but they require less/no feedback of the CSlI. Finally, we compare the
energy consumption of the conventional and the adaptive cooperative STBC schemes,
and show that the energy efficiency is another advantage of the adaptive cooperative

STBC schemes.

123



Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we studied the performance of STBC over general fading channels.
We examined three different kinds of fading channels with diversity: non-identical
channels, time-selective channels and relay channels. Exact bit error performance
results were derived in closed-form, based on which we proposed new designs of
codes, new optimum receiver structures, and adaptive transmission schemes.

For the STBC over non-identical channels, we investigated the performance with
both perfect and estimated CSI. If the perfect CSI was available, it was shown that the
ML detector is the same as the conventional detector for the case where the channels
are identically distributed. With the help of the exact BEP derived, the effects of
different degrees of imbalance between channels were studied. These results and
observations are helpful to applying STBC's in real environments. Unlike most of the
previous works on STBC which assumed that the channels were identically distributed,
the OPAS in this study may not be coincidental with EPAS anymore. Therefore, the
optimization of power allocation among antennas was necessary. Since the objective

function is a convex function, the optimum value can be calculated directly. Depending
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on whether the imbalance was caused by the means or the variances of the channel
gains, the OPAS emphasized the weaker links, or the stronger links, respectively. The
exact BEP results clearly showed that the performance of STBC with OPAS is much
better than the one with EPAS, even when the channels are slightly non-identical.
Therefore, the OPAS is of considerable value, as the channels in a real environment
are mostly non-identical.

On the other hand, if the CSI was imperfect, the structure of the ML detector
is different from the case where the channels are identically distributed. Our results
showed that the received signals and the estimated channel matrices have to be
weighted row-by-row if the channels are non-identically distributed at the receiver
end, or weighted column-by-column if the non-identical channels are at the transmit
end. This modification of the structure can be attributed to the non-identical channel
estimation errors, which lead to non-identical equivalent Gaussian white noise at
the receiver. Therefore, the variances of the received signals are not identical when
conditioned on the estimated channels. In order to isolate the influences from different
sources, we investigated the effects of non-identical channels at the receiver and the at
transmitter separately. This study does not include the case when both the transmitter
and the receiver are related to non-identical channels, since the performance analysis
of this case would be more complex, and closed-form results might not be available.
Therefore, further work is needed to obtain the bounds and approximations for the
performance in this case. Itis also interesting to know whether we should adjust power
allocation for the pilot symbols, so as to make the variances of channel estimation
identical.

For the STBC over time-selective channels, we also derived the exact BEP. More
importantly, based on the BEP, the relationship between the I1SI and the row positions

in the code matrices was revealed. Since the exact error performance of STBC
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over time-selective channels was not available before, it was hard to compare the
performances of different designs of STBC. One way to search for the optimum code
was to simulate the performances of all the codes, which was time consuming, if not
impossible. Having our exact expressions of the error probabilities, it is much easier
to obtain the performances of different STBC matrices by numerical computation.
Moreover, since the performance results depend on and only on the row positions of
the code matrices, the code design problem can be further simplified by obviating
the tedious calculation. One proposition and two design criteria were also proposed to
design or search for better STBC designs that have less ISI, compared with the original
code matrix. The results may be of great importance, not only because the exact BEP
results are obtained for the first time, but also because of the standards it built for the
code designs in the time-selective channels. In this case, channel estimation was not
included, since the channel estimation error is an independent source of performance
degradation, which is not expected to change the observations made in this thesis. In
future work, the effect of channel estimation errors on the performance of STBC over
time-selective channels needs to be studied.

For the STBC over relay channels, the AF strategy was examined. Three existing
protocols were considered and exact BEP results were obtained in closed form for
the first time. It was shown that our exact result is more accurate than the existing
asymptotic BEP results. We also compared the performances of the three protocols in
different situations. It was shown that protocol | has the best performance, especially in
the fast block fading channel. Protocol Il on the other hand, only requires the source to
transmit once, which is an advantage when a node’s battery lifetime is a concern. And
both protocols | and Il are quite robust to the deep fading orbthe R link. Protocol
lll appeared to be the worst one among the three, and even an irreducible error floor

was observed. We found that the error floor is caused by the noise forwarded from
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the relay to the destination, therefore, the condition under which the relay should stop
forwarding was carefully checked. Following this condition, we proposed adaptive
cooperative STBC schemes with full CSl, partial CSI and no CSI available at the
relay. The exact BEP results of these adaptive schemes were also obtained in closed
form. The numerical results showed that our adaptive scheme with full CSI provides
significant gain when th8 — D link is stronger than thé — R link. Moreover, the
irreducible error floor observed with conventional cooperative STBC was eliminated
completely. The performance gains of the other two adaptive schemes are relatively
small compared with the first one, but they require less/no feedback of the CSI.
Finally, we compared the energy consumptions of the conventional and the adaptive
cooperative STBC schemes, and showed that the energy efficiency is another advantage
of the adaptive cooperative STBC schemes.

In this thesis, the performance of the STBC over three different kinds of diversity
fading channels was examined. The analytical results obtained are exact and in
closed-form, and can be used to facilitate the implementation of the STBC in a real
environment. In this thesis, we considered only one of these three fading channels
in one case, therefore, the interaction of two or more kinds of channels in one case

remains unknown. And further work is needed to investigate this problem.

6.2 Future Work

6.2.1 STBC with Non-identical Channels at both the Transmitter

and the Receiver, with imperfect CSI

As we mentioned above, in Chapter 3, we studied the performance of STBC over

non-identical channels with imperfect CSI in two cases: the non-identical channels

127



6.2 Future Work

are related to receive antennas, and the non-identical channels are related to transmit
antennas. By examining the two cases separately, we showed that they have different
effects on the ML receiver structure, and lead to different performances as well.
Naturally, the next step is to examine the general case with non-identical channels
related to both the transmit and the receive antennas. However, this general case is not
a simple combination of the two cases studied in this thesis. For the general case, the
ML decoder may have a more complicated form and the performance results may not
be in closed-form. Therefore, deriving the ML decoder and analyzing the performance

for this case can be a direction of future work.

6.2.2 The Optimum Power Allocation for STBC over

Non-identical channels with imperfect CSI

Also in Chapter 3, it is assumed that the transmitted energy per symbol is the same for
both the information symbols and the pilot symbols. It is interesting to know whether
we can improve the performance by optimizing the power allocation. Here, the power

allocation can be done in one of two ways.

Optimum Power Allocation for the Pilot Symbols

As we showed that the non-identical channels result in non-identical channel
estimation errors, which finally change the structure of the ML decoder. Therefore,
the first possibility is to allocate different powers to the pilot symbols, in order to
obtain identical channel estimation errors. If identical channel estimation errors can
be achieved, then we can use the conventional SBS decoder as the ML decoder. This
method is especially attractive for Case Il in Chapter 3, as the ML decoder of that
case cannot be simplified to a SBS decoder. However, there are two problems we need

to solve. First of all, the identical channel estimation errors are not obtained without
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cost. We need to feed back the CSI to the transmitter, so the overhead of a feedback
channel needs to be considered. Second, this power allocation does not guarantee that
the performance will be improved, so we need to carefully compare the performance
with that of an equal power allocation scheme.

On the other hand, since the BEP result is a function of the variances of channel
estimation errors, the second possibility is to minimize this BEP value by adjusting the
powers of the pilot symbols. In this way, we can guarantee that the optimum BEP is

obtained. Similarly, we also need a feedback channel here.

Optimum Power Allocation for the Data Symbols

Like what we did in Chapter 2, we can also optimize the power for the data symbols and
minimize the BEP value. However, the optimization problem here is more involved,
since more parameters need to be taken care of. In this case, the channel estimates are
time dependent, so the BEP results also depend on the time. The average BEP needs to
be obtained by calculating all the BEP results for the data blocks between two adjacent
pilot blocks. Besides, the BEP results obtained for STBC over non-identical channels
with imperfect CSl are all bounds and approximations, so the issue of how to minimize
the real BEP by minimizing these results should also be considered in future works.
Finally, both the power allocations for pilot symbols and data symbols can be

considered together.

6.3 Code Design forH,; Systems over Time-Selective
Channels

In Chapter 4, we have proposed a proposition and design criteria fgf; thgstems.

There is another important generalized design for complex orthogonal STBE, the
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design, which can be covered in future works. In order to analyze the performance
of 'H; systems over time-selective channels, the key step is to find the corresponding
channel matrix for the manipulated received signals. Unlike the channel matrix for the
G, system, it is not straightforward to obtain the channel matrix{psystems, since

both s; ands! appear in the same row of the code matrix. So, we may need to treat
the real and imaginary parts of the transmitted symbols separately. Consequently, the
corresponding channel matrices need to be obtained for the real and imaginary parts of
the transmitted symbols. Having obtained these channel matrices, the performance of
'H,; systems may be similarly analyzed as §pisystems, and the relationship between

ISI and the code matrices may be obtained.

6.4 STBC over More General Channels

In this thesis, we considered STBC over three different kinds of channels. In the real
world, however, two or more kinds of channels may appear together in one single
situation. For example, it is possible that the channels are both non-identical and
time-selective in the vehicular communications. In the cooperative scenario, if the
relays are moving fast, the channels can be time-selective as well. Therefore, analyzing

STBC over more general channels can be part of the future work.
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Appendix A

Proof of Inequality (2.39)

We first bound the BEP (2.28) with inequality (2.35) as

2
L pE o (— DM S (it )
Pk/(e) Z —/ 1 MrNg - de. (Al)
T Jo (1 + sin%G)

Now the numerator term can be further written as
Mr Ngr
mnNmKO
ex

P ( ZZ (sm 20 + 202, n,um>>

MT NR 2
K,sin” 0
= exp| — K, — —
P ( Zz:: ( sm29+2072n’num)>

m=1 n=1
Mr Ngr 1
= MpNpK, + K,sin? . (A2
exp( TNrK, + K,sin ;Z(sm 79+ 207 1 m)) (A.2)

Applying the arithmetic mean-harmonic mean inequality [86], we can obtain the
inequality

Q
> > @ : (A3)
a + xl a + Tom

=1

wherea and ther;’s are positive numbers and,, is the arithmetic mean of the's.
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A. Proof of Inequality (2.39)

Therefore, the numerator term is lower bounded as

Mp Ng
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and inequality (2.39) is proved.
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Appendix B

Performance Approximation of Some

G4 Systems

In section 4.3.1, we use the optimun code matrix. The variance of the interference
contains the common terith, ||?, therefore, we can cancel this common term in the
denominator and the numerator in (4.18). If otligrcode matrices are used, the
variance of the interference may not be directly relatethtd|?. For example, for the
hand-designed, code (4.53), the variance of the interference is given by

(L= [RMW)) (Ih]* + (A2 + [ (T)* + [hs(3)* + [hs(6)[*) B
+ (L= [RG)F) (1M + [ (8)* + [h2(2)* + [ha(T)]* + 2/ ha(D[* + 2/ ha(5)[) E;
+ (L= [RO)F) (WP + [k (8)]° + [hs(3)* + hs(6)[%) .

In such a case, however, we can approximate this variance. Noting that the
|h;(t)]*'s are identically distributed angh; ||? is the sum of eight different:;(¢)|*'s,
we approximate eadh;(¢)|* as|/h;||?/8. Thus, the variance of the interference can be
approximated as

2 (1= IROP) INPE.+ (1= [RG)P) InPE. + 5 (1~ [RE)P) 105, (B.1)

All the remaining steps are then similar to those from (4.18) to (4.24). This method
leads to a very close approximation to the average BEP, as shown in Fig 4.8.
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Appendix C

Derivation of Equation (5.41)

The conditional BEP (5.40) has two exponential terms, which include varigheg
and|hsp|?, separately. Therefore, we can average over them one by one. Noticing that
|hsp|? and|hsr|* are central chi-square distributed, we first average évehsz|>

from Esp|hspl|? to infinity, and obtain

P"5C (elhgrp, hsr, Esglhsr|’ > Esplhspl?)

1 [2 Esp|hspl|? cos® a
=— [ exp|-— . —
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. T
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1 [2 &P NosinZ 0 202 ,Esr "

T Jo Esr20% , Erplhrp|? cos? o 1
(ERD‘hRD‘2+1)NOSiH29

(C.1)

2 we have

Similarly, averaging ovelhsp

PYTPC (e|hrp, Esrlhsr|® > Esplhspl?)
g9

_1 / : Lrag d6 (C.2)
0

Esr20% g Erplhrp|? cos? a +1
(ERD‘hRD‘Q—‘rl)NO Sil’l2 0

wherea andg are defined in (5.14) and (5.42), respectively. Averaging equation (C.2)
with the help of Lemma 5.1, the average BEP is given by (5.41).
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Appendix D

Derivation of Equation (5.44)

Since equation (5.43) is independent o |2, we first average oveEsp|hsp|? from
Esr|hsgr|? to infinity, and obtain

PSTBC (e|hgg, hsr < hSD)
/ r oxp (- §E5s ~ i)
Esplhsnl? 20%pEsp
E hop|? Esplhgp|?
:_/ L oxp (- Esnlhsrl’ cos”a Sf‘ sal”\ gp (D.1)
T Jo a N, sin? 6 205pEsp

Averaging the above equation ojér|?, the average BEP is given by (5.44).
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Appendix E

Derivation of Equation (5.48)

Averaging ovelhsgr|? and|hsp|?, the conditional BEP is given as
PYTBC (elhgp, |hsrl? > [hun]?)

Iht I2 ™ _
_ &P (_ QUgR) /2 14 20¢rEsrErp|hrp|” cos® a !
0 (Erp|hrpl? +1)N,sin? 6
1+ 20%p Esp cos® a -
(Erplhrp|? + 1) N, sin? 0
EsrErplhrp|?|his|? cos?
Coxp [~ L3R rD|hrD|*[hin] c.os2a W (ED)
(Erp|hrp|? + 1)N,sin” 0

We need to average the above equation dwer,|?, but it is hard to obtain a
closed-form result. Under the high SNR assumpti&yy |hzp|* > 1, we have

ESRERD’hRD‘2|hth|2COSQOé ~ ESR|hth|QCOS2Oé
exp | — 5 — ~exp|— — .
(Erplhrp|? + 1)N,sin” 6 N, sin” 0

(E.2)

Now, the average of (E.1) can be approximated with the help of Lemma 5.1, which is
given in (5.48).

147



