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Abstract

Optical burst switching (OBS) is a promising technology to transfer bursty traffic over wave-

length division multiplexed (WDM) networks. As the optical buffers are very expensive and they

provide very short delays only, the core nodes in OBS networks are usually bufferless. We identify

and analyze the unique features that arise from the bufferless property and consider these features

to design efficient schemes to route and configure connections. We assume that the network has

Multiple Protocol Label Switching (MPLS) control and the bursts of a connection are sent on a

label switching path (LSP) from an ingress node to an egress node.

We first study the feature called ”streamline effect”. The streamline effect is that, due to the

bufferless nature of the core nodes, if some connections share a link, there will be no contention

among these connections on the outgoing links at the downstream nodes. This thesis analyzes this

effect and presents a loss estimation formula considering this effect. We next study the feature

called ”link residual capacity estimation”. In IP networks, the residual bandwidth on a link is

computed as the link capacity subtracted by the effective bandwidth of each connection carried.

This method is not applicable to OBS networks, due to the bufferless nature. We propose a more

accurate metric called residual admission capacity (RAC). We also develop a method to compute

the value of RAC.

The streamline effect is used to design effective offline route optimization algorithms for best-

effort traffic. We study two route optimization problems. The first problem considers the network in

the normal working state where all the links are working properly. The route for each connection
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is determined so as to minimize the overall network burst loss. The second problem considers

the failure states apart from the normal working state. The primary and backup paths for each

connection are determined in such a way to minimize the expected burst loss over the normal and

failure states. The mixed linear programming (MILP) formulations and computationally efficient

heuristic algorithms for the two problems are developed. The effectiveness of the algorithms is

verified through numerical results obtained by solving the MILP formulations and also through

simulation results on various networks.

The concept of RAC is applied to develop solutions for the problem of routing end-to-end loss

guaranteed connections and two problems in configuring end-to-end loss guaranteed connections,

which are the loss budget partitioning problem and the loss threshold selection problem. The loss

budget partitioning problem is to choose the loss guarantee values for an end-to-end loss guaranteed

connection on the links so that the end-to-end loss requirements are met and the network capacity

utilization is maximized. To accomplish this, predefined loss threshold values can be associated

with each link. For scalability reasons, it is desirable to have a small number of such loss thresholds.

The problem of choosing such threshold values is called as loss threshold selection problem. For

the routing problem, we present two algorithms, RAC based widest shortest path algorithm (RAC-

WSP) and the RAC based Offline Routing algorithm (RAC-OR), for the online and offline scenarios,

respectively. We also develop an RAC based loss budget partitioning (RAC-LBP) algorithm and

an RAC based loss threshold selection (RAC-LTS) algorithm. The effectiveness of the proposed

algorithms is verified by simulation results.
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Chapter 1

Introduction

Optical burst switching (OBS) [1][2][3] is an efficient switching paradigm to transmit bursty traf-

fic over wavelength-division multiplexing (WDM) networks. It is a promising technology for the

transport infrastructure of the next generation Internet. It has received a lot of research attention

in the past few years.

Due to prematurity in technologies, the fiber delay lines (FDLs), which provide the buffering

function in the optical domain, are still very expensive and can provide only short delays. Therefore,

the core nodes in OBS networks are usually not equipped with optical buffers. It renders OBS

networks new features different from the traditional IP networks. As a result, the mechanisms

of routing and QoS provisioning widely used in IP networks, which are designed based on the

availability of a large amount of electronic buffers at each node, are no longer efficient for OBS

networks. Instead, schemes with the special features of OBS networks taken into consideration
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are needed. We notice due to the similarities between IP/ATM and OBS networks, usually the

traditional methods can still work in OBS, but there may be better solutions with the special

feature of OBS networks considered. This thesis aims to identify and analyze these special features

and apply these features to design efficient schemes of connection routing and configuration for

OBS networks.

1.1 Overview of OBS

WDM is a technology which effectively utilizes the huge capacity on optical fibers. With WDM,

an optical fiber can carry many (tens to hundreds) non-overlapping wavelengths, each operating

at the speed of a few to tens of Gbps. However, traditional WDM networks work in a circuit-

switching mode where one wavelength is dedicated to one connection during the lifespan of the

connection, which results in a low efficiency for the bursty data traffic. To solve this problem,

optical packet switching (OPS) has been proposed, which provides better bandwidth efficiency by

implementing statistical multiplexing. The processing mechanism of OPS is similar to that in the

IP networks. However, OPS is not practical at present because of the technological hurdles. The

main problem lies in the packet header processing which can be done only electronically instead

of optically. Therefore, at every node, to remove the mismatch between the electronic processor

speed and optical transmission rate, the packet payload must go through an FDL to get sufficient

delay while the packet header is being processed electronically. Packet synchronization and header

separation/insertion are the main hurdles.
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OBS is a promising switching transmission paradigm for WDM networks. Compared with

OPS, OBS is also efficient yet technologically feasible, and thus more practical. OBS networks

use statistical multiplexing like OPS networks to enhance the bandwidth usage efficiency. In OBS

networks, at the ingress node, data packets are assembled into large data bursts. Generally, the

packets assembled into one burst are heading towards the same egress node and have the same

requirements such as quality of service (QoS). Such burst assembling can help reduce the control

overhead and thus improve efficiency. A control packet is sent before each data burst on a dedicated

control channel along the route to the destination and is processed electronically at the core nodes

to reserve an output wavelength for a period required by the data burst. As a result, data bursts

can cut through the network without optical-electrical-optical (O-E-O) conversion or FDLs at the

intermediate nodes. The time gap between the control packet and the data burst is set to allow

for enough time for core nodes to process the control packet electronically and reserve an output

wavelength for the data burst before its arrival. If a free output channel cannot be found, the data

burst is dropped.

The use of bursts, instead of IP packets, as the data unit switched over the networks in OBS

networks greatly reduces the amount of control overhead and the burden on the electronic devices.

The separation of control packet and data burst in transmission avoids the use of expensive and

large optical buffers at core nodes. Thus, OBS exploits the huge capacity of WDM networks in the

optical domain and sophisticated processing capability in the electronic domain in a cost-effective

way. Therefore, OBS is considered as a technology of choice for the transport infrastructure for the

next generation Internet.
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An OBS network is composed of core nodes, edge nodes and the WDM links. An edge node is

composed of an electronic router and a burst assembler. It provides legacy interfaces and carries

out the burst assembly/disassembly functions. A core node consists of optical switching matrix,

switch control unit and routing and signaling processors. It is in charge of control packet processing

and burst forwarding. A detailed design of these nodes was proposed by Xiong et al. [3].

Compared with the traditional IP networks, OBS networks have the following unique charac-

teristics:

1. Bufferless or limited-buffer core nodes. Due to the high costs of FDLs, core nodes usually

are not equipped with FDLs. Even if FDLs are equipped, the optical buffer can only provide

very short delays up to tens of milliseconds.

2. Low delay and possibly high loss. Since there is no buffer or only limited buffer at the core

nodes, a burst is simply dropped if there is no free output channel to fit it in. So, the queuing

delay at the core nodes is either equal to zero (no buffer) or very small (with FDLs). As a

result, the delay is not so much a concern in OBS networks. It has been shown in [4] that,

even in a service differentiation scheme where the high-priority bursts get extra delay in the

ingress nodes, the end-to-end delay can still meet the requirements of the most stringent

real-time services. Instead, minimizing the burst loss and providing loss guarantees are much

more important problems.

The traffic in OBS networks can be divided into two categories in terms of their QoS require-

ments. The first category is the best-effort traffic which are more tolerant to the burst loss and

4



have no specific demand on the loss rate, while the other one is the loss-guaranteed traffic which

demand the end-to-end loss rate no larger than a specific value. The first category corresponds

to the non-real-time applications in the present Internet, such as web surfing and E-mail. On

the other hand, the traffic of the real-time and mission critical applications, such as Voice over

IP (VoIP), video on demand (VOD), live video broadcasting and video conferencing, fall into the

second category.

1.2 Motivation

We address the problems of connection routing and configuration for OBS networks in this thesis.

OBS networks are different from traditional IP networks in that they are usually bufferless. As a

result, the traditional solutions designed for IP networks are no longer efficient and new solutions

are needed. The objectives of this thesis are in two folds. First, we identify the unique features

of OBS networks which arise from the bufferless nature of the core nodes. Second, we use these

features to develop effective solutions for connection routing and configurations to enhance the

performance of OBS networks.

We assume that the OBS networks have Multiple Protocol Label Switching (MPLS) control.

We also assume that each node has full wavelength conversion, which is widely adopted in the OBS

research community. We assume that the Latest Available Unscheduled Channel with Void Filling

(LAUC-VF) scheduling algorithm is used, and the core nodes are not equipped with optical buffer,

i.e. there is no FDL at the core nodes. Besides, no burst fragmentation or deflection routing is
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implemented.

Two scenarios, offline and online, are considered in this thesis. For the online scenario, we

assume that the connection requests come one by one and no information of future requests is

known. In the offline scenario, we assume that the traffic demand is known. The measurements in

Internet traffic indicate that the aggregated load on links is quasi-stationary, which means that the

network traffic statistics change relatively slowly [5]. Since bursts in OBS networks are assembled

from IP streams, we expect that the traffic exhibits similar behaviors and it makes our assumption

reasonable. The traffic demand may be updated from time to time, however, it is assumed that the

time between two successive updates is long enough so that the traffic can be regarded as static

within this period.

The term of ‘burst flow’ (or simply ‘flow’) is used to refer to the stream of bursts sent on a label

switching path (LSP) from an ingress node to an egress node. Two traffic types, best-effort and

loss-guaranteed, are considered in this thesis. Loss-guaranteed traffic are assumed to be carried

by loss guaranteed tunnels (LGTs). An LGT is a burst flow, i.e. an LSP, with an associated

end-to-end loss guarantee. LGTs are usually long-lived. They are designed and created by service

providers based on the estimated traffic demand. The dynamic IP flows sent towards the same

egress node with a specific loss requirement can be mapped to an appropriate LGT at the ingress

node provided the total offered load is no larger than the maximum permissible load (which will

be simply mentioned as ’load’ in the rest of the thesis) of the LGT. An LGT is identified by its

source-destination node pair and the end-to-end loss requirements. There may be more than one

LGTs created between an ingress-egress node pair with different end-to-end loss requirements. In
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each traversing link, the loss rate of the LGT is guaranteed to be lower than a certain threshold so

that the end-to-end loss requirements are met.

1.3 Contribution

In this thesis, we study two features in OBS networks which are caused by the bufferless nature of

core nodes, streamline effect and residual admission capacity. We also develop effective solutions

for connection routing and configurations utilizing these features.

1.3.1 Streamline Effect and its Application in Offline Route Optimization for

Best-Effort Traffic

The first feature discussed in this thesis which arises from the bufferless property is the streamline

effect. Traditionally Erlang B formula is used to estimate the loss over a link in OBS networks.

However, the traditional method is not accurate due to ignorance of streamline effect. The stream-

line effect in OBS networks is that, due to the bufferless nature of the core nodes, if some flows

share a link, there will be no contention among these flows on the outgoing links at the down-

stream nodes. This thesis analyzes this effect and presents a loss estimation formula considering

the streamline effect.

We use the streamline effect to solve two offline route optimization problems for best-effort

traffic. The first problem considers the case of normal working state where all the links are working
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properly, and a route is determined for each flow to minimize the overall burst loss. The second

problem considers the failures, and the primary and backup paths for each flow are determined in

such a way to minimize the expected burst loss over the normal and the failure states. We refer

the first problem as the normal state route (NSR) optimization problem and the second problem

as the failure recovery route (FRR) optimization problem.

For the FRR problem, we consider a failure recovery mechanism as below. For each flow, two

link-disjoint LSPs, the primary LSP and backup LSP, are set up. When the network is in the

normal working state, the bursts are transmitted in the primary LSP. When a link failure occurs,

the end nodes of the failed link detect the failure and notify the end nodes of the failed LSPs.

After receiving the notification, the source node transfers the affected flows to the pre-configured

backup LSP. We assume single link failure, which has been commonly used in the literature. So

when failure occurs the affected traffic can be transferred to the backup path without searching for

a new route. Such a recovery scheme is fast since it is exempted from searching and setting up of

a new route after a failure occurs, and it is also efficient as the routes have been optimized.

There are earlier works [6] for offline route optimization in OBS networks where the Erlang B

formula is used to estimate the loss. Our work achieves better performance because we take the

special feature of streamline effect into consideration. This thesis presents mixed integer linear

programming (MILP) formulations for the NSR and the FRR problems. Since the MILP-based

solutions are computationally intensive, heuristic algorithms are developed. The effectiveness of

the algorithms is verified through numerical results obtained by solving the MILP formulations

with CPLEX and also through simulation results.
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1.3.2 Residual Admission Capacity and its Application in Routing and Config-

uring Loss Guaranteed Tunnels

Link capacity measurement is critical to routing and configuration of connections with QoS require-

ments. The second feature investigated in this thesis is the link residual capacity measurement. In

IP networks, the residual bandwidth is computed as the link capacity subtracted by the effective

bandwidth of each connection carried. The effective bandwidth of a connection is the minimal

bandwidth needed to support the connection’s QoS requirements. However, due to the bufferless

nature of the core nodes in OBS networks, the total resource required by the aggregated connections

is no longer the summation of the amount of resources required by each connection. If we adopt the

residual bandwidth computation methods used for IP networks to OBS networks directly, we will

obtain inaccurate results. As we will show later, the computation may show that the resource on a

link is used up when there is still some capacity available to admit new connections. Also, it may

show that a link has a larger residual capacity than another link where actually there is less resource

available. It motivates us to develop a new method to measure the amount of residual capacity

on a link in OBS networks. We propose a new metric, called residual admission capacity (RAC),

to measure the link residual capacity more accurately. We also develop a method to compute the

value of RAC.

The concept of RAC will be used to develop solutions for the following problems in configuring

LGTs:

1. Loss budget partitioning problem. It is required to choose the loss guarantee values for an
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LGT on the links so that the end-to-end loss requirements are met and the network capacity

utilization is maximized. It is an online per-LGT problem. This problem was considered in

[7][8][9][10]. However, the algorithms proposed are either inefficient [7][8], requiring the loss

guarantee values on the traversing links to be the same disregarding the different amount

of residual capacity, or inflexible [9][10], demanding the loss thresholds to be uniformly dis-

tributed on a logarithmic scale. A more detailed review on these algorithms will be given in

the next chapter. This thesis proposes a new algorithm, RAC-LBP (RAC based loss budget

partitioning algorithm), which effectively utilizes the network capacity and it does not require

the loss thresholds to follow a specific distribution. The effectiveness of RAC-LBP is verified

through numerical results.

2. Loss threshold selection problem. To accomplish loss budget partitioning for an LGT, pre-

defined loss threshold values can be associated with each link. For scalability reasons, it

is desirable to have a small number of such loss thresholds. The problem of choosing such

threshold values is called as loss threshold selection problem. We note that the loss threshold

selection problem is an offline problem regardless of the number of LGTs and their loss re-

quirements. On the other hand, loss budget partitioning is done for each LGT and thus is an

online problem. In [9][10], the loss threshold values are assumed to be uniformly distributed

on a logarithmic scale and a loss budget partitioning scheme was designed for such a loss

threshold setting. This thesis proposes a new algorithm, RAC-LTS (RAC based loss thresh-

old selection algorithm), which is more effective than the existing loss threshold selection

schemes. Experiment results verify the effectiveness of RAC-LTS.

Besides, the concept of RAC will also be used to design algorithms to route LGTs. Two scenarios
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of routing, online and offline, are considered in this thesis. To the best of our knowledge, so far there

have been no works on route selection for OBS connections with end-to-end loss guarantees. In

research work about providing loss guarantee in OBS networks, usually shortest paths are assumed.

The shortest path routing is very likely to create bottleneck links and reduce the network capacity

utilization. This thesis presents two algorithms to route LGTs in the online and offline scenarios,

respectively. For the online scenario, we develop a routing algorithm called RAC-WSP (RAC based

widest shortest path algorithm). RAC-WSP is a widest shortest path (WSP) algorithm with RAC

as the measurement of the residual capacity on a link. For the offline scenario, the RAC based

Offline Routing algorithm (RAC-OR) is developed. Experimental results show that algorithms

presented in this thesis can admit more LGT requests than other routing algorithms in the same

scenario.

1.4 Organization of the Thesis

The rest of the thesis is organized as follows.

Chapter 2 reviews the research background and work related to this thesis.

Chapter 3 analyses the streamline effect and shows that the traditional Erlang B loss esti-

mation formula is inaccurate due to this effect. A new loss estimation formula considering the

streamline effect is presented. The effectiveness of the new loss estimation formula is verified by

simulation results.
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Chapter 4 applies streamline effect to offline route optimization for best-effort traffic in OBS

networks. First we show how the consideration of streamline effect can help find a better route

layout. Then the MILP formulations for the NSR and the FRR problems based on the new

formula are given. As it usually costs a lot of computational resources to solve MILP formulations,

we present heuristic algorithms for the two problems. We verify the effectiveness of our algorithms

through numerical results obtained by solving the MILP formulations with CPLEX and also through

simulation results on various networks.

Chapter 5 investigates the unique feature of OBS networks in link residual capacity measure-

ment. We first show that inaccurate results will be obtained if we apply the traditional method

of computing residual bandwidth in IP networks to OBS networks directly. Then a new metric,

residual admission capacity (RAC), which measure the link residual capacity more accurately, is

presented. A method to compute the value of RAC is also presented.

Chapter 6 applies the concept of RAC to design algorithms of loss budget partitioning and

loss threshold selection for LGTs. First, we develop an RAC based loss budget partitioning (RAC-

LBP) algorithm. We also develop an RAC based loss threshold selection (RAC-LTS) algorithm.

The numerical results verify the effectiveness of RAC-LBP and RAC-LTS.

Chapter 7 presents algorithms to route LGTs. For the online scenario, RAC-WSP, which is

a widest shortest path (WSP) algorithm with RAC as the measurement of the residual capacity

on a link, is presented. For the offline scenario, we develop RAC based Offline Routing algorithm

(RAC-OR). Experimental results show that our algorithms can admit more LGT requests than the

other routing algorithms in the same scenario.
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Chapter 8 concludes this thesis and suggests some directions for future work.

The works referred in this thesis are listed in Bibliography.

The publications based on our research are listed in Publications.
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Chapter 2

Background and Related Work

Optical burst switching has received considerable attention in the past few years. This chapter

gives a brief review on the research works on optical burst switching. It examines various aspects

of OBS networks to give the background information which is relevant to the research work in this

thesis.

2.1 Background of OBS

Internet has undergone an explosive growth in the past two decades. Various kinds of applications,

from the non-real-time applications, such as web surfing, file transfer and E-mail, to the real-time

and mission-critical applications, such as telephony, video on demand (VOD) and video conferenc-

ing, are now designed to be transmitted over the Internet. The bandwidth demand on the next
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generation Internet has surged in an unprecedented way. As WDM networks provide enormous

transmission capacity, it will be an ideal technology of choice for the backbone of next generation

Internet. In WDM networks, an optical fiber can carry many (tens to hundreds) non-overlapping

wavelengths, each operating at the speed of a few to tens of Gbps. To transmit the traffic carried by

Internet Protocol (IP) over WDM networks, a straight forward approach is to use a multi-layered

architecture of IP-over-ATM-over-SONET-over-WDM. However, the architecture of IP-over-WDM

has received much attention because it is exempted from the overheads associated with the ATM

and SONET and thus the system complexity and cost are reduced.

There are mainly three optical switching techniques that have been proposed in the literature

to transport IP traffic over WDM optical networks, namely OCS, OPS and OBS. OBS, as briefly

reviewed in Chapter 1, combines the advantages of OCS and OPS to overcome their shortcomings

to realize an all-optical switching scheme with high bandwidth utilization, high data rate, data

transparency and simultaneously low complexity and cost. Therefore, OBS is a flexible and feasible

solution towards the next generation optical Internet.

In OBS networks, at the ingress node, data packets are assembled into large data bursts.

Generally, the packets assembled into one burst are heading towards the same egress node. A

control packet is sent before each data burst on a dedicated control channel along the route to the

destination and is processed electronically at the core nodes to reserve an output wavelength for a

period required by the data burst. So data bursts will cut through the network without optical-

electrical-optical (O-E-O) conversion or FDLs at the intermediate nodes. The time gap between

the control packet and the data burst is set to allow for enough time for core nodes to process the
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control packet electronically and reserve an output wavelength for the data burst before its arrival.

The data burst is dropped if a free output channel is not available.

As a burst is processed as a whole in each intermediate node, all the IP packets inside a burst

will be treated in the same way across the network. Therefore, the performances evaluated in the

packet level, such as the loss rate, should be roughly the same as that evaluated in the burst level,

or per-flow level.

OBS is a link layer technique to transmit IP packets over long-haul backbone networks. It is an

IP-over-WDM technology. No amendments to existing IP or TCP layer are required. The protocols

of transport layer and application layer usually have the capability to deal with the possible packet

loss in IP layer. Such capabilities will exert its function in an OBS based IP networks in the same

manner.

As the core nodes in OBS networks usually are bufferless or limited-buffered, the queueing

delay in the core nodes are equal to zero or very short, but the burst loss can be very high.

Therefore, the problem of minimizing the burst loss in OBS is an important issue and has been

widely studied. Another major challenge in using OBS networks as the transport infrastructure of

the next generation Internet backbone is to provide support for QoS differentiation. Mission-critical

and real-time applications have more stringent QoS requirements in burst loss. Much research has

been done on supporting QoS differentiation in the Internet with QoS framework such as Integrated

Service (IntServ)[12] and Differentiated Services (DiffServ)[13]. However, QoS mechanisms in the

IP networks such as active queue management and packet scheduling are designed based on the

availability of electronic buffers at the cord nodes. Therefore, many new schemes that take into
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consideration the unique properties of OBS networks to provide QoS are presented.

2.2 Switching Techniques of OBS

Several variants of switching techniques in OBS networks are presented in the literature, including

tell-and-go(TAG) [14][15], just-in-time (JIT)[16][17] and just-enough-time (JET) [18]. These pro-

tocols differ in the way how bandwidth is reserved/released and the choice of offset time. A short

description of these techniques are given below:

• In TAG protocol, the control packet is first sent on a separate channel to reserve wavelength

along the path for the data burst. The data burst is transmitted on the data channel after

some offset time. A control signal will be sent to release the wavelength. No acknowledgement

is required for the release.

• In JIT protocol, the data burst is also transmitted after some offset time, but the wavelength

is reserved immediately upon the control packet is processed. Since the control packet has no

idea on the burst length, an explicit message is sent to release the bandwidth or a time-out

occurs.

• In JET protocol, the control packet is sent before the data burst. The control packet contains

the information of the offset time and burst length. In each intermediate node, the control

packet reserves the bandwidth for the exact period that the burst will cut through.
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Of the switching protocols described above, JET shows the best resource utilization efficiency

as the wavelength is reserved only for the period that the burst is transmitted. Therefore, most

research works in OBS nowadays assumes this protocol. This thesis takes this assumption, too.

It should be noted that JET protocol is a one-way signaling protocol. Such a design reduces the

transmission delay experienced by end users and the management complexity, and make OBS a

technology suitable for long-haul backbone networks. However, if a control packet fails to reserve a

wavelength due to contention, the burst will simply be dropped and transmission work done on the

previous links is wasted. As a result, additional techniques are needed to improve the performance

of JET-based OBS networks in terms of burst loss.

In order to minimize the burst loss, a different architecture, namely the time-slotted (or time-

sliced) OBS networks, has been proposed and studied in the literature [19][20][21][22]. In such

networks, the time in each wavelength is divided into many slots of same lengths. The IP packets

are assembled into data bursts of fixed size which is equal to the length of a slot. Each burst is sent

out only at the moment that a slot starts. It was shown that such an architecture can considerably

reduce the burst loss [23][24]. However, it requires additional control and optical buffering at each

node to synchronize every burst to align with the time slot in every traversing links.

2.3 Using MPLS for OBS

As we studied earlier in Chapter 1, we assume that OBS networks have MPLS control. Here we

briefly discuss how MPLS is employed in OBS networks to realize explicit routing. In traditionally
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IP networks, the packets are transferred on a hop-by-hop basis by looking up the routing table at

each node using its destination address as the index. MPLS uses a different mechanism, where labels

are used to make forwarding decisions at the network nodes. An OBS network with MPLS control

works as follows. When an unlabeled burst enters the ingress node, the ingress node first determines

the forwarding equivalence class (FEC) the burst should be in, and then puts the information of

the corresponding label in the control packet. Bursts destined for a given egress node and with the

same service requirement may belong to the same FEC. At an intermediate node, the label is used

to determine the next hop for the control packet. The incoming label is replaced with the outgoing

label which identifies the respective FEC for the downstream node. The data burst will be sent

out along the path the control packet has travelled with a time gap equal to the offset time after

the transmission of the control packet.

The label based forwarding method reduces the processing overhead involved in routing at

the intermediate nodes, and more importantly, facilitates explicit routing and QoS control. With

MPLS, explicit routing is achieved at the ingress node to set up the label switched path (LSP).

Once the LSP is set up, the bursts belonging to the corresponding FEC will be forwarded along a

specific route by using a label. The use of labels also allows the intermediate nodes to take some

actions for meeting QoS requirement. For example, a node can control the loss rate of a flow in a

link under a specific threshold by identifying the bursts belonging to a flow through its label. Such

features gives OBS networks with MPLS control to provide better support for traffic engineering

and QoS provisioning. Therefore, we assume that OBS networks use MPLS control in this thesis.
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2.4 Techniques for Reducing Burst Loss

Since the core nodes in OBS networks do not have buffers, the delay is not a major concern.

However, a burst is dropped in an OBS network if the control packet cannot find a free outgoing

wavelength. With the basic paradigm of JET protocol, the burst loss rate could be very large.

Therefore, several techniques, including scheduling algorithms and traffic engineering methods,

have been proposed in the literature to reduce the burst loss.

2.4.1 Scheduling Algorithms

A scheduling algorithm at a node assigns a free wavelength on the outgoing link to a burst for the

duration of its transmission. If FDLs are available, assignment of FDLs to a data burst is required

when it cannot be immediately scheduled upon the arrival of a burst. If the scheduling algorithm is

unable to find a suitable wavelength, the burst will be dropped. Therefore, a scheduling algorithm

plays a vital role in burst dropping performance. Time on a wavelength is fragmented into periods

occupied by bursts and periods which are idle. The idle periods are referred as voids. Scheduling

algorithms always try to minimize the voids so as to pack the data bursts more tightly to make

more room for the future bursts. A brief discussion on the scheduling algorithms proposed in the

literature is given below.

The algorithm of Latest Available Unscheduled Channel (LAUC) [3] keeps track of the latest

time any reservation will end on each wavelength, and the scheduler assigns a new data burst to

the channel that will result in a minimal starting void. This algorithm is simple and has good
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performance in terms of the running time. However, its bandwidth efficiency is low as the void

intervals are not used.

To improve the bandwidth usage efficiency, an algorithm called Latest Available Unscheduled

Channel with Void Filling (LAUC-VF) [3] was proposed. LAUC-VF is similar to LAUC except

that it keeps track of all void intervals (including the interval between the end time of the last burst

and +∞). This scheduling algorithm tries to minimize the starting void by assigning an incoming

data burst to the wavelength which has a void to hold the burst and the starting void is minimal.

LAUC-VF reduces the burst losses compared to LAUC but the processing time is longer.

To reduce the processing time, in [25], a set of burst scheduling algorithms utilizing the tech-

niques from computational geometry to reduce the algorithm complexity were presented. It is

shown that the average running time of this algorithm is significantly reduced while achieving the

burst loss performance close to LAUC-VF.

The technique of burst rescheduling [26] was proposed to accomplish burst loss reduction by

re-assigning some scheduled bursts to other wavelengths so as to make room for the incoming bursts.

Partial-drop scheduling algorithms were presented in [27][28][29][30]. Such schemes do not drop

the whole burst when contention occurs. Instead, they drop only the overlapped part. As a result,

the dropping rate of IP packets encapsulated in the bursts are reduced.

J. Li et al presented a set of proactive scheduling algorithms which are collectively called Burst

Overlap Reduction Algorithm (BORA)[31]. The main idea of BORA is to utilize the electronic
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buffer at the edge nodes to delay some bursts so that the outgoing bursts are sequentialized, as a

result the overlapping degree, which means the number of simultaneously arriving bursts on a node,

is reduced. Accordingly the probability that the number of wavelengths is less than the number of

simultaneously arriving bursts is reduced. Under this scheme, in the ingress node, a burst which

overlaps with another burst will be delayed (the delay is bounded) even if there is a free wavelength

to transmit it without delay.

The technique of ordered scheduling [32][33][34] was examined by some researchers. The key

idea of this technique is to defer making the scheduling decision until just before the burst arrival

in order to have more knowledge about other bursts. As the ordering decision is made with more

information about the arrival time of other contending bursts, the bursts can be packed more tightly

and a lower burst loss probability is achieved.

J. Li et al [35] identified the factors that affects the performance of a set of scheduling algorithms.

It shows that the performance of any best-effort online algorithm is closely related to the range of

offset time, burst length ratio, scheduling algorithm, and number of data channels. It discovers that

the worst-case performance of any best-effort online scheduling algorithm is primarily determined

by the maximum to minimum burst length ratio, followed by the range of offset time. Furthermore,

if all bursts have the same burst length and offset time, all best-effort online scheduling algorithms

generate the same optimal solution.
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2.4.2 Connection Routing

Some researchers aim to improve the performance of OBS networks by configuring the connections

(LSPs). Offline route optimization in OBS networks was investigated in [6]. The routes of flows

are determined in such a way to minimize the overall burst loss. It is assumed that the network

topology and the estimated traffic demand are known. This work uses Erlang B formula to estimate

the burst loss and presents an MILP formulation and a heuristic algorithm. The problem of offline

route optimization is also studied in this thesis. We argue that, with the unique feature of streamline

effect taken into consideration, the performance will be better.

The technique of traffic splitting was investigated in[37] [38] [39]. Traffic splitting permits one

flow to take more than one routes to the destination for better load balancing such that the overall

burst loss rate is reduced. As transmitting one flow over more than one routes may cause the bursts

out of order, measures must be taken to solve this problem.

2.4.3 Other Burst Loss Reduction Techniques

There are some other loss-reduction techniques that do not fall into the above two categories.

Route deflection [40] [41] is a technique where the bursts that could not find a free wavelength

will not be dropped but try to find a deflected route. As the deflected route may be longer than the

original route, it is possible that the data burst may arrive at a downstream node earlier than its

control packet. In such cases, the data burst has to be dropped even if there are free wavelengths.
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A larger offset time can mitigate this problem but will introduce an undesirable end-to-end delay.

So, limited deflection routing protocol [42] is presented to reach a trade-off between burst loss

reduction and limiting the end-to-end delay within an acceptable range.

M. Jin et al [43] proposed a heuristic to reduce the loss by collecting the feedback and adaptively

adjusting the assembly intervals at the source nodes to reduce the burst loss.

In [44], methods combining burst fragmentation, load balancing and time slotting was presented

to minimize the burst loss and achieve fairness. A scheduling algorithm combining time-slotting

and fragmentation was proposed. Besides, an offset-based algorithm to provide inter-class service

differentiation and intra-class fairness for the bursts belonging to classes with different levels of

priority was developed.

2.5 QoS Provisioning in OBS Networks

In general, the term of QoS refers to the network’s capability to provide a guaranteed and better

service to selected high-priority traffic. In the literature, there are extensive research work carried

out on providing QoS in IP networks. The methods of queue management and packet scheduling

which are effective in IP networks cannot be directly extended to OBS networks because they are

designed for the situation that each node has a large amount of electronic buffer. Therefore various

QoS provisioning schemes designed for OBS networks have been developed.

The QoS schemes proposed can be divided into two groups, relative QoS and absolute QoS. The
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relative QoS model provides relative service quality ordering among classes. There is no service

level guarantee (which is usually the edge-to-edge loss guarantee in the case of OBS) in each class.

On the other hand, the absolute QoS model guarantees the service level of users, namely the

edge-to-edge loss rate is guaranteed to be no larger than a specific value.

2.5.1 Relative QoS

The relative QoS problems proposed in the literature can be further classified into two categories.

The first category is the qualitative service differentiation, where there is no quantitative target to

reach. The only assurance from the network operator is that a higher class will receive a better

service than a lower class. The other category is the model of proportional QoS which provides

quantitative service differentiation. For two classes, i and j, A proportional QoS scheme aims

to control the burst loss rate of the two classes, CLi and CLj , following the relationship that

CLi/CLj = κi/κj , where κi and κj are predefined parameters. The model of proportional QoS has

drawn more attention from the research community as it provides the network operator the ability

to adjust the performance spacing between different classes quantitatively.

2.5.1.1 Qualitative Service Differentiation

The extra-offset-time-based pJET scheme was proposed in [4] [46]. In this scheme, a high-priority

data burst will get extra delay at the source node to have a larger offset time. This scheme is based

on the observation that a control packet is more likely to find free wavelengths if the offset time is
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larger. This scheme is simple as it requires no extra control in the core nodes. However, the high

priority bursts will have a larger end-to-end delay.

The scheme of differentiated scheduling [45] was designed to support differentiated services by

dynamically choosing the extra offset time. In this scheme, each OBS node can adjust the data

burst loss rates for different classes of bursts and satisfy differentiated QoS requirement with the

available resources.

Preemption based service differentiation schemes were proposed in [47][48][49]. In [47][48], strict

service differentiation is achieved by allowing high priority bursts to preempt low priority burst. A

probabilistic preemptive schemes was proposed in [49]. In this scheme, a high-priority burst will

preempt a low priority burst in a probabilistic manner when no free wavelength is available. The

probability of preemption can be adjusted to get different service differentiation ratios.

A burst segmentation based service differentiation scheme was proposed in [30]. It preferentially

segments and deflects bursts of different priorities when contentions occurs. A high priority burst

is allowed to preempt a segment of the low-priority bursts. The preempted part of the low-priority

burst is not dropped, but deflected. Alternatively, packets of different priorities can be can be

assembled into a burst in a decreasing priority from head to tail. When contention occurs, the low

priority segment of the contending burst is preempted. Under the schemes proposed in this work,

after the segmentation, a new control packet has to be generated with the updated burst length

information and sent downstream to release the unnecessary wavelength duration reserved for the

burst before segmentation. It incurs extra signalling overhead.
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2.5.1.2 Proportional QoS

Proportional drop policy was proposed in [50] to achieve proportional QoS between traffic classes.

This mechanism keeps track of the loss rate of each class in each link and choose to drop some bursts

intentionally to meet the requirements of proportional QoS on each link. This scheme may incur

excessive droppings and results in a low bandwidth efficiency. A preemptive scheduling technique

was presented in [51] to realize the proportional QoS on a link. This scheme allows the high-priority

bursts to partially preempt the low-priority bursts.

A problem with the above two schemes is that they aim to provide per-hop proportional QoS

only. However, per-hop proportional QoS does not lead to end-to-end QoS proportionally. A

scheme to select the offset time of each class adaptively based on the feedback to achieve end-to-end

proportional QoS was proposed in [52]. In [53], it was proposed to combine wavelength preemption

and bandwidth allocation to schedule bursts at the core nodes to provided end-to-end proportional

QoS. A Probabilistic Preemptive Burst Segmentation (PPBS) scheme was proposed in [54] to

enable high priority bursts to preempt and segment low priority bursts in a probabilistic fashion.

It can achieves 100% isolation among priority classes, and burst loss probabilities can be controlled

by tunable parameters. The author also shows that PPBS scheme can achieve proportional loss

differentiation.
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2.5.2 Absolute QoS

For many real-time and mission critical services, such as video conferencing, voice over IP (VoIP)

etc., the damage caused by burst losses cannot be mitigated by retransmission. In [55], Maach A. et

al considered burst retransmission to mitigate the impact of burst loss on end users. However, the

author shows that such a scheme is suitable for networks of smaller size, such as the metropolitan

networks only, not for long-haul backbone network. We note that OBS is considered as a promising

technology for the next generation backbone networks due to its extremely large capacity. There-

fore, absolute QoS service which provides bounded end-to-end loss rate is critical to multi-service

OBS networks. The following gives a reviews absolute QoS schemes in OBS networks.

To provide end-to-end loss guarantee to an OBS connection, the following components are

indispensable:

1. a mechanism to guarantee the loss rate of the connection no larger than a certain value on

each traversing link.

2. a method of loss budget partitioning. This method determines or chooses the value of guar-

anteed loss rate on each traversing link so that the accumulative guaranteed loss rates along

the path is no larger than the end-to-end loss guarantee required by the users.

Besides, due to the scalability problem, the possible loss guarantee values on the links can only

take a finite number of values. As a result, it is quite likely that the end-to-end loss guarantee

granted is not equal to, but smaller than, the required value. Loss thresholds are the possible loss
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guarantee values supported on a link. Improper loss threshold setting will cause unnecessary ca-

pacity consumption and reduces the network utilization efficiency. Loss threshold selection problem

studies how to select a set of loss thresholds so that the network capacity is utilized efficiently.

So, to provide end-to-end loss guarantees in OBS network, the problems of providing loss

guarantee on a link, loss budget partitioning and loss threshold selection need to be solved. A brief

review on the schemes proposed to solve the three problem in the literature is given below.

2.5.2.1 Providing Loss Guarantee on a Link

The schemes proposed in the literature to guarantee the loss rate of an OBS connection lower

than a specific threshold can be divided into three categories. They all classify the loss guaranteed

connections on a link into a number of groups, with each group having a loss threshold. The loss

rate a connection undergoes on a link is guaranteed to be no larger than the loss threshold of the

group it belongs to. These schemes work as follows:

1. Wavelength grouping scheme [7][11]: this scheme divides the wavelengths on a link into

several sets and allocate one set to a group. Incoming bursts of a particular class can only be

scheduled within the wavelengths allocated for this group. A dynamic wavelength grouping

scheme was proposed in [7]. In this scheme, the node keeps track of the loss rate of the groups.

If the predefined threshold of a specific group is violated twice consecutively, the node will

expand the corresponding wavelength set by moving a wavelength from a group which does

not have two consecutive threshold violations. A sharing grouping scheme was proposed in
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[11], where some wavelengths can be shared by different groups to enhance the statistical

multiplexing.

2. Early Drop Scheme [8]: This scheme drops the low-priority bursts when the loss rate of the

high-priority traffic is close to the predefined threshold.

3. Preemptive scheme [9][10]: in this scheme, when a control packet fails to reserve an output

wavelength, a contention list is built, which includes the incoming burst and the bursts it

overlaps. Within the contention list, the burst belonging to the connection which is farthest

from breaching the loss threshold is dropped. In this way, the distance of the actual loss rate

of each connection to the corresponding loss threshold is kept almost equal.

Of the above schemes, the first scheme reduces the level of statistical multiplexing, so the load

that can be carried is less. The second scheme may drop low-priority bursts unnecessarily when they

are not in contention with high-priority bursts. Comparatively, the preemptive scheme achieves

the highest efficiency.

2.5.2.2 Loss Budget Partitioning

The loss budget partitioning problem is to choose the loss guarantee values for an LGT on the

links so that the end-to-end loss requirements are met and the network capacity utilization is

maximized. To accomplish this, predefined loss threshold values can be associated with each link.

For scalability reasons, it is desirable to have a small number of such loss thresholds. The problem

of choosing such threshold values is called as loss threshold selection problem. We note that the
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loss threshold selection problem is an offline problem regardless of the number of LGTs and their

loss requirements. On the other hand, loss budget partitioning is done for each LGT and thus is

an online problem.

For the loss budget partitioning problem, there are three schemes proposed in the literature.

1. Average loss budget partitioning was proposed in [8]. In this scheme, the loss guarantee for an

OBS connection on a link is calculated by equally dividing the end-to-end loss requirements

by the maximum network diameter.

2. In the scheme proposed in [9][10], a less stringent guarantee is assigned at a more resource-

stringent link and a more stringent guarantee at a less stringent link. However, this scheme

requires the thresholds be uniformly distributed on a logarithmic scale. The details of the

algorithm can be found in [9][10].

Among the two schemes, the second scheme performs better in resource utilization. However,

it requires the loss thresholds follow a specific distribution.

2.5.2.3 Loss Threshold Selection

Schemes proposed in the literature vary depending on whether loss threshold selection is needed:

1. In [7][8], the loss guarantees of a connection on the links are decided by the end-to-end loss

requirements and they could not take different values on different links. So a loss threshold
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selection method is not needed.

2. In [9][10], the loss guarantee values of an OBS connection could be different according to the

different amount of residual capacity on the traversing links. In such schemes, different sets of

loss thresholds will lead to different capacity utilization efficiency. As a result, loss threshold

selection becomes necessary.

In [9][10], it is suggested to set the thresholds uniformly distributed on a logarithmic scale.

Hence, the loss thresholds are chosen as h1, αh1, α2h1,..., αK−1h1, assuming that there are

K thresholds.

Of the two categories above, the latter yields better resource utilization as it considers the

remaining resources in assigning loss guarantees. So the study of loss threshold selection is necessary

for OBS networks of higher network utilization efficiency. Therefore, we will study the problem of

loss threshold selection in this thesis.

As reviewed above, there have been a lot of approaches presented in the literature for OBS

networks. Future developments in optical technologies and end users’ demand for bandwidth will

decide which approaches are more practical to implement in the real world. Such key technologies

include the optical buffers, processing speed of switching processors and the cost of optical fiber fab-

rication and extension, the wavelength density of WDM links, etc. Their developments will change

the ratios between the cost and performance of different approaches. On the other hand, the end

users’ demand for high-bandwidth applications is another important factor in approach selection

in practical networks. If applications consuming a large amount of bandwidth are demanded in
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the market, more complicated approaches, where the bandwidth is utilized more effectively, will be

preferred. Otherwise simple and less costly approaches will be chosen.

2.6 Summary

This chapter presented a brief survey on research work on optical burst switching. First, we

introduced the background of OBS networks and the switching techniques. Then various techniques

to reduce the burst loss were reviewed. Next, we looked into the problems of QoS provisioning.

We described two schemes, the relative service differentiation and absolute QoS guarantee. We

reviewed solutions for these two schemes.
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Chapter 3

Streamline Effect

In this chapter we analyze the streamline effect which arises from the special features of bufferless

core nodes in the OBS networks. We then develop a loss estimation formula with this effect

considered.

3.1 Streamline Effect and Loss Estimation

The Erlang B formula is usually used to estimate burst loss in OBS networks. The Erlang B formula

assumes that all the flows are independent and contend with each other. However, since there is no

buffering at the core nodes in OBS networks, if two or more flows share more than one consecutive

link along their paths, the relative temporal relationship among the bursts of these flows will not

change along these links. As a result, the contention among these flows can only take place at the
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Figure 3.1: Illustration of the Streamline Effect

first shared link. Due to this effect, the loss on a subsequent link is likely to be less than that

computed by the Erlang B formula. Consider the example shown in Figure 3.1. Suppose that two

flows merge at node A and share link AB and link BC. There should be no loss on link BC, because

link AB has removed all the contentions between the two flows. However, the estimated loss given

by the Erlang B formula below is greater than zero.

G(a,W ) = a× ErlangB(a,W ) = a(
aW

W !
W∑

m=0

am

m!

) (3.1)

where W is the number of wavelengths per link and a is the offered load on link BC (a = λ/µ,

where λ and 1/µ are the arrival rate and the mean burst length, respectively. The corresponding

normalized load can be derived by dividing a by W.). Therefore, to estimate the loss more accu-

rately, we need to take the following effect into consideration: if some flows share a link, there will

be no contention among these flows if they traverse the same next downstream link. We call this

effect as the streamline effect.

We now derive the loss estimation formula with the streamline effect taken into consideration.
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Figure 3.2: Comparison of Two Systems

We note that an intuitive explanation of the streamline effect has been given in [56], and here we

give a detailed mathematical analysis. Consider two systems with the same input flows, as shown in

Figure 3.2. In System 1, all the flows enter link L1 from different input links and are independent,

which is the case assumed by the Erlang B formula. In System 2, flows are divided into n groups,

and the flows of the ith group merge at the ith input link ULi before reaching link L2. System 2 is

the case in OBS networks. The offered load of the ith group is given by ρi. The total offered load

is given by ρ =
n∑

i=1
ρi.

First we show that the total losses in the two systems are approximately equal when W tends

to be large. The throughput in System 1, denoted by Γ1, is

Γ1 = ρ−G(ρ, W ) = ρ(

W−1∑
m=0

ρm

m!

W∑
m=0

ρm

m!

) (3.2)
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In System 2, suppose that the propagation delay of the ith input link ULi is τ i. When a burst

arrives at the jth input link at time t, the number of bursts being served at the ith input link at

time t + τ j − τ i is Si. So we have the following observations:

1. If
n

(
∑

i=1
Si) < W , the newly-arrived burst survives since it can always find a free wavelength

either on the input link ULj or link L2.

2. If
n

(
∑

i=1
Si) > W , the newly-arrived burst is dropped. If Sj = W , it will be dropped on the

input link ULj . If Sj < W, but
n

(
∑

i=1
Si) > W , it will be dropped on Link L2.

As a result, the throughput in System 2, denoted by Γ2, is equal to ρ×Pr(
n

(
∑

i=1
Si) < W ). Because

the traffic in each input link Ki are independent, and the burst arrival process is Poisson, we have

Γ2 = ρ× Pr(
n∑

i=1

Si < W ) (3.3)

= ρ× (
W−1∑

m=0

(
∑

S1+S2...+SN=m,06Si6W

(
n
Π

i=1
Pr(Si))))

= ρ× (
W−1∑

m=0

(

∑
S1+S2...+SN=m,06Si6m

(
n
Π

i=1

ρi
Si

Si!
)

n
Π

i=1
(

W∑
k=0

ρi
k

k! )
))

According to the formula,

(
n∑

i=1

ai)M =
∑

b1+b2...+bN=M,06bi6M

(
n
Π

i=1

M !(ai)bi

bi!
) (3.4)
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we have

∑

S1+S2..+SN=m,06Si6m

(
n
Π

i=1

ρi
Si

Si!
) =

(
n∑

i=1
ρi)m

m!
=

ρm

m!
(3.5)

Using Eq(3.5) in Eq(3.3), we have

Γ2 = ρ× (
W−1∑

m=0

(
ρm

m!

N
Π

i=1
(

W∑
k=0

ρi
k

k! )
)) (3.6)

Since
∞∑

k=0

ρi
k

k! = eρi , for a large value of W (which is the usual case in OBS networks), we have

(
W∑

k=0

ρi
k

k! ) u eρi . So,

Γ2 u ρ× (
W−1∑

m=0

(
ρm

m!
n
Π

i=1
eρi

)) = ρ× (
W−1∑

m=0

(
ρm

m!

eρ
)) (3.7)

Using the same approximation technique in Eq(3.7), we have

Γ1 u ρ× (
W−1∑

m=0

(
ρm

m!

eρ
)) (3.8)

The above analysis shows Γ1 u Γ2. So the overall burst loss in System 2 is also G(ρ,W ). Since

the burst loss at the ith input link Ki is G(ρi,W ), the loss at Link L2 is given by:
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G(ρ,W )−
n∑

i=1

G(ρi,W ) (3.9)

Eq(3.9) gives the loss estimation formula considering the streamline effect. The loss is equal to

the loss estimated by the Erlang B formula with the contentions between the flows from the same

upstream link removed. We can see that the new formula gives the correct loss estimation in the

case illustrated in Figure 3.1.

3.2 Numerical Results

We validate the streamline loss estimation formula on two networks. First, we validate the formula

on a 6-node network shown in Figure 3.3. We consider three flows.

Flow 1: A->C->E->F

Flow 2: B->C->E->F

Flow 3: D->E->F

The loads of the Flow 1 and Flow 2 are 0.3, respectively, and the load of Flow 3 is varied from 0

to 0.15. Figure 3.4 compares the loss rates on Link EF given by the simulation and that estimated

by the Erlang B formula and the streamline formula. We can observe that the estimation given by

the streamline formula is closer to the simulation result than that by the Erlang B formula.
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(Fig 3.3)
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Next, we validate the formula on the NSFNET network shown in Figure 3.5. We assume there

is a flow between each node pair. We assume that each flow takes the shortest path. The load of

each flow (except the one from node 11 to node 1) is randomly chosen between 0 and 0.32. We vary

the load of the flow from node 11 to node 1 and observe the end-to-end loss rate of this flow. Figure

3.6 shows the result obtained from the simulation, estimated by Erlang B formula and estimated

by the streamline formula. We can observe that the estimation given by the streamline formula is

closer to the simulation result.

3.3 Summary

In this chapter, we have discussed the streamline effect, a special feature of OBS networks which

arises from the bufferless nature of the core nodes. A new loss estimation formula which considers

the streamline effect has been developed. The simulation results showed this formula is more

accurate in estimating the loss rate than the Erlang B formula.
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Network (Fig 3.5)

42



Chapter 4

Offline Route Optimization

Considering Streamline Effect

This chapter considers special feature of streamline effect in OBS networks for offline route opti-

mization of best-effort traffic. Two route optimization problems are studied. The first problem

considers the usual case of normal state where all the links are working properly, and one route

is determined for each flow to minimize the overall burst loss. The second problem considers the

failures, and the primary and backup paths for each flow are determined in such a way to minimize

the expected burst loss over the normal and the failure states. We refer the first problem as the

normal state route (NSR) optimization problem and the second problem as the failure recovery

route (FRR) optimization problem.

For the FRR problem, we consider a failure recovery mechanism as below. For each flow, two
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link-disjoint label switched paths (LSPs), the primary LSP and backup LSP, are set up. When

the network is in the normal working state, the bursts are transmitted through the primary LSP.

When a link failure occurs, the end nodes of the failed link detect the failure and notify the end

nodes of the failed LSPs. After receiving the notification, the source node shifts the affected flows

to the pre-configured backup LSP. We assume single link failure, which has been commonly used in

the literature. So when a failure occurs the affected traffic could be transferred to the backup path

without searching for a new route. Such a recovery scheme is fast since it is exempted from the

searching and setup of a new route after a failure occurs, and it is also efficient as the routes have

been optimized. There have been some works done on OBS fault managements [59][60][61][62],

but they do not consider the problem of primary/backup route selection to minimize the expected

burst loss.

The problem of protection route layout optimization for WDM circuit-switching networks has

been well studied [63][64][65][66]. However, to the best of our knowledge, there is no such works

done for OBS networks. The protection route layout schemes for WDM circuit switching networks

cannot be extended readily to OBS networks, mainly due to the different switching architecture

and optimization objectives. In circuit switching WDM networks, there will not be data loss on

a connection once it is set up. So its optimization aims to minimize the resource consumption,

namely the number of wavelengths assigned. On the contrary, OBS is a transmission paradigm

using statistical multiplexing, where the bursts may be discarded during the transmission and the

loss rate may be high if the routes are not properly designed. Therefore, a key objective for the

route layout optimization in OBS network is to reduce the mean burst loss rate.
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Offline route optimization in OBS networks has been studied in [6] wherein the Erlang B formula

is used to estimate the loss. Our work differs in that we consider the special feature of streamline

effect.

We will first explain how the use of streamline effect can help find a better route layout in

OBS networks. Then the mixed integer linear programming (MILP) formulations for the NSR and

the FRR problems are developed. Because of the intensive computation needed to solve MILP

formulations, heuristic algorithms are developed.

4.1 Impact of Streamline Effect on Route Optimization

With the new loss estimation formula, a better route layout can be found by making a good use of

the streamline effect. The Erlang B based route optimization minimizes the summation of losses

on the links traversed estimated by the Erlang B formula. The load-balancing route optimization

would make the loads distributed as balanced as possible. However, such route layouts may not

be optimal in OBS networks due to the streamline effect. Consider the network topology shown

in Figure 4.1. Assume that there are four flows, with the loads as shown, all destined for node F.

Note that these flows have no choice on the part of routes before node C, so we focus on the part

of route selection after node C.

With the Erlang B formula based or the load-balancing route optimization, the following route

layout is selected. This layout makes the loads in the route C->D->F and C->E->F equal, and

the summation of the Erlang B estimated loss in the links of CD, CE, DF and EF is minimized.
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Figure 4.1: Illustration of the Benefit of Considering the Streamline Effect in Route Optimization

Flow 1: A->C->D->F

Flow 2: A->C->E->F

Flow 3: B->C->E->F

Flow 4: B->C->D->F

With the new loss estimation formula, the following layout is selected. In this layout, the

summation of the loss estimated by the new formula is minimized. There is no contention between

Flow 1 and Flow 2 after node C due to the streamline effect, and thus they take the same route

after node C. So are Flow 3 and Flow 4.

Flow 1: A->C->D->F

Flow 2: A->C->D->F

Flow 3: B->C->E->F
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Flow 4: B->C->E->F

For the two layouts, the burst losses on link AC and link BC are the same. The burst loss on

the links of CD, DF, CE and EF in the first layout is larger than zero. However, in the second

layout, the burst loss over these links is 0, because of the streamline effect. Therefore, the route

layout obtained by the streamline effect based loss formula results in lower burst loss.

4.2 The MILP formulation

In this section, we develop MILP formulations for the NSR and the FRR problems based on the

new loss estimation formula.

The NSR problem can be stated as follows:

Given an OBS network and a traffic demand, it is required to determine a route for each flow

so as to minimize the overall burst loss.

The FRR problem can be stated as follows:

Given an OBS network and a traffic demand, it is required to determine a pair of link-disjoint

primary and backup paths for each flow to minimize the expected burst loss over the normal and

failure states. The expected burst loss, E, is defined as below:

E =
N∑

i=0
Pr(state i)× Loss(state i)
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where N is the number of links in the network, and the links are numbered from 1 to N .

state 0 is the state that all the links are in working conditions. We call this state as the normal

state. In the normal state, all the flows use the primary paths.

state i(1 6 i 6 N) is the state where the ith link fails. We call these states as failure states. In

the failure states, the flows whose primary paths are affected by the failed link switch their traffic

to the backup path, while those flows whose primary paths are not affected continue to send their

traffic over their primary paths.

Pr(state i) is the probability that the network is in state i. The probability of each state can be

estimated based on historical statistics. For example, a link with more failures in the past is more

prone to fail in the future and thus should be assigned a larger value of Pr(state i). The estimation

can also be done according to the physical and geographical conditions of the links. For example,

a longer link is more likely to suffer from failures. In this report, we suppose that such estimation

have been done, and values of Pr(state i) are all known.

Loss(state i) is the overall burst loss in state i.

4.2.1 Notation

• links: the set of links in the network. The links are number from 1 to N.

• nodes: the set of nodes in the network.

• states: the set of all the normal and failure states. The states are number from 0 to N.
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• flows: the set of flows. Each flow is identified by a pair < s, d >, where s and d are the

source and destination node, respectively.

• W : the number of wavelengths per link.

• Head(v): the links starting from node v.

• Tail(v): the links ending at node v.

• Up(l): the upstream end node of link l.

• Down(l): the downstream end node of link l.

• ρs,d: the traffic load of flow < s, d > .

• xk
s,d: is 1 if the primary path of flow < s, d > traverses link k(1 ≤ k ≤ N), otherwise it is 0.

Note that xk
s,d indicates the route the flow uses in state k. The flow uses the backup route in

state k if xk
s,d = 1 and the primary route if xk

s,d = 0. To describe the route selection in the

normal state, we additionally define x0
s,d = 0.

• yk
s,d: is 1 if the backup path of flow < s, d > traverses link k, otherwise it is 0.

• ak,i
s,d: is 1 if the flow < s, d > traverses link k in state i, otherwise it is 0.

• βk,i
s,d, γ

k,i
s,d: two auxiliary boolean variables used in the definition of ak,i

s,d.

• ρk
i : the load over link k in state i.

• Prev(k): the set of the links whose downstream end node is Up(k).

• bl,k,i
s,d : is 1 if flow < s, d > traverses the concatenation of link l and link k in state i, otherwise

it is 0. Note that l ∈ Prev(k).
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• θl,k
i : the load over the link concatenation of l and k in state i. Note that n ∈ Prev(k).

• L lossk
i : the burst loss over link k in state i.

• Loss(state i): the burst loss in state i.

• δ: a small value (set to 10−8 in this chapter) that keeps the link cost greater than zero and

prevents a loop in the route found.

•
∧
G(ρ,W ) : a piecewise linear function to approximate the non-linear G(ρ,W ) with interpola-

tion.

∧
G(ρ,W ) =

G(ρm,W )−G(ρm−1,W )
ρm − ρm−1

(ρ− ρm−1) + G(ρm−1,W ) ρm > ρ ≥ ρm−1,m = 1, 2, , ...K

(4.1)

4.2.2 MILP1: NSR Problem Formulation

Objective: Minimize the burst loss in the normal state Loss(state 0)

Constraints: The problem is subject to the following constraints:

1. Flow conservation demand.
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∑
k∈tail(v)

xk
s,d −

∑
k∈head(v)

xk
s,d =





1 if v = s

−1 if v = d

0 otherwise

∀ < s, d >∈ flows,∀v ∈ nodes (4.2)

2. By definition, bl,k,0
s,d = xk

s,d × xl
s,d. However, this expression is non-linear. So the following

linear constraints are defined. They give the same results when all the variables are boolean.

bl,k,0
s,d ≤ (xk

s,d + xl
s,d)/2 ∀ < s, d >∈ flows,∀k ∈ links,∀l ∈ prev(k) (4.3)

bl,k,0
s,d ≥ (xk

s,d + xl
s,d)/2− 0.5 ∀ < s, d >∈ flows,∀k ∈ links,∀l ∈ prev(k) (4.4)

3. The definition of ρk
0, θ

l,k
0 and L lossk

0.

ρk
0 =

∑
<s,d>∈F

ρs,d × xk
s,d ∀k ∈ links (4.5)

θl,k
0 =

∑
<s,d>∈F

ρs,d × bl,k,0
s,d ∀k ∈ links,∀l ∈ prev(k) (4.6)

L lossk
0 = δ +

∧
G(ρk

0,W )− ∑
l∈prev(k)

∧
G(θl,k

0 ,W ) ∀k ∈ links (4.7)

Loss(state 0) =
∑

k∈links

L lossk
0 (4.8)
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4.2.3 MILP2: FRR Problem Formulation

Objective: Minimize the expected burst loss E

Constraints: The problem is subject to the following constraints:

1. Flow conservation demand for the primary and the backup routes.

∑
k∈tail(v)

xk
s,d −

∑
k∈head(v)

xk
s,d =





1 if v = s

−1 if v = d

0 otherwise

∀ < s, d >∈ flows,∀v ∈ nodes (4.9)

∑
k∈tail(v)

yk
s,d −

∑
k∈head(v)

yk
s,d =





1 if v = s

−1 if v = d

0 otherwise

∀ < s, d >∈ flows,∀v ∈ nodes (4.10)

2. The primary and backup paths are link-disjoint.

xk
s,d + yk

s,d ≤ 1 ∀ < s, d >∈ flows, ∀k ∈ links (4.11)

3. By definition, ak,i
s,d = xk

s,d × (1 − xi
s,d) + yk

s,d × xi
s,d. We use the following linear constraints

to replace the multiplication expression. These constraints give the same results if the variables

involved are all boolean.
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βk,i
s,d ≤ (xk

s,d + 1− xi
s,d)/2 ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.12)

βk,i
s,d ≥ (xk

s,d + 1− xi
s,d)/2− 0.5 ∀ < s, d >∈ flows, ∀k ∈ links,∀i ∈ states (4.13)

γk,i
s,d ≤ (yk

s,d + xi
s,d)/2 ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.14)

γk,i
s,d ≥ (yk

s,d + xi
s,d)/2− 0.5 ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.15)

ak,i
s,d = βk,i

s,d + γk,i
s,d ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states. (4.16)

4. We have bl,k,i
s,d = ak,i

s,d×al,i
s,d by definition. By the same technique as above, we use the following

linear constraints to replace the non-linear multiplication expression.

bl,k,i
s,d ≤ (ak,i

s,d + al,i
s,d)/2 ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.17)

bl,k,i
s,d ≥ (ak,i

s,d + al,i
s,d)/2− 0.5 ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.18)

5. The definition of ρk
i and θl,k

i .

ρk
i =

∑
<s,d>∈F

ρs,d × ak,i
s,d ∀ < s, d >∈ flows,∀k ∈ links,∀i ∈ states (4.19)

θl,k
i =

∑
<s,d>∈F

ρs,d × bl,k,i
s,d ∀k ∈ links,∀l ∈ prev(k),∀i ∈ states (4.20)

6.The definition of L lossk
i , Loss(state i) and E.
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Lossk
i = δ +

∧
G(ρk

i ,W )− ∑
l∈prev(k)

∧
G(θl,k

i ,W ) ∀k ∈ links,∀i ∈ states (4.21)

Loss(state i) =
∑

k∈links

Lossk
i ∀i ∈ states (4.22)

E =
N∑

i=0

Pr(state i)× Loss(state i) (4.23)

4.3 Heuristic Algorithms

Since solving an MILP problem is computationally intensive, heuristic algorithms are developed.

SLNS-Heur (streamline effect based normal state route optimization heuristic) is developed to solve

the NSR problem, while SLFR-Heur (streamline effect based failure recovery route optimization

heuristic) is developed to solve the FRR problem.

4.3.1 Streamline Effect Based Normal State Route Optimization Heuristic (SLNS-

Heur)

SLNS-Heur works in two steps. The first step performs initialization, where each flow is assigned

the shortest path. The second step adopts iterative techniques to improve the route layout. In each

iteration, some flows are randomly chosen to have their routes re-computed. If the new routes help

reduce the overall burst loss, these flows will have their routes updated. Otherwise, the original

routes are kept. The details of SLNS-Heur are described as below:
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1. Each flow is assigned the path with the minimum cost. The cost of a link is the loss introduced

by the new flow according to the loss estimation formula proposed. The details of the link

cost calculation are given at the end of the algorithm description.

2. M flows are randomly selected and their traffic loads removed along the routes. Then the

same link cost calculation method as that in step 1 is used to find a minimum-cost path for

each of the M flows. If the re-routing reduces the overall burst loss, the routes for these M

flows are updated. Otherwise the original routes are kept.

3. Step 2 is repeated until the stopping criterion is met.

The cost of link < m, n >, cost(m, n), is computed as follows:

new = G(ρm,n
E + ρ′,W )−G(θP (m),m,n

E + ρ′,W ) (4.24)

old = G(ρm,n
E ,W )−G(θP (m),m,n

E ,W ) (4.25)

cost(m,n) = new − old + δ (4.26)

The notations used above are:

• ρ′: the traffic load of the flow whose route is to be determined.

• ρm,n
E : the existing traffic load over link < m,n >.

• P (m): the node prior to node m in the shortest path from the source node to node m.

55



• new and old : The difference between new and old is the increase in the burst loss over

the link if the new flow is introduced. The burst loss over link < m,n > with and with-

out the flow going through are G(ρm,n
E + ρ′,W )−G(θP (m),m,n

E + ρ′,W )− ∑
p6=P (m)

G(θp,m,n
E ,W )

and G(ρm,n
E , W ) − G(θP (m),m,n

E ,W ) − ∑
p6=P (m)

G(θp,m,n
E ,W ), respectively. Since we are con-

cerned with the loss difference between these two values, we remove the common item of

− ∑
p6=P (m)

(θp,m,n
E ,W ) and have the expression of new and old as given above.

Computational Complexity: Let the number of flows be F , the maximum node degree

be Y , the number of nodes be V, the number of wavelengths per link be W, the total number

of iterations be I, and the number of flows whose routes are re-computed each iteration be M .

Since the complexity of Erlang B formula is O(W ), the complexity of one link cost computation is

O(Y ·W ). The complexity of the shortest route search for each flow is O(V 2). So the complexity

of the first and the second steps are O(F ·V 2 ·Y ·W ) and O(I ·M ·V 2 ·Y ·W ), respectively.So the

complexity of SLNS-Heur is O(F · V 2 · Y ·W + I ·M · V 2 · Y ·W ). We note that this complexity is

reasonable and acceptable since the route optimization is done offline.

4.3.2 Streamline Effect Based Failure Recovery Route Optimization Heuristic

(SLFR-Heur)

SLFR-Heur works in two phases. In the first phase, only the primary paths of all the flows are

decided using SLNS-Heur, which is proposed above, to minimize the value of Loss(state 0). In the

second phase, the primary paths are fixed, and we determine the backup paths to minimize the
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expected loss in failure states, EFL ( EFL =
N∑

i=1
( Pr(state i)
1−Pr(state 0) × Loss(state i)).

It is acceptable to determine the primary/backup paths separately due to the following obser-

vations:

1. It can avoid negligence of backup path optimization. In reality, a communication network is in

normal state mostly. Statistics show that, in most cases, 99.9% or more of the time, a network

is working properly. Therefore, in the summation expression of the expected burst loss, the

weighted loss in the normal state, Pr(state 0) × Loss(state 0), has much more significance

over the failure states. As a result, if we do not separate the optimizations of backup and

primary paths, the heuristic algorithm might concentrate too much on the primary path

optimization and neglect the backup path optimization.

2. It is known that determining the primary and backup paths separately may have the trap

topology problem, which causes the backup path unavailable, though the network is two-

connected. An example is given in Figure 4.2, the cost of each link being marked. Though

there exist two link-disjoint paths between A and D, if the shortest route A->B->C->D is

chosen as the primary path, there will be no backup paths between the node A and D.

However, researches [67] have shown that such trap topologies are very rare in practice. More

than 99.9% of the topology do not have this problem. So the chance is very small that the

separate determination of primary/backup paths results in inefficient solutions.

3. Finding a shortest path is always simpler than finding a shortest pair of link-disjoint paths.
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Figure 4.2: An example of trap topology problem

The description of first phase of SLFR-Heur is omitted, since it is the same as SLNS-Heur

presented in the earlier section. The second phase of SLFR-Heur works as follows. First, each flow

is assigned the shortest path link-disjoint to its primary path as the backup path. Then, iterative

techniques are adopted to optimize the layout of backup routes. In each iteration, some flows are

randomly chosen to have their backup routes re-computed. If the new routes help reduce the value

of EFL, these flows will have their backup routes updated. In more details, the second phase of

SLFR-Heur works as follows:

1. For each flow, assign the shortest path link-disjoint to its primary path as the backup path.

2. Randomly select M flows and remove their loads in the backup paths. Then for each of the

M flows, find out the shortest path link-disjoint to the primary path as the backup path. The

cost of a link is the increase in expected loss in failure states introduced by the new flow. The

streamline effect loss estimation formula is used to estimate the loss. The details of the link

cost definition are given later. After the backup path of a flow is decided, update the load of

the links along the path. If the re-routing of backup paths reduces the expected burst loss

in failure states, update the backup routes for these M flows. Otherwise keep the original
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routes.

3. Repeat step 2 until the stopping criterion is met.

Suppose the flow whose route is to be determined has a traffic load of ρnew. The cost of link

from m to n, cost(m,n), is computed as follows:

1. Calculate the value of ρm,n
i , the traffic load of all the flows going through each link < m, n >

in each state i, and the value of θ
P (m),m,n
i ,the traffic load going through both link < P (m),m >

and < m, n > in each state i.

2. If the link is in the primary path, set the cost as infinity to refrain the backup path from

traversing it. If the link is not on the primary path, estimate the expected loss increment brought

by the new flow if this link is taken as the next hop in backup route searching. Note that, in the

estimation, we can ignore those failure states where the failed link is not in the primary path and

are only concerned with the failure states where the primary path is disrupted and the backup path

is activated.

The pseudo-code of the computation is given below.

If ( link< m, n >is on the primary path of the flow)

cost(m,n) = ∞;

else

59



{

cost(m,n) = δ;

for ( every failure state i)

{

if (link i is on the primary path)

{

new = G(ρm,n
i + ρ′,W )−G(θP (m),m,n

i + ρ′,W );

old = G(ρm,n
i ,W )−G(θP (m),m,n

i ,W );

cost(m,n)+ = Pr(state i)
1−Pr(state 0) × (new − old);

}

}

}

Computational Complexity: We use the same notations as in the analysis of SLNS-Heur.

In SLFR-Heur, the complexity of the first phase is the same as SLNS-Heur. The second phase is
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N times more complex than SLFR-Heur, since the link cost computation involves N failure states.

Therefore, the complexity of SLFR-Heur is O(F · V 2 · Y ·W ·N + I ·M · V 2 · Y ·W ·N). We note

that this complexity is reasonable and acceptable since the route optimization is done offline.

4.4 Numerical Results

In this section, the performance of routing algorithms proposed in this chapter are compared with

other known algorithms. Experiments are conducted over three network topologies, a 10-node

network shown in Figure 4.3, the 14-node NSFNET topology shown in Figure 3.5 and the 33-node

Pan-European topology (see http://www.geant.net). In the Pan-European topology, some links are

added to make the network bi-connected. The revised topology is shown in Figure 4.4, with the

links added shown in dashed lines. Each link carries 32 wavelengths. Two traffic load scenarios are

considered. The first one is the identical scenario, where the traffic load of each flow is equal. The

second one is the non-identical scenario where the traffic load of each flow is uniformly randomly

chosen between 0.5c and 1.5c, where c is the average load of flows. The arrival of bursts in each

flow follows Poisson distribution. In the experiments, after the route layouts are computed, we use

the simulator developed by us to measure the burst loss rates of different route layouts.

4.4.1 Performance Study for the NSR Problem

The following algorithms are implemented to solve the NSR problem and the performance of the

route layouts found by them is compared.
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Figure 4.4: Pan-European Topology
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1. MILP1 presented in this chapter to solve the NSR problem. The interpolation points of ρ

in the piecewise function
∧
G(ρ,W ) are 6.4, 12.8, 19.2 and 25.6. Note that the loads are the

offered load. The value of corresponding normalized load can be derived by division over the

number of wavelengths on a link.

2. SLNS-Heur presented in this chapter. The optimization process stops when the objective

value reduction is less than 0.1% in the past 100 iterations or the number of iterations reaches

1000, whichever is satisfied first.

3. The Erlang B based route layout MILP presented in [6] (referred as Erl-MILP), where the

streamline effect is not considered and Erlang B formula is used to estimate the loss. The

parameters are set as in [6].

4. The Erlang B based route layout heuristic presented in [6] (referred as Erl-Heur), where the

streamline effect is not considered and Erlang B formula is used to estimate the loss. The

parameters are set as in [6].

5. The widest shortest path algorithm (referred as WSP). Here the flows are considered in a

non-increasing order of their traffic load. We found that such an order achieves the best

performance compared with the other routing order we have tested, including the random

order, the least-load-first order, the longest-flow-first order and the shortest-flow-first order.

6. An MILP formulation to minimize the maximal load on any link (referred as Min-max).

7. The shortest path first algorithm (referred as SPF), which assigns the minimum-hop path to

each flow.
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Table 4.1: Burst Loss Rates in the 10-Node Network

No. of Flows MILP1 SLNS-Heur Erl-MILP Erl-Heur WSP Min-max SPF

8 2.71e-7 2.71e-7 6.79e-5 6.79e-5 2.03e-3 1.35e-4 7.79e-3

10 2.26e-6 2.83e-6 6.12e-4 6.12e-4 1.20e-2 1.27e-3 1.28e-2

12 5.10e-4 5.10e-4 2.03e-3 2.13e-3 3.78e-2 4.79e-3 5.90e-2

In the experiments on the 10-node network, all the algorithms are evaluated. In the experiments

over the NSFNET and the Pan-European topologies, only four algorithms, SLNS-Heur, Erl-Heur,

WSP and SPF, are evaluated, because the MILPs are computationally intensive in these larger

networks.

4.4.1.1 Results for 10-Node Network

We consider three scenarios, where 10, 11 and 12 node pairs are chosen to be ingress-egress pairs,

respectively. The load of each flow ρ =6.4. In SLNS-Heur, the routes for four flows are re-

computed in each iteration. The results are listed in Table 4.1. As the results show, the MILP1

and SLFR-Heur methods give lower overall burst loss than the other methods. Thus the route

layouts computed by our methods are better. We can see that SLNS-Heur achieves the same

performance as MILP1 in two out of the three scenarios. It shows that SLNS-Heur can find route

layouts close to optimal, at least in simple scenarios.
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Figure 4.5: Burst Loss Rates of Different Algorithms (NSFNET topology, Identical Load Scenario)

4.4.1.2 Results for NSFNET Topology

There is a flow between each node pair, thus there are a total of 182 flows. Both the identical and

the non-identical load scenarios are tested. In SLNS-Heur, the routes of 15 flows’ are re-computed

in each iteration. We observe that SLNS-Heur gives lower overall burst loss than the other methods

for both the identical and the non-identical load scenario as shown in Figure 4.5 and Figure 4.6. We

also observe that when the traffic load is light the performance gain of SLNS-Heur over the other

methods is greater. The gain decreases as the load increases. We will discuss this phenomenon

later.
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Figure 4.6: Burst Loss Rates of Different Algorithms (NSFNET topology, Non-Identical Load

Scenario)

4.4.1.3 Results for Pan-European Topology

There is a flow between each node pair, and thus there are a total of 1056 flows. Both the identical

and the non-identical load scenarios are tested. In SLNS-Heur, the routes for 15 flows are re-

computed in each iteration. We see that SLNS-Heur gives lower overall burst loss than the other

methods for both the identical and non-identical load scenarios as shown in Figure 4.7 and Figure

4.8. We also observe that when the traffic load is light the performance gain of SLNS-Heur over

the other methods is greater. It is due to the following reason. In the Erlang B formula, the first

derivative is positive and the second derivative is negative, so the loss rate increases more slowly

when the load increases. Similarly, when estimating with the streamline effect formula, the loss rate

will increase more slowly as the load increases. As a result, when the load is heavier, the difference

caused by different route layouts are smaller. So the performances of the different algorithms tend
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Figure 4.7: Burst Loss Rates of Different Algorithms (Pan-European Topology, Identical Load

Scenario)
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Figure 4.8: Burst Loss Rates of Different Algorithms (Pan-European Topology, Non-Identical Load

Scenario)
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to be closer. Such behavior has been observed by other researchers [6].

4.4.2 Performance Study for the FRR Problem

The following algorithms are implemented to solve the FRR problem and the performance of the

route layouts found by them is compared.

• MILP2 proposed in this chapter to solve the FRR problem. The interpolation points of ρ in

the piecewise function
∧
G(ρ,W ) are 6.4, 12.8, 19.2 and 25.6.

• SLFR-Heur proposed in this chapter. In both phases, the optimization process stops when

the objective value reduction is less than 0.1% in the past 100 iterations or the number of

iterations reaches 1000, whichever is satisfied first.

• The Erlang B based failure recovery route layout MILP formulation extended from [6] (re-

ferred as Ext-Erl-MILP), where the loss estimation is based on the Erlang B formula. The

parameters are set as in [6].

• The Erlang B based failure recovery route layout heuristic algorithm extended from [6] (re-

ferred as Ext-Erl-Heur). In Ext-Erl-Heur, first the heuristic in [6] is used to determine the

primary paths. Then, an algorithm similar to the second phase of SLFR-Heur, except that

the link cost estimation is based on the Erlang B formula, is used to determine the backup

paths. The parameters of the first phase are set as in [6], and the parameters of the second

phase are set the same as the second phase of SLFR-Heur.
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• An MILP formulation to minimize the maximal load in any link in any states (referred as

Min-max).

• The shortest path algorithms ( referred as SPF), where the minimum-hop path is selected as

the primary path, and the minimum-hop path disjoint to the primary path is chosen as the

backup path.

In each topology, the probability of the normal state is 99.9% and the 0.1% failure probability

is evenly distributed among all the links in the network. In the experiments over the 10-node

network, all the algorithms are evaluated. In the experiments over the NSFNET and the Pan-

European topologies, only three algorithms, SLFR-Heur, Ext-Erl-Heur, SPF, are evaluated, as the

MILPs are computationally intensive for these larger networks.

4.4.2.1 Results for 10-Node Network

We consider three traffic scenarios, where 4, 5 and 6 node pairs are chosen to be ingress-egress pairs,

respectively. The load of each flow ρ =6.4. In both phases of SLFR-Heur and the second phase

of Ext-Erl-Heur, the routes for 3 flows are re-computed in each iteration. The results are listed

in Table 4.2 and Table 4.3. As the results show, the proposed MILP2 and SLFR-Heur methods

give lower expected burst loss over normal and failure states and expected burst loss in failure

states than the other methods. Thus the primary route layouts and also the backup route layouts

computed by our methods are better. We can see that SLFR-Heur achieves the same performance

as MILP2 in two out of the three scenarios. It shows that SLNS-Heur can find route layouts close
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Table 4.2: Expected Burst Loss Rate over Normal and Failure States in the 10-Node Network

No. of flows MILP2 SLFR-Heur Ext-Erl-MILP Ext-Erl-Heur Min-max SPF

4 2.72e-10 2.72e-10 3.26e-10 3.26e-10 5.99e-10 1.33e-9

5 3.05e-10 3.05e-10 1.13e-7 1.13e-7 9.57e-7 1.13e-6

6 5.08e-10 6.38e-10 1.02e-6 8.61e-5 9.43e-5 2.08e-6

Table 4.3: Expected Burst Loss Rate in Failures in the 10-Node Network

No. of flows MILP2 SLFR-Heur Ext-Erl-MILP Ext-Erl-Heur Min-max SPF

4 2.72e-7 2.72e-7 3.26e-7 3.26e-7 5.98e-7 1.31e-6

5 3.04e-7 3.04e-7 1.21e-6 1.21e-6 2.13e-6 1.71e-4

6 5.07e-7 6.37e-7 7.92e-5 1.02e-4 1.27e-4 1.97e-4

to optimal, at least in simple scenarios.

4.4.2.2 Results for NSFNET Topology

Each node pair is an ingress-egress pair, i.e., there are 182 flows. Both the identical and the

non-identical load scenarios are tested. In both phases of SLFR-Heur and the second phase of Ext-

Erl-Heur, the routes for 15 flows are re-computed in each iteration. It is observed that SLFR-Heur

gives the lowest expected burst loss over normal and failure states for both the identical and the

non-identical load as shown in Figure 4.9 and Figure 4.10. Figure 4.11 and Figure 4.12 show that
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Figure 4.9: Expected Burst Loss Rates over Normal and Failure States of Different Algorithms

(NSFNET, Identical Load Scenario)
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Figure 4.10: Expected Burst Loss Rates over Normal and Failure States of Different Algorithms

(NSFNET, Non-Identical Load Scenario)
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Figure 4.11: Expected Burst Loss Rates in Failure States of Different Algorithms (NSFNET, Iden-

tical Load Scenario)
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Figure 4.12: Expected Burst Loss Rates in Failure States of Different Algorithms (NSFNET, Non-

Identical Load Scenario)
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Figure 4.13: Expected Burst Loss Rates over Normal and Failure States of Different Algorithms

(Pan-European, Identical Load Scenario)

SLFR-Heur gives the lowest expected burst loss in failure states for both identical and non-identical

load scenarios. So both the primary and the backup route layouts determined by SLFR-Heur are

better. We also observe that when the traffic load is light the performance gain of SLFR-Heur over

the Ext-Erl-Heur is greater. Besides, the gain of our algorithm is less in terms of expected burst

loss over failure states than in terms of the expected burst loss over normal and failure states. We

will discuss these observations later.

4.4.2.3 Results for Pan-European Topology

Each node pair is an ingress-egress node, i.e., there are a total of 1056 flows. Both the identical and

the non-identical load scenarios are tested. In both phases of SLFR-Heur and the second phase of

Ext-Erl-Heur, the routes for 15 flows are re-computed in each iteration.
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Figure 4.14: Expected Burst Loss Rates over Normal and Failure States of Different Algorithms

(Pan-European, Non-Identical Load Scenario)
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Figure 4.15: Expected Burst Loss Rates in Failure States of Different Algorithms (Pan-European,

Identical Load Scenario)
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Figure 4.16: Expected Burst Loss Rates in Failure States of Different Algorithms (Pan-European,

Non-Identical Load Scenario)

We see that SLFR-Heur gives the lowest expected burst loss over normal and failure states for

both load scenarios in Figure 4.13 and Figure 4.14. Figure 4.15 and Figure 4.16 show that SLFR-

Heur gives the lowest expected burst loss in failure states for both load scenarios. So both the

primary and the backup route layouts determined by SLFR-Heur are better. We also observe that

when the traffic load is light the performance gain of SLFR-Heur over Ext-Erl-Heur is greater. This

phenomenon has been discussed earlier in the performance study for the NSR problem. Besides,

the gain of our algorithm over the others in terms of the expected burst loss over failure states is

less than in terms of the expected burst loss over normal and failure states. The reason is that

when we choose two link-disjoint paths instead of one (i.e. the primary path only), the space to

optimize the backup path is smaller. Similar observations were made in [6]. In [6], the performance

enhancement is much less in primary-backup path selection than in primary route selection, though

similar route selection techniques are used. However, the difference in this topology is not so large
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as in the case of the NSFNET topology. This is because the Pan-European network is larger and

denser and there are more choices to select the backup path for a given primary path.

4.5 Summary

Two problems of offline route optimization in OBS networks have been studied in this chapter.

The first problem is to determine a route for each flow to minimize the overall burst loss. The

second problem considers the failure states and determines the primary and backup paths for

each flow to minimize the expected burst loss over the normal and the failure states. We have

shown that the route selection based on Erlang B Formula or load balancing is inadequate due

to the ignorance of the streamline effect. Based on the new formula considering streamline effect,

we have developed MILP formulations for the two problems. Since MILP-based solutions are

computationally intensive, we have proposed heuristic algorithms to solve the two problems. The

simulation results show that our algorithms are very effective in finding the route layouts that yield

lower burst loss than other known algorithms.
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Chapter 5

Residual Admission Capacity : A

Metric to Measure Link Residual

Capacity in OBS Networks

This chapter analyzes the unique feature of OBS networks in link residual capacity measurement.

First we discuss the importance of estimating link residual capacity in configuring loss guaranteed

connections. After that, we show that it is inaccurate to apply the same method of computing

residual bandwidth in IP or ATM networks in OBS networks directly because of the bufferless core

nodes in OBS networks. Then we present the definition of the metric of residual admission capacity,

which measures the amount of residual capacity on a link in OBS networks more accurately. Then

a method to compute RAC is presented.
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5.1 Importance of Residual Capacity Estimation

The following three chapters discuss the problems of configuring loss guaranteed tunnels (LGTs) in

OBS networks with multi-protocol label switching (MPLS) control. An LGT is a connection, i.e.

label switching path (LSP), with an associated end-to-end loss guarantee. LGTs are usually long-

lived. They are designed and created by service providers based on the estimated traffic demand.

The IP flows towards the same egress node with a specific loss requirement can be mapped to an

appropriate LGT at the ingress node provided the total offered load is no larger than the maximal

permitted load (referred as ’load’ in the rest of the paper) of the LGT. In each link, the loss rate

of an LGT is guaranteed to be lower than a certain value so that the end-to-end loss requirements

are met.

Estimation of link residual capacity is crucial for configuring LGTs in such a way to improve

network capacity utilization. In IP or ATM networks, usually each node has a large buffer and

the total effective bandwidth required to meet the QoS demands of all the connections over a

link is approximately the summation of the effective bandwidth required by each connection. The

effective bandwidth of a connection is the minimal bandwidth needed to support the connection’s

QoS requirements. To compute the amount of residual capacity, first the effective bandwidth of each

connection over this link is computed, and the residual bandwidth is the total capacity of the link

subtracted by the effective bandwidth of each connection. However, due to the bufferless feature,

such a computation method is not applicable to OBS networks. The total resource required by the

aggregated connections is no longer the summation of the resource required by each connection.

If we adopt the residual bandwidth computation methods used for IP networks to OBS networks
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directly, we will obtain inaccurate results. As we will show later, the computation may show that the

resource on a link is used up when there is still some capacity available to admit new connections.

Also, it may show that a link has a larger residual capacity than another link where actually there

is less resource available. It motivates us to define a new metric, called residual admission capacity

(RAC), which gives a more accurate description on how large the residual capacity is on a link in

OBS networks.

5.2 Inaccuracy of Traditional Residual Bandwidth Computing Method

in OBS Networks

The residual capacity on a link is measured by its ability to accommodate more loss guaranteed

traffic. Suppose that there are two links. The first link can accommodate a new LGT without

violating the loss requirements of all the existing LGTs and the new LGT, while the second link

cannot. We say that the first link has sufficient residual capacity for this new LGT but not the

second link. In IP or ATM networks, to compute the amount of residual capacity, first the effective

bandwidth of each connection over this link is computed. Effective bandwidth is the minimal

capacity needed to meet the QoS requirement of a connection. The residual bandwidth is the

total capacity of the link subtracted by the effective bandwidth of each connection. We will show

that this traditional method of computing residual bandwidth used in IP or ATM networks is not

applicable in OBS networks.
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As reviewed in Chapter 2, the preemptive scheme [9][10] shows higher efficiency than the other

existing loss guarantee provisioning schemes. So in our work we suppose the preemptive scheme or

a similar scheme is implemented in each node to provide loss guarantees to LGTs. In such a scheme,

the total burst loss does not increase compared to the case wherein no loss guarantee provisioning

mechanism is implemented, and the distance of actual loss rate of each LGT to the corresponding

loss guarantee is kept almost equal.

We now discuss how to decide whether the loss guarantees of LGTs on a link can be satisfied.

As an LGT in OBS networks is the aggregation of many independent IP streams, we assume that

the bursts of each LGT follow Poisson arrival. Besides, we also assume that the nodes are not

equipped with fiber delay lines (FDLs). Therefore, the burst loss rate on a link can be determined

using the Erlang B formula as follows:

L(ρ,W ) =
(ρW

W ! )

(
W∑

m=0

ρm

m! )
(5.1)

Here ρ is the offered load on the link and W is the number of wavelengths carried by this link.

ρ = λ/µ, where λ and 1/µ are the arrival rate and the mean burst length, respectively.

Suppose that there are B LGTs on the link and let ρi and gi denote the offered load and the

loss guarantee of the ith LGT, respectively. The weighted average threshold is defined as:
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T =

B

(
∑

i=1
(ρigi))

(
B∑

i=1
ρi)

(5.2)

To ensure that the loss guarantee of the LGTs on a link is not violated, the overall burst loss

probability needs to be kept no larger than the weighted average threshold. i.e. the following

inequality should be satisfied:

T ≥ L(
B∑

i=1

ρi,W ) (5.3)

By using Eq(5.1) and Eq(5.2), the above inequality can be rewritten as

B∑

i=1

(ρigi) ≥
(

BP
i=1

ρi)
W

W !

W∑
m=0

(
(

BP
i=1

ρi)
m

m! )

B∑

i=1

ρi (5.4)

The above inequality can be used to check if a link has enough capacity to satisfy the loss

guarantees of the carried LGTs.

In IP or ATM networks, usually each node is equipped with a large buffer. Under the assumption

that each node has a sufficiently large buffer, the total effective bandwidth required to meet the

QoS demands of all the connections over a link is approximately the sum of the effective bandwidth

required by each connection. However, generally the nodes in OBS networks are equipped with no
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or very small buffers. As a result, the total capacity required by the aggregated LGTs is no longer

the summation of the capacity required by individual LGTs. If we use the same method in IP or

ATM networks, the results are inaccurate. We substantiate this using the following two examples.

Let the effective bandwidth of an LGT be the minimum number of wavelengths needed to support

its loss requirement and the residual bandwidth on a link be the total number of wavelengths

subtracted by the effective bandwidth of each LGT.

Example 1: Consider a link with 8 wavelengths and two LGTs, whose offered loads are both

0.5 Erlang and loss guarantees are both 1%. According to Erlang B formula, for an LGT with

an offered load of 0.5 Erlang, at least 4 wavelengths are needed to make the loss rate no larger

than 1%. So the effective bandwidth of each LGT is 4. The sum of the effective bandwidth of the

two LGTs is 8. It renders the residual bandwidth to be 0 and means there is no residual capacity

left. This is incorrect because, according to Eq(5.4), only 5 wavelengths are needed to support the

loss requirements of these two LGTs. Further, this link has enough residual capacity to support

another 4 LGT requests whose offered loads are 0.5 Erlang and required loss guarantees are 1%.

Example 2: Consider two links each with 8 wavelengths. Suppose that on the first link there

is only one LGT whose offered load is 1.5 Erlang and required loss guarantee is 1%. According

to Erlang B formula, for an LGT with an offered load of 1.5 Erlang, at least 6 wavelengths are

needed to make the loss rate no larger than 1%. So the effective bandwidth for this LGT is 6 and

the residual bandwidth for this link is 2. Suppose that on the second link, there are two LGTs,

whose loss thresholds are both 1% and offered loads are 0.4 Erlang and 0.5 Erlang, respectively. So,

according to Erlang B formula, the effective bandwidths for these two LGTs are 3 and 4, respectively
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and the residual bandwidth on the second link is 1. The values of the residual bandwidth suggest

that the first link has larger residual capacity. However, it is not true as explained next. Suppose

that a new LGT request, whose offered load is 1.5 Erlang and required loss guarantee is 1%, needs

to be routed on both links. The first link cannot admit this LGT request while the second link can

according to Eq(5.4). Therefore the second link has larger residual capacity.

The failure of this traditional method is due to the ignorance of the multiplexing effect where

there are large voids between bursts. Since there is no buffer at the core nodes in OBS networks,

there are inevitably voids between the bursts of an LGT. When more than one LGT are multi-

plexed onto a link, the voids of an LGT can be used by other LGTs. Therefore, the number of

wavelengths required by the aggregated LGTs is always smaller than the summation of the number

of wavelengths required by each LGT alone. So the traditional method always overestimates the

number of wavelengths needed by the aggregated LGTs. Such overestimation may also exist in

the traditional IP or ATM networks [68]. However, in networks with sufficient buffers, the voids

between the packets are much smaller, so the traditional residual bandwidth computation method

gives quite acceptable results and is thus widely used. But in OBS networks, the voids are much

larger and this method gives unacceptable results.

5.3 Residual Admission Capacity (RAC) in OBS Networks

We use a metric called residual admission capacity to measure the amount of remaining capacity

on a link. The definition of residual admission capacity is as follows.
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Suppose that a LGT request with the requirement of loss guarantee of α arrives at a link in

an OBS network. Let β be the maximal load possible for this LGT request without violating the

loss requirements of the existing LGTs and this LGT request. We define the residual admission

capacity (RAC) of a link, denoted by β, as the value of β that corresponds to admission of an

LGT request with the loss guarantee of 0. If β is not less than 0, the loss requirements of the LGTs

carried on the link can be supported and vice versa.

From the definition, we have the following equation

Loss(β + ρe,W ) = ρe × Te (5.5)

where ρe is the load of the existing LGTs on this link, Te is the existing weighted average

threshold, and Loss(ρ,W ) is the formula to estimate the burst loss. If we assume that the arrival

of each LGT follows Poisson arrival, Loss(ρ,W ) = ρ × L(ρ,W ) (L(ρ,W ) is defined in Eq(1)).

However, it should be noted that it is not required that the bursts of LGTs follow Poisson arrival.

More discussion on this will be given in Section 5.3.1.

Since a loss estimation formula takes a complicated form, it is hard to derive a close-form

expression of β. We suggest to use the following method to compute β:

1. Use the bisection method to solve the equation Loss(x,W ) = ρe × Te. Denote the root as

x = ι. Since the burst loss is a monotonically increasing function of the load, there exists

one and only one solution for the above equation and the bisection method is sure to find the
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root.

2. The value of RAC on this link, β = ι− ρe.

We define that the RAC of a link without any load to be +∞.We can see that, according to

Eq(5.5), when ρe = 0, β is also zero. It means that an empty link cannot admit new LGTs, which

is not true. Therefore we define that the RAC of an empty link is +∞.

For the two examples given in Section 5.2, we show that RAC gives a correct estimation of the

amount of residual capacity on the links. In Example 1, Loss(β + 1, 8) = 1 × 0.01, so β =1.6. So

there is still capacity available on this link to admit new LGTs. In Example 2, on the first link,

Loss(β + 1.5, 8) = 1.5 × 0.01, so β =1.27, while on the second link, Loss(β + 0.9, 8) = 0.9 × 0.01,

so β =1.6. Therefore the second link has more residual capacity.

5.3.1 Discussion on Other Traffic Models and Node Configurations

In the above discussion, we assumed that the burst arrivals of an LGT follow Poisson distribution

and the Erlang B formula is used to estimate the loss. This assumption is widely used in the

OBS research community due to its simplicity and acceptable effectiveness. However, there are

other traffic models and loss estimation methods proposed in the literature. For example, in [69],

the effect of burst assembly algorithms on the traffic was analyzed and a loss model based on

that analysis was proposed. In [70], the correlation among different links is considered and a loss

estimation method was proposed accordingly. Besides, there are a lot of works on system modelling
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and performance analysis [71][72][73][74][75][76][77][78][79][80]. These models can also work with

the concept of RAC. The only difference is that, in Equation 5.5, Loss() is the loss estimation

formula proposed in the respective literature. Any traffic model can fit into this definition of RAC

as long as the loss estimation formula is known. For example, if we use the streamline effect based

loss estimation formula presented in Chapter 3, we have

Loss() = ρ
( ρW

W !
)

(
WP

m=0

ρm

m!
)

−∑
(ρj

(
ρW
j

W !
)

(
WP

m=0

ρm
j

m!
)

)

Here the offered load from the jth upstream link is given by ρj . The total offered load is given

by ρ =
∑

ρj . With a more accurate loss estimation formula, the estimation on the link residual

capacity will be more accurate accordingly.

Further, in the above discussion we assumed that each node is not equipped with optical buffers,

i.e. FDLs. However, the definition of RAC is also applicable with links equipped with FDLs. In

[81], the loss estimation formula for links equipped with FDLs is given. Using that formula as the

Loss() in Equation 5.5, we can compute the RAC on links with FDLs.

In brief, though we use the Poisson arrival assumption and Erlang B loss estimation formula in

this thesis, the definition of RAC is more versatile. It can work with different traffic models and

node configurations. However, due to the simplicity of Poisson arrival assumption, we adopt it in

the rest of this thesis.
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5.4 Summary

In this chapter, we showed that the traditional method of computing residual bandwidth in IP or

ATM networks is not applicable to OBS networks due to the bufferless nature of OBS networks.

We introduced a new metric, called residual admission capacity (RAC). We showed that our metric

gives a more accurate estimation on the amount of residual capacity on links in OBS networks.
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Chapter 6

RAC Based Loss Budget Partitioning

and Loss Threshold Selection for Loss

Guarantee Tunnels

Based on the concept of RAC presented in last chapter, in this chapter, we propose algorithms to

solve two problems in configuring loss guaranteed tunnels:

1. the loss budget partitioning problem. This problem studies how to determine the loss guar-

antee values of an OBS connection on the traversing links so that the end-to-end loss require-

ments are met and the network capacity utilization efficiency is maximized.

2. the loss threshold selection problem. This problem is to determine the set of possible loss
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guarantee values, i.e. the loss thresholds, on the links in such a way that the capacity

utilization efficiency is maximized. Due to scalability reasons, the possible loss guarantees

on the links can only take a finite number of values. As a result, it is quite likely that

the end-to-end loss guarantee granted is not equal to, but smaller than, required. Improper

loss threshold setting will cause unnecessary capacity consumption and reduces the network

utilization efficiency.

For the first problem, we present an RAC based loss budget partitioning (RAC-LBP) algorithm.

Initially, RAC-LBP sets the loss guarantee on each link to the smallest loss threshold that the

residual capacity permits. Then it recursively relaxes the loss guarantee on the link with the least

RAC left by setting it to the next larger loss threshold, until right before the end-to-end loss

guarantee will be violated. RAC-LBP has no constraints on the loss threshold setting, and it can

effectively utilize the network capacity because it allows an LGT to take different loss guarantee

values according to the amount of residual capacity on the traversing links.

We also develop an RAC based loss threshold selection (RAC-LTS) algorithm for the second

problem. We assume that the traffic profile of the LGT requests are known. RAC-LTS is comprised

of two phases. In Phase I, loss guarantees of LGTs on traversing link can take any positive real value

instead of only a finite number of values. Then for each LGT request considered, we determine

the loss guarantees over each traversing link in such a way that the minimal RAC value along

the path after the LGT being deployed is maximized, aiming to defer the formation of bottleneck

links as much as possible. In Phase II, a finite set of loss thresholds are selected to represent

the loss guarantee values found in Phase I. The set of loss thresholds having the minimal overall
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quantization cost is selected as the solution. Experiment results show that RAC-LTS utilizes the

network capacity more effectively. Using the loss thresholds selected by RAC-LTS, more LGTs can

be established.

6.1 RAC Based Loss Budget partitioning (RAC-LBP) Algorithm

This section presents the RAC Based loss budget partitioning (RAC-LBP) Algorithm. We suppose

the path for the LGT under study has been determined, and the loss guarantee on each traversing

link is decided in such a way that the end-to-end loss requirements are satisfied and the minimal

RAC on the links along the path after the LGT is deployed is maximized.

The problem under study can be stated as below: Given K loss thresholds, H = (h1, h2... hK),

where 0 < h1 < h2... < hK < 1, on each link. Consider an LGT request whose path is (p1, p2...pD),

where pm is the mth link in the path. The load of the LGT is ρ′ and it requires that the end-to-end

loss requirements be no larger than γ. It is required to determine:

1. whether the path has enough capacity to accommodate this LGT. In other words, it is to

determine whether there exists a set of loss thresholds on the links along the path, denoted

as (g1, g2...gD), where gm ∈ H, such that:

•
D∑

m=1
gm ≤ γ, i.e. the end-to-end loss requirement of this LGT is satisfied.

Note that the exact relationship between gm and γ should be 1 − Du
m=1

(1 − gm) ≤ γ.

However, the approximate expression
D∑

m=1
gm ≤ γ is simple and yet feasible in our study.
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More explanation is given in the appendix A.

• on each link pm along the path, the loss guarantees of both the existing LGTs and the

new LGT are satisfied after accommodating the new LGT.

2. If this path has enough capacity to accommodate this new LGT, it is required to determine

the set of loss thresholds which maximizes the minimum of βm (β in link pm ) on the links

along the path after the LGT is admitted.

RAC-LBP works in two phases. Phase I determines whether the LGT request can be admitted.

It works as the following:

1. In each traversing link pm, set gm to the smallest loss threshold the link residual capacity

permits. We solve the equation Loss(ρ′+ρe
m,W ) = ρ′×x+ρe

m×T e
m. ρe

m and T e
m are the existing

load and the weighted average threshold on link vm, respectively. Then among the thresholds

not larger than x, set gm to the one closest to x . In other words, gm = hk (hk ≤ x < hk+1).

If there is no such a loss threshold, the request is rejected and the algorithm terminates,

otherwise, go to step 2.

2. If
D∑

m=1
gm ≤ γ, this path has enough residual capacity to accommodate this LGT and the

algorithm continue to Phase II. Otherwise, the request is rejected and the algorithm termi-

nates.

Phase II of RAC-LBP determines the set of loss guarantee values which maximize the minimal

RAC of the traversing links after the LGT is admitted. To achieve this, RAC-LBP recursively
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relaxes the loss guarantee on the link with the minimal RAC until no such relaxation is possible.

In details, it works as below:

1. With the new LGT request taking the loss guarantees determined so far, compute the RAC

value of each traversing link. Find out the link vj which has the minimal RAC. Set gj to the

next larger loss threshold. If the existing gj = hK , the largest possible loss threshold, and

cannot be relaxed any more, we relax the loss threshold on the second-minimal-RAC link,

and so on.

2. Repeat Step 1 until right before
D∑

m=1
gm > γ, or all the values of gm are equal to the largest

possible loss threshold and thus cannot be increased any more.

Compared with the existing loss budget partitioning algorithms, RAC-LBP is flexible and ef-

ficient. The algorithms in [8][11] require an LGT to use the same loss guarantees along the path

regardless the amount of residual capacity available on the links. Comparing to them, RAC-LBP

utilizes the network capacity more effectively. The algorithm in [9][10] permits an LGT to take

loss guarantees on the traversing links, but it demands the loss thresholds follow a logarithmically

uniform distribution. RAC-LBP places no constraints on the loss threshold setting and is thus

more flexible.
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6.2 RAC Based Loss Threshold Selection (RAC-LTS) Algorithm

This section describes the RAC Based Loss Threshold Selection (RAC-LTS) Algorithm. As the

loss guarantee for an LGT on each link can only take a finite number of values due to scalability

problem, an LGT may not find loss guarantees on the traversing links which makes the end-to-end

loss rate exactly equal to its requirement. In order not to violate user’s requirements, the network

operator has to offer an end-to-end loss rate smaller than demanded and some extra capacity has

to be consumed. If the loss thresholds are not selected properly, such extra consumption would

be large. It motivates us to study the problem of loss threshold selection, to determine K loss

thresholds, H = (h1, h2... hK), where 0 < h1 < h2... < hK < 1, on each link so that the the

network capacity utilization is maximized.

We assume that the profile of the loss guaranteed traffic is known. The information includes

the approximate number of LGT requests, the probability distribution of the source-destination

node pairs, the range and probability distribution of LGTs’ load and end-to-end loss requirements.

Note that it is the approximate information instead of the details of each LGT that is required.

For each LGT, we assume the shortest path is taken.

Intuitively, we know that a smaller granularity in the loss threshold setting (namely, more loss

thresholds) gives better performance assuming the same loss threshold selection technique is used.

The scheme where the loss guarantee value are continuous can be considered as a special case where

the number of loss thresholds is infinite, and it should be the optimal limit for any setting with

a finite number of loss thresholds. Based on this observation, RAC-LTS solves the loss threshold
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selection problem in two phases. Phase I is the process of continuous loss threshold searching. In

Phase I, the constraint on the finity of the loss threshold number is temporarily removed and loss

thresholds can take any positive real value. We determine the loss guarantees for each LGT in each

traversing link in such a way that the minimal RAC along the path after the LGT being deployed

is maximized. Phase II is the process of loss threshold quantization. In Phase II, we determine K

loss thresholds which minimize the extra resource consumption due to the constraint on the finity

of the loss threshold number. Details of the two phases are given below.

6.2.1 Phase I: Continuous Loss Guarantee Searching

First, a batch of LGT requests, is generated according to the traffic profile given. Then the LGT

requests are considered one by one in a random sequence. We determine the loss guarantees of

LGTs on each traversing link. Consider an LGT, whose path is (p1, p2...pD), where pm is the mth

traversing link along the path. The load of this LGT request is ρ′ and its end-to-end loss rate should

not be larger than γ. It is required to determine the optimal set of loss guarantees for this LGT,

(g1, g2...gD), which not only satisfies its end-to-end loss demand but also maximize the minimal

RAC of the traversing links after the LGT is admitted. Note that this problem is similar to that

studied in the RAC-LBP algorithm, but here the loss guarantee value can take any positive real

value. So the RAC-LBP algorithm is not applicable.

To solve the problem, first we determine whether the path has enough capacity to admit this

LGT. In each traversing link pm, we determine the smallest loss guarantee this link can provide by

solving the equation Loss(ρ′+ ρe
m,W ) = ρ′×x+ ρe

m×T e
m and set gm = x. If

D∑
m=1

gm ≤ γ, this path
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can admit this LGT request, otherwise this request is rejected.

If this path has enough residual capacity for this LGT request, we continue to determine the

optimal loss guarantees on each traversing link, which satisfies the following conditions:

a)
D∑

m=1
gm ≤ γ

b). the minimum of βm (β in link pm ) on the links along the path is maximized after the LGT

being admitted.

We describe below the procedure to compute optimal loss guarantees.

Looking into constraint a), we can see that
D∑

m=1
gm = γ when the least capacity is consumed and

the minimum of βi is maximized. So we replace constraint a) as
D∑

m=1
gm = γ. As to constraint b),

we can see that the minimal βi is maximized when all the βi are equal. To understand this, we can

imagine, if there are there are two links, saying link pu and pq, are not equal in RAC, andβu > βq.

Then the smaller of the two, βq, can become larger by decreasing the loss guarantee in link pu,

gu, and increasing gq. But if all the β on the traversing links are equal, no such adjustments are

possible.

Based on the above observations, we use the following procedure to compute gm.
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1. We construct the following equation system for the LGT under study:

Loss(ρ′ + ρ1 + β
′
,W ) = ρ′ × g1 + ρ1 × T1 (6.1)

Loss(ρ′ + ρ2 + β
′
,W ) = ρ′ × g2 + ρ2 × T2

...... (6.2)

Loss(ρ′ + ρN + β
′
, W ) = ρ′ × gD + ρD × TD

D∑

m=1

gm = γ

Where ρ′ is the load of the new LGT, ρi and Ti are the existing load and the weighted average

threshold on link i, β
′ is the RAC value of each link after the new LGT is deployed. Note that

when β
′ is larger, gm is larger and so is the value of

D∑
m=1

gm. So there exists one and only one value

of β
′ to satisfy the above equation system and we can use the bisection method to find it.

After the value of β
′ is determined, compute gm(m = 1, ..., D) using the first D equations.

2. Check the validity of solution. As the loss guarantee can never be negative, if gm < 0, set

gm = 0 and remove the mth equation to construct a new equation system. For example, in a

3-hop path, if g3 < 0, we set g3 = 0 and remove the third equation, then the new equation

system is

Loss(ρ′ + ρ1 + β
′
,W ) = ρ′ × g1 + ρ1 × T1 (6.3)

Loss(ρ′ + ρ2 + β
′
,W ) = ρ′ × g2 + ρ2 × T2

g1 + g2 = γ
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Solve the new equation system using the same techniques as in step 1. Then go back to step 2

to check the validity of the solution until all the gm ≥ 0.

In the same manner, we determine the continuous loss guarantees for each LGT.

6.2.2 Phase II: Loss Threshold Quantization

In Phase II, we determine K loss thresholds which minimize the extra resource consumption due

to the constraint on the number of the loss thresholds. Denote the loss guarantees determined in

Phase I for the nth accepted LGT as (gn,1, gn,2...). Suppose with a set of finite loss thresholds,

H = h1, h2...hK , the set of loss guarantees for this LGT which maximize the minimal RAC along

the path is (qn,1, qn,2...). We define a metric, ”overall quantization cost”, σ, to describe the degree of

extra capacity consumption due to the constraints on the finite loss threshold values. The optimal

set of loss thresholds will give the minimal σ.

σ =
∑

LGT n

(
∑

hop i

(gn,i − qn,i)) (6.4)

We can see that
∑

hop i

gn,i ≥
∑

hop i

qn,i. It is due to that in continuous loss guarantee searching,

∑
hop i

gn,i = γn (γn is the end-to-end loss requirement of the nth accepted LGT), while with the finite

loss threshold setting,
∑

hop i

gn,i ≤ γn . Since both (gn,1, gn,2...) and (qn,1, qn,2...) are determined in

such a way that a larger guarantee is assigned at a link with less RAC and vice versa, we can expect

that qn,i is very likely to be the maximal threshold which is no larger than gn,i . Mathematically, it

is qn,i = max(hj |hj ≤ gn,i, hj ∈ H). Note that the relationship need not hold always, but it occurs

with a high probability.
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Based on this observation, the above problem is reducible to the well-studied p-facility location

problem in graph theory. P -facility problem can be described as follows: the sites of no more than

P facilities need to be selected to serve a set of customers at different points. There is a fixed cost

associated with setting up a facility and a cost of serving each customer from a given facility site.

The objective is to minimize the cost of locating facilities and serving customer.

Our problem can be regarded as a P -facility location problem with the following reduction:

1. a loss threshold hi is considered as a facility and the number of facilities, P, is equal to K in

our problem.

2. each gn,i is considered as a customer.

3. the cost associated with setting up a facility is zero.

4. the cost of customer gn,j being served by facility hi , Cn,ij is defined as follows:

Cn,ij = gn,j − hi, if gn,j ≥ hi

= +∞, if gn,j < hi (6.5)

The general P -facility location problem is an NP-hard problem [82]. However, our problem is a

special case of P -facility problem, where all the customers are on a line, and there exist polynomial

algorithms for solving it. We use this algorithm proposed in [83] to determine the values of K loss

thresholds.
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6.3 Numerical Results

In this section, we study the performance of the proposed algorithms. We consider the 14-node

NSFNET network and the 33-node Pan-European topology. As the results for both networks show

similar performance trend, only the results for the NSFNET network are presented. Each link

carries 32 wavelengths. We suppose that the network supports 5 end-to-end loss guarantee classes,

numbered from 1 to 5, with the end-to-end loss guarantees equal to 1×10−4, 5×10−4, 1×10−3,

5×10−3 and 1×10−2, respectively. Between each node pair, there are 5 LGT requests, corresponding

to the 5 classes. The LGTs are considered one by one in a random sequence. Each LGT uses the

shortest path. Once an LGT is accepted, it stays there. We vary the average maximum permissible

load (referred as “average load” in the rest of the chapter) of the LGT requests. For a given average

load c, the load of each LGT is uniformly distributed between 1.5c Erlang and 0.5c Erlang. For

each average load value, we generate 20 sets of LGT requests randomly and present the average of

20 trials.

6.3.1 Performance of Loss Budget partitioning Algorithms

We study the performance of our algorithm, RAC-LBP, in this section. We consider two different

loss threshold settings, RAC-LBP(1) and RAC-LBP(2). In RAC-LBP(1), the loss thresholds are

the same as in Log-LBP. In RAC-LBP(2), the loss thresholds are decided by RAC-LTS. We also

compare RAC-LBP with the following algorithms.

1. Avg-LBP: the average loss budget partitioning scheme proposed in [8].
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Figure 6.1: Rejection Rate of LGT Requests under Different Loss Budget Partitioning Algorithms

2. Log-LBP: the scheme proposed in [10].

In Avg-LBP, the possible number of loss guarantee values on each link is equal to the number

of end-to-end loss classes, which is 5 in our study. The number of loss thresholds in Log-

LBP is also set to 5. The 5 loss thresholds, h1, αh1..., α
4h1, are are set in such a way that

h1 = Be2e
min/Z and α5h1 = Be2e

max, where Z is the network diameter, Be2e
min and Be2e

max are the

minimal and the maximal end-to-end loss guarantees provided.

Figure 6.1 compares the algorithms in terms of the average rejection rates. Figure 6.2 shows

the relationship of rejection rate and path length. Figure 6.3 shows the rejection rates of different

end-to-end loss classes. As the results show, RAC-LBP gives the lowest rejection rate. When using

the same loss threshold setting as Log-LBP, RAC-LBP’s performance gain over Log-LBP is small.

However, we note that Log-LBP only works when the loss thresholds follow a uniform distribution
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Figure 6.2: Rejection Rate of LGT Requests of Different Path Length under Different Loss Budget

Partitioning Algorithms
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on a logarithmic scale. With the loss thresholds set by RAC-LTS, RAC-LBP shows significant

performance gain. Figure 6.2 shows that LGTs with longer paths have a higher rejection rate.

This is because, longer-hop paths have a higher chance of encountering a bottleneck link with low

residual capacity. Figure 6.3 shows that the rejection rates of different end-to-end loss classes are

close, with the classes demanding smaller end-to-end loss rates showing slightly higher rejection

rates. The reason can be explained as follows. The impact of hop length applies to all classes

and the hop length effect is more pronounced than the variation in loss requirements by different

classes.

6.3.2 Performance of Loss Threshold Selection Algorithms

We study the performance of our algorithm, RAC-LTS. We generate a set of LGT requests by

random seed 0 to determine the loss threshold values, which are fixed in the 20 trials. We also

compare RAC-LTS with the following algorithms.

1. Log-LTS: the logarithmic uniformly distributed setting proposed in [10]. The K loss thresh-

olds h1, %h1..., %
K−1h1 are set in such a way that h1 = Be2e

min/Z and %Kh1 = Be2e
max.

2. Uni-LTS: the uniformly distributed setting. The K loss thresholds h1, h1 +d..., h1 +(K−1)d

are set in such a way that h1 = Be2e
min/Z and h1 + Kd = Be2e

max.

3. RAC-LTS-Inf: the loss guarantee searching technique in RAC-LTS Phase I. It is different

from the others as the loss guarantee values are continuous.
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For the algorithms of RAC-LTS, Log-LTS and Uni-LTS, we study the performance for two

different numbers of loss thresholds, 2 and 4. Figures 6.4, 6.5 and 6.6 study the scenario where

the network cannot accommodate all the requests and rejection happens. Figure 6.4 shows the

rejection rates of different algorithms. Figure 6.5 shows the rejection rates of LGTs with different

path lengths. Figure 6.6 shows the rejection rates of different end-to-end loss classes. Figures 6.7

and 6.8 show the amount of minimal RAC and average RAC of the links in the scenario where no

requests are rejected.

We define a metric called Loss Guarantee Deviation Index (LGDI) to measure how close the

loss guarantee provided is to the guarantee required. LGDI is defined as
P

Υi−
P

ΨiP
Ψi

, where Υi and

Ψi are the end-to-end loss guarantees that the ith accepted LGT request required and actually

provided, respectively. It is desirable to keep this value as small as possible to avoid excessive

resource usage leading to a lower rejection rate. The performance comparison of the algorithms in

terms of LGDI is given in Figure 6.9.

We can make the following observations from the above results:

1. Of the three finite loss threshold selection algorithms, RAC-LTS gives the best performance.

Its rejection rate is the minimal when rejection happens. Its average RAC and minimal RAC

is the largest when there is no rejection. Its LGDI is the smallest. With only 2 thresholds,

RAC-LTS achieves a performance better than Uni-LTS and Log-LTS with 4 thresholds.

2. Given the same algorithm, the more the number of loss thresholds, the better the performance

is. In RAC-LTS-Inf, where the number of possible loss threshold values is infinite, the per-
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Figure 6.4: Rejection Rate of LGT Requests under Different Loss Threshold Selection Algorithms

formance is the best. It justifies the use of loss guarantee values determined by RAC-LTS-Inf

to select the finite loss thresholds in RAC-LTS.

3. LGTs with longer paths have a higher rejection rate. However, the rejection rates of different

end-to-end loss classes are close. The analysis for the same phenomenon for the loss budget

partitioning problem is also applicable here.

4. In RAC-LTS, we use the estimated information of the LGT requests to determine the loss

thresholds. We can expect that RAC-LTS will give good performance when there are minor

changes in the loss-guaranteed traffic demand.
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Algorithms

6.4 Summary

Based on the concept of RAC, we presented a loss budget partitioning algorithm, RAC-LBP, and

a loss threshold selection algorithm, RAC-LTS. Compared with the existing loss budget partition-

ing algorithms, RAC-LBP is efficient and flexible. RAC-LTS is more efficient than the existing

algorithms.
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Chapter 7

RAC Based Loss Guaranteed Tunnel

Routing Algorithms

In this chapter, we consider the problem of routing loss guaranteed tunnels. To the best of our

knowledge, so far there have been no works in the literature on route selection for OBS connections

with end-to-end loss guarantees. The research works on providing end-to-end loss guarantees to

OBS connections [7][8][11][9][10] assume that the shortest paths are used. The shortest path routing

is very likely to create bottleneck links and reduce the network capacity utilization efficiency. In

this chapter, we study the problem of routing the LGTs so that the network capacity is utilized

efficiently and more LGT requests are admitted. We consider two scenarios of routing, online and

offline. In the online scenario, LGT requests arrive one by one and no future demands are known. In

the offline scenario, we assume the information of all the LGT requests are given. Such information
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includes the source-destination node pair and the end-to-end loss requirements of each LGT request.

We apply the concept of RAC presented in Chapter 5 in QoS routing in OBS networks. Routing

algorithms for the online and offline scenarios are proposed respectively.

7.1 Online Routing Scenario

In this section, we apply the metric of RAC to route selection in OBS networks for the online

scenario. In this scenario, we assume that the LGT requests arrive one by one and the future

demands are not known.

In the route selection, load balancing can help postpone or avoid the formation of bottleneck

links, and thus improve the network resource utilization. A shorter path generally consumes less

network resources than a longer path. By taking the load balancing and the preference on shorter

paths into consideration, we propose the RAC-based Widest Shortest Path (RAC-WSP) algorithm

to route LGT requests in OBS networks. In the RAC-WSP algorithm, if there is only one shortest

path between the source and destination, select this shortest path. If there are more than one

shortest paths between the source and destination, choose the one with the largest RAC. The RAC

of a path is the minimum of the values of RAC of the links along the path. The RAC-WSP algorithm

is similar to the traditional WSP algorithm except that the residual capacity is determined using

RAC. For the details of the traditional WSP algorithm, please refer to [84]. As RAC estimates the

amount of residual capacity more accurately, RAC-WSP algorithm can help improve the network

capacity utilization efficiency to accommodate increased number of LGT requests.

109



7.2 Offline Routing Scenario

In this section, we apply the metric of RAC to route selection in OBS networks for the offline sce-

nario. In this scenario, it is assumed that the source, destination and end-to-end loss requirements

of each LGT requests are given, and it is required to route the LGTs in such a way that the number

of LGT requests accepted is maximized.

This problem is similar to the multicommodity problem, which has been shown that the only

polynomial solution is the linear programming [82]. However, the problem of offline LGT routing we

study cannot be solved by the technique of linear programming because the link capacity consumed

by several LGTs is not the linear sum of the capacity required by each LGT. Therefore we propose

a heuristic algorithm, Residual Admission Capacity based offline Routing algorithm (RAC-OR), as

a solution.

RAC-OR works in two phases. Phase I performs initialization. Phase II adopts iterative tech-

niques to improve the route layout. In each iteration, some admitted LGTs are randomly chosen to

have their routes re-computed. If the new route layout helps reduce the number of rejected LGT

requests, these route layout will be updated. Otherwise, the original route layout is kept. The

details of RAC-OR are described below and the pseudo-code is given in the appendix.
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7.2.1 RAC-OR Phase I: Initialization

Phase I of RAC-OR performs initialization. We denote the set of all the unadmitted LGT requests

as U and the set of all the admitted LGT requests as A. The procedure of Phase I is the following:

1. Let U include all the LGT requests and let A be empty.

2. If U is empty, the algorithm terminates. Otherwise, for each request Qi in set U , compute

the costs of routing Qi on each of its k shortest paths. The cost indicates the amount of link

resources consumed to route the LGT over a specific path. If the path cannot support the

end-to-end loss demand of the LGT, the cost is +∞.The procedure to compute the cost of

a route is given after the description of RAC-OR Phase II. Among the k shortest paths for

request Qi, the path with the minimal cost is denoted as Ri and the corresponding cost is

denoted as Ci.

3. Of all the requests in set U , select the request Qj whose Cj is the minimal.

If the minimal Cj is +∞, Phase I terminates and Phase II starts. Otherwise, move the request

from set U to set A and route it along the path Rj . The load, weighted loss thresholds and

RAC values of the links along path Rj are adjusted accordingly. Then go back to step 2.

7.2.2 RAC-OR Phase II: Iterative Optimization

Phase II of RAC-OR uses iterative techniques to improve the route layout. The detailed procedure

is given below:
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1. Choose M LGTs randomly and move them from set A to set U . The load, weighted loss

thresholds and RAC values of the links traversed by the M LGTs are adjusted accordingly.

2. For each request Li in set U , compute the costs of routing Qi on each of its k shortest

paths. Among the k shortest paths, the path with the minimal cost is denoted as Ri and the

corresponding cost is denoted as Ci.

3. Of all the requests in set U , select the request Qj whose Cj is the minimal.

If Cj is not +∞, route the request Qj along the path Rj and remove request Qj from set U

to set A. The load, weighted loss thresholds and RAC values of the links along path Rj are

adjusted accordingly. Then Then go back to step 2.

If Cj is +∞, compute the number of LGT requests in set U. If the number increases comparing

to last iteration, restore the route layout to that at the end of last iteration. Otherwise keep

the changes made in this iteration. Here ends this iteration. Then we check whether the

stopping criteria are met. If the stopping criteria are not met, the algorithm goes back to

step 1 to start another iteration. If one of the following conditions are met, the algorithm

finishes:

• Set U is empty.

• the number of rejected LGT requests has not reduced for a given number of iterations.

• the number of iterations has exceeded a pre-set threshold.

When RAC-OR finishes, set A is the set of all the admitted LGT requests.
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There are two principal intuitions for RAC-OR. First, the LGT requests consuming less network

resources are routed first to maximize the number of LGT requests accommodated. Secondly, when

routing an LGT, select the route from the k shortest paths. We confine the possible route candidates

of an LGT request to the k shortest paths because of the difficulty to determine the cost of using a

link before the route is known. In IP networks, the QoS requirements of a connection are usually

translated into the demand of bandwidth whose consumption is the same across all the links. So

the cost of each link is known before the route is determined. However, in OBS networks, for an

LGT request, before the route is decided, the values of loss guarantees and the amount of capacity

consumption on the links cannot be decided. As shorter routes usually consume less network

resources, it is very likely that the most efficient route for an LGT request is one of the k shortest

paths. Therefore, for every LGT request, RAC-OR considers the k shortest paths only.

7.2.3 Cost of Routing an LGT

Now we explain how RAC-OR measures the cost of routing an LGT over a specific route. The

following expression describes the link capacity consumption conditions in network net.

Res(net) =
∑

l∈net

1
βl

Here βl is the RAC value on link l. The smaller βl is, the bigger 1
βl

is. The value of 1
βl

increases

dramatically when the capacity in link l is close to be used up. Therefore, a smaller value of

Res(net) indicates more link residual capacity and a more balanced link load distribution in the

network.
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We define the cost of routing an LGT request over a path as the increment of Res(net) it causes.

In details, the cost of routing LGT request Q over the path R, Cost(Q,R). is computed as follows.

First, use the loss budget partitioning algorithm in [10] to compute the loss guarantee value on

each link l, Tl. This algorithm also determines whether the path can support the end-to-end loss

demand of the LGT request. Then:

1. If path R cannot support the end-to-end loss requirements of LGT request Q, Cost(Q,R)

=+∞

2. If path R has sufficient capacities to satisfy the end-to-end loss requirements of LGT request

Q, compute the RAC of each link along the path before and after the request Q is admitted

with the loss threshold of Tl. Cost(Q,R) =
∑
l∈R

( 1
βold

l

− 1
βnew

l
). Here βnew

l and βold
l are the RAC

value on link l after and before LGT request Q is routed on the path R, respectively.

7.3 Numerical Results

This section evaluates the effectiveness of the proposed routing algorithms in terms of the rejection

rate of the LGT requests. We suppose that the network under investigation provides 5 end-to-

end loss guarantee classes, with the end-to-end loss guarantees equal to 1×10−4, 5×10−4, 1×10−3,

5×10−3 and 1×10−2, respectively. Between each node pair, there are 5 LGT requests, corresponding

to the 5 end-to-end loss guarantee classes. In the online routing scenario, the LGT requests are

fed into the network one by one in a random sequence. After the route is selected, the loss budget

partitioning algorithm in [10] is used to determine whether the path has enough residual capacity
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to admit this LGT request. Once an LGT request is accepted, it will stay there.

In our study, we consider the 14-node NSFNET network and the 33-node Pan-European network

(see http://www.geant.net). In the Pan-European network, some links are added to make the

network bi-connected. In the NSFNET network, each link carries 16 wavelengths, while in the

Pan-European network, each link carries 64 wavelengths. We study the performance of the routing

algorithms by varying the average maximum permissible load (which will be simply referred as

”average load” in the rest of the chapter) of the LGT requests. For a given average load c, the load

of each LGT request is uniformly distributed between 1.5c Erlang and 0.5c Erlang. For each average

load, 20 sets of LGT requests are generated randomly. On each link, the loss thresholds, namely

the possible values of loss guarantees, are 2×10−5, 8×10−5, 3.2×10−4, 1.28×10−3 and 5.12×10−3,

respectively.

We compare the performance of the following algorithms.

1. Shortest path algorithm (referred as SPF), where the minimum-hop path is selected. If there

are more than one shortest path existing between the source and the destination nodes, choose

one randomly.

2. Widest shortest path algorithm where the link residual capacity is determined in the method

of computing residual bandwidth in IP networks (referred as EC-WSP).

3. Widest shortest path algorithm where the link residual capacity is determined by the effective

load over the link (referred as load-WSP). In this algorithm, a link carrying less effective load

is considered to have larger residual capacity .
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4. RAC-WSP proposed in this chapter.

5. Ordered RAC-WSP (referred as O-RAC-WSP). Here LGT requests are routed using the RAC-

WSP algorithm and they are considered in a increasing order of their capacity stringency, η,

which is defined as follows:

η = ρ÷ γ × ϕ (7.1)

where ϕ is the hop number of the shortest path, ρ and γ are the load and the required end-

to-end loss guarantee, respectively. The rationale is to route the LGTs with lower capacity

requirements first to increase the total number of LGTs accepted finally. We found that

such an order achieves the best performance compared with the other routing orders we have

tested, including the random order, the least-load-first order, the largest-load-first order, the

longest-flow-first order, the shortest-flow-first order and the most-stringent-first order.

6. RAC-OR proposed in this chapter. The parameters in RAC-OR are set as follows:

• The number of the shortest paths considered to compute the routing cost for each LGT

request, k, is 5. Different values of k in both network topologies have been tested. A

larger value of k gives a better performance. However, when k is greater than 5, the

performance improvement as the k increases very slowly while the computation intensity

continues to grow. So we set k as 5.

• In Phase II, in each iteration, 10% of the LGTs in set A requests are moved from set A

to set U .

• The iterative optimization in Phase II stops when the number of iterations has reached

100, or the performance has not enhanced for 10 iterations, or the set U is empty.
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The algorithms of SPF, EC-WSP, load-WSP and RAC-WSP work in the online scenario, while

the algorithms of O-RAC-WSP and RAC-OR work in the offline scenario. Figure 7.1 shows the

average rejection rates of LGT requests in the NSFNET network. Figures 7.2 and 7.3 show the

rejection rates in each of the 20 trials, when the average load is low and high, respectively, also in

the NSFNET network. Figures 7.4, 7.5 and 7.6 show the corresponding results in the Pan-European

network.

We can observe that, in the online routing scenario, RAC-WSP algorithm rejects less LGT

requests than the other three online routing algorithms. The advantage of RAC-WSP is greater

when the network load is heavier. The performances of load-WSP and EC-WSP are almost the

same as SPF. It shows that it is very inaccurate to use the traditional methods such as residual

bandwidth or load to determine the amount of link residual capacity remaining.

In the offline scenario, RAC-OR gives a better performance than O-RAC-WSP. It shows that

RAC-OR can utilize the network resources more effectively when deploying the LGTs. The advan-

tage of RAC-OR over the other algorithms is greater when the network load is heavier. In practice,

the network operator usually has the information of the LGT requests, as users demanding end-

to-end loss guarantees usually sign SLA with the operator. So RAC-OR can help the network

operator to utilize the network capacity effectively and maximize the revenue. The rejection rates

of 20 trials presented in Fig 7.2, 7.3, 7.5 and 7.6 show that our algorithms give statistically different

(better) performance comparing to the other algorithms.
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Figure 7.1: Rejection Rates by Different Routing Algorithms (NSFNET Network)
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Figure 7.2: Rejection Rates by Different Routing Algorithms (NSFNET Network, Average

Load=0.11 Erlang)
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Figure 7.3: Rejection rates by Different Routing Algorithms (NSFNET Network, Average Load=0.2

Erlang)
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Figure 7.4: Rejection Rates by Different Routing Algorithms (Pan-European Network)
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Figure 7.5: Rejection Rates by Different Routing Algorithms (Pan-European Network, Average

Load=0.1 Erlang)
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Figure 7.6: Rejection Rates by Different Routing Algorithms (Pan-European Network, Average

Load=0.3 Erlang)
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7.4 Summary

We considered the problem of LGT routing in OBS networks. Based on the concept of RAC, we

presented the routing algorithm for the online scenario and the offline scenario. For the online

scenario, we presented a routing algorithm, RAC-WSP, which is a widest shortest path algorithm

that uses RAC as a measure of residual capacity. For the offline scenario, we presented an algorithm,

RAC-OR. Experiment results showed that our algorithms can admit more LGTs compared to other

algorithms.
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Chapter 8

Conclusions and Future Work

8.1 Research Contribution

The ever-increasing Internet traffic results in a need for an efficient data transmission paradigm

over optical networks. OBS emerges as an effective and practical transmission paradigm over

WDM networks and has attracted a lot of research interests. In this thesis, we analyzed two unique

features of the OBS networks which arise from the bufferless nature of the core nodes. The first

feature is the streamline effect. We showed that the traditional Erlang B formula is inaccurate due

to the ignorance of this effect. We also presented a new loss estimation formula with the effect

taken into consideration. The second feature is the way of measuring link residual capacity. We

showed that the traditional methods of computing residual bandwidth in IP or ATM networks is

not applicable to OBS networks due to its bufferless nature. We introduced a new metric, called
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residual admission capacity (RAC) and proposed a method to compute it. We showed that our

metric gives a more accurate estimation on the amount of link residual capacity.

We applied the loss estimation formula presented in the offline route layout optimization for

best-effort traffic. We first considered the route layout optimization to minimize the overall burst

loss. We then considered the route layout design for fast and efficient failure recovery. Two link-

disjoint routes, primary and backup path, are determined for each flow, with the objective to

minimize the expected burst loss. MILP formulations were developed for the above problems.

Since it needs intensive computation to solve MILP problems, heuristic algorithms were proposed.

Numerical results show that the proposed algorithms can find route layouts with lower burst loss

rates than the algorithms where the loss estimation is based on the Erlang B formula.

We applied the metric of RAC in connection configurations for loss-guaranteed traffic. Based

on the concept of RAC, we designed an RAC based loss budget partitioning algorithm (RAC-LTS).

It aims to partition the loss budget in such a manner that the minimal RAC along the path is

maximized to defer the formation of bottleneck links. It effectively utilizes the link capacity and

can work with different loss threshold settings. We also proposed an RAC based loss threshold

selection algorithm (RAC-LTS). This algorithm solves the loss threshold selection problem in two

phases. In Phase I, the constraint on the number of loss threshold values is temporarily removed

and loss thresholds can take any positive real value. We determine the loss guarantees for each

LGT in each traversing link in such a way that the minimal RAC along the path after the LGT

being deployed is maximized. Phase II is the process of loss threshold quantization. In Phase II,

we determine the set of loss thresholds which minimize the extra resource consumption due to the
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constraint on the finity of the loss threshold number. Experiment results showed that RAC-LTS is

more effective than the other loss threshold selection algorithms. With the loss thresholds selected

by RAC-LTS, more LGT requests can be admitted.

The metric of RAC was also applied in the traffic engineering for loss-guaranteed traffic. Two

routing algorithms, RAC-WSP and RAC-OR, were proposed for the online and offline scenarios

respectively. The routing algorithms use RAC as the metric to evaluate the link residual capacity

and can make better decision in route selection. The experiment results show that the algorithms

presented by us can admit more LGT requests than the other algorithms.

8.2 Future Work

1. The research work in this thesis assumes single-path routing, where a flow or an LGT takes

only one LSP to forward the bursts. However, it is shown that multi-path routing can achieve

better performance in terms of burst loss as it provides more flexibility in route selection.

Therefore, the work in this thesis can be extended to multi-path routing in the future. Multi-

path routing has the drawback of possible out-of-sequence bursts, which needs to be addressed

by any solutions.

2. In this thesis, the concept of RAC is used to design algorithms to select loss thresholds and

route LGTs. However, we consider these two problems separately. In studying the problem

of loss threshold selection, we assumed the routes are fixed. While in studying the route

problems, we assumed that the loss thresholds are given. However, joint selection of routes
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and loss thresholds are expected to result in a better performance. It is a problem open for

future work.

3. This thesis considers the route selection problem for the best-effort and loss-guaranteed traffic

respectively. However, in practice, these two types of traffic can coexist within a network.

The research work in this thesis can be extended to design traffic engineering methods in such

a multi-service OBS network. The objective could be to maximize the revenue or maximize

the network efficacy function. The concept of network efficacy function was proposed in [85],

where a utility function is used to describe a network user’s level of satisfaction to the service

provided and the network efficacy function is the summation of the utility functions of all the

users. Research on this problem is important to provide multiple services in OBS networks.
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Appendix A:

Explanation on the Approximate Relationship
D∑

m=1
gm ≤ γ

The exact relationship between the loss guarantee on the mth link, gm, and the end-to-end loss

requirements, γ, should be that 1− Du
m=1

(1−gm) ≤ γ. We have the following equation by expanding

Du
m=1

(1− gm),

Du
m=1

(1− gm) = 1−
D∑

m=1

gm +
D∑

m,n=1,m6=n

gmgn −
D∑

m,n,o=1,m6=n6=o

gmgngo + .... (1)

Since those loss-guaranteed services require relatively low end-to-end loss rate, γ always takes

a small positive value, so gm are also small positive, very close to 0. So we can ignore the second

and higher-order terms in right side of Eq(1). As a result,

Du
m=1

(1− gm) ≈ 1−
D∑

m=1

gm

1− Du
m=1

(1− gm) ≈
D∑

m=1

gm

So the exact relationship 1 − Du
m=1

(1 − gm) ≤ γ is approximately equal to
D∑

m=1
gm ≤ γ. This

approximation turns a complicated multiplication formulation into a linear summation one and

makes the computation simpler. So we use this approximate relationship in this thesis.
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Appendix B:

Pseudo code of RAC-OR

U =set of all LGT requests;

A = φ;

STOP OR NOT =FALSE;

Iteration = 0;

Prev Rej No =Number of all the LGT requests;

T1 = maximal number of iterations;

T2 = maximal number of iterations without performance enhancements;

while (STOP OR NOT==FALSE)

{

min c = +∞; min req = −1;

for (each LGT request Qi in set U)

{
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Ci = +∞;

for ( each of Qi’s K shortest path, Ri,k)

{

Ci,k=cost (Qi , Ri,k);

if (Ci,k < Ci)

{ Ci = Ci,k; Ri = Ri,k; }

else;

}

if (Ci < min c)

{ min c = Ci; min req = i; }

else;

}

if (min c == +∞)

{
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Rej No =the number of LGT requests in set U;

if (Rej No < Prev Rej No)

{

Enhanced Iteration = Iteration;

Prev Rej No = Rej No;

}

else restore the route layout to that in the end of last iteration;

Iteration = Iteration + 1;

if (Rej No==0 || Iteration > T1 || Iteration - Enhanced Iteration > T2)

STOP OR NOT==TRUE;

else

M LGTs are randomly chosen to be removed from set A to set U ;

}

else
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{ route the LGT request Numbered min req on route Rmin req and move the request

from set U to set A; }

}
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