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## Summary

There has been a wide deployment of Wavelength Division Multiplexing (WDM) transmission technology in the core networking arena. WDM is a very favorable technique to exploit the high bandwidth in the optical fiber. A wavelength typically operates in hundreds of Mbps or even Gbps needs to be better utilized if the connection request is less than 100 Mbps bandwidth. Otherwise, there is a tremendous wastage of bandwidth in a fiber for data transmission.

Though the fiber bandwidth has been improving due to the advancement of fiberoptics technologies and the increases of number of wavelengths in a fiber, there has not much research being carried out in the area of optical traffic grooming at the time-slot wavelength level. In this thesis, we propose two methods of traffic grooming to effectively and efficiently utilizing the fiber bandwidth.

The first method deals with sharing of time-slots in a wavelength. The second method involves further division of each time-slot in a wavelength into mini-slots. For each method, a corresponding optical data transport network architecture enabling the respective traffic grooming has also been proposed; they are namely the shared time-slot time division multiplexing (TDM) wavelength optical WDM network and the mini-slot TDM wavelength optical network. The shared time-slot TDM wavelength optical WDM network is effective for heavy volume of data traffic going to the same destination router from the same source router. In this thesis, the effectiveness of the router architecture and behavior of shared time-slot TDM wavelength optical WDM network are studied intensively. The simulated results indicate this type of network has the lowest blocking probability when compared with the typical wavelength optical network without

Wavelength Converter (WC) and the TDM wavelength optical network. Our simulation study also shows that the blocking probability of the network under different routing algorithms like fixed routing, least cost routing, and least cost routing with at least an available time-slot at each fiber link is almost the same. The mini-slot TDM wavelength optical network has a lower blocking probability than the typical wavelength optical network. The total established bandwidth for successful connections (TEB-SC) and blocking probability of this network varies with the number of mini-slot requested by each connection. The NSFNET topology, $3 x 5$ mesh torus topology, and 40-node irregular topology were studied in the simulation. In general, our simulation results show that the shared time-slot network has a lower blocking probability than the mini-slot network. The two proposed optical networks are technically feasible to implement based on the results of our analysis and the availability of the network components. Generally, the cost of implementing a shared time-slot TDM wavelength optical WDM node is much lower than a mini-slot TDM wavelength optical node. At present, the high development cost of an optical time-slot interchange (OTSI) is the major hindering factor for the shared timeslot TDM wavelength optical WDM network to be economically viable. The optical technologies are still immature for the mini-slot TDM wavelength optical network to be commercially implemented.

In addition to simulation, we have also proposed an analytical model for TDM wavelength optical networks with OTSIs and without WC using the partition based approach with two objectives: (1) to validate the simulation results of this network, and (2) to calculate the average network blocking probabilities of this network. To make the analysis tractable, we propose a schema that can work for any number of partition
patterns, regardless of the numbers of links, wavelengths in each link, and time-slots in each wavelength. The results obtained from the analysis agreed closely with that of the simulation results.
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## CHAPTER 1

## Introduction

Telecommunications networks have evolved in the last century with technological advances and social changes. In the beginning, telephone networks require intervention of friendly local operators to make a successful voice connection. Today, voice connections in these networks are automated and gigabits of data per second can be transmitted. Transmission of data at such high speeds can be equivalent to thousands of encyclopedias per second. Throughout this history, digital networks have evolved from asynchronous networks to synchronous networks to optical networks.

The first digital networks were asynchronous where each network node had an internal clock to time its transmitted signal. Signals arriving and transmitting had large time variations because timing of each clock was not always synchronized. This resulted in transmission bit errors. The need for optical standards led to the formation of Synchronous Optical Network (SONET). SONET defines standardized line rates, coding schemes, bit-rate hierarchies, operations and maintenance functionality, required network elements, network architectures, and functionality for vendors to follow. This definition allowed network providers to use different vendor optical equipment with least problem of interoperability. As higher bit rates are used, physical limitation in laser sources on each signal becomes a constraint. In addition, connection to the networks through access rings has increased the requirements of different network services such as speed rates. In the light of these issues, optical networks with WDM are preferred choice to provide full end-to-end connectivity that is able to meet customer service demands and transmit at high capacity bandwidth. The standard of WDM optical networks defines the network
elements and architectures; the components of the optical network are defined according to how the wavelengths are transmitted, groomed, or implemented in the network. In addition to the WDM services and SONET layers, an optical layer is required. This layer defines the requirements for non-SONET optical signals that can bypass the SONET layer and is transparent to the SONET layer in providing restoration, performance monitoring, and provision of individual wavelengths instead of electrical SONET signals.

Despite the limitations of optical networks, some important factors that are currently driving the interest and advancement of the optical network are:
(i) Continual increase of fiber bandwidth and the number of wavelengths in each fiber;
(ii) Economical restoration in the optical layer can perform faster switching protection than the electrical SONET layer;
(iii) Reduction in equipment cost by only having electrical nodes for those wavelengths that add or drop traffic at a site;
(iv) Selling wavelengths, rather than fibers by service providers to customers;
(v) Discovery and development of new enabling optical technologies like erbiumdoped fiber amplifiers, dense wavelength division multiplexing, fiber bragg gratings, and semi-conductor optical amplifiers.

For further advancement of the optical technology, there are some important outstanding issues that need to be addressed, especially in the areas of traffic grooming, convergence of IP intelligence with optical networks, economic viability of optical buffer, and the invention of a specialized purpose optical processor. As there is constant increase in fiber bandwidth and not much research being carried out in grooming data
traffic optically at time-slot wavelength level (see Sections 1.2.2.1 and 1.2.2.2 for more details), the objectives of this thesis are to (i) investigate the different ways of effectively and efficiently utilizing fiber bandwidth at time-slot wavelength level and mini-slot timeslot wavelength level, and (ii) carry out a performance analysis at the time-slot wavelength level.

The next two sections of this chapter present the survey that was conducted in deriving the research objectives of this thesis. Section 1.1 gives an overview of the WDM technology; Section 1.2 examines the state of research in traffic grooming.

### 1.1 Wavelength Switching and GMPLS

WDM is a method of sending many light-paths of different wavelengths down the core of an optical fiber. A typical high level WDM network is shown in Figure 1.1.

WDM is a very favorable technique to exploit the high bandwidth in the optical fiber [1]. WDM networks satisfy the growing demand for protocol transparency [2] and


Figure 1.1: Typical WDM
have simple operations and management [3]. The MONET project using the multilocation test-bed in New Jersey has demonstrated the feasibility of deploying wide scale WDM optical networks [4]. Then there are commercial optical networking vendors like Alcatel-Lucent [5], CISCO [6], Calient Networks [7], ADVA [8], Tejas Networks [9], and others who have developed WDM network technologies. All these developments and commitments by vendors show that the WDM technology has a huge future in high speed broadband networking.

With the rapid advancement and evolution of optical technologies, it is possible to move towards an all-optical data transfer wavelength network that can take full advantage of the available fiber bandwidth. Such a network would consist of a number of optical multiplexers, optical de-multiplexers, optical switches or optical cross-connects, optical selective splitters, optical selective combiners, and high speed input/output packet synchronizers arranged in some arbitrary topologies like a mesh network with the same degree of connectivity at each node [10].

In order to establish a light-path [11], we must deal with both routing and wavelength assignment. This is known as a routing and wavelength assignment (RWA) problem. The performance of the RWA algorithm is generally measured in terms of call blocking probability. Currently, extensive research [12-19] has been carried out in RWA problem. The three main routing methods are fixed routing, adaptive routing, and alternate routing. Fixed routing is an example of static routing. In fixed routing, the route is computed and stored for later use. Hence, it has low latency in establishing the lightpath. A connection request is blocked if no wavelength is available along the designated route at the time of the connection request. In alternate routing, each source destination
pair is assigned a set of routes. The set is searched in a fixed [14] or arranged order [17] to find an available route for a new connection. In adaptive routing, the route is computed using an adaptive algorithm depending on the current state of the network. The algorithm is executed at the time a light-path set-up request arrives and the network nodes are required to exchange information regarding their network states. Light-path set-up time may be longer than that of fixed routing but generally adaptive algorithms improve network performance, such as having lower blocking probability. Once the routing method is decided, the next step is to determine the wavelength selection method [18]. Several common approaches have been proposed. For example, the First-fit method is to pack all the in-use wavelengths to be selected first so that wavelengths towards the end have a higher probability of being available over long continuous routes. This method saves network communication and computational time as it does not need to know the usage wavelength in real time. First-fit method is the easiest and least expensive to implement compared to adaptive methods. In an adaptive method, the wavelengths are selected based on usage - least or most used. Data is transmitted optically after the route is established and the wavelength is assigned.

Generally, three switching techniques [20] can be used to transport data optically in the WDM networks: optical packet switching (OPS), optical burst switching (OBS), and optical circuit switching (OCS). Extensive research has been conducted in the area of OPS [21-26]. The major advantage of OPS is its flexibility and efficient bandwidth usage [27]. The main disadvantage of OPS is the relatively immature techniques and technologies for optical processing of packet header [25,28-29] and optical buffering; the OPS fabric technologies today are still not able to delivery cost-effective commercial
high-performance optical packet switches. In OBS, data is switched all-optically at the burst level, and only a few control channels go through O-E-O conversion. Different OBS architecture and protocols are studied in [30] and [31-34] respectively; OBS takes advantage of both the huge capacities in fiber for switching and transmission, and the sophisticated processing capability in electronics. Several issues need to be addressed before OBS can be deployed such as the offset time between the control packet and data burst, how to resolve resource conflicts without optical buffering, and optical burst switch architecture. Currently, there are still no commercial OBS networks. Lastly, OCS is a mature technology which is currently employed in the commercial WDM networks. It works in the same way as electronic circuit switching except that data is transferred optically. However, OCS requires longer set-up time [29].

Generalized Multi-protocol Label Switching (GMPLS) is becoming an integral part of optical networking and supports WDM technology [35-36]. GMPLS provides control and management for the WDM technology. It incorporates (i) Open-Shortest Path First (OSPF) [37] or Intermediate System-Intermediate System [38] protocols to exchange resource availability information for path computation, (ii) Resource Reservation Protocol (RSVP) [39-40] or Label Distribution Protocol [41] for path establishment process, (iii) Link Management Protocol to manage links in the control plane [42], and (iv) Multiprotocol Label Switching (MPLS) to forward data based on a label. MPLS control plane has been extended to recognize packets, time slot, and lambdas [43-45] in GMPLS. GMPLS control plane is used for session establishment once the route is calculated, and data plane is used to forward data once the route is connected. The separation of the control channel and the data channel in GMPLS optical switching
provides two main advantages over the sharing of channels by the routing and signaling protocol in electronic switching. The two advantages are to reduce technical complexities and failure risks. The current RSVP used in GMPLS unfortunately does not deal with further reservation of time-slots within a wavelength and mini-slots within a time-slot. It only handles the reservation of wavelengths which typically represents multiple gigabits per second. Hence, there is a concern of efficiency of bandwidth utilization here. However, since OCS is used in commercial WDM network and circuit switching protocol is well established, no further development of protocol is necessary in our research for path establishment.

As the number of wavelengths per fiber increases, and each wavelength operates at the rate of 10 Gbps or higher, it is important to better utilize this huge bandwidth per wavelength in a WDM network which has many lambda of wavelength. Assuming that each connection request is only one wavelength ( $\lambda$ or $W$ ), the maximum number of connections for each fiber is $w$ if there are $\lambda_{1} \lambda_{2} \ldots \lambda_{w}$ in a fiber. If a connection request is in the range of Mbps, an entire wavelength which typically represents a multiple gigabits per second will be allocated. This causes a tremendous wastage of bandwidth in a fiber for data transmission. Thus, there is a great need for traffic grooming.

### 1.2 Traffic Grooming

Traffic grooming is defined as a procedure of efficiently multiplexing/demultiplexing and switching low-speed traffic streams onto/from high-capacity lightpaths [46]. In a situation of efficient traffic grooming, the fiber bandwidth utilization is improved. Thus, bandwidth wastage in a fiber is reduced. This leads to more successful
connections and lower blocking probability. The three main types of traffic grooming methods are traffic grooming in OCS, OBS, and OPS. Since traffic grooming in OCS is the focus of our research, we shall discuss two main types of OCS traffic grooming methods which are waveband switching and time-slot wavelength switching in more details in the next two subsections. Readers can find out details of OBS and OPS traffic grooming from [47-48] and [49].

### 1.2.1 Waveband Switching

Waveband switching is to group several wavelengths together as a band and switch the band using one or more ports [50]. [51-52] present a two-layer optical crossconnect (OXC) architecture with a two-stage multiplexing and de-multiplexing scheme. The size of the OXC can be reduced using waveband switching [53]. Waveband switching also provides traffic grooming [50] at the coarse granularity and introduces two overhead layers when compared with the wavelength switching. The two overhead layers are waveband cross-connect layer and fiber cross-connect layer. Figure 1.2 illustrates these two additional layers in a hierarchical OXC switch. Furthermore, waveband switching introduces additional complexities in routing. The two common routing models for waveband switching are integrated routing and separate routing [54]. The hop-by-hop routing scheme or centralized routing scheme can be used in the two routing models. The integrated-routing model computes routes for both wavelength and waveband routes, whereas the separate routing model computes the wavelength and waveband routes separately. Electrical TDM switching can be integrated into the alloptical waveband architecture to provide Optical-Electrical-Optical (O-E-O) TDM
switching [55]. This adds complexity to the already complex architecture, and the processing of electrical TDM switching is slow.


Figure 1.2: Overview hierarchical OXC architecture

### 1.2.2 Time-Slot Wavelength Switching

Time-slot wavelength switching is to aggregate lower rate traffic at the time-slot level into a wavelength in order to improve bandwidth utilization. This technique provides traffic grooming at finer granularity. This technique does not have the two overhead layers in waveband switching and the complexity of waveband routing. Hence, the complexity of the switch architecture is reduced.

In the earlier traffic-grooming research, most of the work focused on network design and optimization for SONET/WDM ring networks [56-63]. By employing wavelength add-drop multiplexers (W-ADMs), efficient wavelength assignment, and time-slot assignment algorithms have been designed for SONET/WDM ring network such that all traffic requests can be accommodated and at the same time, thus minimizing the network cost. Network cost is mostly dominated by SONET components like


Figure 1.3: Node architecture of SONET in WDM
electrical SONET add-drop multiplexers (SONET-ADMs) and digital cross-connect (DCS). Figure 1.3 presents the architecture of a node using SONET in WDM. The disadvantage of using this approach is the high cost of SONET-ADMs and DCSs.

In recent years, optical transport networks have evolved from interconnected SONET/WDM ring networks to mesh-based optical WDM networks. The use of WADMs can be used for through traffic without terminating them in SONET equipment. This reduces the number of SONET ADMs needed in the network and thus helps to reduce the overall network cost significantly. Moreover, the WDM mesh network provides more bandwidth, easy expansion in core networks, and alternate paths to destination nodes. Since there is continual increase of fiber bandwidth, increasing the number of wavelengths in each fiber and ineffective bandwidth utilization in each wavelength, research efforts [64-73] are being conducted on different aspects of trafficgrooming problem in optical WDM mesh networks. In this thesis, we investigate traffic grooming at the time-slot wavelength level, its architectural requirements and study the performance of our proposed methods using both simulation and analytical techniques.

### 1.2.2.1 TDM WDM Network Aspect

[74-75] propose many different types of grooming architectures. The multi-hop partial grooming OXC architecture provides all-optical or electronic wavelength switch and an electronic grooming fabric that can switch low-speed traffic streams. A multi-hop full-grooming OXC architecture is built for switching with electronic optical conversion technology. Data in a time-slot can be electrically switched from one time-slot of a
wavelength to another time-slot of a different wavelength at every intermediate node which it traverses.
[76] studies the problem of scheduling multi-rate connections in TDM wavelength-routing networks supporting multi-rate circuit-switched sessions. [77] studies the problem of routing, wavelength, and time-slot-assignment in wavelength routed TDM/WDM optical networks with the goal of maximizing throughput in the network. [78] studies the switch reconfiguration capability in TDM wavelength routing networks. [79] maximizes the performance of optical TDM networks with a small number of optical buffers. [80] proposes an optical architecture that is able to transmit data optically at the time-slot wavelength level without using OTSI and WC. [81] proposes the time-domain wavelength interleaved network (TWIN) which requires complex scheduling algorithm to deal with substantial delays arising from propagation of signals across the network, and burst traffic collision at the core node [82].
[74-75] proposed the use of electronic TSI to interchange time-slots. [76-82] assigned one or more time-slots for each connection request, and each time-slot is not shared. Our scheme, however, allows a time-slot to be shared by one or more successful connections of different speed in a TDM wavelength optical network with OTSIs and we studied the behavior of this type of network because no such work is published in the literature. An OTSI works the same way as the well known electronic TSI [83] except that data is switched optically. The data is optically transferred, and all the connections going to the same destination share the same time-slot from the source router to the destination router. In order to eliminate the problem of complex scheduling algorithm and burst traffic collision, the OCS is used. Each node in this network which employs least-
cost routing method is assumed to use the OSPF of GMPLS to exchange information for path computation.

We also proposed the mini-slot TDM wavelength optical network, where each time-slot is further divided into mini-slots so that we can compare the performance of this network with the shared time-slot TDM wavelength optical WDM network. The behavior of this network is also studied through extensive simulations.

In addition, we considered the viability of the proposed shared time-slot TDM wavelength optical WDM network and mini-slot TDM wavelength optical network from the availability of optical components prospective. A survey on related optical components is carried out and the total cost of implementation is estimated. The following briefly describe our findings:

- Optical switches can be constructed using Microelectromechanical Systems [84] technology, thermo-optical technology [85], opto-mechanical switches technology, liquid crystals technology, thermo-optic switches technology, and other known technologies. Currently, wavelength optical switches are widely available in the optical networking industry. In addition, wavelength multiplexers and de-multiplexers, fiber optical cables, optical selective splitters, and optical selective combiners are also commercially available. Optical add-drop multiplexers for optical TDM [86] and de-multiplexing of optical TDM stream have been shown to be feasible [87]. Upgradeable TDM wavelength optical switches are commercially available [5]. The use of fiber delay lines (FDLs) in an OTSI has been proposed in [88-89]. Design and simulation study on OTSIs producing encouraging results can be found in [90]. An OTSI has been
demonstrated to be feasible in [91]. All these development can help to make OTSI commercially available in the near future. Optical input/output packet synchronizers were demonstrated in the KEOPS project [92] and experimented in [93]. These developments of optical components enhance the view that our proposed network, shared time-slot TDM wavelength optical WDM network is possible to be implemented in the near future.
- The main optical components of mini-slot TDM wavelength optical network are optical switches, wavelength multiplexers, wavelength de-multiplexers, fiber optical cables, faster optical splitters and optical combiners, TDM multiplexers and de-multiplexers, optical mini-slot interchangers (OMSIs), and faster optical input/output packet synchronizers. An OMSI works in the same way as the well known electronic TSI [83] except that data is switched optically in a mini-slot. The current state of optical components from optical switches to TDM multiplexers and de-multiplexers is explained in the previous paragraph. In chapter 3, we show that OMSIs and optical input/output synchronizers for minislot streams are feasible. Chapter 3 also explains in more detail the working operations of our mini-slot TDM wavelength optical network with the current state of optical technologies.

We present in the following the proposed cost model that is used to calculate the implementation cost. Our WDM network set-up cost model consists of link provisioning $\operatorname{cost}\left(\mathrm{C}_{\mathrm{lp}}\right)$, mux-demux cost $\left(\mathrm{C}_{\text {mux-demux }}\right)$, trans-recv $\operatorname{cost}\left(\mathrm{C}_{\text {trans-recv }}\right)$, and cross-connect cost $\left(\mathrm{C}_{\mathrm{cc}}\right)$. The set-up costs of our proposed networks are respectively calculated from an extended WDM network set-up cost model from [94]. The operational cost is the cost of
operating the network and is not considered in our model. The maintenance cost is the cost of maintaining the network. Normally, the maintenance cost is $15 \%$ to $20 \%$ of the equipment cost. Thus, the total cost of each of our proposed network equal to network set-up cost plus network maintenance cost. The more detailed derivation of the set-up costs is explained in section 4.1. The maintenance cost of a node is assumed to be $15 \%$ of the cost of each node. Section 4.1 also analyzes the current and future WDM network and our proposed network total costs. In summary, the additional costs of a shared time-slot TDM wavelength optical WDM node when compared with the WDM node are the costs of OTSIs, input/output synchronizers, optical splitters/combiners, and Gigabit Ethernet cards, and difference in maintenance cost of each node. Similarly, the additional costs of a mini-slot TDM wavelength optical node when compared with the WDM node are the costs of OMSIs, input/output synchronizers for mini-slot streams, optical splitters/combiners for mini-slot streams, optical TDM multiplexers/de-multiplexers, and difference in maintenance cost of each node. In general, the implementation cost of the WDM node and the shared time-slot TDM wavelength optical WDM node is much lesser than the mini-slot TDM wavelength optical node. The reason is the mini-slot TDM wavelength optical node requires many more optical components.

### 1.2.2.2 Analytical Model Aspect

It is very difficult to develop a mathematical model for performance analysis of shared time-slot TDM wavelength optical WDM networks due to the complexity in scheduling of time-slots. Instead, we propose an analytical model for time-slot wavelength network without sharing of time-slot. We use the analytical results to
validate the corresponding simulation model developed for the network; the simulation model is subsequently used as a base for further simulation studies of related schemes.

There exists analytical models of WDM networks but they differ in their underlying assumptions, and have varying computation complexities and levels of accuracy. [95-99] present analytical models with limited wavelength conversion. [100102] analyze the blocking performances of networks with no wavelength conversion and full wavelength conversion at each node. [103] focuses on success probability using wavelength converters in a network. The generalized reduced load approximation scheme for circuit-switched networks is first investigated in [104] and further developed by [105]. [106] extends the method in [105] to wavelength routing model for fixed routing and without WC. The main approach used in [106] for fixed routing is the Markov chain model with state dependent arrival rates. This paper reports the upper bound of the approximate probabilities in WDM without WC. The idea given in [106] is extended by [107] to derive an analytical expression to compute the blocking probability of networks with limited-range wavelength conversion for fixed routing. The approach used in [107] is also similar to the Markov chain model with state dependent arrival rates of [106]. However, the incoming wavelength can be converted to $x$ adjacent outgoing wavelengths, where $x$ is the degree of conversion. Let $\operatorname{Pr}\left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)$ be defined as the probability of no common free wavelengths on links one and two. In [107], $\operatorname{Pr}\left(\mathrm{m}_{1}, \mathrm{~m}_{2}\right)$ is obtained using a bipartite graph $(X, Y)$, where the set of vertices $X$ and $Y$ represents the set of wavelengths available on the first and second links respectively. [108] extends the analysis of [102] to examine the blocking probabilities of a shared-wavelength TDM network with and without WC. The network blocking probabilities is obtained by solving
the set of coupled nonlinear equations called Erlang's map. The independent link load assumption scheme is used in [108]. [109] shows less accuracy in one time-slot method using partitions of 0 slots free, 1 slot free, and $>=2$ slots free. The reduced load model is not used in [109]. [110] presents a generalized framework for analyzing time-space switched optical networks. This paper uses a $z$-link path model where the first hop has $z-1$ links and second hop consists of the last two links. Hence, the number of trunks free on the last link of the first hop is seen by the node $z$ in the second hop. In this model, if the destination is not considered as the last node in a path, a four link path can be viewed as the first hop consisting of two links and the second hop consisting of the last link of the first hop and the third link. The Markovian correlation is assumed because the numbers of trunks free on the last link depends on the number of trunks free on the previous link. The authors of [110] do not show the accuracy of their model.

Using the partition based method, we extend the idea in [106] to propose an analytical model for TDM WDM network with OTSIs and without WC. We use the dependent link load assumption and the reduced load algorithm. Our partition based method does not use the z-link model and Markovian correlation assumption. We show the accuracy of the simulated results using the minimum fixed hop routing.

The next section describes the main contributions of our research.

### 1.3 Contributions and Organization of This Thesis

The key contributions of this thesis are:
(i) Proposed the shared time-slot wavelength router architecture with OTSIs and mini-slot router architecture heir corresponding traffic grooming schemes -time-slot TDM wavelength optical WDM and mini-slots TDM wavelength optical WDM. To our best of knowledge, this is the first attempt at demonstrating, via simulation, the technical feasibility of the mini-slot traffic grooming scheme. We show that an optical architecture that is capable of performing traffic grooming of both time-slots and mini-slots is feasible;
(ii) Demonstrated the behavior and effectiveness of our shared time-slot TDM wavelength optical WDM network and mini-slot TDM wavelength optical network through extensive simulations. Our shared time-slot TDM wavelength optical WDM network has the lowest blocking probability when compared with the traditional wavelength optical network without WC and conventional TDM WDM optical network. It is shown by simulation that the least cost routing method with at least a free time-slot [refer to pages 34 and 35] in a fiber link gives slight improvements in blocking probability when compared with the typical least cost method. Through extensive simulations, the effectiveness of fiber bandwidth utilization at the mini-slot level is demonstrated;
(iii) Evaluated the feasibility of realizing the shared time-slot TDM wavelength optical WDM network and mini-slot TDM wavelength optical network from
the perspectives of the availability of optical components and the cost of implementation. The proposed network schemes are found to be feasible.
(iv) Proposed a partition based model for the analysis of the average network blocking probabilities in TDM wavelength optical network with OTSIs and without WC. To aid the analysis, we propose a schema that works for any number of partition patterns, regardless of the numbers of links, wavelengths in each link and time-slots in each wavelength. Our analytical model provides good accuracies when compared with the simulation results. Since the results of our model are shown to be close to the simulated results, network designers can use our model to predict the blocking probabilities of similar networks.

The rest of this thesis is organized as follows: Chapter 2 presents a shared timeslot TDM wavelength optical WDM network. Chapter 3 presents a mini-slot TDM wavelength optical WDM network. Chapter 4 compares the cost of the proposed networks and a conventional WDM network and highlights the future optical trends. Chapter 5 describes the initial study of an optical architecture that can perform traffic grooming with flexibilities of swapping mini-slots (channels) and time-slots of the same wavelengths of the same fiber at intermediate destinations. Chapter 6 presents the use of the partition approach to calculate the approximate blocking probabilities of the TDM wavelength optical network with OTSIs and without WC. Chapter 7 summarizes the key results, identifies possible future work, and concludes this thesis.

## CHAPTER 2

## Shared Time-slot TDM Wavelength Optical WDM Network ${ }^{1}$

WDM is a promising technology to accommodate the explosive growth in Internet and telecommunication traffic. Previous projects like the AON [111] and ACTS [112] have demonstrated that wavelength optical networks are feasible. A typical wavelength routed network consists of interconnected wavelength routers (Figure 2.1). The wavelength router is responsible for multiplexing and de-multiplexing wavelengths so that wavelengths at incoming ports can be routed to the desired output ports. Currently, WDM technology is widely employed in the backbone network. Recent advances in WDM technology have generated multiple magnitudes of raw bandwidth. Consequently, each wavelength typically operates at hundreds of Mbps or Gbps currently.

The wavelength bandwidth allocation problem has been investigated in [113]. However the proposed solutions do not tackle the issue of bandwidth wastage in each wavelength of the wavelength routed networks. To handle this issue, the TDM wavelength routed networks with scheduling of multi-rate connections has been proposed [76]. In each TDM frame, the number of time-slots is fixed. Each routing node behaves like a traditional TDM circuit switching node. Thus, the time-slots are pre-assigned during connection set-up. The main function of the routing node is to connect incoming

[^0]data in each time-slot into the desired output port, and the data transmission is all-optical. Hence, the bandwidth of each wavelength is more efficiently utilized, and the bottleneck of electronic data processing at the time-slot level is avoided.


Figure 2.1: High level architecture of a wavelength router
[77,80-81,92,111] study the different aspects of TDM wavelength network. [111] shows that WDM tunable transceivers and a non-configurable wavelength router are feasible in a TDM wavelength routing network. [92] demonstrates that data packet encapsulated in a time-slot can be optically transferred. [77] studies the TDM wavelength routing network using TDM slots only. The goal of [77] is to maximize the overall network throughput. As expected, the network throughput increase causes the blocking probability to decrease. Gains in network throughput are seen to improve with the increase of number of fibers per link. The First-fit free time-slot and least loaded timeslot algorithms are also proposed in [77]. On the other hand, [81] proposes the timedomain wavelength interleaved networks (TWIN) to study the burst traffic collision [82] of time-slots at the core network. An example of such time-slots collision is shown in Figure 2.2. In this example, data sources $A$ and $B$ that arrived at port 1 and port 2
respectively, are contending for the same time-slot in wavelength $\lambda_{z}$ on the bursts at port 3.


Figure 2.2: TWIN architecture of clients and core nodes
To prevent such burst collision, coordination between sources A and B is required. As a result, TWIN relies on complex scheduling algorithms to prevent such collisions; for example, the re-computation of schedule is carried out at the scheduler in each repetitive scheduling cycle. The distributed scheduling scheme [82] is better than a centralized network scheduler because the centralized network scheduler gives a slower response to traffic demand [114]. Furthermore, the distributed scheduling scheme allows independent scheduling and assigns time-slots for each node in the network as requests arrive. Then, [80] proposes a TDM wavelength routing architecture and studies its behavior by simulation. However, there are no OTSIs used at intermediate routers, and the connection requests are for at least one time-slot. All these $[76-77,80-81,92,111]$ do not address the sharing of a time-slot by many low speed connections in the TDM network.

In this chapter, we propose a network, shared time-slot TDM wavelength optical WDM network, which allows sharing of a time-slot by low speed connections like 10 Mbps Ethernet. We also propose a shared time-slot wavelength router (STSWR), which is equipped with OTSIs. Each STSWR determines the route, the wavelength and the time-slot in the TDM frame for any connection to the network. In this network, all the successful connections going to the same destination router from the source router share the same time-slot. In order to avoid complex scheduling algorithms and time-slot contention at intermediate routers, the time-slots in our network are pre-assigned at each node using the OCS protocol. The implementation of the OCS protocol is similar to the mini-slot TDM optical network (see Section 3.2) except that the OCS protocol in our shared time-slot TDM wavelength optical WDM network allows the sharing of a timeslot in existing connections.

Next, we wish to illustrate the advantage of our shared time-slot scheme in effective bandwidth utilization when compared with a typical wavelength routed network using a very simple example (Figure 2.3). Assume that a connection from local workstation $b$ to local workstation $c$ is allocated time-slot 3 of $\lambda_{1}$ from STSWR 1 to STSWR 2. From STSWR 2 to STSWR 3, this connection is allocated time-slot 4 of $\lambda_{1}$. Another connection from local workstation $a$ to local workstation $d$ is sharing time-slot 3 of $\lambda_{1}$ from STSWR 1 to STSWR 2, and time-slot 4 of $\lambda_{1}$ from STSWR 2 to STSWR 3 with the first connection. In this example, the time-slot is interchanged at STSWR 2. Thus, two connections with unexpired connection durations that originate from the same STSWR and traveling along the same route to the destination STSWR share a time-slot from STSWR1 to STSWR 2 and another time-slot from STSWR2 to STSWR 3. Even if
one of the connection durations has expired, the assigned time-slots for the route are not released until the last connection duration has expired. In comparison a typical wavelength routed network requires two wavelengths for these connections (Figure 2.1). Hence, there is a tremendous wastage of fiber bandwidth if the connection requests are for low speed connections.


Figure 2.3: Conceptual diagram of the proposed shared time-slot wavelength optical data transport network

The rest of this chapter is organized as follows. In section 2.1, the network operations and STSWR architecture of the shared time-slot TDM wavelength optical WDM network are explained. In section 2.2, the algorithm for time-slot sharing at the source STSWR is presented. In section 2.3, the routing algorithms to study the behavior of the shared time-slot TDM wavelength optical WDM network are explained. The algorithm for time-slot sharing presented in section 2.2, and the routing algorithms explained in section 2.3 are used in our simulation study. In section 2.4 , the simulated
results are analyzed. In section 2.5 , the shared time-slot TDM wavelength optical WDM network is extended to include the slot-by-slot fast WCs (SSWCs) in the STSWR architecture. In section 2.6 , the main points of this chapter are summarized.

### 2.1 Network Operations and Router Architecture

To illustrate the workings of our proposed network, we assume that the low speed connections to each STSWR (Figure 2.4) are 10Mbps switched Ethernet connections, and they are connected to a 100 Mbps Ethernet switch. This switch is connected to one of the local access controller unit (LACU) ports in an STSWR. Each LACU port can either be 100 Mbps , 1 Gbps or 10 Gbps Ethernet interface. The Ethernet frame format and maximum size for each frame are the same for $10 \mathrm{Mbps}, 100 \mathrm{Mbps}, 1 \mathrm{Gbps}$, and 10 Gbps Ethernet. A higher speed interface port allows connection to a hierarchical star topology. Flooding of Ethernet frames can be easily contained within the domain of one hierarchical star topology because the OCS is employed in the network, and the data in each Ethernet frame is encapsulated in a pre-assigned time-slot. Thus, the problem of scaling Ethernet [115] does not occur.

According to the IEEE 802.3 frame format (Figure 2.5) [116], the maximum payload size is 1500 bytes for each Ethernet frame, which partly consists of the source station address and destination station address fields. Route computation is performed at each STSWR using the valid Internet Protocol (IP) address in the received Ethernet frame. The OSPF protocol of GMPLS is used by the STSWRs to exchange information about the network topology. The system is configured such that each STSWR is a default gateway for each local workstation that needs to access the LACU port, and the ARP procedure is assumed to be completed from the local workstation to the LACU port.

Upon receiving the Ethernet frame, the LACU removes the preamble and start of frame delimiter bits. The size of each Ethernet data frame is assumed to be 1518 bytes, excluding preamble and start of frame delimiter bits for 10 Mbps and 100 Mbps switched Ethernet. A 100Mbps switched Ethernet transmits 10 times more data frames per second


Figure 2.4: High level architecture of $2 \times 2$ STSWR


Figure 2.5: IEEE 802.3 frame format
than a 10 Mbps switched Ethernet. The destination station address field in the Ethernet frame contains the media access control (MAC) address of the LACU port in each STSWR. For a new connection request, the LACU communicates with the system controller unit for route computation using the destination IP address encapsulated in the Ethernet frame. Once the route is computed, a time-slot of a wavelength is assigned hop-by-hop along the computed route. When successfully completed, data is forwarded hop-by-hop along the route via the respective time-slot of each hop to the correct destination's local access buffer unit (LABU).

The LACU forwards the data in its electronic buffer to the electronic buffer of the correct LABU (Figure 2.6). An E/O conversion is later performed in the LABU so that data can be optically sent in the time-slot of a wavelength. The data in each Ethernet frame is encapsulated in each time-slot of a wavelength. Assume each TDM frame is transmitted at every $125 \mu \mathrm{~s}$, and each time-slot is capable of transmitting at 100 Mbps . The intermediate STSWR forwards the time-slot of a wavelength to an adjacent STSWR based on the pre-assigned time-slot in a wavelength. Each intermediate STSWR does not perform any $\mathrm{E} / \mathrm{O}$ and $\mathrm{O} / \mathrm{E}$ when transferring data at the time-slot level. The bandwidth of each wavelength is divided into fixed-length time-slots and accessed via slot-based cyclic TDM mode. At the destination STSWR, an O/E conversion is performed on the time-slot of a wavelength. The relevant electronic data is stored in the buffer of LABU for later forwarding to the Ethernet switch through the LACU. Based on the destination IP address, the destination local workstation MAC address is determined and inserted into the destination station address field at the LACU. The MAC address of the LACU port is inserted into the source station address field. The LACU inserts the preamble and start of
frame delimiter bits before forwarding the data to the Ethernet switch. Upon receiving the Ethernet frame, the Ethernet switch forwards it to the correct local workstation.

The architecture of a $2 x 2$ STSWR is presented in Figure 2.4. The idea of this architecture is taken from [80] and can easily be expanded into a $W x W$ STSWR if there are $W$ input fibers and $W$ output fibers [80]. At each input port, a wavelength demultiplexer is used to separate the $w$ wavelengths into $w$ individual optical lines. The routing of incoming time-slots is carried out in a $2 \times 2$ optical time-slot switches (OTDS), where the same wavelength, for example, $\lambda_{1}$ is concentrated. Each output port of the OTDS is connected to a different $W x l$ wavelength multiplexer. Thus, a $W x W$ STSWR, which has $W$ outputs of the OTDS, is connected to $W W x l$ wavelength multiplexers respectively. The optical signals are combined in the wavelength multiplexer and passed to the correct output port. The intermediate STSWR does not perform any O/E for the time-slot that passes through it. This makes an all-optical data path. In order to ensure the input-ports and output-ports of each OTDS are connected according to the assigned time-slots, this connectivity information is stored after the time-slots and routes are computed. The control signals at each time-slot are generated by the electronic system controller unit using the stored information. This unit also performs tracking and calibration of the local timing signal for packet synchronization. In addition, the access of LACU and LABU is controlled by this unit. In order to access the STSWR, the local workstations need to interface with the LACU (Figure 2.4). The LACU not only handles the requests from these stations to establish light-paths, but also Ethernet data frames from or to the local workstations. According to the established light-paths, the LACU
communicates with the LABU of the correct OTDS to retrieve or store the data in its buffer.

Figure 2.6 illustrates the $2 \times 2$ architecture of OTDS for $\lambda_{1}$. If there are $W$ inputs and $W$ outputs, the OTDS architecture is $W x W$. The main function of the OTDS is to make sure that time-slots are interchanged appropriately in an OTSI for each wavelength of a port. The architecture of the input and output packet synchronizers and the experimentation on them are presented in [92]. The data that are stored in each time-slot excluding its synchronization bits can be referred to as a packet. The packets should be transmitted as slotted time-slot streams as illustrated in Figure 2.7. Each time-slot is separated by a guard band. Guard bands between time-slots and increase in the slot duration are used to lessen the effects of slow system reconfiguration [117]. The optical input synchronizer, which is controlled by the system controller unit, synchronizes each time-slot in the OTDS to the local timer before entering the optical time-slot switches (OTSSs). The optical selective splitter (OSS) is controlled by the system controller unit, and it is used to select the data to the LABU or input to the correct OTSI in the OTSSs, where time-slot switching takes place. The FDLs are built in an OTSI to accommodate the simultaneous incoming time-slots that contain data; OTSI provides the flexibility of inter-changing time-slots [88-90]. In the OTSSs, the system controller unit configures the connectivity between the input ports and output ports according to the assigned timeslots. Since each connection is circuit switched, the possibility of two slots needing to be switched to the same output slot at an intermediate STSWR does not occur. It is assumed that each STSWR has fully system reconfigurable capability and is able to reconfigure after every time-slot. Due to the internal delay at the OTSI, the optical output
synchronizer aligns the packets to eliminate jitter. After the alignment, the aligned packets exit the OTDS and enter the wavelength multiplexers. The time-slot to the


Figure 2.6: $2 \times 2$ architecture of OTDS $\lambda_{1}$


Figure 2.7: Time-slot streams
destination STSWR enters the LABU. An O/E conversion is performed on the time-slot and the relevant electronic data is stored in the buffer. The data is later forwarded to the LACU. Based on destination IP address, the destination local workstation MAC address is determined and inserted into the destination station address field at the LACU. The

MAC address of the LACU port is inserted into the source station address field. The LACU inserts the preamble and start of frame delimiter bits before forwarding the data to the Ethernet switch. The other main function of the LABU is to store outgoing data from the local workstations. Communication between the LABU and LACU is through the Port $\mathrm{LI}_{1, \mathrm{LACU}}$ and Port $\mathrm{LO}_{1, \mathrm{LACU}}$. After the $\mathrm{E} / \mathrm{O}$ conversions in the LABU, the optical selective combiner (OSC), which is also controlled by the system controller unit, is used to add optical time-slots to the appropriate optical lines. The electronically controlled optical gates are used to implement the OSSs and OSCs. Materials for reducing crosstalk in switching components, multiplexers and de-multiplexers are found in [118-120].

### 2.2 Algorithm Pseudo-codes

### 2.2.1 A Shared Time-Slot Algorithm at a Source STSWR

We design a simple algorithm to determine the sharing of a time-slot for traffic with unexpired connection duration and travel along the same route from the same source STSWR to the destination STSWR. For a new route to the destination STSWR, the wellknown First-Fit strategy is used for finding a free time-slot of a wavelength at each hop of the route. The maximum number of connections sharing a time-slot simultaneously at the source STSWR can be increased or decreased. This depends on the average data traffic volume, average connection duration and transmission rate of a time-slot. Assume that the minimum hop fixed routing (MHFR) strategy is used, and the connection requests are processed on a first-come-first-serve basis. At the source STSWR, the pseudo-codes of the algorithm work as follows:

Input: A new connection request from an Ethernet workstation
Output: (1) A free STSWR list is set and the first slot is used
(2) A successful connection is found
(3) Relevant information is stored for the first link of a new route
(4) A connection request is blocked because of no time-slot available in a wavelength
(5) The source and destination IP addresses are inserted into the IP-connection list
found=0
$\mathrm{i}=0$
while (i < MAX_Wavelength \&\& !found) do
$j=0$
while (j < MAX_Time-Slot \& \& !found) do
if (destination field in wavelength[i].time_slot[j] != request destination STSWR address)
/* Assume Minimum Hop Fixed Routing */
j++
else
if (wavelength[i].time_slot[j] list is not full)
/* Assume maximum slot in a list is 10 */
found $=1$
Sequential search for an empty slot in wavelength[i].time_slot[j] list
Mark the empty slot as used
Increment successful_connection by 1
Insert source and destination IP addresses into the IP-connection list
/* This list is used to check for existing IP connections at the interface ports in the LACU */

Add this connection request and relevant information to the simulator event list /* Release the connection request when the connection duration has expired */
else
j++
if (!found)
i++
if (!found)
/* A new route to the destination STSWR can be created */
First-Fit strategy is used for finding a free time-slot of a wavelength at source STSWR if (found)
/* Assume wavelength[x].time_slot[y] list is found as free */
Relevant information is stored for the first link of a new route

Insert source and destination IP addresses into the IP-connection list
Insert the destination STSWR into the destination field of wavelength[x].time_slot[y] list
Mark the first slot of wavelength[x].time_slot[y] list as used
else
Connection request is blocked

### 2.2.2 An Algorithm for Releasing a Successful Connection in a Destination STSWR List

/* The connection duration of a successful connection has expired */

Input: Relevant information to release the successful connection
Output: (1) Mark occupied slot in the destination STSWR list as empty
(2) The destination STSWR list is set as not full
(3) The release of the established connection for the entire route is initiated
(4) The destination STSWR list is reused
(5) The source and destination IP addresses are deleted from the IP-connection list
/* Assume wavelength[x].time_slot[y] list */
Mark the occupied slot in wavelength[x].time_slot[y] list as empty
Set the wavelength[x].time_slot[y] list as not full
Delete source and destination IP addresses from the IP-connection list
If (released connection is the only connection in the wavelength[x].time_slot[y] list)
Mark the destination field in the wavelength[x].time_slot[y] list as empty
Initiate the release of the established connection for the entire route

### 2.3 Routing Methods

There are three routing methods used in our simulation study. The first routing method is MHFR. This method results in low blocking probability in the sense that a smaller number of hops would increase the chances of finding a free time-slot of a wavelength on all fiber links traversed by the route.

The second routing method is centralized least-cost routing (LCR) [121]. In LCR, a routing center is responsible for collecting the traffic status of each link. When a new network status update is received, the central controller performs the cost computation for
all routes and distributes the least-cost paths to each switching node as a reference for route selection. Let $D^{i}\left(n^{j}\right)$ denote the cost of adding a type $i$ call over link $j$ at link state $n$. A route cost $D_{R}^{i}$ is then computed by $D_{R}^{i}=\sum_{j \in R} D^{i}\left(n^{j}\right)$. The least cost route, $R_{\text {min }}$ is the one that has the minimum cost. Thus, $D_{R_{\text {nin }}}^{i}=R \in P^{M_{\text {in }}}(s, d)\left\{D_{R}^{i}\right\}$, where $P(s, d)$ is the set of all the alternate routes from source $s$ to destination $d$. We assume that the total fiber link capacity (TFC) between two nodes to be the fixed number of time-slots in a wavelength multiplied by the number of wavelengths in a fiber. The cost of each fiber link increases as the total number of free time-slots in a fiber decreases. For each fiber link, the cost is computed by using the simple formula of total number of used time-slots (TTU) divided by total fiber link capacity which is $\frac{T T U}{T F C}$.

The third routing method is least-cost routing method with at least a free time-slot in a fiber link (LCR-FTL). A route is not selected if there is no available time-slot of a wavelength in a fiber link between two nodes. Using the current connected traffic distribution shown in Figure 2.8, a very simple example is used to illustrate the advantage of LCR-FTL. Assume that each fiber link has two wavelengths, and each wavelength consists of eight time-slots. Suppose a connection request comes from node A to node E. The LCR method selects route ABE based on previous discussions. However, this route is blocked because there is no free time-slot in the fiber link between node A and node B. The LCR-FTL method selects an unblocked route ACE with at least a free time-slot in the fiber link between two nodes. It should be noted that some routes selected by all three methods (MHFR, LCR, LCR-FTL) are identical. As for LCR and LCR-FTL, the route selected may not be the minimum hop route.


Figure 2.8: Example of current connected traffic distribution

### 2.4 Simulation and Result Discussion

Simulation conducted in this study is done using Optimum Network Performance (OPNET) based on the well-known NSFNET (14 nodes, 21 links) topology shown in Figure 2.9. Each node is an STSWR. The dedicated connection from each local workstation to the Ethernet switch is 10 Mbps . The connection from the Ethernet switch to the LACU port is 100 Mbps . Connection requests at a local workstation are generated independently from other local workstations according to a Poisson distribution [122] of arrival rate. Let $T_{b}$ denote the sum of blocked connections in the network G and $T_{c}$ denote the sum of all connection requests generated into the network G. Then the blocking probability in the network $G$ is $\frac{T_{b}}{T_{c}}$. All blocked connections are terminated and never return. There is no queuing of blocked connections for retransmissions. These two assumptions relate to a real-life network environment where we need to request for a new connection if the previous request is blocked by the network. The first 1000 connection requests in each simulation run are deleted to obtain a steady state. The connection
duration follows a negative exponential distribution [123]. No connection is blocked for data transfer once the time-slot of a wavelength is assigned for that connection. The network topology is fixed and never changes during the entire simulation time. Assume that each fiber consists of two wavelengths unless otherwise stated, and each TDM frame consists of eight time-slots. Each data point is the average of the results of many runs with different seeds. This helps to reduce the margin of errors and obtain $95 \%$ confidence intervals.


Figure 2.9: NSFNET topology
Simulation results are generated for (i) the proposed TDM wavelength network with shared time-slot (S-TS-48) scheme, the non-shared time-slot (NS-TS-48) scheme, and a conventional wavelength routed network without WC (Wav-No-Conv-48) [94] for an average connection duration of 48 seconds, (ii) the proposed TDM wavelength network with shared time-slot (S-TS-24) scheme, the non-shared time-slot (NS-TS-24) scheme, and a conventional wavelength routed network without WC (Wav-No-Conv-24) for an average connection duration of 24 seconds, (iii) the proposed TDM wavelength network in S-TS-48 with OTSI and without OTSI, (iv) an increasing the number of wavelengths in a fiber on the proposed TDM wavelength network with S-TS and an average connection duration of 40 seconds, (v) the blocking probability performance of the proposed TDM wavelength network with S-TS using different routing methods, namely MHFR, LCR and LCR-FTL, and (vi) the blocking probability of some individual
routes as the traffic load between two routers is increased. Offered load in Erlangs is defined as the average connection arrival rate multiplied by the average connection duration. Each connection request is assumed to be 10 Mbps . As the offered load in Erlangs increases, the blocking probability for each set of simulation result also increases. The reason is that more connection requests are generated when bandwidth availability is scarce. Figures 2.10 and 2.11 present the simulated results of shared time-slot scheme, non-shared time-slot scheme and conventional wavelength routed network scheme. All three schemes do not use WC. Figure 2.10 presents the results of the blocking probability versus the offered load in Erlangs for S-TS-48, NS-TS-48, and Wave-No-Conv-48. From the graph, S-TS-48 has a lower blocking probability than that of NS-TS-48 because more connections are sharing the bandwidth of a time-slot in a wavelength, and given the bandwidth requirement of each connection is smaller than the total bandwidth of a timeslot in a wavelength. The same conclusion is drawn for S-TS-24 and NS-TS-24 in Figure 2.11. An analysis of the simulation results in Figures 2.10 and 2.11 shows that on average connections with a shorter duration have lower blocking probability. The reason is that as connections are released faster, more connections can share the bandwidth of a time-slot in a wavelength. In Figure 2.10, Wave-No-Conv-48 has the highest blocking probability because each established connection occupies an entire wavelength which is a tremendous wastage of bandwidth.

Figure 2.12 presents simulation results of either using or not using OTSIs at intermediate STSWRs for the shared time-slot scheme. It shows the results of blocking probability versus offered load in Erlangs for S-TS-48 with and without OTSIs. For S-TS-48 without OTSI, the OTSSs are replaced by slot-by-slot switches as the delay of one
time-slot in the same wavelength from one network node to another is used. It is obvious that S-TS-48 with OTSIs has a lower block probability than S-TS-48 without OTSIs. This shows the benefit of having OTSIs at intermediate STSWRs if the higher cost of OTSIs is acceptable. Hopefully with the advancement of optical technology, the FDLs in an OTSI will be replaced with inexpensive optical buffers. This will reduce the cost of fiber and implementation complexity.


Figure 2.10: Blocking probability versus offered load for average connection duration of 48 seconds


Figure 2.11: Blocking probability versus offered load for average connection duration of 24 seconds

Figure 2.13 shows the results of blocking probability versus offered load in Erlangs for increasing wavelengths in the shared time-slot scheme with average connection duration of 40 seconds (S-TS-40). As the number of wavelengths increases from two to six, it is obvious that the blocking probability decreases because more timeslots are available for sharing between established connection requests. Figure 2.14 shows the simulated results of using MHFR, LCR, and LCR-FTL in the proposed network of STSWRs. It presents the results of blocking probability versus offered load in Erlangs for S-TS-40 with the MHFR, LCR and LCR-FTL methods. The LCR blocking probability is only slightly lower than MHFR, even though the LCR method is able to adapt to the availability of time-slots in a network because the shared


Figure 2.12: Blocking probability versus offered load with and without OTSIs


Figure 2.13: Blocking probability versus offered load for increasing wavelengths in a fiber


Figure 2.14: Blocking probability versus offered load for MHFR, LCR and LCR-FTL
time-slot of a route is not released until the last connection duration has expired. If a shared time-slot is released, a new route with the most availability of time-slots is determined for the next connection request from this source STWSR to the same
destination STWSR. The blocking probability of LCR-FTL is as low as LCR or very slightly lower than LCR. When a shared time-slot is released, the LCR-FTL is capable to determine a route that has at least a free time-slot in a fiber link between two nodes.

Table 2.1 shows the blocking probability of some individual routes in the NSFNET topology (Figure 2.9) as the traffic load of these routes is increased. The average connection duration is 28 seconds, and the offered load is 280 Erlangs. Generally, the blocking probability for $80 \%$ of the traffic going from the same source router to the same destination router is the same or slightly higher than the traffic of $50 \%$. This shows the effectiveness of the shared time-slot scheme for heavy volume data traffic going to the same destination router from the same source router.

Table 2.1: Blocking probability of some individual routes as the traffic load between these routes are increased

| Routes | Blocking <br> probability for <br> $80 \%$ traffic | Blocking <br> probability for <br> $50 \%$ traffic |
| :---: | :---: | :---: |
| $1->2$ | 0.04 | 0.04 |
| $11->12$ | 0.093 | 0.09 |
| $3->6->9$ | 0.145 | 0.141 |
| $7->8->10->14$ | 0.23 | 0.21 |

### 2.5 A Shared Time-Slot TDM Wavelength Optical WDM Network with Slot-by-Slot Fast Wavelength Converters and OTSIs

[95-97,123-127] investigated the behavior of using WCs in WDM networks. However, the cost of a WC is still very high. One of the ways to reduce the cost of using WCs in fiber links switching networks is through sharing. [123, 128-129] have proposed different architectures of sharing these converters, namely dedicated, shared-per-link, and shared-per-node.

Figure 2.15 depicts the dedicated wavelength convertible switch architecture. Each node has two input and two output fiber links, and three wavelengths per fiber. The major components of each node are wavelength de-multiplexers, optical switches, WCs and wavelength multiplexers. A de-multiplexer is dedicated to each input fiber; a multiplexer is dedicated to each output fiber. In addition, a WC is available for every wavelength. Thus, for a node with $X$ input links, $X$ output links and $W$ wavelengths per fiber, there are $X$ number of $W x 1$ wavelength multiplexers and de-multiplexers, a $X W x$ $X W$ non-blocking optical switch and $X W$ number of WCs. The wavelengths in each input fiber are de-multiplexed into individual wavelength. Assume that each wavelength contains a message. Then each wavelength is switched by the optical switch to one of the output ports connected to an output link. After that the wavelength may be converted by the WC. Finally, the message in each wavelength is multiplexed into an aggregate message and forwarded to the output fiber link. Since there is a WC dedicated for each wavelength, no connection request is blocked because of the unavailability of WCs. For example, if at a node, wavelength $w_{i}$ is available on its input link and $w_{j}$ is available on its output link, there will be a free converter at the node that can be used for a connection. This helps to reduce the blocking probability of connection requests. However, this architecture requires a lot of WCs which increases the cost of a switch. In some real situations, the number of connections that require WCs at a node is much less than $X W$ at any one time. A cost-effective solution is to use fewer WCs and to allow their sharing among different connections. In such a case, the shared-per-link or shared-per-node architecture switch is considered.

Figure 2.16 presents the share-per-link wavelength convertible switch architecture which uses one optical switch only. A WC bank (WCB) is dedicated to each output fiber link and is only shared by the wavelengths traversing to that particular output fiber link. If every WC bank has $k$ WCs, the optical switch is a $X W x(X W+X k)$ non-blocking switch. First, the de-multiplexed wavelengths are fed into the optical switch. Then the wavelengths are directed to the WCB for wavelength conversion or to the multiplexer associated with the output fiber link. All the wavelengths are multiplexed together by the


Figure 2.15: Dedicated WC switch architecture
multiplexer before they are forwarded to the output fiber. In this architecture the sharing efficiency is medium because a WCB serves an output fiber only. The WC cost is lower than the architecture presented in Figure 2.15 because fewer number of WCs are used. However, the optical switching complexity is higher than the architecture in Figure 2.15.

Figure 2.17 depicts the share-per-node wavelength convertible switch architecture which uses two optical switches and a WCB. If there is $k \mathrm{WCs}$ in the WCB, the first optical switch is a $D W x(D W+k)$ nonblocking switch, and the second switch is a $k x D k$
nonblocking switch. The arriving wavelength is first demultiplexed into individual wavelengths. These wavelengths are then fed into the optical switch. A wavelength which requires conversion is fed to the WCB. Otherwise, it is fed directly to the multiplexer associated with the desired output link. The main purpose of the second optical switch attached to the WCB is to direct the converted wavelength to the multiplexer associated with the desired output link. All the wavelengths are multiplexed by the multiplexer


Figure 2.16: Share-per-link switch architecture
before they are sent to the output fiber. In this architecture, the sharing efficiency is high because the WCs are effectively shared. However, the optical switching complexity of this architecture is higher than the previous two architectures.


Figure 2.17: Share-per-node switch architecture
These three architectures differ in their blocking performance, complexity and cost. Table 2.2 below compare these attributes for each architecture.

Table 2.2: Comparisons of different wavelength convertible switching node architecture

| Optical Switch | Blocking <br> Performance | Sharing Efficiency | Switching <br> complexity |
| :---: | :---: | :---: | :---: |
| Dedicated | Low | Low | Low |
| Share-per-link | Medium | Medium | Medium |
| Share-per-node | High | High | High |

Currently, there is no work being done using OTSIs and SSWCs in shared timeslot TDM wavelength optical WDM network. In order to have a shared time-slot TDM wavelength optical WDM network with SSWCs, the $2 \times 2$ STSWR high level architecture is proposed (Figure 2.18). It is assumed that the number of SSWCs in the SSWC component is equivalent to the number of wavelengths in a fiber, and each SSWC can cover all these wavelengths. In this architecture, the time-slot in a wavelength is assigned at each hop of a route, and an SSWC component [130] is able to convert a time-slot in a
wavelength to a time-slot in another wavelength. This is illustrated in Figure 2.19 through the conversion of $\lambda_{1} t_{1}$ to $\lambda_{2} t_{1}$. Figure 2.20 shows another STSWR architecture with such SSWCs. In this architecture, source routing is required. By using the hop-by-hop method, the benefits of the SSWC for the outgoing fiber link cannot be realized if the OTSI is full. The time-slot in a wavelength for each hop is determined at the source STSWR. There are constraints in using time-slots in a wavelength for the architecture shown in Figure 2.20. For example, if $\lambda_{1}$ has no empty time-slots in the next router $j$, the SSWC component is able to swap the current $\lambda_{1} t_{1}$ to the available $\lambda_{2} t_{1}$ in the current router $i$. In this situation, $\lambda_{1} t_{1}$ is not used from current router $i$ to the next router $j$ that contains the SSWCs even though it is empty. Figure 2.21 depicts an STSWR architecture that consists of an SSWC component with $k$ such SSWCs dedicated to each output fiber. The value of $k$ is less than number of wavelengths in a fiber and is greater than one. In this architecture, an SSWC component is only accessed by connections traversing that particular fiber link. The wavelength that arrives early will be circulated using the FDLs in the OTDS while waiting for the rest of the wavelengths to arrive. Meanwhile, Figure 2.22 presents the architecture of an SSWC component to be shared by all the input fibers to an STSWR. This SSWC component can also contain $k$ such SSWCs, and the output wavelengths from the SSWC component is switched to the correct output fiber by an optical switch. Moreover, this SSWC can also be constructed to cover only certain number of wavelengths in a fiber.


Figure 2.18: High level architecture of $2 \times 2$ STSWR with SSWC components before OTDSs


Figure 2.19: Detailed illustration of swapping time-slots in an SSWC component


Figure 2.20: High level architecture of $2 \times 2$ STSWR with SSWC components after


Figure 2.21: High level architecture of $2 \times 2$ STSWR with SSWC components that contains $k$ SSWCs each


Figure 2.22: High level architecture of $2 x 2$ STSWR with an SSWCB shared by all input fibers

### 2.6 Summary

In this chapter, we have proposed a framework for a shared time-slot TDM wavelength optical WDM network. Each STSWR is capable of allowing the bandwidth of a time-slot in a wavelength to be shared by many successful connections that travel along the same route from the same source STSWR to the destination STSWR. The shared time-slot of a route is not released until the connection durations of all the connections that are sharing this time-slot have expired. Each STSWR is equipped with OTSIs and performs OCS. Incoming data at the time-slot level is routed without any E/O and $\mathrm{O} / \mathrm{E}$ conversions. OTSIs are employed for interchanging of time-slots at
intermediateSTSWRs. Our shared time-slot scheme does not result in time-slot conflict at STSWRs because each time-slot in the network is assigned to one connection only. The effectiveness and behavior of this network using our proposed shared timeslot scheme with three routing methods are demonstrated in terms of blocking probability by simulation. In addition, we have proposed a least cost routing method with at least a free time-slot in a fiber link. Finally, we have designed a few architectures (Figures 2.18, 2.21, and 2.22) for the STSWR with slot-by-slot fast WCs.

The next chapter discusses the architecture of a router in the mini-slot TDM optical network. The effectiveness and behavior of this network are demonstrated again by extensive simulations.

## CHAPTER 3

## Mini-slot TDM Optical WDM Network ${ }^{2}$

In the previous chapter, we presented the STSWR architecture. We investigated the effectiveness and behavior of the shared time-slot TDM wavelength optical WDM network by extensive simulations. In this network, the data is optically transmitted in time-slots.

In this chapter, we argue that it is feasible to transmit data in a mini-slot of a timeslot in a wavelength. We propose a network, mini-slot TDM optical WDM network to perform the transference of data stored in mini-slots. Each router, namely mini-slot timeslot wavelength router (MTWR) in this network is equipped with OMSIs. One of our objectives of dividing a time-slot into mini-slots is to study the performance of the minislot TDM optical WDM network as compared with the shared time-slot TDM wavelength optical WDM network. Moreover, the size of an OTSI is limited because of the timing constraints of how long the data can stay in a buffer (delay lines) [79]. In an optical network with OTSIs, this constraint limits the number of time-slots in a wavelength because each time-slot has to be operated by an OTSI. Furthermore, based on the current optical technology, it is more feasible to design a smaller size optical interchanger. The MTWR has to determine the route, wavelength, and mini-slot(s) of a time-slot in the TDM frame for any connection request. The three major components in MTWR to facilitate the flow of data optically in mini-slots are high speed optical gates, OMSIs, and

[^1]input/output synchronizers. The first major component, the high speed optical gates have been reported to be feasible in [131-132]. The main purpose of the optical gates is to direct the optical signals. These gates are used in optical selective splitter or combiner components. In the next paragraph, we explain the feasibility of the other two components in the MTWR.

Solid-state switches can perform switching operations with a precision of 10 ns or less [90]. To allow timing uncertainties due to possible jitter and drifting, a guard band of at least 10 ns is allowed between each slot. To achieve reasonable data transmission efficiencies, time-slot durations should be at least 10 times the guard time [90]. Assume 10 gigabits per second for a wavelength, a TDM frame is transmitted in every $125 \mu \mathrm{~s}$, and $1 \mu \mathrm{~s}$ per time-slot with a guard band of 100 ns (Figure 3.1). A TDM frame can therefore contain roughly 104 time-slots, and the data size of each time-slot is 1500 bytes. If a time-slot consists of eight mini-slots, each mini-slot duration is 115 ns with a guard band of 10 ns (Figure 3.1). Since each mini-slot duration is 115 ns , the changing state is performed every 115 ns . This does not affect the optical transmission rate as a solid state optical switch can operate at a precision of 10 ns or less. The basic building block of an OMSI consists of small solid state optical switch couplers. It comprises different stages, of which each stage is made up of an optical solid state switch. If the OMSI is in the cross state, the output will be the input delayed by a mini-slot time. This is done using the FDLs. If the switch is in the bar state, the mini-slots will be interchanged. If a mini-slot duration that carries more data bits is used, an increase in delay duration at an OMSI will be realized but a slower system reconfiguration is required at the routing nodes. Researchers [133] have experimented with optical input/output synchronizer that can
handle time misalignments of up to 105.6 ns . The phase variations during normal operation range from 10 ns to 100 ns . These variations are tracked at the dynamic section of the synchronizer using very fast switches without losing any packet. Thus, synchronizing the optical mini-slot packets of 115 ns duration is viable.


Figure 3.1: Time-slot and mini-slot durations

Next, a very simple example is used to illustrate the advantage of our mini-slot network in effective bandwidth utilization when compared with a typical wavelength routed network. Figure 3.2 shows such an example that assumes the following: (i) a connection request from the local access node is one mini-slot and (ii) each wavelength is divided into four fixed-length time-slots, and each time-slot is divided into four fixedlength mini-slots. A connection from local access node $b$ to local access node $c$ is allocated mini-slot 3 of time-slot 2 in $\lambda_{1}$ from MTWR 1 to MTWR 2. From MTWR 2 to MTWR 3, this connection is allocated mini-slot 4 of time-slot 2 in $\lambda_{1 .}$.

At the same time, another connection from local access node $a$ to local access node $d$ is allocated mini-slot 2 of time-slot 2 in $\lambda_{1}$ from MTWR 1 to MTWR 2. From

MTWR 2 to MTWR 3, this second connection is allocated mini-slot 3 of time-slot 2 in $\lambda_{1}$. At MTWR 2, mini-slot interchange takes place. Hence, two successful connections share a time-slot in a wavelength. In a typical wavelength routed network, two wavelengths are required for these two connections. Therefore, there is a tremendous wastage of fiber bandwidth for low speed connections.


Figure 3.2: Conceptual mini-slot TDM wavelength network

The rest of the chapter is organized as follows. Section 3.1 explains the network operations and MTWR architecture of the mini-slot TDM optical WDM network. Section 3.2 briefly explains the OCS protocol implementation for this network. This OCS protocol is used in our simulation study. Section 3.3 discusses the simulation setup for the NSFNET topology, three by five mesh torus topology, and 40-node irregular topology. Section 3.4 presents the simulation results. Section 3.5 gives the summary of this chapter.

### 3.1 Network Operations and Router Architecture

Request of mini-slot(s) from the MTWR (Figure 3.3) can be from different Ethernet speed or SONET Synchronous Transport Signal (STS) connections. Assume the length of each mini-slot is 187.5 bytes (A time-slot data size of 1500 bytes divided by eight mini-slots). An 80 percent total bit rate efficiency gives 150 data bytes for a minislot. The other 20 percent ( 37.5 bytes) is used for guard band and synchronization bit pattern. According to the IEEE 802.3 frame format (Figure 2.5) [116], the payload size is


Figure 3.3: High level architecture of $2 \times 2$ MTWR
between 64 to 1500 bytes for each Ethernet frame. The fixed frame size of Ethernet fits well as the size of each frame is the same for $10 \mathrm{Mbps}, 100 \mathrm{Mbps}, 1 \mathrm{Gbps}$, or 10 Gbps . The higher speed Ethernet transmits more data frames per second than lower speed Ethernet
but the frame size is the same. For 100 Mbps Ethernet, more than one mini-slot can be requested. For 1 Gbps Ethernet, more than eight mini-slots can be requested. In this case, consecutive time-slots are allocated since each time-slot consists of eight mini-slots. It is noted that the data is still transmitted in mini-slots.

According to SONET STS-1 (STS-1) framing structure (Figure 3.4) [134], each row consists of 90 bytes. This can be fitted into one mini-slot. For the STS-1 which transmits 51.84 Mbps more than one mini-slot can be requested. As for the STS-3, an example of the STS- $N$ frame structure (Figure 3.5) which transmits 155.52 Mbps , more than eight mini-slots can be requested. In such a case, consecutive time-slots are allocated. The length of each row (Figure 3.5) requires two mini-slots. Thus, more complex electronic processing is required at the source router for splitting each row into two so that the data from the access node can fit into two mini-slots. At the destination router, the data in the two consecutive mini-slots are combined into one row of the STS-3 format before the frame is sent to the destination access node.


Figure 3.4: Structure of an STS-1 frame


Figure 3.5: Structure of an STS- $N$ frame

For simplicity, we assume that the request for mini-slot(s) are from different Ethernet connections, and each connection can request for one to eight mini-slots for data transfer. If a connection request is for more than one mini-slot, the available mini-slots are assigned consecutively at the source MTWR and of the intermediate MTWR(s). This is to ease implementation. Each local access node is connected to a port in the LACU. This is shown in Figure 3.3. When data is first received from the local access node, the LACU communicates with system controller unit for route computation, and the minislot(s) of a time-slot in the TDM frame of a wavelength is pre-determined along the precomputed route before data transfer can begin. Once the route is computed, the minislot(s) of a time-slot in a wavelength is assigned hop-by-hop along the computed route. When the route is successfully completed, the LACU forwards the data to the electronic buffer of the correct LABU (Figure 3.3). The data is later converted into MTWR data format. It is assumed that the data contained in each frame from the local access node can be fitted into a mini-slot. An E/O conversion is later performed in the LABU so that
data can be optically sent in the pre-allocated mini-slot of a time-slot in a wavelength. The intermediate MTWR forwards the pre-assigned mini-slot of a time-slot in a wavelength to an adjacent MTWR. Each intermediate MTWR does not perform any E/O and $\mathrm{O} / \mathrm{E}$ when transferring data. The bandwidth of each wavelength is divided into fixedlength time-slots, and each time-slot is further divided into fixed-length mini-slots. A TDM frame consists of a fixed number of time-slots. At the destination MTWR, an O/E conversion is performed on the mini-slot of a time-slot in a wavelength. Then the electronic data is formatted according to the local access node data format. This is done in the LABU. The electronic data is stored in the buffer of the LABU for later forwarding to the local access node through the LACU.

Even though the architecture of a $2 \times 2$ MTWR shown in Figure 3.3 is almost identical to Figure 2.4, Figure 3.3 is presented for completeness in describing the working of the optical network with mini-slot routers. This architecture is easily expanded into a $W x W$ MTWR if there are $W$ input fibers and $W$ output fibers [80]. At each input port, a wavelength de-multiplexer is used to separate the $w$ wavelengths into $w$ individual optical lines. The routing of incoming time-slots is carried out in a $2 \times 2$ optical time-division switches (OTDS), where the same wavelength, for example, $\lambda_{1}$ are concentrated. Each output port of the OTDS is connected to a different $W \times 1$ wavelength multiplexer. Thus, a $W \times W$ MTWR, which has $W$ outputs of the OTDS, is connected to $W W \times 1$ wavelength multiplexers respectively. The optical signals are combined in the wavelength multiplexer and passed to the correct output port. The intermediate MTWR does not perform any $\mathrm{O} / \mathrm{E}$ for the mini-slot that passes through it. This makes an alloptical data path. In order to ensure the input-ports and output-ports of each OTDS are
connected according to the assigned mini-slot(s), this connectivity information is stored after the mini-slots and route are computed. The control signals at each mini-slot are generated by the electronic system controller unit using the stored information. This unit also performs tracking and calibration of the local timing signal for packet synchronization. In addition, the access of LACU and LABU is controlled by this unit. In order to access the MTWR, the local access nodes need to interface with the LACU (Figure 3.3). The LACU not only handles the requests from local access nodes to establish light-paths, but also the data frames from or to the local access nodes. According to the established light-paths, the LACU communicates with the LABU of the correct OTDS to retrieve or store the data in its buffer.

Figure 3.6 illustrates the $2 \times 2$ architecture of OTDS for $\lambda_{1}$ (The differences of this figure with Figure 2.6 are highlighted in the next paragraph). If there are $W$ inputs and $W$ outputs, the OTDS architecture will be $W x W$. The main function of the OTDS is to make sure that the mini-slots are interchanged appropriately in an OMSI for each wavelength of a port. The data that is stored in each mini-slot begins with synchronization bits and is followed by the packet. To apply the input/output synchronizers method discussed in [92] but at higher speed [133], the packets should be transmitted as slotted mini-slot streams. Each time-slot stream is optically de-multiplexed into individual time-slot. Each time-slot consists of a mini-slot stream, illustrated in Figure 3.7. Each mini-slot is separated by a guard band. It begins with synchronization bits, which are used for mini-slot alignment in an OTDS, and is followed by a packet. Each packet is synchronized to the local timing reference. This is done by the optical input synchronizer which is controlled by the system controller unit. The synchronizer
detects the beginning of each incoming packet by recognizing the synchronization pattern and aligns the packet with the local timer before entering the optical mini-slot switches (OMSS). Each router is assumed to have fully system reconfigurable capability and is able to reconfigure after every mini-slot. The OSS is controlled by the system controller unit. It is used to select the data to the LABU or input to the correct OMSI in the OMSS. The OMSI in the OMSS provides the flexibility of inter-changing mini-slots. The minislot to the destination MTWR enters the LABU. An O/E conversion is performed on the mini-slot and the electronic data is stored in the buffer of LABU. The data from the minislot is formatted according to the local access station data format. The formatted data is later forwarded to the LACU. The LACU forwards the data to the correct local access node. The other mini-slot enters the OMSS, where mini-slot interchange can take place. FDLs are provided in each OMSI to accommodate the simultaneous incoming mini-slots that contain data. The number of OMSIs in the OMSS depends on the number of timeslots in each TDM frame as each time-slot requires one OMSI to exit slots in each TDM in the same output fiber. The function of the LABU is to store the incoming data destined for the MTWR or outgoing data from the local access node. The communication between the LABU and LACU is through the Port $\mathrm{LI}_{1, \mathrm{LACU}}$ and Port $\mathrm{LO}_{1, \mathrm{LACU}}$. In the OTDS, the system controller unit configures the connectivity between the input ports and output ports based on the assigned mini-slot(s). Due to the internal delay by the OMSI, the optical output synchronizer aligns the packets to eliminate jitter. After the alignment, the aligned stream packets of a time-slot are multiplexed into time-slot streams before exiting the OTDS and entering the wavelength multiplexers. The OSC is used to add optical mini-slot(s) in the optical lines after E/O conversions in the LABU. The OSC is also
controlled by the system controller unit. The electronically controlled optical gates are used to implement the OSSs and OSCs. Materials for reducing or avoiding crosstalk in switching components, multiplexers and de-multiplexers are found in [118-120].


Figure 3.6: $2 \times 2$ architecture of OTDS for $\lambda_{1}$


Figure 3.7: Mini-slot stream (This figure is the same as Figure 2.7 except the guardband, synchronization pattern, and each mini-slot duration are smaller)

An STSWR in Figure 2.4 provides Ethernet access. But a MTWR (Figure 3.3) allows mini-slot requests from Ethernet or SONET connections. Table 3.1 highlights the differences in terms of data transfer and optical components between Figures 2.6 and 3.6.

Table 3.1: Differences between Figures 2.6 and 3.6

|  | Figure 2.6 | Figure 3.6 |
| :--- | :--- | :--- |
| Data <br> transfer | Data is transported in time- <br> slots. | Data is transmitted in mini-slots of a <br> time-slot. |
| Optical <br> components | (i) OTSIs <br> (ii) lower speed input and <br> output synchronizers <br> (iii) lower speed optical <br> selective splitters and <br> optical combiners | (i) OMSIs <br> (ii) optical time-slot multiplexers and <br> de-multiplexers <br> (iii) higher speed input and output <br> synchronizers <br> (iv) higher speed optical selective |
| splitters and optical combiners |  |  |

### 3.2. High Level OCS Implementation

The main purposes of the OCS protocol are to manage a connection request so that connection set up, data transfer, disconnecting a successful connection, and rejecting a connection request can take place. The OCS protocol provides the following phases: (i) connection establishment, (ii) connection confirmation, (iii) data transfer, (iv) disconnection, and (v) connection reject. For the connection establishment phase, the well-known First-Fit method is used.

Figure 3.8 illustrates the connection establishment, connection confirmation, data transfer, and disconnection phases between two workstations. The connection establishment phase is initiated at a source workstation by sending a connection request packet to a source router. This packet is routed through the network to the destination
workstation. Then the connection confirmation phase begins. The connection confirmation packet travels from the destination workstation back to the source workstation through the same forward route. Once the packet reaches the source workstation, the optical data transfer phase is started. Data is transmitted from the source workstation to the destination workstation via the established route. The disconnection phase is initiated at the source workstation once the successful connection duration has expired. The mini-slot(s) is(are) released at each router till the destination router. At this point, the destination router informs the destination workstation about the disconnection.


Figure 3.8: Connection establishment, connection confirmation, data transfer, and disconnection phases between two workstations

The First-Fit method is used for mini-slot assignment at the source and intermediate routers. The pseudo-codes for the First-Fit method at an intermediate router are shown as follows:
found $=0$
If the mini-slot(s) of the same time-slot of the same wavelength as previous node is not used
found=1
Else
Search for other mini-slot(s) in the same time-slot of the same wavelength
If there is an available mini-slot(s)
found=1
If found
Set the mini-slot(s) in the same time-slot of the same wavelength to not available
Store all other relevant information
Insert the current router address, outgoing mini-slot(s), the outgoing time-slot, the outgoing wavelength into the connection establishment packet
Send the connection establishment packet to the next router of the route

## Else

Insert the source router address, incoming mini-slot(s), the incoming time-slot, the incoming wavelength into the reject packet

Send the reject packet back to the previous router for the release of mini-slot(s), time-slot, wavelength

A connection reject phase is initiated at the source router (Figure 3.9) or at an intermediate router (Figure 3.10) of the optical backbone network. At an intermediate router, if there is an available mini-slot(s) in a time-slot of a wavelength, the connection request packet is forwarded to the next router. If there is no mini-slot(s) in a time-slot of a wavelength is available, a reject packet is created and is sent to the previous router, and the allocated mini-slot(s) is released at the previous router. This is continuously being done until the source router is reached. Then source router informs the source workstation about the unsuccessful connection request. If the connection request is initiated by the
workstation (Figure 3.9) and there is no mini-slot(s) available, the connection request is rejected immediately and a reply is sent to the workstation from the source router.


Figure 3.9: Connection reject initiated from the source router


Figure 3.10: Connection reject initiated from an intermediate router

### 3.3 Simulation Setup

The simulation is done using OPNET based on the well-known NSFNET topology (Figure 2.9), a three by five mesh torus topology (Figure 3.11), and a 40-node irregular topology (Figure 3.12). The 40 -node irregular topology is generated using the Waxman formula [135] with out-degrees of one to four. Each node is a MTWR. The following configurations are assumed in the simulation: (i) each wavelength has the
transmission rate of up to 10 Gbps , (ii) each TDM frame consists of 104 time-slots, and (iii) each time-slot consists of eight mini-slots. The TDM frame is transmitted at every $125 \mu \mathrm{~s}$. The three sets of bandwidth allocation under study are 1 to 2 mini-slots, 1 to 5 mini-slots, and 1 to 8 mini-slots. The bandwidth request for each set is randomly generated. For more than one mini-slot request, the algorithm allocates consecutive available mini-slots. The length of each mini-slot packet at MTWR is 187.5 bytes long including the overhead bits. Connection requests at the local access node $i$ are generated into network $G$. Then the blocking probability in the network $G$ is $\frac{T_{b}}{T_{c}}$. All blocked connections are terminated and never return. There is no queuing of blocked connections. These two assumptions relate to a real-life network environment where we need to request for a new connection if the previous request is blocked by the network. The first 1000 connection requests are deleted in order to reach a steady state. The connection duration follows a negative exponential distribution. No connection is blocked for data transfer once the mini-slot of a time-slot in a wavelength is assigned for that connection. The network topology is fixed throughout the simulation. The fixed shortest path routing method is used. Simulation runs are repeated multiple times with different seeds to reduce the margin of errors and obtained a $95 \%$ confidence interval for each run.


Figure 3.11: Three by five mesh torus topology


Figure 3.12: 40-node irregular topology

### 3.3.1 Simulation Results

Simulation results are generated for (i) proposed mini-slot TDM wavelength network with request from 1 to 2 mini-slots for each connection request (Mini-Slot1to2), (ii) proposed mini-slot TDM wavelength network with request from 1 to 5 minislots for each connection request (Mini-Slot-1to5), (iii) proposed mini-slot TDM wavelength network with request from 1 to 8 mini-slots for each connection request (Mini-Slot-1to8), (iv) conventional wavelength routed network with no wavelength conversion (Wave-No-Conv) [94], and (v) increasing wavelengths in a fiber. [136] has experimented with data connection duration of 20 to 40 seconds in different sites at Lyon, France and [137] has done simulation of data connection duration that covers 8 to 44 seconds.

Let $W$ denote wavelengths, $T$ denote time-slots, and $M T$ denote mini-slots. Table 3.2 tabulates the topologies used in generating simulation results shown in Figures 3.13 to 3.26 .

For simplicity, TEB-SC is normalized into total number of established requested mini-slots, for example a successful connection requests for two mini-slots, and the total number of established requested mini-slots for this connection is two multiply by the number of hops. Offered load in Erlangs is defined as the connection arrival rate multiplied by the average connection duration. As the offered load in Erlangs increases, the blocking probability for each set of simulation results also increases. The reason is that more connection requests are generated when the bandwidth availability is scare. However, the TEB-SC decreases for each set of the simulation results because fewer connections are established. Figure 3.13 presents the results of the blocking probability versus the offered load in Erlangs for Mini-Slot-1to2, Mini-Slot-1to5,

Table 3.2: Topologies used in generating simulation results shown in
Figures 3.13 to 3.26

|  | NSFNET | 3 by 5 | 40-node |
| :---: | :---: | :---: | :---: |
| Figure 3.13 | X |  |  |
| Figure 3.14 | X |  |  |
| Figure 3.15 | X |  |  |
| Figure 3.16 | X |  |  |
| Figure 3.17 | X |  |  |
| Figure 3.18 | X |  |  |
| Figure 3.19 | X |  |  |
| Figure 3.20 | X |  |  |
| Figure 3.21 | X |  |  |
| Figure 3.22 | X |  |  |
| Figure 3.23 |  | X |  |
| Figure 3.24 |  | X |  |
| Figure 3.25 |  |  | X |
| Figure 3.26 |  |  | X |



Figure 3.13: Blocking probability versus offered load for average connection duration of 8 seconds


Figure 3.14: TEB-SC versus offered load for average connection duration of 8 seconds


Figure 3.15: Blocking probability versus offered load for average connection duration of 22 seconds

Mini-Slot-1to8 and Wave-No-Conv, with an average successful connection of 8 seconds duration. It is obvious that Mini-Slot-1to2, Mini-Slot-1to5, and Mini-Slot-1to8 have a lower blocking probability than Wave-No-Conv. The reason is that the entire bandwidth in a wavelength is assigned to one successful connection in Wave-No-Conv but only a part of the bandwidth of a wavelength is assigned in the rest of the three systems. Mini-Slot-1to2 has the lowest blocking probability because each successful connection occupies the smallest part of the wavelength bandwidth. Thus, allowing more successful connections to share a wavelength bandwidth as compared with Mini-Slot-1to5 and Mini-Slot-1to8. Figure 3.14 shows the results of the TEB-SC versus offered load in Erlangs for Mini-Slot-1to2, Mini-Slot-1to5, Mini-Slot-1to8 and Wave-No-Conv. It is obvious that Wave-No-Conv has the lowest TEB-SC. The reason is the same as the explanation of Figure 3.13. The wavelength bandwidth can be assigned to only one successful connection in Wave-No-Conv but can be shared among different successful connections in Mini-Slot-1to2, Mini-Slot-1to5, and Mini-Slot-1to8. Mini-Slot-1to8 has the highest fiber bandwidth utilization because it has the highest TEB-SC even though its blocking probability is slightly higher than Mini-Slot-1to2 and Mini-Slot-1to5. The similar conclusion can be derived for an average connection of 22 seconds (Figures 3.15 and 3.16), 30 seconds (Figures 3.17 and 3.18), 44 seconds (Figures 3.19 and 3.20).


Figure 3.16: TEB-SC versus offered load for average connection duration of 22 seconds


Figure 3.17: Blocking probability versus offered load for average connection duration of 30 seconds


Figure 3.18: TEB-SC versus offered load for average connection duration of 30 seconds


Figure 3.19: Blocking probability versus offered load for average connection duration of 44 seconds


| - Mini-Slot-1to2 | - Mini-Slot-1to5 |
| :--- | :--- |
| - Mini-Slot-1to8 | Wave-No-Conv |

Figure 3.20: TEB-SC versus offered load for average connection duration of 44 seconds

Figure 3.21 shows the blocking probability versus offered load for increasing wavelengths in a fiber for average connection duration of 44 seconds. The mini-slot requests are from one to eight. As the number of wavelengths increases from two to six, it is obvious that the blocking probability decreases because more mini-slots are available for sharing between established connection requests.


Figure 3.21: Blocking probability versus offered load for increasing wavelengths in a fiber for average connection duration of 44 seconds. Mini-slot requests are from one to eight

As the blocking probability decreases, the TEB-SC increases because more successful connections are established. This is shown in Figure 3.22. Figures 3.23 and 3.24 present the simulation results collected from the three by five mesh torus topology. The analysis of the results is similar to that of Figures 3.13 and 3.14. Figure 3.25 and Figure 3.26 show the simulation results collected from the 40 -node irregular topology. An average successful connection duration is 22 seconds. The average number of hops for successful connections is 6.81 . As the number of wavelengths increases from 8 to 32 , the average blocking probability is higher but the TEB-SC decreases much more because the average number of hops for successful connections is 6.81 . Because of the larger network size, the average number of hops between the source and destination has increased. It is a well-known fact that the blocking probability of a route increases as the number of hops for that route increases.


Figure 3.22: TEB-SC versus offered load for increasing wavelengths in a fiber for average connection duration of 44 seconds. Mini-slot requests are from one to eight


Figure 3.23: Blocking probability versus offered load for average connection duration of 22 seconds. (Three by five mesh torus topology)


Figure 3.24: TEB-SC versus offered load for average connection duration of 22 seconds.
(Three by five mesh torus topology)


Figure 3.25: Blocking probability versus offered load for increasing wavelengths in a fiber for average connection duration of 22 seconds. Mini-slot requests are from one to two (40-node irregular topology)


Figure 3.26: TEB-SC versus offered load for average connection duration of 22 seconds. (40-node irregular topology)

### 3.4 Performance Comparison of Shared Time-slot TDM Wavelength Optical WDM Networks and Mini-slot TDM Optical WDM Networks

The simulated results presented in Figures 3.27 and 3.28 are generated based on the NSFNET topology. In order to reach a steady state, the first 1000 connection requests are deleted. The connection duration follows a negative exponential distribution. The fixed shortest path routing method is used, and simulation runs are repeated multiple times with different seeds to reduce the margin of errors and obtained


Figure 3.27: Comparison of shared time-slot and mini-slot schemes for $W=2, T=8$ and increasing mini-slots (NSFNET topology)


Figure 3.28: Comparison of shared time-slot and mini-slot schemes for increasing wavelengths (NSFNET topology)
a $95 \%$ confidence interval for each run. The average duration for successful connections is 40 seconds. For both proposed networks, the transmission speed of a time-slot is 100 Mbps . The maximum number of successful connections to share a time-slot is 10 . Each connection request for the mini-slot network is from 1 to 2 mini-slots.

Figure 3.27 presents the simulated results of the mini-slot TDM optical WDM network for increasing mini-slots and the shared time-slot TDM WDM optical wavelength network of $W=2, T=8$. Figure 3.28 compares the simulated results of both
proposed networks for vary of wavelengths. Figure 3.28 does not show the blocking probability of the shared time-slot network ( $W=8, T=8$ ) which is zero from 40 to 400 Erlangs but has a blocking probability of 0.02 at 600 Erlangs.

Generally, Figures 3.27 and 3.28 showed that the shared time-slot network has a lower blocking probability than the mini-slot network. The reason is that in the shared time-slot network, an existing connection between a source/destination router pair may admit a new connection request for sharing a timeslot if the total number of requests for sharing the timeslot has been less than 10 . However, in the mini-slot network an existing route is removed once the connection duration is lapsed. The next connection request from the same source router to the same destination router may not be successful if there are no free mini-slots. Moreover the number of successful connections reduces with the increasing number of mini-slots requested per connection request. For example, if every connection requests for two mini-slots, the maximum number of successful connections in eight mini-slots is four compared with a maximum of 10 successful connections sharing a time-slot in the shared time-slot scheme.

Interestingly, the blocking probability of the shared time-slot scheme increases rapidly at higher offered load. Thus, at the offered load of 600 Erlangs, the blocking probability of the shared time-slot scheme $(W=2, T=8)$ is higher than the mini-slot scheme of $W=2, T=8, M T=64$ (Figure 3.27) and $W=16, T=8, M T=8$ (Figure 3.28).

### 3.5 Summary

A mini-slot TDM WDM optical network with MTWRs has been proposed. Each MTWR is capable of transmitting data optically at the mini-slot(s) of a time-slot in a wavelength with the support of an electronic system controller. At the intermediate

MTWR, the incoming data is routed without any $\mathrm{E} / \mathrm{O}$ and $\mathrm{O} / \mathrm{E}$ conversions. No wavelength conversion is employed in the proposed router architecture. This helps to reduce the cost during implementation. The OCS is performed at each MTWR.

Simulation results show that for lower bandwidth requests, transferring data using the mini-slots of a time-slot in a wavelength gives higher fiber bandwidth utilization than the conventional wavelength routed network with no wavelength conversion. This leads to lower blocking probability and more successful connections. The reason is obvious. More smaller slots are available to handle lower bandwidth connection requests. As the number of wavelengths in a fiber increases, the blocking probability decreases because more mini-slots are available for successful connections. However, at present, these benefits come with the high cost and high complexity of developing an OMSI using FDLs. Hopefully, with the advancement of optical technology, the FDLs can be replaced with inexpensive optical buffers and implementation complexity can be reduced. At present, implementation of this proposed network at high speed is a real challenge and very high speed electronics are required. Our simulation results do not provide any concrete evidence on the effect of network size to the network performance because the link connections of the three networks vary.

Generally, our simulations show that the shared time-slot network has a lower blocking probability than the mini-slot network except for two cases at the offered load of 600 Erlangs.

The next chapter discusses the cost analysis of the proposed networks and future optical trends.

## CHAPTER 4

## Cost Analysis of Proposed Networks and Future Optical Trends

Chapters 2 and 3 describe the architectures of the STSWR and MTWR respectively. In addition, the behavior of the shared time-slot TDM wavelength optical WDM network and that of mini-slot TDM wavelength optical network are investigated using extensive simulations.

The next section of this chapter describes the proposed cost model and the cost analysis performed between a typical WDM network and the proposed networks. Section 4.2 briefly discusses the existing technologies like SONET/SDH and Ethernet that can connect to the core WDM network. Some possible future trends of optical networks are also presented in this section. The main points of this chapter are highlighted in the last section of this chapter.

### 4.1 Total Network Costs

### 4.1.1 Proposed Cost Model

The WDM network set-up cost model consists of the link provisioning cost $\left(\mathrm{C}_{\mathrm{lp}}\right)$, the mux-demux cost $\left(\mathrm{C}_{\text {mux-demux }}\right)$, the trans-recv cost $\left(\mathrm{C}_{\text {trans-recv }}\right)$, and the crossconnect cost $\left(\mathrm{C}_{\mathrm{cc}}\right)$. The $\mathrm{C}_{\mathrm{lp}}$ may include the fiber cable cost, optical regenerators, dispersion compensation components, digging cost, and leasing cost for each node. The maximum number of wavelengths in each fiber is a very important design parameter because it decides the number of regenerators and dispersion components required. For
long haul networks, regenerators are required. However, the use of regenerators adds noise to the signal. The noise is reduced by using dispersion compensation components like forward error correction.

Consider the case for a conventional WDM network. $\mathrm{C}_{\mathrm{lp}}=\mathrm{N}_{\mathrm{f}} * \mathrm{C}_{\mathrm{f}}+\mathrm{N}_{\mathrm{r}} * \mathrm{C}_{\mathrm{r}}$ $+\mathrm{N}_{\mathrm{dc}} * \mathrm{C}_{\mathrm{dc}}$, where $\mathrm{N}_{\mathrm{f}}$ is the number of kilometers used, $\mathrm{C}_{\mathrm{f}}$ is the cost of fiber for each meter, $\mathrm{N}_{\mathrm{r}}$ is the number of optical regenerators used, $\mathrm{C}_{\mathrm{r}}$ is the cost of an optical regenerator, $\mathrm{N}_{\mathrm{dc}}$ is the number of dispersion compensation components used, and $\mathrm{C}_{\mathrm{dc}}$ is the cost of a dispersion compensation component. Since a lot of fibers have already being laid in the ground [94], the cost of laying fibers, use of optical regenerators, and dispersion compensation components are assumed to be zero $\left(\mathrm{C}_{\mathrm{lp}}=0\right)$ in our case. $\mathrm{C}_{\text {mux- }}$ demux includes the optical multiplexers and de-multiplexers. Thus, $\mathrm{C}_{\text {mux-demux }}=\mathrm{N}_{\text {mux }} *$ $\mathrm{C}_{\text {mux }}+\mathrm{N}_{\text {demux }} * \mathrm{C}_{\text {demux }}$, where $\mathrm{N}_{\text {mux }}$ is the number of multiplexers used, $\mathrm{C}_{\text {mux }}$ is the cost of a multiplexer, $\mathrm{N}_{\text {demux }}$ is the number of de-multiplexers used, and $\mathrm{C}_{\text {demux }}$ is the cost of a de-multiplexer. The $\mathrm{C}_{\text {trans-recv }}$ includes the tunable transmitters and receivers. Thus, $\mathrm{C}_{\text {trans-recv }}=\mathrm{N}_{\text {trans }} * \mathrm{C}_{\text {trans }}+\mathrm{N}_{\text {recv }} * \mathrm{C}_{\text {recv, }}$, where $\mathrm{N}_{\text {trans }}$ is the number of tunable transmitters used, $\mathrm{C}_{\text {trans }}$ is the cost of a tunable transmitter, $\mathrm{N}_{\mathrm{recv}}$ is the number of tunable receivers used, and $\mathrm{C}_{\text {recv }}$ is the cost of a tunable receiver. The number of wavelengths in each fiber determines the size of each switch. $\mathrm{C}_{\mathrm{cc}}=\mathrm{N}_{\mathrm{oxc}} * \mathrm{C}_{\mathrm{oxc}}$, where $\mathrm{N}_{\mathrm{oxc}}$ is the number of switches used, and $\mathrm{C}_{\mathrm{oxc}}$ is the cost of each switch. The cost of a switch increases with the number of cross-points. The maintenance cost of each node is assumed to be $15 \%$ multiplied by the cost of each node (see Section 1.2.2.1). The total cost of a WDM network = WDM network set-up cost + WDM network maintenance cost.

Thus, the total cost of a WDM network (WDM-N) = $\sum_{n=1}^{N}\left(C_{\text {mux-demux }}+C_{\text {trans-recv }}+C_{\mathrm{cc}}\right)+\mathrm{C}_{\mathrm{lp}}+\sum_{n=1}^{N}(15 \% * \operatorname{cost}$ of each node $)$, where $N$ is the number of nodes in the network and the number of optical components in each node is the same.

Consider the case for a shared time-slot TDM wavelength optical network. Cotsi includes the optical time-slot interchangers. Thus, $\mathrm{C}_{\text {OTSIs }}=\mathrm{N}_{\mathrm{OTSI}} * \mathrm{C}_{\mathrm{OTSI}}$, where $\mathrm{N}_{\mathrm{OTSI}}$ is the number of OTSIs used, and C $_{\text {OTSI }}$ is the cost of an OTSI. $\mathrm{C}_{\text {inp-outp-sync }}$ includes the input synchronizers and output synchronizers. Thus, $\mathrm{C}_{\mathrm{inp} \text {-outp-sync }}=\mathrm{N}_{\mathrm{inp}} * \mathrm{C}_{\mathrm{inp}}+\mathrm{N}_{\text {outp }} *$ $\mathrm{C}_{\text {outp }}$, where $\mathrm{N}_{\text {inp }}$ is the number of input synchronizers used, $\mathrm{C}_{\text {inp }}$ is the cost of an input synchronizer, $\mathrm{N}_{\text {outp }}$ is the number of output synchronizers used, and $\mathrm{C}_{\text {outp }}$ is the cost of an output synchronizer. $\mathrm{C}_{\text {spl-comb }}$ includes the optical selective splitters and optical selective combiners. Thus, $\mathrm{C}_{\text {spl-comb }}=\mathrm{N}_{\text {spl }} * \mathrm{C}_{\text {spl }}+\mathrm{N}_{\text {comb }} * \mathrm{C}_{\text {comb }}$, where $\mathrm{N}_{\text {spl }}$ is the number of optical selective splitters used, $\mathrm{C}_{\text {spl }}$ is the cost of an optical selective splitter, $\mathrm{N}_{\text {comb }}$ is the number of optical selective combiners used, and $\mathrm{C}_{\text {comb }}$ is the cost of an optical selective combiner. $\mathrm{C}_{\text {Ethers' }}=\mathrm{N}_{\text {Ether }} * \mathrm{C}_{\text {Ether, }}$ where $\mathrm{N}_{\text {Ether }}$ is the number of high speed Ethernet cards used, and $\mathrm{C}_{\text {Ether }}$ is the cost of a high-speed Ethernet card.

Thus, the total cost of the shared time-slot TDM wavelength optical WDM network
$(\mathrm{STS}-\mathrm{N})=\sum_{n=1}^{N}\left(C_{\text {mux-demux }}+C_{\text {trans-recv }}+C_{\mathrm{cc}}\right)+\sum_{n=1}^{N}\left(C_{\text {OTSIs }}+C_{\text {inp-outp-sync }}+C_{\text {spl-comb }}+C_{\text {Ethers }}\right)+$ $\mathrm{C}_{\mathrm{lp}}+\sum_{n=1}^{N}(15 \% *$ cost of each node $)$, where $N$ is the number of nodes in the network and the number of optical components in each node is the same.

Consider the case for a mini-slot TDM wavelength optical network. Comsis includes the OMSIs. Thus, Comsis $=\mathrm{N}_{\text {OMSI }} *$ Comsi where $\mathrm{N}_{\text {OMSI }}$ is the number of OMSIs used, and Comsi is the cost of an OMSI. $\mathrm{C}_{\text {inp-outp-sync-m }}$ includes the input synchronizers and output synchronizers for mini-slots. Thus, $\mathrm{C}_{\text {inp-outp-sync-m }}=\mathrm{N}_{\mathrm{inp}-\mathrm{m}} *$ $\mathrm{C}_{\text {inp-m }}+\mathrm{N}_{\text {outp-m }} * \mathrm{C}_{\text {outp-m, }}$, where $\mathrm{N}_{\text {inp-m }}$ is the number of input synchronizers for minislots used, $\mathrm{C}_{\text {inp-m }}$ is the cost of an input synchronizer for mini-slots, $\mathrm{N}_{\text {outp-m }}$ is the number of output synchronizers for mini-slots used, and $\mathrm{C}_{\text {outp-m }}$ is the cost of an output synchronizer for mini-slots. $\mathrm{C}_{\text {spl-comb-m }}$ includes the optical selective splitters and optical selective combiners for mini-slots. Thus, $\mathrm{C}_{\text {spl-comb-m }}=\mathrm{N}_{\text {spl-m }} * \mathrm{C}_{\text {spl-m }}+\mathrm{N}_{\text {comb-m }} * \mathrm{C}_{\text {comb- }}$ m , where $\mathrm{N}_{\text {spl-m }}$ is the number of optical selective splitters for mini-slots used, $\mathrm{C}_{\text {spl-m }}$ is the cost of an optical selective splitter for mini-slots, $\mathrm{N}_{\text {comb-m }}$ is the number of optical selective combiners for mini-slots used, and $\mathrm{C}_{\text {comb-m }}$ is the cost of an optical selective combiner for mini-slots. $\mathrm{C}_{\text {mux-demux-m }}$ includes the optical multiplexers and demultiplexers for mini-slots. Thus, $\mathrm{C}_{\text {mux-demux-m }}=\mathrm{N}_{\text {mux-m }} * \mathrm{C}_{\text {mux-m }}+\mathrm{N}_{\text {demux-m }} * \mathrm{C}_{\text {demux- }}$ m , where $\mathrm{N}_{\text {mux-m }}$ is the number of multiplexers for mini-slots used, $\mathrm{C}_{\text {mux-m }}$ is the cost of a multiplexer for mini-slots, $\mathrm{N}_{\text {demux-m }}$ is the number of de-multiplexers for mini-slots used, and $\mathrm{C}_{\text {demux-m }}$ is the cost of a de-multiplexer for mini-slots.

Thus, the cost of the mini-slot TDM wavelength optical network (MS-N) =

$$
\begin{aligned}
& \sum_{n=1}^{N}\left(C_{\text {mux-demux }}+C_{\text {trans-recv }}+C_{\mathrm{cc}}\right)+\sum_{n=1}^{N}\left(C_{\mathrm{OMSIs}}+C_{\text {inp-outp-sync-m }}+C_{\text {spl-comb-m }}+C_{\text {mux-demux-m }}\right)+\mathrm{C}_{\mathrm{lp}}+ \\
& \sum_{n=1}^{N}(15 \% * \text { cost of each node }), \text { where } N \text { is the number of nodes in the network and the }
\end{aligned}
$$

number of optical components in each node is the same.

### 4.1.2 Major Component Costs

The prices and information of various optical components are according to the quotes from vendors and the current market prices and according to our best of knowledge. They are listed as follows:
$2 x 2$ optical wavelength switch $=$ US $\$ 300$ [138]
2 ports optical wavelength multiplexer/de-multiplexer (C-band) $=$ US $\$ 200$ [138]. The price is US\$100 per port.

16 ports optical wavelength multiplexer/de-multiplexer $(\mathrm{C}$-band $)=$ US $\$ 1600$ [138]
Tunable laser = US\$5700 [138]
Modulator $=$ US\$5400 [139]
Tunable transmitter $=$ tunable laser + modulator $=$ US\$11100 (Assume same price for tunable receiver)
$1 x 3$ optical selective splitter $=$ US $\$ 75$ [138]. The price is US\$25 per outgoing port
$2 x 1$ optical combiner $=$ US $\$ 50$ [138]. The price is US\$25 per incoming port
Gigabit Ethernet card = US\$50 [140]
Optical input/output synchronizer $=$ US $\$ 500$ [141]. (Assume same price as SDH synchronizer because there is no known commercial product of optical synchronizer for time-slot stream of $1 \mu$ s per time-slot or mini-slot stream of 115 ns per mini-slot. The experimented optical synchronizers of $1 \mu$ s per time-slot and 115 ns per mini-slot are shown to be possible in [92] and [133] respectively.)

Optical time-slot interchanger (OTSI) (8x8 time-slots) $=$ US\$500 [142]. (Assume same price as digital time-slot interchanger because there is no known
commercial product of OTSI. The design and feasibility of OTSI in changing state within $1 \mu \mathrm{~s}$ is shown to be possible in [90].)

Optical mini-slot interchanger (OMSI) ( $8 x 8$ mini-slots) $=$ US $\$ 500$ [142]. (Assume same price as digital time-slot interchanger because there is no known commercial product of OMSI. The feasibility of OMSI changing state within 115 ns is shown to be possible in page 52.)

Optical TDM (OTDM) multiplexer/de-multiplexer per port is US\$100. (Assume same price as optical wavelength multiplexer/de-multiplexer because there is no known commercial standalone product of OTDM)

### 4.1.3 Cost Analysis

The following shows the estimated cost per node of the respective node of WDM network, shared time-slot TDM wavelength optical WDM network, and minislot TDM wavelength optical network.
(i) The cost of a WDM node $=\left(C_{\text {mux-demux }}+C_{\text {trans-reck }}+C_{\mathrm{cc}}\right)+\mathrm{C}_{\mathrm{lp}}+$ $(15 \% *$ cost of each node $)$

For example, the cost of a WDM node of two wavelengths per fiber (Figure 2.1) in $2007=(\mathrm{US} \$ 800+\mathrm{US} \$ 88,800+\mathrm{US} \$ 600)+0+(15 \% * \mathrm{US} \$ 90,200)=\mathrm{US} \$ 103,730$ Thus, the cost of a 14 -node WDM network $=$ US\$103, $730 * 14=\operatorname{US} \$ 1,452,220(W=2$ per fiber in Table 4.1)
(ii) The cost of a shared time-slot TDM wavelength optical WDM node $=\left(C_{\text {mux-demux }}+C_{\text {trans-recv }}+C_{\mathrm{cc}}\right)+\mathrm{C}_{\mathrm{lp}}+\left(C_{\text {OTSIs }}+C_{\text {inp-outp-sync }}+C_{\text {spl-comb }}+C_{\text {Ethers' }}\right)+$ $(15 \% *$ cost of each node $)$

For example, the cost of a shared time-slot TDM wavelength optical WDM node (Figure 2.6 and Figure 2.7) of $W=2, T=8$ per fiber in 2007
$=(\mathrm{US} \$ 800+\mathrm{US} \$ 88,800+\mathrm{US} \$ 600)+0+(\mathrm{US} \$ 2,000+\mathrm{US} \$ 4,000+\mathrm{US} \$ 500+$
US\$400) + (15\% * US\$97,100) = US\$111,665
Thus, the cost of a 14-node shared time-slot TDM wavelength optical WDM network is $=\mathrm{US} \$ 111,665 * 14=\mathrm{US} \$ 1,563,310(W=2, T=8$ per fiber in Table 4.2 $)$
(iii) The cost of a mini-slot TDM wavelength optical node
$=\left(C_{\text {mux-demux }}+C_{\text {trans-recv }}+C_{\mathrm{cc}}\right)+\mathrm{C}_{\mathrm{lp}}+\left(C_{\mathrm{OMSIs}}+C_{\text {inp-outp-sync-m }}+C_{\text {spl-comb-m }}+C_{\text {mux-demux-m }}\right)+$ ( $15 \%$ * cost of each node)

For example, the cost of a mini-slot TDM wavelength optical node (Figure 3.3 and Figure 3.4) of $W=2, T=8, M T=8$ per fiber in 2007 $=(\mathrm{US} \$ 800+\mathrm{US} \$ 88,800+\mathrm{US} \$ 600)+0+(\mathrm{US} \$ 16,000+\mathrm{US} \$ 32,000+\mathrm{US} \$ 4,000+$ US\$6,400) $+(15 \%$ * US\$148,600 $)=$ US $\$ 170,890$

Thus, the cost of a 14-node shared time-slot TDM wavelength optical WDM network $=\mathrm{US} \$ 170,890$ * $14=\mathrm{US} \$ 2,392,460(W=2, T=8, M T=8$ per fiber in Table 4.3)

Based on the above estimation, we can compute the cost of the respective networks as follow, bear in mind the assumption of zero cost for link provisioning $\left(\mathrm{C}_{\mathrm{lp}}\right)$ . We will use the 14 -node topology as an example in calculating the total cost of each of the network. Each node is assumed to have two incoming and two outgoing fiber links. Assume that there are eight high speed Ethernet ports for each shared time-slot TDM wavelength optical WDM node. The cost of a 14-node network to be constructed with the respective network technology is obtained by first calculating the cost of each node of that technology (assuming all nodes of a network are identical) multiplied by 14 . The
results are presented in Table 4.1 (WDM network), Table 4.2 (Shared time-slot TDM wavelength optical WDM network), and Table 4.3 (Mini-slot TDM wavelength optical network), where $W$ denotes wavelength, $T$ denotes time-slot, and $M T$ denotes mini-slot. For the mini-slot TDM wavelength optical network, eight time-slots are chosen because we can compare the costs with shared time-slot TDM wavelength optical WDM network.

The difference in price for the WDM network and the shared time-slot TDM wavelength optical WDM network is the summation of additional costs of OTSIs, input/output time-slot synchronizers, optical time-slot splitters/combiners, Ethernet cards, and maintenance costs for each node. However, for the WDM network and the mini-slot TDM wavelength optical network, the difference in price is the summation of additional costs of OMSIs, input/output mini-slot synchronizers, optical mini-slot splitters/combiners, TDM multiplexers/de-multiplexers, and maintenance costs for each node. A network with 16 wavelengths in WDM network or shared time-slot TDM wavelength optical WDM network is much more expensive than the same network with

Table 4.1: Total cost 14-node topology for WDM network

| WDM <br> network | $\boldsymbol{W = 2}$ per fiber | $\boldsymbol{W = 8}$ per fiber | $\boldsymbol{W}=\mathbf{1 6}$ per fiber |
| :---: | :---: | :--- | :--- |
| $\mathbf{2 0 0 7}$ | US\$1,452,220 | US\$5,808,880 | US\$11,617,760 |
| $\mathbf{2 0 0 8}$ | US\$726,110 | US\$2,904,440 | US\$5,808,880 |
| $\mathbf{2 0 0 9}$ | US\$363,055 | US\$1,452,220 | US\$2,904,440 |
| $\mathbf{2 0 1 0}$ | US\$181,528 | US\$726,110 | US\$1,452,220 |

Table 4.2: Total cost 14-node topology for Shared time-slot TDM wavelength optical WDM network

| Shared time- <br> slot TDM <br> wavelength <br> optical WDM <br> network | $\boldsymbol{W = 2 , T = 8}$ per <br> fiber | $\boldsymbol{W}=\mathbf{8 , T = 8}$ per <br> fiber | $\boldsymbol{W}=\mathbf{1 6 , T = 8}$ per <br> fiber |
| :---: | :--- | :--- | :--- |
| $\mathbf{2 0 0 7}$ | US\$1,563,310 | US\$6,233,920 | US\$12,461,400 |
| $\mathbf{2 0 0 8}$ | US\$781,655 | US\$3,116,960 | US\$6,230,700 |
| $\mathbf{2 0 0 9}$ | US\$390,828 | US\$1,558,480 | US\$3,115,350 |
| $\mathbf{2 0 1 0}$ | US\$195,414 | US\$779,240 | US\$1,557,675 |

Table 4.3: Total cost 14-node topology for mini-slot TDM wavelength optical network

| Mini-slot TDM wavelength optical network | $\begin{aligned} & W=2, T=8, \\ & M T=8 \text { per } \\ & \text { fiber } \end{aligned}$ | $\begin{aligned} & W=8, T=8, \\ & M T=8 \text { per } \\ & \text { fiber } \end{aligned}$ | $\begin{aligned} & W=16, T=8, \\ & M T=8 \text { per } \\ & \text { fiber } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| 2007 | US\$2,392,460 | US\$9,569,840 | US\$19,139,680 |
| 2008 | US\$1,196,230 | US\$4,784,920 | US\$9,569,840 |
| 2009 | US\$598,115 | US\$2,392,460 | US\$4,784,920 |
| 2010 | US\$299,058 | US\$1,196,230 | US\$2,392,460 |

two or eight wavelengths. The reason is the very high price of each tunable transmitter or receiver. The mini-slot TDM wavelength optical network is much more expensive than the other two networks because it requires a lot more OMSIs, input/output synchronizers, optical splitters/combiners, and TDM multiplexers/de-multiplexers. As the number of wavelengths increases in the network, the price differences also increase for the three
networks because of the very large number of OMSIs, input/output synchronizers, optical splitters/combiners, and TDM multiplexers/de-multiplexers require for implementation. The projected price difference of the three networks decreases because of the assumption that optical component costs decrease by half every year [143]. This is shown in Figure 4.1, Figure 4.2, and Figure 4.3.

In next section, the current state of the main existing technologies and interworking of main existing technologies with the core WDM technology are briefly described, and the possible future trends in optical networks are predicted.


Figure 4.1: Cost comparison of WDM network ( $W=2$ ), Shared time-slot TDM wavelength optical WDM network ( $W=2, T=8$ ), and Mini-slot TDM wavelength optical network ( $W=2, T=8, M T=8$ ). Each network has 14 nodes.


Figure 4.2: Cost comparison of WDM network ( $W=8$ ), Shared time-slot TDM wavelength optical WDM network ( $W=8, T=8$ ), and Mini-slot TDM wavelength optical network ( $W=8, T=8, M T=8$ ). Each node has 14 nodes.


Figure 4.3: Cost comparison of WDM network ( $W=16$ ), Shared time-slot TDM wavelength optical WDM network ( $W=16, T=8$ ), and Mini-slot TDM wavelength optical network ( $W=16, T=8, M T=8$ ). Each network has 14 nodes.

### 4.2 Existing Technologies

The existing technologies discussed in this section are as follows: SONET/SDH, Asynchronous Transfer Mode (ATM), Fiber Distributed Data Interface (FDDI), and Ethernet.

### 4.2.1 SONET/SDH

SONET/SDH will continue to play a role in optical networking because it is optimized for legacy voice traffic and has solid legacy voice support installation. It can provide operations, administration, maintenance, and provisioning (OAM\&P) for optical networking. Moreover, SONET/SDH can carry ATM cells, IP packets, and other types of traffic. SONET channels without virtual circuits are the wrong size for carrying Ethernet traffic. Thus, a lot of bandwidth is wasted.

In long distance links, SONET/SDH is no longer the only option. WDM has many advantages over SONET/SDH configurations like optical amplifiers can be spaced 120 km apart instead of using electrical regenerators spaced 40km apart in SONET/SDH configuration.

Most Metropolitan Area Networks (MANs) employ SONET/SDH rings [144]. Common services like T1, T3, OC-3, ATM, and Frame Relay dedicated can be connected to this ring configuration. Figure 4.4 presents an overview of this architecture. The SONET/SDH ring can then be connected to the WDM core network. With the emergence of WDM technology, it is natural to evolve from the traditional SONET/SDH rings to WDM SONET/SDH rings. Traffic grooming is performed to achieve high bandwidth utilization in SONET/SDH rings operating on a particular wavelength. Optical ADMs are
used to add or drop wavelengths from the fiber. As data traffic continues to grow rapidly, its 'bursty' and unpredictable nature will become dominant in the MAN traffic. In order to deal with such "burstiness," the MAN architecture should be flexible and exploit the full advantages of WDM technology. Thus, the next generation MANs may use WDM mesh topologies.


Figure 4.4: Overview of services to a SONET ring
At present, WDM technology is still too expensive for access networks. TDM is still more cost-effective and practical [143]. In order for WDM technology to be commercially viable for access networks, it must be able to provide significant benefits over existing access network solutions, and must be compatible with traditional access technologies like Ethernet and TDM technology.

### 4.2.2 ATM

ATM is popular for delivering Broadband Integrated Services Digital Network (B-ISDN). However, Internet has replaced B-ISDN services. For transport data unit, switching, and multiplexing, WDM is the dominant technology in the optical world. Thus, in the world of optical networking, ATM is being squeezed [85]. However, ATM is
still popular with Virtual Private Network access for private organizations because of added security provided by ATM virtual circuits. The ATM switch can be connected to the SONET/SDH ring.

### 4.2.3 FDDI

FDDI is normally employed in the LAN backbone connecting sites over a MAN. FDDI mapping into SONET OC-3 (155.52 Mbps) requires 25Mbps of FDDI 4B/5B encoding overhead and uses 100 Mbps for information transfer. The rest of the bandwidth is wasted. When a wavelength is used for FDDI traffic, only the optical coding of the assigned wavelength needs to be known. This requires less bandwidth overhead and the bandwidth not used is less. Assume each wavelength is running at 125 Mbps . The user pays for 125 Mbps of bandwidth but uses 100 Mbps for information transfer. The FDDI service only occupies a wavelength in each fiber. The rest of the wavelengths are available for other services. Moreover, the WDM cross-connect nodes can even be customer owned and operated.

### 4.2.4 Ethernet

Vendors today have built WDM products with Ethernet interfaces and TDM modules [5,144,145]. Ten gigabit Ethernet (GbE) backbone is expected to be popular in the MANs for data traffic. It has the following advantages over the SONET:

- Ethernet inter-works very well with IP traffic, and IP traffic is fast growing in metro networks;
- SONET hardware is very expensive. It is estimated that Ethernet equipment costs less than $70 \%$ of SONET equipment;
- SONET access in the MAN is very wasteful of bandwidth for Ethernet LAN because a 10Mbps Ethernet bandwidth requires OC-1 (51.84 Mbps) or a 100Mbps Ethernet bandwidth requires OC-3 (155.52 Mbps). Hence, Metropolitan Ethernet is a perfect matched for standard LAN Ethernet access;
- Ethernet can be easily upgraded whereas increases in capacity in SONET is expensive, and time-consuming due to the need to manually configure of each multiplexer in the ring. SONET is not optimized for data traffic.

Currently, the advantages of SONET are that SONET is optimized for voice traffic and a lot of SONET ADM has already being installed in MANs. However, the next generation of SONET equipment [148] will provide more efficient data services, and easy migration. Moreover, this new class equipment will be backward compatible with legacy SONET systems. The SONET and Ethernet technologies are expected to compete fiercely in the MANs area.

As the demand for bandwidth in access networks increases, it is imperative to provide more bandwidth to the access networks. Today different solutions like digital subscriber loops and hybrid fiber coax [149] are used to support the demand for higher bandwidth. However, Ethernet Passive Optical Network (EPON) is emerging as a promising solution for the next generation access networks. There has been a lot of research being done in this area. EPON preserves the IEEE 802.3 frame format. EPON is an optimized architecture for fiber to home [149] and provides a low cost Ethernet residential access provided by the service providers. In short, EPON provides point-to-
multipoint architecture, uses less expensive passive optical couplers, and the expensive optical line terminator (OLT) is shared by subscribers. Figure 4.5 illustrates an overview of the EPON architecture. The OLT may reside in the central office. The central office may link to core WDM technology, SONET rings in a MAN, or GbE in a MAN. There has been an EPON field trial environment in Taiwan [150]. Quality Of Service (QOS) in EPON has been studied in [151]. Performance of TDM over EPON is analyzed in [152]. Services provided by EPON are illustrated in [153]. Optical Ethernet is evolving very quickly in MANs [154].

Optical Ethernet is still new in long-haul networks. There are commercial 10 GeB Ethernet products that allow point-to-point duplex connections for the wide area network (WAN).


Figure 4.5: Overview of EPON architecture

### 4.2.5 Possible Future Trends in Optical Networks

Currently, there are existing WDM products that allow Ethernet access to TDM modules. The TDM modules support voice and Ethernet traffic. This trend and the cost reduction of the proposed shared time-slot TDM wavelength optical network in the near future (see Figures 4.1, 4.2, and 4.3) can pave the way for the actual implementation of this network.

EPON is going to be an emerging solution for the next generation access network. One possible future trend is EPON access to WDM network by encapsulating Ethernet data into TDM frames since there are already commercial WDM products that perform similar functions. The next generation SONET/SDH products will solve the shortcomings of the current SONET/SDH products. This will allow the SONET/SDH technology to compete with the GbE technology in the MANs area. The next generation MANs may use WDM mesh topologies. WDM will still be the dominant technology in the core networks. Optical Ethernet is still very new in MANs and WANs, but this trend may continue to evolve.

### 4.3 Summary

The cost model is used to determine the implementation costs of the two proposed networks. The differences in prices between a typical WDM network and the two proposed networks will become lesser in the future because of the prediction that the optical components costs will half every 12 months.

We have provided a brief overview of the existing technologies and competing technologies that can connect to the WDM backbone network. With regard to the possible of trends in optical networks, SONET/SDH will still remain dominant in the MANs but GbE is emerging fast in this area. In the access networks, traditional Ethernet is and will remain as the most popular for data transfer, but for voice traffic, TDM will still be a very dominant technology. WDM will remain the main technology for core networks. The availability of commercial WDM products with TDM modules that support voice and Ethernet traffic allow Ethernet access to WDM network by
encapsulation of Ethernet frames into TDM format. In addition, EPON access to WDM network via TDM technology is one of the possible future trends because of the current availability of WDM products that allow Ethernet access.

The next chapter explains the workings of the flexible optical architecture that can perform traffic grooming at the time-slot and mini-slot levels. At present, the advantages of this architecture come with very high complexities and costs. Hopefully with the tremendous advancement of optical technology, commercial implementation of this architecture can become a reality one day.

## CHAPTER 5

## Flexible Optical Architecture ${ }^{3}$

This chapter briefly explains a flexible optical architecture in each node that can perform OCS traffic grooming at time-slots and mini-slots levels.

The shared time-slot TDM wavelength optical WDM node of chapter 2 provides limited flexibility of swapping time-slots in a wavelength of a fiber. It allows the timeslots interchange within the wavelength of a fiber. On the other hand, the mini-slot TDM wavelength optical node of Chapter 3 only allows the interchange of mini-slots within a time-slot in a wavelength of a fiber. It is therefore desirable to have a optical switch with a flexible architecture that can support both the time-slots and mini-slot operations.

This architecture allows switching of time-slots between different wavelengths in a fiber and switching of mini-slots between different time-slots within a wavelength and a fiber. Section 5.1 briefly explains the workings of the flexible optical architecture at each node. The major components of this architecture are a electronic system controller, multiplexing/de-multiplexing mini-slots (MDM), OTSIs, TS synchronizations blocks, mini-slot (MS) synchronization blocks, OMSIs, optical time-slot switches, and optical mini-slot switches. A main concern of this new proposed architecture is its technical feasibility of major components which is briefly explained in Section 5.2. Then we conclude this chapter.

[^2]
### 5.1 Proposed Flexible Optical Architecture

Figure 5.1 presents the simplified grooming architecture consisting of a wavelength switch fabric and optical grooming (OG) fabrics. Wavelength switching with no WCs is performed in the wavelength switch fabric. Assume that each fiber has $W$ wavelengths ( $\lambda \mathrm{s}$ ), and each wavelength has one OG fabric. An OG fabric for one of the wavelengths in a fiber - wavelength one in fiber one $\left(F_{1} \lambda_{1}\right)$ is discussed in Section 5.1.1.


Figure 5.1: Simplified grooming architecture

### 5.1.1 $F_{1} W_{1}$ OG Fabric

This OG fabric (see Figure 5.2) provides optical multiplexing and demultiplexing at finer granularity with OTSI. Assume that an OCS connection set-up is already successful. Thus, the required slot assignments are assigned at each node. It is also assumed that data is currently being optically transferred between nodes. When $F_{1} \lambda_{1}$ OG fabric receives a packet, this fabric separates the packet into a data portion and a control header. The data portion contains data to be transmitted, while the control header
carries labels for correct data flow inside each node. The control header is passed to the electronic system controller which uses the labels stored in the control header to make switching decisions, control operations of OTSI and MDM, and manipulating optical crossbars. FDLs are used to provide necessary delay controls before the slots that contain the data reach all the components in the node.


Figure 5.2: Simplified diagram of OG fabric for $F_{1} \lambda_{1}$

The data of $F_{1} \lambda_{1}$ is de-multiplexed into individual time-slots $\left(T_{1} \ldots T_{n}\right)$. As an example, time-slot, $T_{n}$ is used to illustrate rest of the data flow. The $T_{n}$ either flows to the MDM component or another path after the first switch coupler. If $T_{n}$ is to be demultiplexed into mini-slots, it is sent to the MDM component. Otherwise, $T_{n}$ is directed to a different path. If the $T_{n}$ is for another wavelength in the same fiber, the $T_{n}$ is directed to path $Y_{n}$. A time-slot from a different wavelength of the same fiber arrives from path
$X_{n}$. After the MDM component, $T_{n}$ travels through another switch coupler to the TS synchronization block before it is fed into the OTSI. The incoming time-slots $\left(T_{1} \ldots T_{n}\right)$ from different switch couplers are multiplexed together into a time-slot stream in the synchronizing block, where the time-slot stream is synchronized before entering the OTSI. After the OTSI, the time-slots $\left(T_{1} \ldots T_{n}\right)$ are multiplexed to form the data portion of $F_{1} \lambda_{1}$. Before exiting the OG-fabric, a multiplexer combines the control header and data portion of $F_{1} \lambda_{1}$ back to $F_{1} \lambda_{1}$. Then the $F_{1} \lambda_{1}$ is fed to the wavelength switch fabric, where $F_{1} \lambda_{1}$ is switched to $F_{3} \lambda_{1}$.

### 5.1.2 MDM Component

In the MDM component (see Figure 5.3), the $T_{n}$ is optically de-multiplexed into mini-slots $\left(M S_{1} \ldots M S_{n}\right)$ and multiplexed them back to $T_{n}$. If the mini-slot, $M S_{n}$ in $T_{n}$ is required to sent to another time-slot of the same wavelength and fiber, it is directed to path $B_{n}$. In contrast, a mini-slot from another time-slot of the same wavelength and fiber arrives from path $A_{n}$. In the mini-slot synchronizer block, the mini-slots $\left(M S_{1} \ldots M S_{\mathrm{n}}\right)$ are multiplexed together into a mini-slot stream, and the mini-slot stream is synchronized before entering the OMSI. The feasibility of performing OMSI and synchronizing of mini-slots is explained in chapter 3. After the OMSI, data is either added or dropped from the node using optical switch couplers. The existing mini-slots are multiplexed optically with incoming mini-slots into a time-slot. Then, the $T_{n}$ exits from MDM component.

### 5.1.3 Switching Time-slots between Different Wavelengths in a Fiber and Mini-slots between Different Time-slots Within a Wavelength and a Fiber

In order to realize the flexibility of switching time-slots between different wavelengths in a fiber and mini-slots between different time-slots within a wavelength of a fiber, the optical switches are used. Figure 5.4 is used to show the time-slots flow for a fiber that contains three wavelengths and $n$ time-slots. Before the time-slots are fed into the optical time-slot switch, the time-slots are first multiplexed in the


Figure 5.3: Multiplexing/De-multiplexing mini-slots (MDM) component
synchronization block into a time-slot stream, and then the stream is synchronized. After that the time-slot stream is de-multiplexed into individual time-slots in the synchronization block before entering the optical time-slot switch. Assume that there is some blocking between optical time-slot switches, and each time-slot requires one fiber
line. Then the value $N$ of each time-slot switch ( $N \times N$ ) is the number of time-slots in a wavelength plus the number of input time-slots from the other two optical time-slot switches. In a non-blocking situation, the value $N$ is the number of wavelengths in a fiber multiplied by the number of time-slots in a wavelength. In Figure 5.4, input fiber line $F_{1} \lambda_{1} T_{n}$ represents path $Y_{n}$ in Figure 5.2 to optical time-slot switch 1, while path $X_{n}$ in Figure 5.2 is represented by output fiber line $F_{1} \lambda_{1} T_{n}$ from optical time-slot switch 1 in Figure 5.4.

To provide such flexibility at the mini-slot level, optical mini-slot switches are used. Figure 5.4 can be used to demonstrate the mini-slot flow of different time-slots in the same wavelength and fiber except that optical mini-slot switches and mini-slot synchronization blocks are used and the flow is in mini-slot of a time-slot within a wavelength and a fiber.


Figure 5.4: Time-slot flow between different optical time-slot switches with blocking

### 5.1.4 Three-stage Non-blocking Switching Architecture for Mini-slots

For interest a three-stage switching architecture is used to show non-blocking of switching mini-slots in different time-slots of different wavelengths in same or different fibers. Let $n$ denotes the number of input fibers to a switch, and $N$ denotes the total number of input fibers. Let $k$ denotes the number of $N / n$ cross $N / n$ middle stage optical switches. For this non-blocking case, the Clos formula [155], $k>=2 n-1$ is used. In the example that follows, the value of $k=2 n$ is used as most switches can cater for $n$ inputs cross $2 n$ outputs. The value of $N(F=1, \lambda=2, T=16$ and $C=16)$ is equal $2 * 16 * 16$ or 512 for switching mini-slots between time-slots in different wavelengths of the same fiber. If $n=16, k=2 n=32$, then the first stage consists of $32(N / n)$ number of $n$ cross $k$ optical switches. The third stage consists of $32(N / n)$ number of $k$ cross $n$ optical switches. Figure 5.5 illustrates this three-stage architecture fabric.

For switching mini-slots between time-slots in different wavelengths and fibers, the value of $N$ is much bigger. Let $F=2, \lambda=4, T=16$, and $C=16$. Then $N=2 * 4 * 16 * 16=$ 2048. If $n=32$ and $k=64$, the first stage will consist of $64(=2048 / 32)$ number of 32 cross 64 optical switches. The second stage will consist of 64 optical switches of 64 cross 64. The third stage will consist of 64 optical switches of 64 cross 32 . In order to reduce the number of cross-points in the Clos network, the time and space switching are to be combined [155].


Figure 5.5: Three-stage architecture fabric (Non-blocking)

### 5.2 Technical Feasibility of Major Components and Conclusion

In this chapter, we briefly explain the workings of the flexible optical architecture and the flexibilities of this architecture are listed as follows:

- Switch between mini-slots in different time-slots of same wavelength and fiber
- Mini-slot interchange between mini-slots in the same time-slot, wavelength, and fiber
- Time-slot interchange between time-slots in same wavelength and fiber
- Switch between time-slots in different wavelengths of a fiber

Nevertheless, the technical feasibility of the major components that are used by the flexible optical architecture needs to be briefly addressed:

- Experiments on OTSIs are carried out in [90]. Furthermore, an OTSI has shown to be feasible in [91].
- Feasible development of an OMSI is shown in chapter 3 of this thesis.
- Synchronize optical time-slot packets has been demonstrated in [92] but Chapter 3 of this thesis has shown that synchronizing optical mini-slot packet is also possible.
- Feasible development of an optical MEMS time-slot switch is shown in [156], and use of a time-slot switch in a wavelength router is shown to be possible in [157]. In addition, [158] studies the time division multiplex and frequency division multiplex techniques to implement big size optical switches. An optical time-slot switch in OTDM architecture is similar to a wavelength switch in WDM architecture [157]. An optical mini-slot switch operates the same way as a time-slot switch except that the packet duration is shorter. As a solid state optical switch can operate at a precision of 10 ns or less, it does not affect the changing state of a minislot duration of at least 100 ns . The duration of 115 ns for a mini-slot is used as an example in the beginning of Chapter 3. Hence, optical mini-slot switch is possible to be built.

At this point, it is easy to deduce that the implementation of this architecture involves high complexities because there is no known commercial product of the components we have just discussed. The main complexities involve the synchronization, jitter, control logic, interchanging and switching of time-slots and mini-slots. To our best
of knowledge, the implementation of this optical architecture has not been realized at the moment because optical technology is not mature enough and optical components are still costly. Thus, this chapter lays the foundation for further research in flexible optical architecture. Nevertheless, a much scaled down architecture version like the mini-slot router architecture is currently feasible. The mini-slot router architecture is capable of swapping mini-slots of the same time-slot, wavelength, and fiber or transfer a mini-slot of the same time-slot and wavelength between different fibers (see Figures 3.3 and 3.4).

In the next chapter, we present the analytical modeling of TDM wavelength optical networks. We use the partition based approach to calculate the approximate blocking probabilities of TDM wavelength optical network with OTSIs and without WC.

## CHAPTER 6

## Approximate Blocking Probabilities for TDM Wavelength Optical Network with OTSIs and without WC ${ }^{4}$

Chapter 2 describes the architecture and study the behavior of the proposed network namely, the shared time-slot TDM wavelength optical WDM network. Chapter 3 describes the architecture and study the behavior of the proposed network - the mini-slot TDM wavelength optical network. Chapter 4 compares the cost between the proposed networks and a typical wavelength network and highlights the future optical trend. Chapter 5 briefly explains the workings of the flexible optical architecture for traffic grooming at the time-slots and mini-slots level. This chapter focuses on the analytical modeling of wavelength optical network with OTSIs and without WC.

This thesis extends the proposal in [106] to TDM wavelength optical networks with OTSIs. The partition based method is used in our research to determine the blocking probability of transmission over two or more links. This method is chosen because it has never been applied to TDM WDM network with OTSIs and without WC using the reduced load approximation technique for fixed routing, and we hope to obtain some useful results from the analysis.

[^3]The rest of the sections in this chapter are organized as follows. Section 6.1 gives the partition based principles used in our research. Section 6.2 shows the way of deriving the mathematical expressions for our model. An algorithm is proposed to calculate the blocking probability of all links with available time-slots but have no WC. The use of the algorithm is illustrated using two very simple examples. Pseudo-codes for the two examples are provided in Section 6.3. Section 6.4 gives the mathematical equations and a reduced load algorithm to calculate the approximate average network blocking probabilities. Section 6.5 compares the simulation results with analytical results of blocking probabilities of various source-destination paths. Last but not least, Section 6.6 summarizes the main points of this chapter.

### 6.1 Partition Principles

A partition [159-160] of a positive integer $n$ is a collection of positive integers whose sum is $n$. Since the ordering is not important, a partition of $n$ can be regarded as a finite non-increasing sequence $n_{1}>=n_{2}>=n_{3}>=n_{4}>=\ldots>=n_{k}$ of positive integers such that $\sum_{i=1}^{k} n_{i}=n$. The table below shows the partitions of $1,2,3,4,5$, and 6 .

Table 6.1: Partitions of 1, 2, 3, 4, 5, and 6

| $N$ | partitions of $n$ | $\mathrm{p}(n)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 2 | $2=1+1$ | 2 |
| 3 | $3=2+1=1+1+1$ | 3 |
| 4 | $4=3+1=2+2=2+1+1=1+1+1+1$ | 5 |
| 5 | $\begin{aligned} 5 & =4+1=3+2=3+1+1=2+2+1 \\ & =2+1+1+1=1+1+1+1+1 \end{aligned}$ | 7 |
| 6 | $\begin{aligned} 6 & =5+1=4+2=4+1+1=3+3 \\ & =3+2+1=3+1+1+1=2+2+2 \\ & =2+2+1+1=2+1+1+1+1 \\ & =1+1+1+1+1+1 \end{aligned}$ | 11 |

If $n=n_{1}+n_{2}+n_{3}+n_{4}+\ldots n_{k}$ is a partition of $n, n$ can be said as partitioned into $k$ parts of sizes $n_{1}, n_{2}, n_{3}, n_{4}, \ldots n_{k}$ respectively. For example, in the partition $5=2+2+$ 1 , there are 3 parts of sizes 2,2 , and 1 respectively. Another example by illustrating a partition of $n$ is to distribute $n$ identical objects into $n$ identical boxes with empty boxes allowed, as illustrated below.


Now we applied the partition principle to calculate the number of blocking cases for the numerator in Section 6.2. For our case, the position of arrangement is important. A wavelength with at least one available time-slot is denoted by a plus (+) and with no available time-slot is denoted by a zero (0). A more detailed explanation of using this representation in deriving mathematical equations is given in Section 6.2. For the proposed algorithm, the number of wavelengths in a link that has at least one empty timeslot is represented by $k$ and the number of empty time-slots in a link is represented by $n$. In Section 6.3.2, the function Calculate_patterns() is used to illustrate the use of values $k$ and $n$.

### 6.2 Calculating Denominator and Numerator

Let $p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ be the probability not to have at least one empty time-slot at common wavelengths throughout the links $1, \ldots, r$ each having $l$ wavelengths with $s$ time-
slots per wavelength, provided that there are $x_{i}$ empty time-slots over all wavelengths at $\operatorname{link} i, i=1, \ldots, r$.

Let us consider the blocking probability $p_{o}^{(2)}\left(x_{1}, x_{2}\right)$ for two links, and each link has two wavelengths. Suppose $l=2$. Let $N_{\text {case }}$ denotes the total number of unique cases of a link and $N_{-} x i_{n}$ denotes the number of arrangements for each unique case in link $x i$. The total number of arrangements in link $i$ for the number of empty time-slots $x_{i}$ is given by $T_{\text {arr }}=\sum_{n=1}^{N c a s e} N_{-} x i_{n}$ if the number of empty time-slots in a wavelength is bounded by $s$. We shall use $T_{\text {arr }}=\sum_{n=1}^{\text {Ncase }} N_{-}$xin for each link in the denominator. $T_{\text {arr }}$ can be determined by the following steps:
(1) Calculate the number of unique cases for each link. For each unique case, the number of empty time-slots in all the wavelengths of a link compared with the rest of the cases must not be the same regardless of the arrangement position;
(2) Determine the number of arrangements for each unique case. The numerator is the factorial of number of wavelengths $(l)$ in a link. The denominator is the product of the factorial of each unique number of empty time-slots in each wavelength. If the same number of empty time-slots in each wavelength of a link occurs only once, we have 1! A 2! (two factorial) means that the same number of empty time-slots in each wavelength of a link occurs twice. Similar explanation is used for $3!, 4!$, and so on;
(3) Add the number of arrangements for each unique case, and we shall obtain the value for $T_{\mathrm{arr}}$.

For example, let $l=2, s=2$, and $x_{\mathrm{k}}=$ number of empty time-slots in link $k=2$.

Step (1)

## Unique case one

| wav1 | wav2 |
| :---: | :---: |
| 1 | 1 |

Unique case two
wav1 wav2
20

Step (2)

## Number of arrangements

$\frac{2!}{2!}=1$

## Number of arrangements

$\frac{2!}{1!1!}=2$

Finally, Step (3), we add the number of arrangements for unique cases one and two. Thus, $T_{\text {arr }}$ is three - [ 20 0], [02], and [11]. A [2 0] means that the number of empty timeslot in wavelength one is two and wavelength two is zero.

Another example, let $l=2, s=2$, and $x_{\mathrm{i}}=$ number of empty time-slots in link $i=$ 3.

Step (1)

## Unique case one



Step (2)

## Number of arrangements

$$
\frac{2!}{1!1!}=2
$$

Finally, Step (3), we add the number of arrangements for unique case one. Thus, $T_{\text {arr }}$ is two - [ $\left.\begin{array}{ll}2 & 1\end{array}\right]$ and [12]. The cases [ $\left.\begin{array}{ll}3 & 0\end{array}\right]$ and [ 030 are not included because the number of time-slots for each wavelength $(s)$ is two.

For the numerator, we used appropriate partitions of a matrix-based scheme (partition pattern) like the form $\left[\begin{array}{l}+0 \\ 0 \\ +\end{array}\right]$, where zero at the place on row $i$ and column $j$ means $x_{i j}=0$, whereas the plus sign implies that $x_{i j}>0$.

There always exists empty time-slots at a common wavelength on the links if both $x_{1}>0$ and $x_{2}>0$, and at least one of them is greater than $s$. If $x_{1}>s$, there will be empty time-slots at all wavelengths on the first link, and so a common wavelength with empty time-slots for both links. There are only two possible cases for not having empty timeslots at common wavelength across the links, when $0<x_{1}<=s$, and $0<x_{2}<=s$, i.e.

$$
\left[\begin{array}{l}
+ \\
0 \\
0
\end{array}\right] \text { and }\left[\begin{array}{l}
0+ \\
+0
\end{array}\right]
$$

The related blocking probability is then represented as $2\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)^{-1}\left(\sum_{n=1}^{N c a s e} N_{-} x 2 n\right)^{-1}$. Finally, we have

$$
p_{o}^{(2)}\left(x_{1}, x_{2}\right)= \begin{cases}1, & \text { if } x_{1}=0 \text { and/or } x_{2}=0  \tag{1}\\ \frac{2}{\left(\sum_{n=1}^{\text {Ncase } \left.N_{-} x 1 n\right)\left(\sum_{n=1}^{\text {Ncase }}{ }_{N \_} \times 2 n\right)},\right.} \text { if } 0<x_{1}<=s \text { and } 0<x_{2}<=s \\ 0, & \text { otherwise }\end{cases}
$$

Now, let us consider the blocking probability $p_{o}^{(2)}\left(x_{1}, x_{2}, x_{3}\right)$ for three links, each with two wavelengths. For the denominator, we shall use the formula $T_{\text {arr }}={ }_{\sum_{n=1}^{N c a s e}} N_{-} x i_{n}$ to determine the total number of arrangements for the number of empty time-slots in a link if the number of empty time-slots in a wavelength is bounded by $s$.

For the numerator, we calculate number of partitions which have no empty timeslots at common wavelengths using a matrix-based scheme (partition pattern) like the
form $\left[\begin{array}{c}+ \\ 0 \\ 0 \\ + \\ +\end{array}\right]$, where zero at the place on row $i$ and column $j$ means $x_{i j}=0$, whereas the plus sign implies that $x_{i j}>0$.

Suppose that $0<x_{1}, x_{2}, x_{3}<=s$. The suitable partition patterns are represented as follows with the overall number of particular partitions put on the right of each group of related patterns.

$$
\begin{aligned}
& {\left[\begin{array}{l}
+0 \\
+0 \\
0+
\end{array}\right],\left[\begin{array}{c}
++ \\
+0 \\
0+
\end{array}\right],\left[\begin{array}{c}
0+ \\
+0 \\
0+
\end{array}\right],\binom{x_{1}+1}{1}=\left(x_{1}+1\right) ;\left[\begin{array}{c}
+0 \\
0+ \\
+0
\end{array}\right],\left[\begin{array}{c}
++ \\
0+ \\
+0
\end{array}\right],\left[\begin{array}{c}
0+ \\
0+ \\
+0
\end{array}\right],\binom{x_{1}+1}{1}=\left(x_{1}+1\right) ;} \\
& {\left[\begin{array}{l}
+0 \\
+ \\
0 \\
0+
\end{array}\right],\left[\begin{array}{c}
+0 \\
++ \\
0+
\end{array}\right],\left[\begin{array}{c}
+0 \\
0+ \\
0+
\end{array}\right],\binom{x_{2}+1}{1}=\left(x_{2}+1\right) ;\left[\begin{array}{cc}
0 & + \\
+ & 0 \\
+ & 0
\end{array}\right],\left[\begin{array}{c}
0+ \\
++ \\
+
\end{array}\right],\left[\begin{array}{c}
0+ \\
0+ \\
+0
\end{array}\right],\binom{x_{2}+1}{1}=\left(x_{2}+1\right) ;} \\
& {\left[\begin{array}{l}
+ \\
0 \\
0 \\
+
\end{array}\right],\left[\begin{array}{cc}
+ & 0 \\
0 & + \\
+ & +
\end{array}\right],\left[\begin{array}{c}
+ \\
0 \\
0+ \\
0+
\end{array}\right],\binom{x_{3}+1}{1}=\left(x_{3}+1\right) ;\left[\begin{array}{ll}
0 & + \\
+ & 0 \\
+ & 0
\end{array}\right],\left[\begin{array}{c}
0+ \\
+ \\
++
\end{array}\right],\left[\begin{array}{c}
0+ \\
+ \\
0 \\
0
\end{array}\right],\binom{x_{3}+1}{1}=\left(x_{3}+1\right) .}
\end{aligned}
$$

Since the patterns in the first and third columns appear to be counted twice and each of the patterns has only one representative partition, the number of different partitions is $2\left(x_{1}+1\right)+2\left(x_{2}+1\right)+2\left(x_{3}+1\right)-6=2\left(x_{1}+x_{2}+x_{3}\right)$. The related blocking probability is equal to $p_{o}^{(2)}\left(x_{1}, x_{2}, x_{3}\right)=\frac{2\left(x_{1}+x_{2}+x_{3}\right)}{\left(\sum_{n=1}^{N_{c a s e}} N_{-} x 1 n\right)\left(\sum_{n=1}^{\left.N_{c a s e} N_{-} x 2 n\right)\left(\sum_{n=1}^{N_{c a s e}} N_{-} x 3 n\right)}\right.}$.

Consider the case when $s<x_{1}<=2 s$, and $0<x_{2}, x_{3}<=s$. The partition patterns and number of partitions are as follows:

$$
\left[\begin{array}{l}
++ \\
+0 \\
0+
\end{array}\right],\left[\begin{array}{c}
++ \\
0+ \\
+0
\end{array}\right]=2\left(2 s-x_{1}+1\right)
$$

For the case when $s<x_{2}<=2 s$ and $0<x_{1}, x_{3}<=s$, the number of partitions is $2\left(2 s-x_{2}+1\right)$. For the case when $s<x_{3}<=2 s$ and $0<x_{1}, x_{2}<=s$, the number of partitions is $2\left(2 s-x_{3}+1\right)$. Finally, we get (2). When any two of the variables $x_{1}, x_{2}, x_{3}$ are greater than $s$, there is always a common wavelength with empty time-slots.

An example to calculate the denominator for $p_{o}^{(2)}\left(x_{1}, x_{2}, x_{3}\right)$ is given below.
Let $l=2, s=2, x_{1}=$ number of empty time-slots in link $1=2, x_{2}=$ number of empty time-slots in link $2=2, x_{3}=$ number of empty time-slots in link $3=3$.

First, we calculate the total number of arrangements for link $x_{1}$.

Step (1)

## Unique case one

wav1 wav2
20

Step (2)

## Number of arrangements

$$
\frac{2!}{1!1!}=2
$$

## Unique case two

## Number of arrangements

$\begin{array}{cc}\text { wav1 } & \text { wav2 } \\ 1 & 1\end{array}$

$$
\frac{2!}{2!}=1
$$

Finally, Step (3), we add the number of arrangements for unique cases one and two. Thus, $T_{\text {arr }}$ for link $x_{1}$ is three - [ 20 ], [0 2], and [11].

Second, we calculate the total number of arrangements for link $x_{2}$. The calculation is the same as link $x_{1}$. Thus, $T_{\text {arr }}$ for link $x_{2}$ is also three - [20], [0 2], and [1 1].

Third, we calculate the total number of arrangements for link $x_{3}$.

Step (1)

## Unique case one

$\begin{array}{cc}\text { wav1 } & \text { wav2 } \\ 2 & 1\end{array}$

Step (2)

## Number of arrangements

$$
\frac{2!}{1!1!}=2
$$

Finally, Step (3), the total number of arrangements for $T_{\text {arr }}$ is 2 because there is only one unique case.

Thus, the value of denominator is 3 multiply by 3 multiply by 2 $\left(\left(\sum_{n=1}^{N_{\text {ame }}} N_{-} x 1_{n}\right)\left(\sum_{n=1}^{N_{\text {awe }}} N_{-} x 2_{n}\right)\left(\sum_{n=1}^{N_{\text {awe }}} N_{-} x 3_{n}\right)\right)$ which 18 when $0<x_{1}, x_{2}<=s$ and $s<x_{3}<=2 s$.

Now let us consider three wavelengths in each of the two links. The blocking probability of $p_{o}^{(3)}\left(x_{1}, x_{2}\right)=1$, if $x_{1}=0$ and/or $x_{2}=0$. The blocking probability of $p_{o}^{(3)}\left(x_{1}, x_{2}\right)=0$, if $x_{1}, x_{2}>0$ and at least one of the variables $x_{1}$ and $x_{2}$ is greater than $2 s$.

For the denominator, we shall use the formula $T_{\text {arr }}=\sum_{n=1}^{\sum_{n-a s e}} N_{-} x i_{n}$ to determine the total number of arrangements for the number of empty time-slots in a link if the number of empty time-slots in a wavelength is bounded by $s$.

For the numerator, we begin by assuming that $0<x_{1}<=s$ and $0<x_{2}<=s$. The suitable partition patterns are represented below together with overall number of particular partitions put on the right of each group of related patterns.

$$
\left.\begin{array}{l}
{\left[\begin{array}{lll}
+ & 0 & 0 \\
0 & + & 0
\end{array}\right],\left[\begin{array}{lll}
+ & 0 & 0 \\
0 & 0 & +
\end{array}\right],\left[\begin{array}{ccc}
+ & 0 & 0 \\
0 & + & +
\end{array}\right],\binom{x_{2}+1}{1}=\left(x_{2}+1\right) ;} \\
{\left[\begin{array}{lll}
0 & + & 0 \\
+ & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & + & 0 \\
0 & 0 & +
\end{array}\right],\left[\begin{array}{lll}
0 & + & 0 \\
+ & 0 & +
\end{array}\right],\binom{x_{2}+1}{1}=\left(x_{2}+1\right)} \\
{\left[\begin{array}{lll}
0 & 0 & + \\
+ & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & + \\
0 & + & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & + \\
++ & +
\end{array}\right],\binom{x_{2}+1}{1}} \\
{\left[\begin{array}{lll}
+ & + & 0 \\
0 & 0 & +
\end{array}\right],} \\
{\left[\begin{array}{c}
+ \\
0
\end{array}+\right.} \\
0+0
\end{array}\right],\binom{x_{1}-1}{1}=\left(x_{2}+1\right) ;,\binom{\left.x_{1}-1\right)}{1}=\left(x_{1}-1\right) ;
$$

Note that each row in the above pattern table describes a general pattern type. The types are intended to determine the partition subsets which are mutually disjoint. For instance, three patterns in the first row define together a general partition pattern type " $x_{1}$ is fully assigned to $x_{11}$, whereas $x_{2}$ can be freely distributed among $x_{22}$ and $x_{23}$ ". If $x_{2}=$ $1, x_{2}$ cannot be divided into two positive parts. In this case, there are two partitions with one part equal to zero. Both of them are represented through the first and second patterns. It is clear that the third pattern is not inapplicable in this case.

Since $x_{1}$ has a fixed assignment, the actual number of partitions is determined by the ways of distributing $x_{2}$ among two destinations, including two ways when one of the destinations gets zero, that is, $\binom{x_{2}+1}{1}=x_{2}+1$.

Note also that one pattern in the fourth row means " $x_{1}$ can be freely distributed among $x_{11}$ and $x_{12}$ provided that it can be divided into two positive parts, whereas $x_{2}$ is fully assigned to $x_{23} "$. It is clear that this partition cannot be applied to the case when $x_{1}$ $=1$.

Since the number of partitions is determined by the ways of distributing $x_{1}$ among two destinations provided that each destination does not get zero, the actual number of partitions is $\binom{x_{1}-1}{1}=\left(x_{1}-1\right)$. If $x_{1}=1$, the expected result is zero. Finally, the partition with $x_{1}=1$ and $x_{2}$ assigned to $x_{23}$ has already be counted with the second partition patterns in the first and second rows.

The number of partitions when $0<x_{1}, x_{2}<=s$ is equal to $3\binom{x_{1}-1}{1}+3\binom{x_{2}+1}{1}=$ $3\left(x_{1}+x_{2}\right)$ whereas the blocking probability takes the form $p_{o}^{(3)}\left(x_{1}, x_{2}\right)=$ $\frac{3\left(x_{1}+x_{2}\right)}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{\text {Ncase }}{ }_{N-x 2 n)}\right.}$. The suitable partition patterns with the actual numbers of related partitions when $s<x_{1}<=2$ s and $0<x_{2}<=s$ can be represented as follows:

$$
\left.\begin{array}{rl}
{\left[\begin{array}{ccc}
+ & + & 0 \\
0 & 0 & +
\end{array}\right],} & \left(2 s-x_{1}-1\right) ; \\
& {\left[\begin{array}{c}
+ \\
0 \\
+ \\
0 \\
+
\end{array}\right]}
\end{array}\right], \quad\left(2 s-x_{1}-1\right) ;
$$

$$
\left[\begin{array}{lll}
0 & + & + \\
+ & 0 & 0
\end{array}\right]\left(2 s-x_{1}-1\right)
$$

The number of partitions is equal to $3\left(2 s-x_{1}+1\right)$, whereas the blocking probability takes the form $p_{o}^{(3)}\left(x_{1}, x_{2}\right)=\frac{3\left(2 s-x_{1}+1\right)}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 2 n\right)}$. By obvious symmetry, the blocking
probability when $0<x_{1}<=s$ and $s<x_{2}<=2 s$ takes the form $p_{o}^{(3)}\left(x_{1}, x_{2}\right)=$

$$
\frac{3\left(2 s-x_{2}+1\right)}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{\text {Ncase }} \sum_{\left.N_{-} x 2 n\right)}\right.} .
$$

Finally, it is easy to see that for $s<x_{1}, x_{2}<=2 s$ the blocking probability is equal to 0 since there is at least one common wavelength with empty time-slots. The summary of results is presented in (3).


We give two examples to calculate the denominator for $p_{o}^{(3)}\left(x_{1}, x_{2}\right)$.
For the first example, let $l=3, s=2, x_{1}=$ number of empty time-slots in link $1=$ 2 , and $x_{2}=$ number of empty time-slots in link $2=2$.

Step (1)

## Unique case one

## wav1 wav2 wav3 <br> 200

Unique case two
wav1 wav2 wav3
11

Step (2)

## Number of arrangements

$\frac{3!}{1!2!}=3$

## Number of arrangements

$$
\frac{3!}{2!1!}=3
$$

Finally, Step (3), we add the number of arrangements for unique cases one and two.
 0] means that the number of empty time-slot in wavelength one is one, wavelength two is one and wavelength three is zero. Similar calculations are performed for link $x_{2}$. Thus, $T_{\text {arr }}$ for link $x_{2}$ is also six. Hence, the value of denominator is $36\left(\left(\sum_{n=1}^{\text {Ncase }} N_{-x 1 n)} \sum_{n=1}^{\text {Ncase }} N_{\left.N_{-} x 2 n\right)}\right)\right.$ when $0<x_{1}<=s$ and $0<x_{2}<=s$.

For the second example, let $l=3, s=2, x_{1}=$ number of empty time-slots in link 1 $=3$, and $x_{2}=$ number of empty time-slots in link $2=2$.

First, we calculate the total number of arrangements for link $x_{1}$.

Step (1)

## Unique case one

wav1 wav2 wav3

## Unique case two

$\begin{array}{ccc}\text { wav1 } & \text { wav2 } & \text { wav3 } \\ 1 & 1 & 1\end{array}$

Step (2)
Number of arrangements
$\frac{3!}{1!1!1!}=6$
Number of arrangements

$$
\frac{3!}{3!}=1
$$

Finally, Step (3), we add the number of arrangements for unique cases one and two. Thus, $T_{\text {arr }}$ for link $x_{1}$ is seven - [ $\left.\begin{array}{lll}2 & 1 & 0\end{array}\right],\left[\begin{array}{lll}0 & 2 & 1\end{array}\right],\left[\begin{array}{lll}2 & 0 & 1\end{array}\right],\left[\begin{array}{lll}1 & 2 & 0\end{array}\right],\left[\begin{array}{lll}0 & 1 & 2\end{array}\right],\left[\begin{array}{lll}1 & 0 & 2\end{array}\right]$, and [11 1 1].

Second, we calculate the total number of arrangements for link $x_{2}$.

Step (1)

## Unique case one

| wav1 | wav2 | wav3 |
| :---: | :---: | :---: |
| 2 | 0 | 0 |

Unique case two
wav1 wav2 wav3
$\begin{array}{lll}1 & 1 & 0\end{array}$

## Step (2)

## Number of arrangements

$$
\frac{3!}{1!2!}=3
$$

## Number of arrangements

$$
\frac{3!}{2!1!}=3
$$

Finally, Step (3), we add the number of arrangements for unique cases one and two. Thus, $T_{\text {arr }}$ for link $x_{2}$ is six - [ $\left.\begin{array}{lll}2 & 0 & 0\end{array}\right],\left[\begin{array}{lll}0 & 2 & 0\end{array}\right],\left[\begin{array}{lll}0 & 0 & 2\end{array}\right],\left[\begin{array}{lll}1 & 1 & 0\end{array}\right],\left[\begin{array}{lll}0 & 1 & 1\end{array}\right]$, and $\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$.

Thus, the value of denominator is $42\left(\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{N c a s e} N_{-} x 2 n\right)\right)$ when $s<x_{1}<=2 s$ and $0<$ $x_{2}<=s$.

By continually applying the partitions principle and the matrix-based scheme, the mathematical expressions of $l=4,5, \ldots$ for two links can be obtained. Similarly, the mathematical expressions of $l=3$ and number of links $>2$, and $l>3$ and number of links >= 2 can also be obtained. However, as the number of wavelengths and links increases, this method has difficulty to obtain the mathematical expressions for large number of groupings. Thus, we propose a schema that is able to calculate the $p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ for any number of links, any number of wavelengths in each link, and any number of time-slots in each wavelength.

A flowchart is designed in Figure 6.1 to illustrate the schema. Generally, the number of nested while loops in the schema is determined by the number of links; for example, a two link route has two while loops (see Section 6.3.1), and a three link route has three while loops (see Section 6.3.2). The pattern that is used to determine blocking is a one row matrix for each link like $[+0]$ for two wavelengths. $\mathrm{A}+\mathrm{in}$ this case means there is at least one time-slot in wavelength one. A 0 in this case means that there is no time-slot empty in wavelength two. Blocking occurs if there is no + sign in the common wavelength of all the links. The pattern changes as the number of wavelengths in a link is altered. For example, the pattern can be $[++0]$ for three wavelengths in a link and $[+++$ $0]$ for four wavelengths in a link. The minimum and maximum number of wavelength(s) required to store the number of empty time-slots is determined. Each condition such as $s$ $<x_{2}<=2 s$ can easily be tested using an if-then-else statement to obtain required patterns for a link. For example, the required patterns for number of $x_{i}$ empty time-slots distributed in three wavelengths of link $i$ with condition $\mathrm{s}<x_{i}<=2 \mathrm{~s}$ are $[++0],[0++]$, $[+0+]$, and $[+++]$. These patterns are used to determine the blocking patterns for the numerator of our formula like in Section 6.3.1 Line 11 and Section 6.3.2 Line 35. In the same example, the total number of patterns for each link in the denominator is calculated using the formula $T_{\text {arr }}=\sum_{n=1}^{N_{n} \text { case }}{ }_{N}{ }^{2} i_{n}$. Let $\alpha$ denote the total number of blocking patterns. Let $\beta$ denote the total number of blocking and non-blocking patterns. The value of $p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ is $\frac{\alpha}{\beta}$. In order to illustrate the workings of the schema, two simple examples are provided.


Figure 6.1: Flowchart of the schema
The first example is that for two links. Each link has two wavelengths, and each wavelength has two time-slots. The value of $s$ is two because each wavelength can contain two time-slots. The number of empty time-slots for each link is assumed to be
two. The minimum number of wavelengths in each link that need to store the empty timeslots is one, and the maximum number of wavelengths in each link that need to store the empty time-slots is two. Hence, there are three different patterns in each link. They are [+ $0]$ where the empty time-slots are all in wavelength one, [0 +] where the empty time-slots are all in wavelength two, and $[++]$ where there is one empty time-slot in wavelength one and another empty time-slot in wavelength two. By applying formula (1), the blocking probability, $p_{o}^{(2)}\left(x_{1}, x_{2}\right)$ is $\frac{2}{\left(\sum_{n=1}^{\text {Ncase }}{ }_{\left.N_{-} x 1 n\right)( } \sum_{n=1}^{\text {Ncase }}{ }_{n-x 2 n)}\right.}$ which is equal to $\frac{2}{9}$, where the number of empty time-slots for each link is two and number of time-slots in a wavelength is two and number of wavelengths in a link is two. Thus, the value of $x_{1}=2$ and $x_{2}=2$ and $s=2$ and $l=2$. The value of the denominator is 9 because there are three possible patterns for each link which are [11], [2 0], and [02]. Thus, the total number of possible patterns for both links are 9 ( 3 multiply by 3 ).

Now, let us explain the workings of the schema to get the same blocking probability value of $\frac{2}{9}$. We use the formula from the schema pseudo-codes (see Section
 number of blocking and non-blocking patterns for the two links. In this case, it is
 be three. Thus, the total value of the denominator is nine ( 3 multiply by 3 ).

The numerator is the value of $b l k$, a floating point variable. The value of $b l k$ is initialized to 0.0 . If the pattern in the first link is [+0], blocking will only occur if the
second link is $[0+]$ (see Section 6.3.1 Line 6). Since the empty time-slots are stored in one wavelength for both links (see Section 6.3.1 Line 7), blk is incremented by one (see Section 6.3.1 Line 8 ). If the pattern in the first link is [ $0+$ ], blocking will only occur if the second link is [+0] (see Section 6.3.1 Line 6). Since the empty time-slots are stored in one wavelength for both links (see Section 6.3.1 Line 7), blk is incremented by one (see Section 6.3.1 Line 8). If the pattern in the first link is [++], no blocking will occur because there always exists a common wavelength in both links (see Section 6.3.1 Line 6). Thus, the final value of $b l k$ is two. In order to make the schema runs more efficiently, the pattern $[++]$ can be omitted because we know that blocking will not occur.

The second example consists of three links. Each link has two wavelengths, and each wavelength has two time-slots. Thus, the value of $s$ is two because each wavelength can contain two time-slots. The number of empty time-slots for each link is assumed to be two. The minimum number of wavelengths in each link that needs to store the empty time-slots is one and the maximum number of wavelengths in each link that need to store the empty time-slots is two. Hence, the number of patterns for each link is three. They are $[+0]$ where the empty time-slots are all in wavelength one, $[0+]$ where the empty timeslots are all in wavelength two, and $[++]$ where there is one empty time-slot in wavelength one and another empty time-slot in wavelength two. By applying formula (2), the blocking probability, $p_{o}^{(2)}\left(x_{1}, x_{2}, x_{3}\right)$, where $0<x_{1}, x_{2}, x_{3}<=\quad s \quad$ is $\frac{2\left(x_{1}+x_{2}+x_{3}\right)}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{N_{c a s e}} N_{-} x 2 n\right)\left(\sum_{n=1}^{\text {Ncase }}{ }_{\left.N_{-} \times 3 n\right)}\right.}$ which is equal to $\frac{12}{27}$, where the number of empty time-slots for each link is two. Thus, the value of $x_{1}=2, x_{2}=2$, and $x_{3}=2$. Now, let us
explain the workings of the schema to get the same blocking probability value of $\frac{12}{27}$. We use the formula from the schema pseudo-codes (see Section 6.3.2 Line 35),
 of blocking and non-blocking patterns for the three links. In this case it is $\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 2 n\right)\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 3 n\right)$. The total number of arrangements for each link is calculated to be three. Thus, the total value of the denominator is 27 . The numerator is the value of $b l k$, a floating point variable. The value of $b l k$ is initialized to 0.0 . The integer variables Arr_r, Arr_r-1, and Arr_r-2 are set to one (see Section 6.3.2 Line 12). Figure 6.2 shows the 12 suitable partition patterns that allow a connection to be blocked. Each row in a partition pattern represents the pattern for each link. The first column represents wavelength one. The second column represents wavelength two. The first row represents the first link, the second row represents the second link, and so on.

$$
\begin{aligned}
& {\left[\begin{array}{ll}
+ & \mathrm{O} \\
+ & \mathrm{O} \\
\mathrm{O} & +
\end{array}\right]\left[\begin{array}{ll}
+ & \mathrm{O} \\
\mathrm{O} & + \\
\mathrm{O} & +
\end{array}\right]\left[\begin{array}{cc}
+ & \mathrm{O} \\
\mathrm{O} & + \\
+ & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
\mathrm{O} & + \\
+ & \mathrm{O} \\
\mathrm{O} & +
\end{array}\right]\left[\begin{array}{ll}
\mathrm{O} & + \\
\mathrm{O} & + \\
+ & \mathrm{O}
\end{array}\right]\left[\begin{array}{ll}
\mathrm{O} & + \\
+ & \mathrm{O} \\
+ & \mathrm{O}
\end{array}\right]} \\
& {\left[\begin{array}{cc}
+ & + \\
+ & \mathrm{O} \\
\mathrm{O} & +
\end{array}\right]\left[\begin{array}{cc}
+ & + \\
\mathrm{O} & + \\
+ & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
+ & \mathrm{O} \\
+ & + \\
\mathrm{O} & +
\end{array}\right]\left[\begin{array}{cc}
\mathrm{O} & + \\
+ & + \\
+ & \mathrm{O}
\end{array}\right]\left[\begin{array}{cc}
\mathrm{O} & + \\
+ & \mathrm{O} \\
+ & +
\end{array}\right]\left[\begin{array}{cc}
+ & \mathrm{O} \\
\mathrm{O} & + \\
+ & +
\end{array}\right]}
\end{aligned}
$$

Figure 6.2: Suitable partition patterns that causes blocking
Blocking will only occur for all the 12 cases in Figure 6.2 (see Section 6.3.2 Line 8). Since the empty time-slots are stored in one wavelength (see Section 6.3.2 Line 9) for all the three links in the first six cases (first row of Figure 6.2), blk is incremented by one for each case (see Section 6.3.2 Line 10). Thus the value of $b l k$ is six after evaluating the
first six cases. For the next six cases (second row of Figure 6.2), there is a pattern [+ +], where one time-slot is stored in wavelength one, and another time-slot is stored in wavelength two. For the seventh $\left(\left[\begin{array}{l}+ \\ + \\ + \\ 0 \\ +\end{array}\right]\right)$ case and eighth $\left(\left[\begin{array}{l}++ \\ 0 \\ + \\ +\end{array}\right]\right)$ case, the empty timeslots in link one are stored in more than one wavelength (see Section 6.3.2 Line 13). The number of parts for $[++]$ is two (see Section 6.3.2 Line 14). Since the number of $n$ compositions represents the number of empty time-slots, the value of $n$ is two. As the number of parts is equal to number of $n$ compositions (see Section 6.3.2 Line 15), the value of Arr_r-2 remains one. For the second and third links, the empty time-slots are stored in only one wavelength so the values of Arr_r-1 and Arr_r still remain as one. Because Arr_r, Arr_r-1, and Arr_r-2 have the value one (see Section 6.3.2 Line 28), blk is incremented by one for each of the two cases (see Section 6.3.2 Line 29). Now, the value of $b l k$ is eight. For the ninth $\left(\left[\begin{array}{l}+ \\ 0 \\ + \\ 0 \\ +\end{array}\right]\right)$ case and tenth $\left(\left[\begin{array}{l}0+ \\ ++ \\ + \\ +\end{array}\right]\right)$ case, the empty time-slots in link two are stored in more than one wavelength (see Section 6.3.2 Line 18). The number of parts for $[++]$ is two (see Section 6.3.2 Line 19). Since the number of $n$ compositions is the number of empty time-slots, the value of $n$ is two. As the number of parts is equal to number of $n$ compositions (see Section 6.3.2 Line 20), the value of Arr_r-1 remains one. For the first and third links, the empty time-slots are stored in only one wavelength so the values of Arr_r-2 and Arr_r still remain as one. Because Arr_r, Arr_r-1, and Arr_r-2 have the value one (see Section 6.3.2 Line 28), blk is incremented
by one for each of the two cases (see Section 6.3.2 Line 29). Now, the value of blk is 10 . Similar explanation applies for the last two cases. Finally, the final value of $b l k$ is 12 .

Let a plus (+) represents a wavelength with at least one empty time-slot. In a different situation where the number of $k$ parts is not equal to number of $n$ compositions and k parts is greater than one, the number of patterns for that link can be computationally calculated by calling the function Calculate_patterns $(k, n)$. If a link has two wavelengths with each has at least one empty time-slot ([+ + ] and the total number of empty time-slots is three, the value of $k$ is two $(k=2)$ and $n$ is three $(n=3)$ respectively. Assume that each wavelength contains a maximum of two time-slots $(s=2)$. The total number of patterns calculated is 2 . The two cases are [21], where there are two empty time-slots in wavelength one and one empty time-slot in wavelength two and [12], where there are one empty time-slot in wavelength one and two empty time-slots in wavelength two. The cases [30] and [03] are not included because the number of timeslots in each wavelength should not be more than two.

### 6.3 Schema Pseudo-codes

The schemas in this section are applied in Section 6.4 and they are used to determine $p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$.

### 6.3.1 Schema Pseudo-codes for Two Links and Each Link has Two Wavelengths and Each Wavelength has Two Time-Slots

Input: $\quad$ Number of empty time-slots in each link for $r$ number of links $(r$ is $>1)$
Output: $\quad p_{O}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ for a connection of $r$ links

## Line

(1) Determine minimum and maximum number of wavelengths required for the empty of time-slots in link $r-1$ and $r . / *$ Number of empty time-slots must be $>=1$. For two links, the value of $r$ is 2 . */
(2) while (pattern for matching is empty for link $r-1$ ) do \{ // Number of patterns is three for matching two wavelengths, where each wavelength has two time-slots on each link
(3) Get a pattern for link $r-1 / /$ Available patterns to be matched are [+ 0], [0 + ], [+ + ]
(4) while (pattern for matching is available for link $r$ ) do \{
// Number of patterns for matching two wavelengths is three, where each wavelength has two time-slots on each link
(5) Get a pattern for link $r$ // Available patterns to be matched are [+ 0], [0 + ], [+ + ]
(6) if (no common wavelength exists in both links) // There is a blocking pattern
(7) if (the available time-slots in links $r$-1 and $r$ are in only one wavelength)
blk=blk+1.0
(9) $\quad$ ) // End of second while loop beginning at line 4
(10) $\quad\} / /$ End of first while loop beginning at line 2
(11) Calculate the blocking probability of $\frac{b l k}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{N c a s e} N_{-} x 2 n\right)}$

### 6.3.2 Schema Pseudo-codes for Three Links and Each Link has Two Wavelengths and Each Wavelength has Two Time-Slots

Input: $\quad$ Number of empty time-slots in each link for $r$ number of links $(r$ is $>1)$
Output: $\quad p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ for a connection of $r$ links

## Line

(1) Determine minimum and maximum number of wavelengths required for the empty of timeslots in links $r-2, \quad r-1$, and $r . / *$ Number of empty time-slots must be $>=1$. For three links, the value of $r$ is 3. */
(2) while (pattern for matching is available for link $r-2$ ) do \{
// Number of patterns is three for matching two wavelengths, where each wavelength has two time-slots on each link
(3) Get a pattern for link $r-2 / /$ Available patterns to be matched are [+ 0], [0 + ], [+ + ]
(4) while (pattern for matching is available for link $r-1$ ) do \{
// Number of patterns is three for matching two wavelengths, where each wavelength has two time-slots on each link

Get a pattern for link $r$-1 // Available patterns to be matched are [+ 0], [0 +], [+ +]
// Number of patterns for matching is three for two wavelengths, where each wavelength has two time-slots on each link

Get a pattern for link $r / /$ Available patterns to be matched are [+ 0], [0 + ], [+ + ] if (no common wavelength exists in the three links) // There is a blocking pattern if (available time-slots in links $r-2, r-1$ and $r$ are in only one wavelength)

$$
\begin{align*}
& \text { blk=blk }+1.0  \tag{10}\\
& \text { else }\{  \tag{11}\\
& \text { Arr_r }=\text { Arr_r-1 }=\text { Arr_r-2 }=1  \tag{12}\\
& \text { if (empty time-slots in link } r-2 \text { is in more than one wavelength })\{  \tag{13}\\
& \text { Determine the number of } k \text { parts } \tag{14}
\end{align*}
$$

$I^{*}$ Value of $k$ is the number wavelengths that has at least one empty time-slot and $n$ compositions is the number of empty time-slots in link $r-2 * /$

> if ( $k$ parts != number of $n$ compositions)
> $\quad$ Arr_r = Calculate_patterns $(k, n)$;
> $\}$ // End of if statement beginning at line 13
> if (empty time-slots in link $r$ - 1 is in more than one wavelength) \{
> Determine the number of $k$ parts
/* Value of $k$ is the number wavelengths that has at least one empty time-slot and $n$ compositions is the number of empty time-slots in link $r-1 * /$

$$
\begin{align*}
& \text { if ( } k \text { parts != number of } n \text { compositions) }  \tag{20}\\
& \quad \text { Arr_r-1 = Calculate_patterns }(k, n) \text {; }  \tag{21}\\
& \} / / \text { End of if statement beginning at line } 18  \tag{22}\\
& \text { if (empty time-slots in link } r \text { is in more than one wavelength) }\{  \tag{23}\\
& \quad \text { Determine the number of } k \text { parts } \tag{24}
\end{align*}
$$

/* Value of $k$ is the number wavelengths that has at least one empty time-slot and $n$ compositions is the number of empty time-slots in link $r * /$

$$
\begin{align*}
& \text { if ( } k \text { parts != number of } n \text { compositions) }  \tag{25}\\
& \text { Arr_r-2 }=\text { Calculate_patterns }(k, n) \text {; }  \tag{26}\\
& \text { \} // End of if statement beginning at line } 23  \tag{27}\\
& \text { if }(\text { Arr_r }==\text { Arr_r-1 == Arr_r-2 == 1) }  \tag{28}\\
& \text { blk=blk+1.0 }  \tag{29}\\
& \text { else } \\
& \mathrm{blk}=\mathrm{blk}+(\text { Arr_r} * \text { Arr_r-1 * Arr_r-2 })  \tag{30}\\
& \text { \} // End of if statement beginning at line } 8  \tag{31}\\
& \text { \} // End of third while loop beginning at line } 6  \tag{32}\\
& \text { \} // End of second while loop beginning at line } 4  \tag{33}\\
& \text { \} // End of first while loop beginning at line } 2  \tag{34}\\
& \text { (35) Calculate the blocking probability of } \frac{b l k}{\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 1 n\right)\left(\sum_{n=1}^{N c a s e} N_{-} x 2 n\right)\left(\sum_{n=1}^{\text {Ncase }} N_{-} x 3 n\right)}
\end{align*}
$$

int Calculate_patterns $(k, n)$ \{
/*s is the maximum number of time-slots in each wavelength, $k$ is the number of wavelengths in each link that has at least one empty time-slot, and $n$ is the empty time-slots for that link. Let a plus (+) represents a wavelength that has at least one empty time-slot.*/
(1) Put a one in each wavelength that has a plus (+) since a plus (+) in a wavelength represents at least one empty time-slot). Assume that there are $x$ such wavelengths. This means that $k=x$.
(2) Calculate the number of unique cases for distributing $n-x$ empty time-slots in $k$ parts where each part is not more than $s-1$ because we have already put a one in each wavelength that has a plus in it. For each unique case, the number of empty time-slots in $x$ wavelengths of a link compared with the rest of the cases must not be the same regardless of the arrangement position.
(3) For each unique case, calculate the number of ways of distributing $n-x$ empty time-slots in $k$ parts. The numerator is the factorial of $x$ wavelengths in a link. The denominator is the product of the factorial of each unique number of empty time-slots in $x$ wavelengths. If the number of empty time-slots in $x$ wavelengths of a link occurs only once, we have 1 !. A 2 ! means that the number of empty time-slots in $x$ wavelengths of a link occurs twice. Similar explanation is used for $3!, 4$ !, and so on.
(4) Add the value for each unique case.
(5) Return the total value
\}

### 6.4 Calculating Approximate Blocking Probabilities

### 6.4.1 Fixed Time-slot Wavelength Routing

Let us consider a network of arbitrary topology with $J$ links and $C$ time-slots on each link. The total number of time-slots $(C)$ of each link is equivalent to the number of time-slots of each wavelength multiplied by the number of wavelengths per link. A route $R$ is a subset of links from $\{1, \ldots, J\}$. Calls arrive for route $R$ as a Poisson stream with rate $a_{R}$. A call is accepted if it is assigned a time-slot in a wavelength $w_{\mathrm{i}}$ on all links in route $R$. Let $X_{\mathrm{j}}$ be the random variable denoting the number of idle time-slots on link $j$ in equilibrium. Let $X=\left(X_{1}, \ldots, X_{\mathrm{J}}\right), q_{\mathrm{j}}(t)=\operatorname{Pr}\left[X_{\mathrm{j}}=t\right]$; and $t=0, \ldots, C$ be the idle capacity distribution. Suppose $X_{1}, \ldots, X_{\mathrm{J}}$ are mutually independent random variables, then $q_{\mathrm{j}}(t)=$ $\prod_{j=1}^{J} q_{j}\left(t_{j}\right)$, where $t=\left(t_{1}, t_{2}, \ldots, t_{J}\right)$. Further suppose that there are $t$ idle time-slots on link $j$; the time until the next call is set up on link $j$ is exponentially distributed with $\alpha_{j}(t)$. This parameter is the call set-up rate on link $j$ when $t$ time-slots are free on link $j$. It follows
that the number of idle time-slots on link $j$ can be viewed as a birth-and-death process as shown in Figure 6.3. Each state $m$ is the number of idle time-slots on link $j$. The death rate is $C-m$ at state $m$. By solving the Markov chain, we have

$$
\begin{equation*}
q_{\mathrm{j}}(t)=\frac{C(C-1) \ldots(C-t+1)}{\alpha_{j}(1) \alpha_{j}(2) \ldots \alpha_{j}(t)} q_{\mathrm{j}}(0), \tag{4}
\end{equation*}
$$

where $t=1, \ldots, C$ and

$$
\begin{equation*}
q_{\mathrm{j}}(0)=\left[1+\sum_{t=1}^{C} \frac{C(C-1) \ldots(C-t+1)}{\alpha_{j}(1) \alpha_{j}(2) \ldots \alpha_{j}(t)}\right]^{-1} \tag{5}
\end{equation*}
$$

The call set-up rate on link $j$ when there are $t$ idle time-slots on link $j, \alpha_{j}(t)$, is obtained by combining the contributions from the request streams to routes of which link $j$ is a member.

$$
\begin{aligned}
& \alpha_{j}(t)=0, \text { if } t=0 \\
& =\sum_{R: j \in R} a_{R} \operatorname{Pr}\left[X_{R}>0 \mid X_{j}=t\right]
\end{aligned}
$$

If the route consists of one link, the probability term $\operatorname{Pr}($.$) under the summation sign in$ (6) will be equal to 1 . If the route consists of two links, let $R=\{i, j\}$. The term $\operatorname{Pr}($.$) can$ be further simplified by conditioning it on the set of disjoint events $\left\{X_{i}=l \mid l=0, \ldots, C\right\}$.

$$
\begin{align*}
& \operatorname{Pr}\left[X\{i, j\}>0 \mid X_{j}=t\right] \\
& =\sum_{l=1}^{c} \operatorname{Pr}\left[X_{i}=l \mid X_{j}=t\right] \operatorname{Pr}\left[X_{R}>0 \mid X_{j}=t, X_{i}=l\right] \\
& =\sum_{l=1}^{c} q_{i}(l)\left(1-p_{0}(t, l)\right) \tag{7}
\end{align*}
$$

where $p_{0}(t, l)$ may be given by (1) or (3) or the proposed schema.
Similarly, for a three-hop route $R=\{i, j, k\}$, and routes more than three hops, the probabilities can be obtained. For a three-hop route with two wavelengths per link, $p_{0}(l, t, n)$ is given by (2) or the proposed schema.


Figure 6.3: Birth-and-death process for idle time-slots distribution on link $j$

### 6.4.2 Blocking Probability for Route $\boldsymbol{R}$

The blocking probability for calls to route $R$ is

$$
\begin{align*}
L_{R} & =\operatorname{Pr}\left[X_{R}=0\right] \\
& =q_{i}(0), \quad \text { if } R=\{i\}, \\
& =\sum_{l=0}^{C} \sum_{t=0}^{C} q_{i}(l) q_{j}(t) p_{0}(l, t), \text { if } R=\{i, j\}, \\
& =\sum_{l=0}^{C} \sum_{t=0}^{C} \sum_{n=0}^{C} q_{i}(l) q_{j}(t) q_{k}(n) p_{0}(l, t, n), \text { if } R=\{i, j, k\}, \\
& =\sum_{l=0}^{C} \sum_{t=0}^{C} \sum_{n=0}^{C} \sum_{m=0}^{C} q_{i}(l) q_{j}(t) q_{k}(n) q_{r}(m) p_{0}(l, t, n, m), \text { if } R=\{i, j, k, r\} . \tag{8}
\end{align*}
$$

Similarly, the blocking probabilities for routes with more than four hops can be calculated.

### 6.4.3 Algorithm for Calculating Approximate Blocking Probability

The following reduced load algorithm calculates the approximate blocking probabilities for the traffic on all the routes and average network blocking probability.

Step 1) For all routes $R$, let $\overline{L_{R}}=0$. For $j=1, \ldots, J$, let $\alpha_{j}(0)=0$, and let $\alpha_{j}(m)$ be chosen arbitrary, $m=1, \ldots, C$.
Step 2) Determine $q_{j}($.$) from (4) and (5). This is to determine the idle capacity$ distribution when link $j=1 \ldots J$.
Step 3) Obtain new values of $\alpha_{j}(\cdot), j=1, \ldots, J$, using (6). (For two-hop routes, (7) is used instead of (6) and suitable generalizations are used for paths with more than two hops).

Step 4) Determine $L_{R}$, for all routes $R$ using (8). If $\max _{R}\left|L_{R}-\overline{L_{R}}\right|<\varepsilon$ (where $\varepsilon$ is suitably small positive value like 0.00001 ), then terminate else let $\overline{L_{R}}=L_{R}$, and go to Step 2.
Step 5) The average network blocking probability is then given by

$$
\operatorname{Pr}_{\text {network }}=\frac{\sum_{i=1}^{R} a_{i} L_{i}}{a_{\text {network }}} \text { where } a_{\text {network }} \text { is the network offered load. }
$$

### 6.5 Numerical and Simulation Results

The entire simulation is conducted on PCs with 1.8 GHz Intel Core Duo CPU Centrino processors on 32-bit MS Windows XP OS. Each PC has 2 Gigabits of RAM. The blocking performance is computed using OPNET for a network of seven nodes and nine links (Figure 6.4), the famous NSFNET (14 nodes, 21 links) topology (Figure 2.9), a three by eight mesh torus topology (Figure 6.9), and a five by five topology (Figure 6.11). At the first hop, a wavelength and a time-slot in the selected wavelength are randomly assigned. At subsequent hop(s), a time-slot in a wavelength is assigned based on the First-Fit heuristic since no wavelength converter is used. Simulations are run many times to obtain a $95 \%$ confidence interval. The reduced load algorithm is used in our method.


Figure 6.4: Seven nodes nine links network

The following assumptions are used in our proposed analytical model:
(i) Each connection is assumed to use an entire time-slot on a single wavelength on each link within its path. Each link is assumed to have the same number of wavelengths, and each wavelength contains the same number of time-slots. The capacity of each link denoted by $C$ is the same for all the links in the network.
(ii) External calls arrive at each node according to the Poisson process with rate $\lambda$.
(iii) Call holding time is exponentially distributed with unit mean.
(iv) Calls that cannot be routed in the network are blocked and never return.
(v) Random assignment of a wavelength and a time-slot in the selected wavelength.
(vi) Existing calls cannot be assigned another time-slot to accommodate new call requests.

For the seven nodes nine links network (Figure 6.4), we consider the possible 18 routes. Table 6.2 and Table 6.3 show the individual route blocking probabilities with different network offered loads. $R$ denotes the selected set of routes labeled by the link IDs. $L_{R}^{\text {sim }}(\%)$ denotes the blocking probability obtained by simulation. $L_{R}(\%)$ denotes the blocking probability calculated analytically. Simulation results are given as $95 \%$ confidence intervals estimated by method of batch means. The number of batches is 30 . Each link has eight wavelengths and each wavelength has eight time-slots. The total network offered load for Table 6.2 is 5 Erlangs. Since we assumed the load is uniformly distributed on all the routes, each route has a load of 0.277 Erlangs. The total network offered load for Table 6.3 is 10 Erlangs. The load is uniformly distributed on all the routes. Thus, each route has a load 0.555 Erlangs. We observe that there are good accuracies in the analytical results for a total network load of 5 Erlangs and a total
network load of 10 Erlangs because for most cases the analytical results are within the range of simulated results.

For Figure 6.5 to Figure 6.8, routes are constructed using minimum fixed hop routing. The loads to all routes are assumed to be the same. Routes are considered from different parts of the network. If multiple routes are present between two node pairs, at most three routes are randomly selected. The inter-arrival time of a connection request is from 0.025 to 0.2 second. The simulated and analytical results of Figure 6.5 to Figure 6.8 are for NSFNET topology (Figure 2.9). For Figures 6.5 and 6.6, we consider 42 one-hop, 28 two-hop, and 28 three-hop routes. For Figure 6.5, similar results are obtained using the derived mathematical expressions and the proposed

Table 6.2: Total offered load of 5 Erlangs

| No. | $\mathbf{R}$ | $L_{R}^{s i m}(\boldsymbol{\%})$ |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{1 .}$ | $\{1\}$ | $(0.0062,0.0101)$ | 0.0087 |
| $\mathbf{2 .}$ | $\{2\}$ | $(0.0171,0.0310)$ | 0.0191 |
| $\mathbf{3 .}$ | $\{3\}$ | $(0.0172,0.0304)$ | 0.0190 |
| $\mathbf{4 .}$ | $\{4\}$ | $(0.0049,0.0060)$ | 0.0055 |
| $\mathbf{5 .}$ | $\{5\}$ | $(0.0030,0.0045)$ | 0.0043 |
| $\mathbf{6 .}$ | $\{6\}$ | $(0.0000,0.0000)$ | 0.0000 |
| $\mathbf{7 .}$ | $\{7\}$ | $(0.0041,0.0075)$ | 0.0070 |
| $\mathbf{8 .}$ | $\{8\}$ | $(0.0000,0.0000)$ | 0.0000 |
| $\mathbf{9 .}$ | $\{9\}$ | $(0.0000,0.0000)$ | 0.0000 |
| $\mathbf{1 0 .}$ | $\{1,2\}$ | $(0.0347,0.0501)$ | 0.0325 |
| $\mathbf{1 1 .}$ | $\{5,7\}$ | $(0.0196,0.0283)$ | 0.0245 |
| $\mathbf{1 2 .}$ | $\{2,3\}$ | $(0.0225,0.0321)$ | 0.0245 |
| $\mathbf{1 3 .}$ | $\{7,8\}$ | $(0.0228,0.0262)$ | 0.0254 |
| $\mathbf{1 4 .}$ | $\{3,4\}$ | $(0.0221,0.0332)$ | 0.0323 |
| $\mathbf{1 5 .}$ | $\{6,7\}$ | $(0.0101,0.0227)$ | 0.0136 |
| $\mathbf{1 6 .}$ | $\{1,2,3\}$ | $(0.0521,0.0678)$ | 0.0516 |
| $\mathbf{1 7 .}$ | $\{4,5,7\}$ | $(0.0495,0.0673)$ | 0.0545 |
| $\mathbf{1 8 .}$ | $\{1,2,3,4\}$ | $(0.0637,0.0887)$ | 0.0801 |

algorithm. Figure 6.5 shows the simulation and analytical results of (i) two wavelengths per link, and each wavelength has eight time-slots ( $W=2, T=8$ ), and (ii) two wavelengths per link, and each wavelength has 10 time-slots ( $W=2, T=10$ ). We plot the average network blocking probability for these routes versus the total offered load to the network. The analytical results of the proposed model are in agreement with the

Table 6.3: Total offered load of 10 Erlangs

| No. | $\mathbf{R}$ | $L_{R}^{s i m}(\boldsymbol{\%})$ |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{1 .}$ | $\{1\}$ | $(0.0118,0.0204)$ | 0.0120 |
| $\mathbf{2 .}$ | $\{2\}$ | $(0.0313,0.0607)$ | 0.0352 |
| $\mathbf{3 .}$ | $\{3\}$ | $(0.0330,0.0612)$ | 0.0352 |
| $\mathbf{4 .}$ | $\{4\}$ | $(0.0064,0.0092)$ | 0.0090 |
| $\mathbf{5 .}$ | $\{5\}$ | $(0.0058,0.0075)$ | 0.0071 |
| $\mathbf{6 .}$ | $\{6\}$ | $(0.0021,0.0042)$ | 0.0028 |
| 7. | $\{7\}$ | $(0.0095,0.0145)$ | 0.0122 |
| $\mathbf{8 .}$ | $\{8\}$ | $(0.0000,0.0000)$ | 0.0000 |
| $\mathbf{9 .}$ | $\{9\}$ | $(0.0000,0.0000)$ | 0.0000 |
| $\mathbf{1 0 .}$ | $\{1,2\}$ | $(0.0702,0.0881)$ | 0.0685 |
| $\mathbf{1 1 .}$ | $\{5,7\}$ | $(0.0383,0.0534)$ | 0.0449 |
| $\mathbf{1 2 .}$ | $\{2,3\}$ | $(0.0402,0.0597)$ | 0.0450 |
| $\mathbf{1 3 .}$ | $\{7,8\}$ | $(0.0441,0.0512)$ | 0.0487 |
| $\mathbf{1 4 .}$ | $\{3,4\}$ | $(0.0424,0.0653)$ | 0.0630 |
| $\mathbf{1 5 .}$ | $\{6,7\}$ | $(0.0221,0.0432)$ | 0.0291 |
| $\mathbf{1 6 .}$ | $\{1,2,3\}$ | $(0.1017,0.1388)$ | 0.1045 |
| $\mathbf{1 7 .}$ | $\{4,5,7\}$ | $(0.1036,0.1337)$ | 0.1070 |
| $\mathbf{1 8 .}$ | $\{1,2,3,4\}$ | $(0.1263,0.1753)$ | 0.1284 |

simulated results. For the purpose of analysis, we compare the simulated and analytical results of three wavelengths. This is shown in Figure 6.6. The figure shows the simulated and analytical results of three wavelengths per link, and each wavelength has eight timeslots $(W=3, T=8)$. We plot the average network blocking probability for these routes
versus the total offered load to the network. As the offered load (Erlangs) increases, the simulation results matches well with the analytical results.


Figure 6.5: Results obtained through simulation and analysis for $W=2$, and $T=8,10$


Figure 6.6: Results obtained through simulation and analysis for $W=3$ and $T=8$

For Figures 6.7 and 6.8, we consider 42 one-hop, 28 two-hop, 28 three-hop, and eight four-hop routes. Figure 6.7 shows the simulated and analytical results of eight wavelengths per link, and each wavelength has eight time-slots ( $W=8, T=8$ ). Figure 6.8 shows the simulated and analytical results of 16 wavelengths per link, and each wavelength has four time-slots $(W=16, T=4)$. For Figures 6.7 and 6.8 , overall good accuracies are observed when the simulated and analytical results are compared.


Figure 6.7: Results obtained through simulation and analysis for $W=8$ and $T=8$


Figure 6.8: Results obtained through simulation and analysis for $W=16$ and $T=4$


Figure 6.9: Three by eight mesh torus topology
The simulated and analytical results of Figure 6.10 are for the three by eight mesh torus topology (Figure 6.9). Figure 6.10 shows the simulated and analytical results of 16 wavelengths per link, and each wavelength has four time-slots ( $W=16, T=4$ ). In this figure, we consider 44 one-hop, 28 two-hop, 28 three-hop, eight four-hop, and four fivehop routes. Similar conclusion is concluded as Figure 6.8.


Figure 6.10: Results obtained through simulation and analysis for $W=16$ and $T=4$ (Three by eight mesh torus topology)

Our analytical model is suitable for small networks because it estimates the blocking probabilities of individual routes. Another disadvantage is that the reduced load algorithm requires intensive computation to calculate longer hops. Therefore, we suggest the use of mainframe to compute such routes.

### 6.6 Summary

In this research, the partition based approach is used to derive the mathematical expressions and calculate the blocking probabilities of TDM wavelength optical networks with OTSIs and without WC. As the number of wavelengths and links increases, the natural reasoning method has difficulty in deriving the mathematical expressions because of the large number of groupings. In order to make the analysis tractable, we proposed a schema that works for any number of partitions regardless of the numbers of links, wavelengths in each link, and time-slots in each wavelength. The fixed routing method is used to determine the route. This approach is accurate in estimating the blocking probabilities of individual routes and average network blocking probabilities.

## CHAPTER 7

## CONCLUSION and FUTURE RESEARCH

### 7.1 Summary

As the fiber bandwidth and the number of wavelengths in a fiber continue to increase, being able to better utilize the high bandwidth in each wavelength has become an important issue in optical networking research. The objectives of this thesis are to investigate various ways of effectively and efficiently using fiber bandwidth at the timeslot wavelength level and the mini-slot time-slot wavelength level, as well as to evaluate their feasibilities through performance studies and cost analysis.

Although research in traffic grooming at the time-slot wavelength level for optical networks is not new [76-82], they do not deal with the sharing of the time-slot among the successful connection requests. We have proposed a time-slot sharing scheme for TDM wavelength optical network with OTSIs and without WC. All the connections going to the same destination would share the same time-slot from the source to destination router, and the data is optically transmitted. We also proposed a shared time-slot TDM wavelength router architecture with OTSIs. The simulation results showed that our shared time-slot TDM wavelength optical WDM networks have a lower blocking probability than the conventional non-shared time-slot networks and typical wavelength optical network without WC. Our simulation results also reveal that the blocking probability of the networks is not strongly dependent on the routing methods as follow: fixed routing method, centralized least-cost routing method, and least-cost routing method with at least a free time-slot in a fiber link method.

Next, we believe it is feasible to realize the optical transmission system for transmitting data in a mini-slot of a time-slot in a wavelength, after taking the advancement of the enabling optical and electronic technologies into consideration (as presented in chapter 3). Although we have not design the OTSI and OMSI, we have discussed the research done in OTSI [88-91] in pages 13 and 14 and demonstrated theoretically that it is possible to switch mini-slots and synchronize mini-slots for our purpose in pages 52 and 53 . We subsequently proposed a mini-slot router architecture and a mini-slot TDM wavelength optical networking scheme, in which each time-slot is further divided into mini-slots. Through extensive simulations study, we are able to show the effectiveness of fiber bandwidth utilization for different mini-slot requests. On the whole, our simulation results show that shared time-slot TDM wavelength optical WDM network has a lower blocking probability than the mini-slot TDM optical WDM network except for two cases at the offered load of 600 Erlangs.

Then, we performed a feasibility study of the shared time-slot TDM wavelength optical network and mini-slot TDM wavelength optical network from the perspectives of optical components availability and implementation costs. Both of our proposed networks are feasible to be implemented, in particular the shared time-slot TDM wavelength node where the major obstacle is the high development cost of an OTSI. At present, the cost of the mini-slot architecture is higher than the shared time-slot architecture. In future, as the cost of optical components decreases and fiber bandwidth increases, the mini-slot architecture may be a better alternative for low bandwidth requests.

Since the shared time-slot TDM wavelength optical WDM node and the mini-slot TDM wavelength optical node have their limitations in interchanging slots, it is
importance to have a flexible optical architecture that can perform both time-slots and mini-slots operations. However, we felt that this architecture involves high complexities and hence the implementation cost would remain be very high in the foreseeable future due to the infancy stage of the required optical technology.

An analytical model for TDM wavelength optical network with OTSIs and without WC using the partition based approach was also proposed. To make the analysis tractable, a schema capable of working for any number of partition patterns regardless of the number of links, wavelengths in each fiber, and time-slots in each wavelength is proposed. Our analytical model yields good accuracies when compared with the simulation results. Instead of relying on simulation, network designers may instead use our analytical model to compute the blocking probabilities of desirable networks. However, our model requires intensive computation and the use of mainframe computers are recommended to generate analytical results, especially for long hops with many wavelength and time-slots in each link.

The next section suggests two possible enhancements of this thesis work.

### 7.2 Future Improvements

First, like many other researchers, we have focused our performance studies (both analytical and computer simulation) on common optical networks such as the NSFNET topology, 19-node EON[102], and 21-node ARPA-2 [161] and metropolitan area networks like the MSN [94]. The studies have become more tractable and manageable due to the smaller network sizes. However to ensure a better generalization of the
findings, further studies should include networks of larger sizes with variety of topologies.

Second, we discovered that as the number of wavelengths and links continue to increase, the natural reasoning method of deriving the mathematical expressions for our analytical model becomes increasing difficult (see Section 6.2). Instead of using our proposed schema method, a generalized mathematical formula should be derived to calculate $p_{o}^{(l)}\left(x_{1}, \ldots, x_{r}\right)$ so that the computation may be reduced.

The last section of this chapter outlines some future research directions of optical traffic grooming.

### 7.3 Directions for Future Research

The following are suggestions of further work for optical traffic grooming at the time-slot TDM WDM level and the mini-slot TDM WDM level:
(i) In chapter 2 of this thesis, some current wavelength switches architectures with WCs were first presented. Then different placements of SSWCs in the wavelength router were discussed. Taking a cue from the work report in [162], the optimal use of SSWCs in the wavelength router architecture and the behavior of this network warrant further investigation;
(ii) In chapter 6 of this thesis, the analytical model for the calculation of approximate blocking probabilities of TDM wavelength optical network with OTSIs and without WC using the partition based approach is proposed for the fixed routing method. It will be more challenging to derive the generalized formula for calculating the blocking probabilities for $m$ links of $w$ wavelengths in each link,
each wavelength having $x$ empty time-slots, and each time-slot having $z$ minislots. Moreover, [105-106] reported that the analytical results for least cost routing method are good in moderate and heavy traffic loads. Future analysis using the least cost routing method should be done on our proposed model to see whether we can obtain similar results as what is being reported in [105-106], since these papers used the reduced load algorithm too. In addition, we can compare our analytical results with the output generated from other TDM wavelength performance models, for example the proposed model in [108];
(iii) [163] applies game theory to global traffic grooming at the time-slot wavelength level; [164-165] use game theory to analyze wireless Ad Hoc Networks. Interesting results may be obtained if game theory or its variations can be applied to global traffic grooming at the shared time-slot TDM wavelength optical WDM network. This network does not use WC;
(iv) [49] studies the effects of traffic changes and different buffer size on statistical multiplexing gain and bandwidth savings in OCS, OBS, and OPS. It is interesting to study traffic grooming in OBS and OPS on the shared time-slot TDM wavelength network. The OCS protocol cannot be used, and the size of each timeslot needs to be analyzed. A router architecture for each of the two traffic grooming methods - OBS and OPS - can be designed.
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