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Summary 

 
Pictorial databases become more and more popular recently. However, in pictorial 

databases, the real images always require large storage and are not easy to be 

retrieved. Therefore, “content-based” databases retrieval attracts more and more 

attentions in these years. Instead of using the original full-sized images, content-based 

retrieval works by matching the query against a representation of the content of the 

image. This representation of the image is a symbolic version of the objects in the 

picture and features extracted from the original picture. Normally, the features of the 

corresponding pictures include two forms: visual features (such as color, texture, and 

shape) and relation features (spatial relations among the objects in a picture). In this 

thesis, we analyze two-dimension (2D) spatial relation representation, similarity 

measure, indexing, and retrieval process.  

We introduce some different spatial relation representations which include 

using two one dimension (1D) spatial relations to represent 2D spatial relations, using 

one heuristic 2D spatial relation to represent and index 2D pictures, and using 

systematic topological and orientation relations to represent 2D spatial relations. We 

propose an integrated spatial relation representation, which is called Intrinsic 

Orientation and Topological  (IO&T) relation representation, to combine topological 

relation and orientation relation. We also introduce an Augmented Orientation Spatial 

Relation (AOSR) representation to cover the missing information in IO&T approach.  

Based on the proposed representations, we discuss some similarity measures to 

index and compare pictures in iconic pictorial databases. Some automatic picture 

matching and similarity retrieval approaches are addressed individually. Since 
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similarity is a fuzzy concept for different users and applications, to improve the 

usability of a retrieval system, we involve users in the interactive retrieval process. 

Some indexing approaches and retrieval procedures are discussed to capture the 

subjective information hidden in individual user’s feedback to fill the gap between the 

objective system and individual retrieval process.  In the end of the thesis, we explore 

some interesting topics such as multipoint feedback and dynamic weighting in the 

interactive similarity retrieval process. 

 Our research covers most of the areas of an intelligent pictorial database 

system that includes iconic image representation, similarity measure, index for the 

similarity retrieval, and automatic and interactive retrieval process. Some prototyping 

experiments are used to demonstrate the feasibility of our proposed approaches. We 

also highlight some interesting works to be done in the future.  
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Chapter 1 

Introduction 

 

1.1 The description of pictures 

Pictorial similarity retrieval has generated a great deal of interest due to the increase in 

the popularity of multi-media applications. In a traditional database system, pictures 

or images are handled as binary large objects (blobs). For the purpose of retrieval, 

each blob is associated with a manually entered textual description (annotated blob). 

The retrieval of blob is conducted via its textual description using text retrieval 

methods. The blob (image/binary) data type is typically not an index-able data type in 

most commercial databases such as Sybase, MySQL, and Microsoft SQL etc. 

However, recently, there is considerable research to develop content-based 

pictorial retrieval, in which blob will become an index-able data type (for example, an 

early framework implemented in a commercial database like Oracle8i [Anna00], and a 

QBIC [Flic95] solution proposed by IBM [http://wwwqbic.almaden.ibm.com/]. 

Although the experimental feature in some of commercial databases (such as Oracle 

and DB2) is not really matured, there are more prototyping applications developed in 
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academia recently. Typically, these applications characterize pictures as feature 

vectors in high-dimensional spaces. A user submits a query picture to a search engine, 

and the search engine returns pictures that are similar to the query picture. Many 

existing pictorial retrieval systems (such as [Anna00], [Bach96], [Flic95], [Huan03], 

[Peuq87], [Smit96] etc) use low-level features for pictures retrieval. The low level 

features are mostly visual features such as color, texture, and shape etc. These features 

are useful in many applications that do not require much intelligence. However, the 

recent progress of image understanding in various domains prompts for the transition 

to the next level of pictorial retrieval, which is the retrieval of pictures by objects 

identified. At this level, a pictorial retrieval system is to support higher-level queries 

involving objects. One of the most important methods for discriminating objects in a 

pictorial database is the perception of the objects and the spatial relations that exist 

among them [Chan00], [Disc01], [Gudi98], [Lee92], [Nabi96], [Smyt03]. The spatial 

data of pictures should be stored in appropriate representations so that users can easily 

retrieve, visualize, and manipulate pictures. The effectiveness of this representation 

depends on the correctness and the usefulness of the spatial relation feature chosen. In 

the following discussion, we concentrate on spatial relation features.  

There are basically two ways to describe a spatial relation: the quantitative 

description and the qualitative description.  

In the quantitative description, the magnitudes must be provided. Exact 

numbers (such as coordinates) are always used to describe the location of objects. By 

comparing the numbers associated with the objects, their spatial relations can be 

figured out quantitatively. The advantages of quantitative representation are 

objectiveness and accuracy.  
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Another trend in pictorial representation and retrieval is toward the qualitative 

approach. A qualitative description focuses on the spatial relation of an object with its 

surrounding objects, and the retrieval is done by matching the related descriptions. 

Although qualitative information is often mistaken to be vague or inexact, it can be 

more efficient and provide more meaning than pure quantitative information 

sometime. For example, saying that Singapore lies at latitude x degrees north and 

longitude y degree east is a piece of exact quantitative information about the location 

of Singapore, but very likely it does not resonate with the spatial knowledge of the 

average reader. On the other hand, saying that Singapore is at the south of Malaysia is 

cognitively more immediate. Therefore, qualitative answers often contain richer 

meaning than quantitative data since the description is context-dependent. Many 

researchers pay their attention to the qualitative approach in these years, and they have 

proposed many different approaches in areas such as GIS, CAD and multimedia etc. 

The qualitative representation and retrieval approach is also related to many scientific 

fields such as pattern recognition, database, HCI, and information retrieval etc. 

In general, both qualitative and quantitative representations have their 

applications. However, the objective of representation is for the ease of retrieval. For 

pictorial database retrieval, approximate similarity retrieval is more applicable 

comparing to exact matching. Therefore, qualitative representation has its advantage. 

In addition, suitable quantitative representation can also play an important role to 

make up the subjective-ness nature of a qualitative representation. Our research will 

not rule out the possibility of integrating both qualitative and quantitative 

representations.  

Before the discussion of our research in this thesis, we will have a bird’s eye 

view of what is needed for a pictorial database system.  
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1.2 Architecture of a pictorial database system 

Pictorial information retrieval is different from the text information retrieval in that 

the latter is based on exact text matching while the former is based on a fuzzy 

matching between a pictorial query and the pictures in the pictorial database. A good 

picture representation not only saves local storage, but also improves the efficiency of 

picture retrieval. Figure 1.1 shows an architecture diagram for a pictorial database 

system. 

Conceptually, the database is partitioned into three parts: a real image 

repository (where the original full-sized images are stored), an iconic image repository 

(where an iconic version (“thumbnail”) of each image is kept) and the symbolic 

images repository (which holds the spatial relations of the icons appearing in each 

picture). The real full-size pictures are always stored in a backup storage whereas the 

symbolic images are stored locally. The iconic images can also be stored locally when 

they are presented to the users for the selection of query pictures. 

The picture retrieval process is as follows: First, the user submits a pictorial 

query to the system. The symbolic image transformer converts the pictorial query into 

the corresponding representation that is at the same abstraction level as the pictures in 

the symbolic image repository. Then a retrieval engine will be used to retrieve similar 

pictures from the symbolic image repository. The retrieval results can be symbolic 

pictures or real full-sized pictures according to users’ requirement. If the retrieval 

engine is replaced by an insertion-engine, the user may also add more pictures into the 

database. 
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   Insertion    Query 

 

 

 

 Output 

 

 

 

 

 

 

Figure 1.1. Architecture of a pictorial database system 

1.3 Our research 

Our research focuses mainly on “Iconic Image to Symbolic Image Transformer”, 

“Insertion Engine”, and “Retrieval Engine”. We also explore some indexing 

approaches for “Symbolic Image Repository”, and the interactive retrieval process for 

the “Graphic User Interface”. The “Real Image to Iconic Image Transformer” is more 

on Pattern Recognition area [Bhan94] and it is beyond the scope of our topic. The 

“Real Image Repository” is not our focus. 

The main objective of our research is to study some existing spatial relation 

representations and retrieval processes in different areas and explore a general 

   Graphic User Interface 

Real Image � Iconic Image Transformer 

(Objects will be recognized as individual icons in 

new iconic image.)  

  

 

Insertion Engine Retrieval Engine 

Real Image 

Repository 

Symbolic Image Repository 

Iconic image���� Symbolic Image Transformer (Image 

will be logically represented by an abstract symbolic 

version which captures spatial relations etc.)  



Chapter 1: Introduction 

 

__________________________________________________________________________________ 

6

intelligent pictorial retrieval process without focusing on any specific application area. 

As an abstract model for spatial relations representation and retrieval process is used, 

such retrieval process can be applied to different areas by adding specific 

requirements of different applications. 

Since spatial relation representation for approximate similarity retrieval is 

normally a fuzzy concept, in order to build a good representation model, we need to 

consider some important design issues: Completeness requires the model to include 

enough objective information instead of partial or subjective information. Conciseness 

helps to save storage space and improve efficiency by avoiding redundancy. 

Consistency denotes the invariance under the translation and rotation of pictures and 

demonstrates the robustness of a representation system directly. 

The efficiency of a similarity retrieval algorithm depends on a good 

representation model as well as the notion of similarity. As the requirements for 

similarity retrievals vary from applications to applications, it is quite difficult to define 

a good metrics system for similarity retrieval in general. A good metrics system must 

be effective and objective so that users can retrieve the wanted answer smoothly and 

accurately without being misled into a wrong conclusion. Finding an effective 

similarity metrics is the most challenging part in the design of the similarity retrieval 

algorithm. 

Besides a representation model and a metrics system based on the 

representation model, a good indexing structure is also very important in the 

organization of a huge pictorial database. The indexes must be easy to build and 

maintain. At the same time, the indexing structure should cater for the efficient 

retrieval for different objectives. In particular, an easy to follow retrieval process can 
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be built upon the indexing structure to guide users for intuitive and convenient 

similarity retrieval. 

In short, our study covers different areas of a complete retrieval system that 

includes picture representation, similarity metrics, indexing structure and the retrieval 

process. In the following, we will give an overview of this thesis. 

1.4 Overview  

Chapter 2 describes the early development of spatial relation representation from 1D 

space to 2D space. A representative method 2D string and its picture-matching 

scheme will be introduced. As a comparison, another representative approach, SHV, 

will be discussed based on hashing concept. We will also survey some other 

researches in spatial relation representation and its retrieval measure. 

Chapter 3 continues to discuss spatial relations representation in 2D space 

systematically and introduces a new representation approach, IO&T, which combines 

intrinsic orientation and topological relations in the picture representation. 

Chapter 4 proposes and compares different similarity measures based on the previous 

discussed representations, and analyzes the cons and pros of these approaches. An 

object-based retrieval concept is proposed to trim the answer set of similar pictures. 

This approach makes the similarity retrieval more application oriented and get the 

users involved in the fully automatic retrieval process. 

Chapter 5 introduces an augmented orientation representation approach that provides 

some information that is missing from the previous representation approaches. It 

compares the automatic similarity retrieval represented by 2D- PIR, IO&T, and AOSR 

approaches. 
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Chapter 6 discusses the interactive similarity retrieval process. A flexible indexing 

scheme is proposed to support a user-friendly retrieval procedure. This is the current 

trend of moving to feedback-based system from fully automatic retrieval. 

Chapter 7 explores the use of multipoint feedback and dynamic weighting in the 

interactive similarity retrieval process. Some other interactive similarity retrieval 

approaches in different area will be used as comparison at the end of this chapter. 

Chapter 8 summarizes the major contributions and limitations of the proposed 

solutions, and discusses some issues to be studied in the future work. 

Part of this thesis has been published in [Ang98], [Zhou97], [Zhou00], 

[Zhou01], [Zhou02], [Zhou04], and [Zhou06] (excluding submitted papers).
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Chapter 2 

Legacy spatial relation 

representation and matching 

 

2.1 From 1D to 2D 

Early work concerning spatial relation representation starts from 1D space. Allen 

[Alle83] introduced an interval-based temporal logic, in which, knowledge about time 

is maintained qualitatively by storing comparative spatial relations between intervals. 

The thirteen possible spatial relations between one-dimensional intervals were 

described in his landmark paper on temporal intervals. Figure 2.1 shows the geometric 

interpretation of these interval spatial relations for 1D objects A and B. 

The elegance and simplicity of that approach has inspired several efforts to 

extend it to 2D spatial dimensions. One way is to make the same kind of distinctions 

as in the 1D temporal case for two axes of a Cartesian coordinate system. Object 

boundaries are projected onto the two axes and a pair [x-Relation, y-Relation] is used 
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to give the relative position of objects. Many approaches (such as [Chan87], 

[Gues89], and [Lee91] etc) have been proposed based on this idea. Among them, 2D 

string is a typical work that opens a new area for object spatial relation representation. 

Subsequently, there are many variants and extensions of 2D string developed by other 

researchers. In the next section, we will take a look at 2D *-string for 2D spatial 

relation representation and indexing (where 2D *-string refers to variant 2D strings 

and its typical extensions such as 2D string, 2D C-string, and 2D C+-string etc). 

    A       B 

 

  Before   Meets   Overlaps  FinishedBy 

 

  Contains   StartedBy  OverlappedBy  MetBy 

 

  After    Equals   Starts   Finishes 

 

   During 

Figure 2.1. Allen’s interval spatial relations 

2.2 2D *-string approach 

Tanimoto [Tani76] suggested the use of picture icons as picture indexes, thus 

introducing the concept of iconic indexing. Subsequently, Chang et al [Chan87] 

developed the concept of iconic indexing by introducing the 2D string representation 

of symbolic pictures. Although their very first approach is quite straightforward, it 

inspires many further researches along 2D string’s direction. 
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First, for any spatial representation, to represent symbolically a picture, the 

objects in the original picture must be recognized. In 2D string, these recognized 

objects are enclosed by minimum bounding rectangles (MBR). For each object, the 

orthogonal spatial relation of objects with respect to the other objects are generated by 

their respective MBRs' projections on x-axis and y-axis. Three operators "<", "=", and 

":" are employed to denote the "left-right or below-above" (for example, a and b in 

Figure 2.2), the "at the same spatial location as” (for example, a and d on x-axis in 

Figure 2.2), and the "in the same set as" (for example, d and e in Figure 2.2) spatial 

relation in 1D axis. The detail definition of 2D string is as follows: 

 • Let V be a set of symbols that represent pictorial objects.   

 • Let A be the set {"=", "<", ":"}.  

 • A 1D string over V is any string x1x2...xn, n>=0, where the xi's are in V. 

 • A 2D string over V, written as (u, v) is defined to be  

(x1y1x2y2...yn-1xn, xp(1)z1xp(2)z2...zn-1xp(n))  

where  

x1 ... xn is a 1D string over V;  

P: {1, ..., n}--> {1, ... , n} is a permutation over {1, ..., n};  

y1... yn-1 is a 1D string over A;  

z1 ... zn-1 is a 1D string over A. 

For example, if we use 2D string to represent the picture in Figure 2.2 given V 

as {a, b, c, d, e}, the 2D string representing the picture is: 

(a=d:e<b<c, a<b=c<d:e) = (x1y1x2y2x3y3x4y4x5, x1z1x4z2x5z3x2z4x3)  

where  x1x2x3x4x5 is a d e b c;  

x1x4x5x2x3 is a b c d e;  
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p is 1 4 5 2 3;  

y1y2y3y4 is = : < <;  

z1z2z3z4 is < = < :. 

 

 

          de 

 b  c 

 

       a   

Figure 2.2. A symbolic picture  

 

At this stage, we can see that the symbolic picture that preserves the spatial 

relations among MBRs of the original picture is encoded as a 2D string. Therefore, the 

problem of pictorial information retrieval becomes the problem of 2D subsequence 

matching. This approach allows a natural way to construct iconic indices for pictures 

(Note: In 2D string, “:” can be omitted and will be omitted according to [Chan87] 

because it is actually the same as “=” after the projection to 1D axis i.e. x axis or y 

axis. Therefore, only two spatial operators “<” and “=” are used in 2D string in fact).  

Unfortunately, not all spatial relations between real objects can be represented 

by their MBRs. For complex pictures with many non-rectangle objects, Chang et al 

proposed a method called orthogonal spatial relations to segment the objects into 

smaller objects to resolve this issue. 

However, Lee and Hsu [Lee90] pointed out that two spatial operators of 2D 

string (i.e. “<” and “=”) were not sufficient to give a complete description for pictures 

of arbitrary complexity. By adding some new operators, they categorized the spatial 
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relations between two enclosing rectangles into 13 types as shown in Figure 2.3. This 

classification is quite similar to that of Allen. They also proposed a new cutting 

mechanism for the extended string - 2D C-string to reduce significantly the number of 

subparts for objects and the lengths of the strings for representing the pictures. A 2D 

C-string is defined as a 5-tuple (S, C, Rg, R1, “( )”), where 

 

 

A

B

A
B

A
B  

          (1)   A<B                   (2)   A|B                                    (3)  A/B 

 

   

A
B

A
B

A
B  

       (4)   A]B                                    (5)    A%B                                 (6)  B[A 

 

        

A
B

A
B

A
B  

       (7)   A=B                                   (8)  A[B                                      (9)   B%A 

          

       

A
B

A
B

A
B  B

A

 
      (10)  B]A                                   (11) B/A                        (12)  B|A  (13) B<A 

Figure 2.3. The 13 types of spatial relations in one dimension (x axis) 

 • S is the set of symbols in symbolic pictures of interest; 

 • C is the cutting mechanism, which consists of cutting lines at the points in the 

overlapping of x- and y-projections, respectively; 

 • Rg = {“<”, “|”} is the set of global relational operators; 

 • R1 = {“=”, “[”, “]”, “%”} is the set of local relational operators; 

 • “( )” is a pair of separators that is used to describe a set of symbols as one local 

body. 

2D C-string representation captures more spatial relations among the objects in 

a symbolic picture. However, it still ignores information about relative sizes and 

   B 
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locations of objects. Huang and Jean [Huan94] argued that distortion could occur 

when information of sizes and locations of objects is missing. An example in Figure 

2.4 was used to show how distortion could occur when symbolic pictures were 

reconstructed from 2D C-strings. In their example, both pictures f1 and f2 are 

projected along the x-axis and represented by the same 2D C-string, A<B%C, which 

is reconstructed into the picture f3. It is obvious that there are significant differences 

among symbolic pictures f1, f2, and f3 in terms of relative locations and size of 

objects A, B, C. Although this example only shows the distortion in the x-axis, 

distortion in the y-axis can also occur as in the x-axis. According to Huang and Jean’s 

analysis, the problem of distortion was due to ignoring the metric information for the 

symbolic picture. Without relative metric information, many important queries can not 

be answered. Therefore, they proposed a 2D C+-string representation scheme by 

including relative metric information about the picture into the 2D C-String to resolve 

this problem. 

Basically, the 2D C+-string associates 2D C-string with some metric 

information as follows: 

1.  Object A with size s, denoted as As, where s= end(A) -begin(A), 

   For example,   3 8 

 is represented by A5. 

2.  Operator “<” with distance d between object A and B, denoted as A <d B. 

For example,   3      7 

is represented by A<4B. 

3. Operator “%” with distance d between object A and B, denoted as A %d B. 

For example,   2  

         5  

  A 

A B 

      A 

   B 
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is represented by A%3B. 

4. Other operators: no metric information is needed. 

 

 A  B 

      A  B 

   C           C 

 

 

  f1       f2 

 

    A  B 

 

              C 

 

      

f3 

Figure 2.4. Symbolic pictures f1, f2, and f3 represented by the same 2D string 

 

Huang and Jean claimed that 2D C+-string could provide the users with 

greater expressive power to describe pictures more accurately in browsing and 

visualization. It is obvious that the ambiguity will be reduced with more quantitative 

information included. However, this kind of quantitative information will cause other 

problems (such as inflexibility), which is not invariant under transformation and 

rotation, in particular, the size of object is quite subjective.  Therefore, we will not 

explore further in this direction. 
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2.3 Picture matching by 2D string matching 

As we mentioned earlier, 2D string is one of the many representations that use two 

one dimensional spatial relations to represent 2D space spatial relations. In this 

section, we will see how pictures can be retrieved using 2D string matching.  

There are many researches involving 2D *-string retrieval (such as [Chan91a], 

[Chan91b], [Lee91], [Chan92], [Wu94], and [Zhan03] etc). Most of them are based 

on 2D String ranking. In the following, we will introduce the original 2D string’s 

matching approach for picture matching. 

2D string representation makes it simple for sub-picture matching with 

ranking. The rank of each symbol in a string u is defined to be one plus the number of 

“<“ preceding this symbol in u.  Therefore, if we denote the rank of symbol s by r(s), 

the strings “ad<b<c” and “a<c” have ranks of various symbols as shown in Table 2.1.  

Table 2.1. Ranks of Strings  

 

string v      string u 

a d < b < c  a < c 

1 1  2  3  1  2 

 

According to this ranking, some 2D string matching notations can be 

explained as follows: 

 • A sub-string where all symbols have the same rank is called a local sub-string. 

 • A string u is contained in a string v, if u is a subsequence of a permutation string 

of v. 
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 • A string u is a type-i 1D subsequence of string v, if u is contained in v, and if a1 

w1 b1 is a sub-string of u, with a1 matches a2 in v and b1 matches b2 in v, then 

(type-0) r(b2) -r(a2) >= r(b1) -r(a1) or r(b1)-r(a1)=0 

(type-1) r(b2) -r(a2) >= r(b1) -r(a1) >0 or r(b2)-r(a2)=r(b1)-r(a1)=0 

(type-2) r(b2)-r(a2)=r(b1)-r(a1) 

We can extend the definition to 2D subsequence as follows. Let (u, v) and (u’, 

v’) be the 2D string representation of f and f’, respectively. (u’, v’) is a type-i 2D 

subsequence of (u, v) if u’ is type-i 1D sequence of u, and v’ is type-i 1d subsequence 

of v. We say f’ is a type-i sub-picture of f. 

 In Figure 2.5, f1, f2, f3 are all type-0 sub-pictures of f; f1 and f2 are type-1 

sub-pictures of f; only f1 is a type-2 sub-picture of f. The 2D string representations 

are: 

 f (ad<b<c, a< bc< d) 

 f1 (a< b, a< b) 

 f2 (a<c, a<c) 

 f3 (ab<c, a<bc) 

 

  d 

 b c   b   c  b c 

  a    a   a   a 

f    f1   f2   f3 

Figure 2.5. Picture matching example 
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To determine whether a picture f’ is a type-i sub-picture of f, we need only to 

find out whether (u’, v’) is type-i 2D subsequence of (u, v). The problem of picture 

matching thus becomes a problem of 2D string matching. 

2.4 Integrated 2D spatial relation 

2D string method can only handle pictures with rectangular objects. Although Chang 

et al [Chan87] proposed to segment the pictorial objects orthogonally to simplify the 

relations, some symbolic pictures are still too complex to be represented as 2D strings 

and they will cause some problems in spatial reasoning. These problems were 

alleviated when Lee and Hsu [Lee90] proposed 2D C-string that includes a new 

cutting mechanism with some new operators. However, some legacy problems as 

follows are still not overcome.  

 

                   

A
B

A

B

 

                              (a)                                                                    (b) 

Figure 2.6. Symbolic pictures represented by the same 2D C-string 

                                    

A

B

 

Figure 2.7. The MBRs intersect each other, but the objects do not 

 

In the pictures described by 2D C-Strings, the minimum bounding rectangles  

(MBRs) of object A and B are used to define the spatial relation between objects. 
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However, we can hardly describe satisfactorily the spatial relation of the objects in 

terms of the spatial relation between their corresponding MBRs. For example, in 

Figure 2.6(a) and 2.6(b), the projection of B along the x-axis and the y-axis are proper 

subsets of those of A. They are the number 5 spatial relation A%B in Figure 2.3 

[Lee90]. Their corresponding 2D C-strings are both (A%B, A%B). However, the 

relative positions of A and B are entirely different. Even when the sizes of the objects 

and the distances between them are included, this ambiguity problem still cannot be 

resolved completely. 

In Figure 2.7, even though the objects A and B are disjoint, their MBRs 

intersect. Therefore, the topological relation between the objects can be quite different 

from the spatial relation of their respective MBRs, which means that simply using two 

1D spatial relations to represent 2D space spatial relation may lose some information. 

As such, in [Zhou97], we introduce a different categorization of 2D spatial relations 

that gives a more succinct and precise definition with no information loss. 

In the new integrated categorization of spatial relations in 2D space, we still 

adopt Allen’s 1D interval concept. However, instead of using MBRs, we use the 

centroids and boundaries of objects to describe the 2D spatial relation between objects 

more accurately.  

In the following discussion, we will use a triplet (O[i],O[j],r[i,j]) to represent a 

pair-wise spatial relation r[i,j] between two objects O[i] and O[j]. We ignore 

quantitative information, such as the sizes of the objects and the distance between two 

centroids. There are 41 spatial relations in 2D space in the integrated categorization as 

shown in Figure 2.8, and they are numbered from 0 to 40. This categorization is an 

extension of the concept of the 9DLT (9-Directional Lower Triangular) used by Chang 

and Lee [Chan91a]. This categorization is to overcome the ambiguity of spatial 
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relations described by MBRs used to mimic spatial relations in 2D space. We consider 

8 directions combined with 5 types of topological relations and a special category (the 

same position spatial relation). The categorization rules are described in Algorithm 

2.1. 
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   (0) A and B have the same centriod 
 
 Disjoint   Meet  Overlap   Contain 
 Inside 
 
 
 
 

 (1)        (9)   (17)   (25)  (33) 

 
 
 
 

    (2)   (10)  (18)   (26)     (34) 

 
 
 
  
 

 (3)   (11)  (19)   (27)  (35) 
 
  
 
 

 (4)   (12)  (20)   (28)    (36) 

  
 
 
 
 (5 )   (13)  (21)   (29)  (37) 
  
 
 
 

 (6)    (14)   (22)  (30)      (38) 

 
 
 
 
  
 (7)   (15)   (23)  (31)  (39) 
 
 
 
 

 (8)   (16)   (24)  (32)  (40) 

 

Figure 2.8. The 41 types of spatial relations in 2D space 
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Algorithm 2.1: Spatial Relation Categorization  

Input: Two symbolic objects O[i] and O[j] with boundaries and centroids 

Output: The spatial relation r[i,j] between O[i], O[j] 

begin 

1.  Calculate the distance DIS[i,j] between the centroids; 

2.  If DIS[i,j]=0 then return 0; 

3.  Calculate the direction r[i,j] from the centroid of O[i] to the 

 centroid of O[j]; 

 /* There are eight possible directions in which the centroid of O[j]can be 

located with respect to that of O[i]: E, NE quadrant, N, NW quadrant, W, SW 

quadrant, S, and SE quadrant with the corresponding values ranging from 1 to 

8 respectively*/ 

/* Check the boundaries:*/ 

4.  If O[i] and O[j] are disjoint, return r[i,j]; 

5.  If O[i] and O[j] are tangent, return r[i,j]+8; 

6.  If O[i] and O[j] are partially-overlapping, return r[i,j]+16; 

7.  If O[i] totally contains O[j],  return r[i,j]+ 24; 

8.  If O[j] totally contains O[i],  return r[i,j] + 32. 

end 

This classification is more intuitive as compared to the 2D string approach. It 

also allows us to match pictures easily as described in the following sections. 

2.5 Represent and retrieve spatial relations by 

hashing 

Chang et al proposed 2D string to convert the problem of pictorial information 

representation and retrieval to a problem of 2D string construction and string 

matching. With the integrated categorization, a symbolic picture can be represented by 

a set of hash values. This method combines the picture representation with the picture 

retrieval, and avoids the ambiguity problems that exist in other methods. In the 
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following, we describe how to use a Set of Hash Values (SHV) for picture 

representation. 

2.5.1 SHV representation 

Let us consider a large pictorial database with objects taken from a set G. Assume 

there are N objects in G and a set S of n objects in a picture P, with n<<N. P can be 

represented by n(n-1)/2 triplets of (O[i],O[j],r[i,j]), where O[i], O[j]∈S and 

r[i,j]∈[0,40]. We want to map P to a set of hash values, SHV in short, and use it to 

represent P uniquely.  

 Cichelli [Cich80] was the first one to propose an algorithm to map a set of n 

distinct triplets (O[i], O[j], r[i,j]) to a set of n consecutive addresses, where O[i], O[j] 

are two symbols and r[i,j] is a positive integer. His algorithm performs an exhaustive 

search to find the appropriate values for the symbols. Cook and Oldehoeft [Cook82] 

improved upon Cichelli's method when they proposed Algorithm 2.2 to handle more 

than one triplet in the search for suitable values for the symbols. Algorithm 2.2 

assigns values for symbols such that the mapping h allows only a small number of 

blank slots in the address space. 

 

Algorithm 2.2:  Hash Value Generation (Cook and Oldehoeft [Cook82]) 

Input: A set R of (O[i],O[j],r[i,j]) 

Output: A set of values for symbols such that the hash function h() is one to one: 

h(O[i],O[j],r[i,j])=r[i,j]+ associated value of O[i]+ associated value of O[j] 

begin 

1. Compute the frequencies of the symbols in the triplets. If a symbol appears as 

both the first and second element of the same triplet, it is assigned a large  

frequency value. 

2.  Order the symbols by decreasing frequency, resolving ties arbitrarily.  
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3.  Replace each triplet (O[i],O[j],r[i,j]) with (O[j],O[i],r[j,i])  if O[j] precedes 

O[i] in the symbol ordering. 

4. Use the second symbol in each triplet as the key, sort the list of triplets in 

descending order.  

5.  Assign symbol values beginning with the first triplet. For each group of 

 triplets with the same second symbol, find a symbol value assignment for the 

 second symbol. 

end 

 

  The first symbol is assigned the value 0. Step 5 of Algorithm 2.2 searches for a 

value for the next symbol that maps the group of triplets to distinct empty slots. If it 

finds a value, it assigns the value to the next symbol and places the group of triplets in 

the table. Otherwise, it backs up to the previous group of triplets, un-assigns symbol 

values, removes the associated mapping table entries and searches again. The 

complexity of the hash value generation is O(n) for the best case, but it would become 

much bigger than O(n) in the worst case.  

 Since all symbols in the representation of a picture appear with the same 

frequency in all the n(n-1)/2 triplets, their values can be assigned easily with 

Algorithm 2.3 as follows: 

 

Algorithm 2.3: Symbol Value Mapping 

Input: The set G of all object symbols 

Output: The set of symbol values SV={V[i]| 1<=i<=N} 

begin 

1.  Arrange the symbols in any linear order; 

2.  Assign symbol values V[i] to O[i] as follows: V[1]=0, V[2]=1, and 

 V[i]=V[i-1]+V[i-2]+1. 

end 
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 The complexity of Algorithm 2.3 is determined by that of the Step 2 which is 

O(n). It is more efficient than Algorithm 2.2. In Algorithm 2.2, symbol values have to 

be re-assigned and hash values of all triplets have to be recalculated when new 

symbols are added. When Algorithm 2.3 is used, only the associated value of the new 

symbol needs to be calculated using the values of the last two symbols in G. The 

symbol values of the original symbols and the hash values of the original triplets will 

not be affected. The set of symbol values (SV) can then be used to generate easily the 

set of hashing values (SHV) using Algorithm 2.4. 

 

Algorithm 2.4: Construct the SHV of a picture P 

Input: A picture P {(O[1], O[2], r[1,2]), (O[1], O[3], r[1,3]),...} and the set of 

 symbol values SV 

Output: The SHV of P 

begin 

1.  For each (O[i], O[j], r[i,j]), interchange O[i] and O[j] if O[j]<O[i] and 

 replace r[i,j] with r[j,i] accordingly; 

2.  For each (O[i], O[j], r[i,j]), compute h(O[i], O[j]) = V[i] + V[j] and

 hr(O[i], O[j], r[i,j]) = h(O[i], O[j]) + r[i,j]/100; 

3.  Output SHV={hr(O[i], O[j], r[i,j]) | (O[i], O[j], r[i,j])∈P}.  

end 

 In Algorithm 2.4, h is an integer-valued function and hr is a real-valued 

function. The spatial relation is encoded in the fractional part of the hash value of the 

corresponding triplet. Chang and Lee [Chan91b] applied a similar algorithm for image 

retrieval only whereas we use these hash values for the image representation as well. 

2.5.2 SHV picture matching 

For picture matching, the system is required to retrieve from the pictorial database 

those pictures that are the same to the query picture or include the query picture . 
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Since each picture is just a sequence of hash values, the problem of picture matching 

becomes the problem of subset matching between the SHV of the given picture and all 

the SHVs of all pictures in the database. Instead of searching through all the SHVs, an 

index structure can be used to identify the matched pictures as quickly as possible. 

In detail, a table is used to organize the ids of those pictures containing the 

pairs (O[j], O[k]). Each pair (O[j], O[k]) is hashed to i = V[j] + V[k], the offset into 

the table of an entry that points to a tree-like structure with 41 branches corresponding 

to the 41 spatial relations described in Figure 2.8. The branch for r[j, k] in the tree-like 

structure is a linked list of the ids of those pictures containing (O[j], O[k], r[j, k]). The 

structure of the index table is shown in Figure 2.9, and the similarity retrieval 

procedure that makes use of the table is discussed in Algorithm 2.5. 

 
Hashing  address Icon pairs  Spatial relations  Picture  ids  
 

 h[1]             (O[1],O[2])      1     

          2   

         ...  

 

 ...  ...   ...  ... 

 

 

 h[i]             (O[j],O[k])       1    

 

          ...  

 ...  ...   ...  ... 

 

Figure 2.9. Index structure for a pictorial database based on SHV 

 

Algorithm 2.5: Picture matching using SHV 

Input: The SHV of size n of a query picture Q 

Output: All pictures matched with using SHV 

begin 

1.  For each hr[i] in SHV, let h[i] = int(hr[i]), and r[i] = (hr[i] - h[i]) * 100; 

2.  Access through the table entry corresponding to h[i] and the r[i] branch to 

 obtain the list L[i]; 

p[x] p[y] 

p[z] 
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3.  Calculate L = L[1] ∩ L[2] ∩ ... ∩ L[n]. 

end 

2.5.3 A complete example for SHV 

In this section, we give an example to illustrate the generation of SHV and 

demonstrate how the similarity retrieval can be done based on it. 

•••• Representing a picture by SHV 

We use the example picture P in Figure 2.10 to show how its SHV is 

constructed. 

                     

A

B

C

D

E
F

 

Figure 2.10. An example picture P 

 The symbol set of picture P is {A, B, C, D, E, F} which is assumed to be G, 

our universal set of icon symbols. The triplets of P produced by Algorithm 2.1 are 

{(A, B, 3), (A, C, 3), (B, C, 17), (A, D, 3), (B, D, 9), (C, D, 33), (A, E, 3), (B, E, 3), 

(C, E, 3), (D, E, 3), (A, F, 3), (B, F, 3), (C, F, 3), (D, F, 3), (E, F, 18)}.   

 Next, we compute the values for symbols O[i] and icon pairs (O[i], O[j]) by 

Algorithm 2.3 and the hash values hr(O[i], O[j], r[i, j]) by Algorithm 2.4. There are 

6*(6 – 1)/2 = 15 icon pairs to be constructed as shown in Table 2.2. 

 

 

 



Chapter 2: Legacy spatial relation representation and matching 

 

__________________________________________________________________________________ 

28

Table 2.2. Illustrating SHV construction 

 

  Symbols O[i]  Symbol value Icon pairs r[j,k] h(O[j],O[k])=V[j]+V[k] SHV  

  in given order  V[i]  (O[j],O[k])   

 
 A 0  (A,B)  3  1  1.03 
 B 1  (A,C)  3  2  2.03 
 C 2  (B,C)  17  3  3.17 
 D 4  (A,D)  3  4  4.03 
 E 7  (B,D)  9  5  5.09 
 F 12  (C,D)  33  6  6.33 
    (A,E)  3  7  7.03 
    (B,E)  3  8  8.03 
    (C,E)  3  9  9.03 
    (D,E)  3  11  11.03 
    (A,F)  3  12  12.03 
    (B,F)  3  13  13.03 
    (C,F)  3  14  14.03 
    (D,F)  3  16  16.03 
    (E,F)  18  19  19.18  

 

 

•••• Example of similarity retrieval 

Assume that the id of the picture in Figure 2.10 is 1 and there are 5 more pictures with 

ids 2, 3, 4, 5, and 6 in the pictorial database. The index structure of the database is 

shown in Figure 2.11. 

 Given a query picture Q which is shown in Figure 2.12, its SHV is {5.09, 8.03, 

11.03} of size 3. According to Algorithm 3.5, we have L[1]={1, 4, 6}, L[2]={1, 3, 5}, 

L[3] = {1}, and L = {1, 4, 6} ∩ {1, 3, 5} ∩ {1} = {1}. 

 So only picture 1 that matches the query picture will be retrieved from the 

database. Although the database can be very large and the corresponding index 

structure can be very large too, we only pull out 3 lists of picture indices from which 

the list of similar pictures can be worked out. 
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 h[n]  (O[i], O[j])        Spatial relation indices            Picture indices        

                                                                          ...            

              1                             (A,B)                     

                                                                           3                                                                                                                                

 ...                          ...                ...  ... 

                                                                                                                                     

                                                                                           

              5                            (B,D)                      ... 

                                                                           9                                                         

                                                                           ...  

              ...                            ...                  ...            ...  ... 

     ...      

              8                             (B,E)                          

                                                                          3                                                       

                                                                         ...         

              ...                           ...                                     ...  ...  

                                                                         ...                                                            

                                                                         

             11                           (D,F)                     3     

                                                                         ...                                           

             …                           …                    ...  ...  ...  

Figure 2.11. Example of the index structure of the database 

  

B

D

E

 

Figure 2.12. Query picture 

2.5.4 Comparison of 2D string and SHV representation 

In previous sections, we discuss some early researches in spatial relation 

representation and matching, in particular, 2D string and SHV. Compared with 2D 

string, SHV can be constructed easily to encode pairs of objects and their spatial 

relations and it can be used directly to retrieve the relevant pictures through an index 

structure. It avoids the ambiguity problem in visualization and the need to use 

1 

1 

1 

1 

2 3 

4 

3 

6 

5 
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complex rules or algorithms in retrieval, the two shortcomings exhibited in other 

representation methods. However, the categorization of SHV is quite arbitrary and 

heuristic, in particular, the approach from SHV is more suitable for picture matching 

instead of similarity retrieval. Although there is an enhancement [Huan04] lately, the 

new hashing approach in [Huan04] is also not suitable for similarity retrieval. In fact, 

in most real applications, approximate (similarity) retrieval instead of exact retrieval is 

more useful. Therefore, we will discuss similarity retrieval in the following chapters. 

2.6 Survey and discussion of other spatial relation 

representations for automatic similarity retrieval 

To round up our discussion on legacy picture representations, we look at some other 

works in this area. 

2.6.1 Recursive decomposition approaches 

The quadtree introduced by Samet [Same84] is a hierarchical data structure based on 

the principle of recursive decomposition of space. Basically, a picture will be divided 

into four equal-sized quadrants, and the quadrants can be subdivided into sub-

quadrants, sub-sub-quadrants, and so on. Symbols in the picture will then be attached 

to the respective quadrants or sub-quadrants, and the spatial relations among symbols 

can be reflected by their locations in the quadtree.  

The R-tree from Guttman [Gutt84] is another hierarchical data structure that is 

derived from the B-tree. Each node in the tree corresponds to the smallest d-

dimensional rectangle that encloses its child nodes. The leaf nodes contain pointers to 

the actual geometric objects. Its spatial knowledge representation is similar to that of 

quadtree though the data structure is different. 
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2D H-string ([Chan88], [Chan96]) is a combination of quadtrees and 2D 

strings. It can be described in a concise way as follows.  

Given an m×n symbolic picture P: {1,2,…,m} × {1,2,…,n}→ 2
S
, where S is a 

set of symbols or corresponding vocabularies, P is subdivided into four quadrants Q1, 

Q2, Q3, and Q4 which represent NW, SW, NE, and SE, respectively  (Figure 2.13. A 

2D-H string of a picture P, denoted as 2D-H(P) is defined recursively as  

2D-H(P)= ⇓ P1 P2 P3 P4 ⇑ 

 

Q1 Q3 

 Q2 Q4 

Figure 2.13. Four quadrants of a picture P 

where ⇓= {↓0, ↓1,↓2, ↓3} is the set of down-level operators, ⇑= {0↑, 1↑, 2↑, 3↑} is 

the set of up-level operators, and Pi=2D-H(Qi) for i=1, 2, 3, 4. The up-level operators 

determine, in pair with the down-level operators, the local spatial relations between 

quadrant blocks. Their specific elements in the sets of up-level operators and down-

level operators are shown in the pattern of Figure 2.14. For those Qi that can not be 

represented by one symbol, the subdivision process is repeated. When one of the 

sixteen types of pattern in Figure 2.14 is reached, and the subdivision stops. 

 Quadtree is popular in spatial database, but it is hard to use in iconic image 

database for similarity retrieval. 
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 X        X 

      X             X   

  ↓1x0↑    ↓2x0↑         ↓0x1↑  ↓0x2↑  

 

  X     X    Y   X            Y            X 

  Y                  Y   X     X    Y          Y 

↓3xy0↑ ↓1xy1↑ ↓1xy2↑ ↓2xy1↑ ↓2xy2↑ ↓0xy3↑ 

 

 X      Z     X           X    Y          Y       

 Y      Y Z     Z   X     Z   

↓3xyz1↑   ↓3xyz2↑       ↓1xyx3↑  ↓2xyz3↑ 

 

 W     Y    

  X     Z             

↓3wxyz3↑   

Figure 2.14. Sixteen basic types of patterns 

 

2.6.2 Interval algebras 

As we have mentioned in previous chapter, Allen [Alle83] introduced an interval-

based temporal logic that has inspired many further developments both in the 

temporal and the spatial domains. 

2D-PIR representation [Nabi95] is another approach that adapts two existing 

representation formalisms (Allen’s temporal intervals and 2D-strings) and combines 

them in a novel way to produce a unified representation. The basic idea of 2D-PIR is 

that each spatial object is projected along the x and y axes forming an x-interval and 

y-interval for the object. A 2D-PIR is defined as a triple (δ, χ, ψ) where δ is a 

topological relation from the set {disjoint, meets, contains, insides, overlaps, covers, 

equal, and covered-by}. χ and ψ are interval spatial relations {before, equal, meets, 
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overlaps, during, start, finish, after, meet-inverse, overlap-inverse, during-inverse, 

start-inverse, and finish-inverse}. χ represents the interval spatial relation along the x-

axis, and ψ represents the interval spatial relation along the y-axis. Then a picture can 

be represented by a 2D-PIR graph which is a connected labeled digraph G(V, R) 

where V is a finite nonempty set of symbols representing objects in the picture, and R 

is a set of edges labeled by 2D-PIR spatial relations. 

The 2D-PIR is simple and powerful. However, the information gathered from 

the intervals on the X axis and Y axis are sometime meaningless and redundant when 

it is combined with the topological relations. For example, one or both intervals (on X 

or Y axes) overlapped do not mean objects overlapped. In Figure 2.15(a), although the 

intervals are overlapped, the objects are not. Therefore the directional part of the 2D-

PIR is meaningless in this case. However, if one of the intervals is disjoint, this means 

that the objects are disjoint. In Figure 2.15(b), the topological part of the 2D-PIR is 

redundant since it can be concluded from the fact that the X intervals are disjoint. 

 

 

 

     yB       B       B 

     

yA  A           A  

 

 
  

xA         
xB

 

            

xA   xB

 

(a) Intervals are overlapped whereas      (b) X intervals are disjoint the    

objects are disjoint                              and so objects are disjoint 

 

Figure 2.15. Some deficiencies with 2D-PIR representation 
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2.6.3 Symbolic array 

Basically, symbolic arrays can be regarded as multidimensional sparse indexes that 

allow nested representation, namely, the element of the array can be in turn a symbolic 

array [Papa94]. The 2D array structures are used to represent a set of spatial relations 

between representative points. These points are placed in the proper cells in the spatial 

index and are thus different from the use of projections. Spatial indexes can also be 

used to represent directional relations using either one or four points per object, and 

topological relations by analyzing the indexes stored in the cells. In fact, symbolic 

array is very similar to the 2D-string method except it allows hierarchical 

representation that is useful to represent complex spatial structure in different levels. It 

is, however, based on the assumption that the positions of the spatial entity are known. 

While it is quite straightforward for directional relations, like 2D string and its 

variants, it does not provide any way to accommodate topological relations such as 

overlap, contains etc. 

2.6.4 Polar coordinates system 

Making a picture representation that is rotation-invariant becomes a hot topic recently. 

This is witnessed by the proposals of 2D R-string [Petr93], [Petr94] and RS-string 

[Huan96]. They all make use of polar coordinates system based on a designated center 

(or origin).  

A 2D R-string [Petr93] is obtained from a cutting mechanism that generates 

cutting concentric circles along the ring-direction and cutting radial segments along 

the sector-direction based on some rotation center. This rotation center will be treated 

as the origin of a polar coordinates system. The beginning and ending points of an 

object in the sector-direction are defined by the two radial segments tangent to the 
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object while the beginning and ending points of an object in the ring-direction are 

defined by the two concentric circles tangent to the object. The string generated along 

the ring-direction is called a C-string while the string generated along the sector-

direction is called a S-string. A 2D R-string is an ordered pair of C-string and S-string. 

However, the rotation center object is always missing from a 2D R-string 

representation for a picture. Thus it loses the information about the spatial relation 

between the rotation center object and other objects. Although 2D RS-string [Huan96] 

improves the 2D R-string, the main problem about how to find an appropriate polar 

center remains unsolved. Moreover, the object chosen as the polar center may not 

appear in all database pictures. This means that the reference frame is changed from 

picture to picture, and therefore the method is not applicable. 

2.6.5 Other representations 

Besides the approaches we mentioned above, there are many other representations for 

spatial knowledge.  

Forbus, Nielsen, and Faltings [Forb91] present a framework for qualitative 

kinematics (geometric aspects of representing and reasoning about motion) based on 

combining metric diagrams with a qualitative place vocabulary. They claim that there 

is no powerful, general purpose, purely qualitative spatial representation (poverty 

conjecture), and thus introduce the place vocabulary as a symbolic description of 

shape and space, and state transitions. 

Chandrasekaran and Narayanan [Chan90] propose a hybrid system intended to 

integrate “modality-specific” (such as visual) mechanisms with abstract symbolic 

representations. The “Image Representation System” (IRS) is made out of  “Image 

Symbol Structure” (ISS). ISS are hierarchical discrete symbol representations 
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consisting of parameterized primitives, which encode only the intrinsically visual 

aspects of a scene. Among those primitives are the “symbolic percepts” (S-percepts) 

containing descriptions of spatial relations among the volumetric parts of an object. 

The corresponding “analogical percepts” (A-percepts) are the mental pictures that 

result from the interpretation of S-percepts.    

Huang and Jean [Huan95] introduce an approach to describe the knowledge 

structures of pictures based on morphological skeleton representation. The skeleton 

SK(X) of an object X is the set of centers of the maximal disks inscribable inside X. 

SK(X) can be divided into subsets whose members having the same radius in their 

corresponding maximal disks. Such a subset of SK(X) is called a skeleton subset. The 

approach is to encode a picture as a set of object skeletons incorporated into a picture 

knowledge structure called the SK-set. Then a sketch can be partially reconstructed 

and progressively refined back to the original picture by dilating the skeleton subsets 

in a SK-set. This approach is more accurate for representing object spatial relations. 

However, it needs more storage than other representations. 

Though a tremendous amount of work [Papa98], [Tani98], and [Huan04] has 

been done on the representation of spatial knowledge and its retrieval, we only 

manage to touch upon some typical approaches to demonstrate the weaknesses of 

existing approaches. In the following, we will discuss some systematic spatial relation 

representations and introduce some novel similarity measure and index for automatic 

similarity retrieval. 
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Chapter 3 

Systematic spatial relation 

representation IO&T 

 

3.1 Two classes of spatial relations 

In previous chapters, we introduced some early 2D spatial relation representation 

methods that are based on the concept of 1D interval spatial relation. Although they 

have over simplified the 2D spatial relations, they still can be used to solve some 

practical problems. However, these methods fail to evolve further in building a 

general representation model due to their inherent deficiency. Therefore, most recent 

researches have turned to the study of spatial relations that are more relevant to 

objects in 2D space.  

In spatial relation, two factors determine the relative position of objects in 2D 

space: the relative orientation of objects to each other, and their extensions. 

Considering these factors independently from each other results in two classes of 
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spatial relations: the topological relations (ignoring orientation) and the orientation 

relation (ignoring extension by regarding objects as points). Topological relations 

describe how the boundaries of the two objects relate, and orientation relations 

describe where the objects are placed relative to one another. These two classes of 

spatial relations have been studied individually in some specific application areas. 

Although 2D string and other early works have combined these two classes 

heuristically, there should be a more systematic approach to combine the two kinds of 

spatial relation into a unified framework ([Hern94] and [Nabi96]) so that a similarity 

measure can be defined based on it. Before we combine topological and orientation 

spatial relation, we need to analyze and define a small set of spatial relations from the 

relevant topology and orientation more formally. In the following, we will first discuss 

the topological and orientation relation individually, and then propose a new 

representation to combine them. 

3.2 Topological relations 

If we disregard the relative orientation of objects to each other, we are still able to 

describe the topological relation between two objects based on the following: 

• they are far from each other, 

• they are close, but do not touch, 

• they touch, 

• they overlap, or 

• one of them is included in the other. 

This seems to be a reasonable set of topological relations to start with though it 

turns out to have several drawbacks. The first distinction between objects close 



Chapter 3: Systematic spatial relation representation IO&T 

 

__________________________________________________________________________________ 

39

together or far apart cannot be defined by topological means. It requires an external 

frame of reference with respect to which the positions of the objects being compared 

must be established first. We shall see later that the relative size of object provides 

one such external criterion allowing a coarse form of far/close distinction. For the 

time being, however, we rule out distance since it is not preserved by topological 

equivalence. We only concern about the completeness of the set of distinctions as to 

whether it covers all possible situations. Also, the corresponding topological relations 

should be mutually exclusive, so that each possible situation corresponds to one and 

only one topological relation. The given set of topological relations does not fulfill 

these requirements. 

Set theory is a good starting point to describe topological relations: The 

objects are given by the sets of points they consist of, and the topological relations are 

defined in terms of set operations. Guting [Guti88], for example, gave the following 

definitions in terms of the set operations =, ≠,⊆, ∩: 

  x=y : = points(x) = points(y) 

x≠y : = points(x) ≠ points(y) 

   x inside y : = points(x) ⊆ points(y) 

 x outside y : = points(x) ∩ points(y) = ∅ 

         x intersects y : = points(x) ∩ points(y) ≠ ∅   

 As Egenhofer and Franzosa [Egen91] pointed out, this set of topological 

relations is neither complete nor mutually exclusive. As defined, equal and inside are 

special cases of intersects. There is also no way of distinguishing touches from 

intersects (overlaps), because that distinction is based on the difference between the 

boundary and the interior of point sets, which is not defined here. 
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 That observation led Egenhofer and Franzosa [Egen91] to the definition of 

topological relations based on the four intersections of the boundaries (∂) and 

interiors(°) of two sets A and B. The interior of a set A is the union of all open sets in 

A. The boundary of a set A is the intersection of the closure of A and the closure of 

the complement of A. The closure of A is the intersections of all closed sets 

containing A. The complement of A with respect to the embedding space is the set of 

all points of embedding space not contained in A. Since an intersection can be either 

empty (∅) or not empty (¬∅), for the four intersections ∂A∩∂B, A°∩B°, ∂A∩B°, 

A°∩∂B we obtain 2
4
=16 topological relations (Table 3.1). Figure 3.1 shows 

geometrical interpretations of these 16 topological relations. Obviously, some of these 

topological relations do not have meaningful physical interpretations. For example, r2 

implies projections without boundaries, r9 requires one of the objects to have a 

boundary but no interior, and so on. Imposing the restrictions of physical space, we 

can in fact eliminate half of them (Table 3.2). The remaining eight topological 

relations (disjoint(dt), touch(to), overlap(ov), covers(co), inside(in), coverby(cb), 

contain(ct)s, and equal(eq)) fulfill the criteria mentioned above: They are mutually 

exclusive and all possible situations allowed by the assumptions can be described by 

one of them. Table 3.2 shows their specification in terms of the intersection of 

boundaries and interiors. 
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Table 3.1. The 16 possible topological relations 

 

  XϕY ∂∩∂ °∩° ∂∩° °∩∂ 

  r0 ∅ ∅ ∅ ∅ 

  r1 ¬∅ ∅ ∅ ∅ 

  r2 ∅ ¬∅ ∅ ∅ 

  r3 ¬∅ ¬∅ ∅ ∅ 

  r4 ∅ ∅ ¬∅ ∅ 

  r5 ¬∅ ∅ ¬∅ ∅ 

  r6 ∅ ¬∅ ¬∅ ∅ 

  r7 ¬∅ ¬∅ ¬∅ ∅ 

  r8 ∅ ∅ ∅ ¬∅ 

  r9 ¬∅ ∅ ∅ ¬∅ 

  r10 ∅ ¬∅ ∅ ¬∅ 

  r11 ¬∅ ¬∅ ∅ ¬∅ 

  r12 ∅ ∅ ¬∅ ¬∅ 

  r13 ¬∅ ∅ ¬∅ ¬∅ 

  r14 ∅ ¬∅ ¬∅ ¬∅ 

  r15 ¬∅ ¬∅ ¬∅ ¬∅ 

 

 

Table 3.2. Specification of binary topological relations  

 

XϕY    ∂∩∂ °∩° ∂∩° °∩∂ 

  r0 disjoint (dt)  ∅ ∅ ∅ ∅ 

  r1 touch (to)  ¬∅ ∅ ∅ ∅ 

  r3 equal (eq)  ¬∅ ¬∅ ∅ ∅ 

  r6 inside (in)  ∅ ¬∅ ¬∅ ∅ 

  r7 coverby (cb)  ¬∅ ¬∅ ¬∅ ∅ 

  r10 contains (ct)  ∅ ¬∅ ∅ ¬∅ 

  r11 covers(co)  ¬∅ ¬∅ ∅ ¬∅ 

  r15 overlaps (ov)  ¬∅ ¬∅ ¬∅ ¬∅ 

 

 

 

 

 

 

 

 

 

 



Chapter 3: Systematic spatial relation representation IO&T 

 

__________________________________________________________________________________ 

42

 

  r0   r1    r2   r3 

 

  

A=  B=       A=         B=  A=  B=   A= B= 

 r4   r5    r6   r7 

 

 

A= B=     A=       B=   A= B=  A= B= 

 r8   r9    r10   r11 

 

 

A= B=     A=       B=   A= B=  A= B= 

 r12   r13    r14   r15 

 

  

A=   B=       A=         B=  A=  B=   A= B= 

Figure 3.1. Geometrical interpretations of binary topological relations 

3.3 Orientation Relations 

Orientation relations describe where objects are placed relative to one another. Three 

elements are needed to establish an orientation: a primary object, a reference object 

and a frame of reference. In the following, we will derive sets of orientation relations 

at various granularity levels.  
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 Considering only points, the first level of orientation relations can be 

constructed by connecting the point of view and the reference object by a straight line 

such that the primary object can be to the left, to the right, or on that line. A 

complementary set of basic orientations results from the perpendicular line dividing 

the plane at the reference point. Here again, the primary object can be above, below or 

on the dividing line. The resulting orientation relations are called back, front, and 

collinear respectively. 

 The two basic sets of orientation can be combined to obtain the next level of 

finer distinctions (Figure 3.2). Here again, two sets of orientation relations are 

possible. One set results from the superposition of the basic sets of the orientation 

relations to obtain left-back, left-front, right-front, and right-back. The other set that is 

more commonly used requires a rotation of the axes by 45 degrees in addition to the 

superposition and contains the orientation relations back, left, front, and right. Co-

linearity, which plays a key role on the first level to handle the case in which no 

distinction can be made between left/right or back/front, is represented only implicitly 

at level 2. The assumption is that the pairs of orientation relations left/right and 

back/front complement each other, such that if no distinction is possible between left 

and right, then it must be back or front, and vice versa. 

 The next level with the eight distinctions front, back, left, right, left-back, 

right-back, left-front, and right-front is built in a similar manner by superimposing and 

rotating the axes from the previous level. At each level, the sets of orientation 

relations given above are complete and their elements are mutually exclusive. A 

solution proposed by Hogg and Schwarzer [Hogg91] introduces a subdivision in 16 

sectors, which is claimed to be fine enough to express any of the orientation relations 

of the 3 levels considered here as a range of sectors (Figure 3.2). 
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However, qualitative representation of orientation is a fuzzy concept that 

largely depends on the size of the objects and the distance between them. To facilitate 

the understanding of the proposed orientation category, we use the second 

representation of level 3 (Figure 3.2(7)) in the following discussion, and substitute 

different ranges with 8 orientation codes {f, rf, r, rb, b, lb, l, lf} which represent front, 

right-front, right, right-back, back, left-back, left, and left-front respectively as shown 

in Figure 3.3(b). It is clear that every sector in the common level (Figure 3.2(1)) is 

included in only one orientation sector in Figure 3.2(7). 

With the above categorization, the problem of sudden change in orientation 

when crossing the boundaries between neighboring regions arises. As we see, sector 1 

and sector 0 in the common level (Figure 3.2(1)) are categorized in Figure 3.2(7) to 

two different orientation sectors that are called rf and r respectively in Figure 3.3(b). 

However, based on our intuition, sector 1 can be argued to be categorized to r 

sometime, and on the other hand, sector 0 may be categorized to rf according to 

different requirements. There is no good reason why sector 1 and sector 2 must be 

categorized to the same orientation sector whereas sector 1 and sector 0 must be 

categorized to two different orientation sectors even though the angle differences 

between sector 1 with sector 2 and sector 0 are the same. Using higher level of 

orientation does not solve the problem. 
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                                                  8 

9
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13
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15 

       (1) Common level 

        [0-7] 

  [4-11]  [12-3]        

        [8-15]   

    

(2)  Level 1   (3) 
       

[2-5]
 

     [4-7]           [0-3]     

          [6-9]            [14-1]  

     [8-11]        [12-15]               
[10-13]

 

  (4)  Level 2   (5) 

 

   [6,7]

   [4,5] [2,3]   

[0,1]

    
       

[7,8]

[5,6]  
[3,4]   

[1,2]

[15,0]

     
        

                [8,9]

[10,11] [12,13]

[14,15]                                

[9,10] 

  

[11,12]

 

[13,14]

 

              

   (6)  Level 3     (7)   

Figure 3.2. Range representation of orientations (adapted from [Hogg91]) 

3.4 Fuzzy orientation 

In order to solve the above problem, a fuzziness concept was introduced [Ang99] to 

the normal eight orientation relations in Figure 3.3(b) to allow the categories of 

orientation relations to be overlapped. Given two neighboring orientation relations R 

and S, the overlap part between them is denoted as R|S. Interpreting the overlap part 

R|S as either sector R or sector S are both acceptable. Using this notation, the new 

sector codes are r|rf, rf|f, f|lf, lf|l, l|lb, lb|b, b|rb, rb|r. Figure 3.3(a) shows clearly the 
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effect of fuzziness to each of the 8 normal orientations and how the overlapping 

induces the eight fuzzy orientation relations. 

 

 

 

  

l

           
f        

r    +

       
lf rf

  =      
lf|l 

f|lf     rf|f

 r|rf
          l

 lf
         f      

rf  

r

       

    

 

       b

 

         lb rb      l|lb 
lb|b     b|rb

   rb|r             lb       
b

 rb

 

(a) Eight fuzzy orientation relations       (b) Eight normal orientation relations 

Figure 3.3. The fuzzy category 

 

According to the new fuzzy category, we have three ways to interpret an 

orientation. For example, the orientation r|rf can be taken as the sector itself, or it can 

also be treated as r or rf. Which of the three interpretations is used is application 

dependent. For example, in Figure 3.4, there are four objects A, B, C, and D. The 

center points of B, C, and D are all in sector r|rf with respect to the center point of A, 

but the size and shape of B, C, and D are different. According to our common 

perception, C is usually categorized to orientation relation code r, and D is categorized 

to rf. As for B, it is so fuzzy that we will use r|rf instead.  

  

         D      C 

             

   

 

 

Figure 3.4. The orientation spatial relations of B, C, and D with respect to A 

 

With the use of the fuzzy category in describing the orientation relation, we 

overcome the problem of sudden change in the orientation of the objects to be 

 B 

 A 
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described. We endow an application the flexibility to interpret the orientation codes 

according to its need. When an object is found to be in a sector without ambiguity, the 

respective normal orientation code is used. Otherwise, we represent it by a fuzzy code. 

Since we allow ambiguous code to represent a spatial relation, the representation itself 

looks fuzzier. However, this fuzzy representation will benefit the similarity retrieval in 

the following discussion.  

3.5 Combining topological and orientation relation - 

IO&T representation 

IO&T is a representation scheme that combines fuzzy Intrinsic Orientation and 

Topological spatial relation. As the name suggests, the discussion for IO&T 

representation should start from intrinsic orientation. 

3.5.1 Intrinsic orientation relations 

The orientation that determines the direction in which the primary object is located in 

relation to the reference object must be given with respect to a reference frame. In the 

sentence “The ball is in front of the car”, the reference frame is based on the car and 

its front is clearly defined. There are three types of orientations: 

• Intrinsic orientation: The orientation is given by some inherent property of the 

reference object (For example, with respect to the car front, the ball is in front of the 

car). Some criteria used to determine the intrinsic orientation of objects and places 

are: the direction of motion of the object, the side containing perceptual apparatus, 

the side oriented towards the observer, the symmetry of objects, etc. 

• Extrinsic orientation: The orientation on the reference object is imposed by 

external factors. Relevant factors are the accessibility of the reference object, its 
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motion (or that of the observer), or other objects in its vicinity or the earth 

gravitation. If a car is moving backwards, that direction is considered “front”. 

• Deictic Orientation: The orientation is imposed by the point of view from which 

the reference object is seen by an observer within the scene or from the speaker’s 

point of view. 

 Normally, the reference frame with respect to which the orientation is 

determined can be the combination of the above three different types. Among these 

three reference frames, the intrinsic orientation is the most natural frame of reference 

for the relative orientations among objects (The intrinsic orientation has been 

discussed and analyzed in cognition field in detail such as [Dilw02]). By using the 

intrinsic orientation, we have no need to worry about the rotation of the pictures. For 

example, the picture in Figure 3.5(b) is a rotated version of the picture in Figure 

3.5(a). If we use extrinsic or deictic reference frame, their representations are totally 

different. However, by using the intrinsic orientation, there will be no difference 

between Figure 3.5(a) and 3.5(b).  

 

 
 A        B 

    

            B           A  

 

 

 (a)      (b) 

Figure 3.5. Two example pictures ( (b) is a rotated version of (a) ) 

 

Therefore, we will use intrinsic orientation in our following discussion. Before 

that, we define intrinsic orientation formally as: 
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Definition 3.1. An intrinsic orientation of an object in a picture is the directional 

relation between another object in the same picture and this object based on the nature 

and property of the object itself. 

In other words, the reference frame is embedded into the object itself. It is 

independent of the point of view completely.  

3.5.2 IO&T graph representation  

Based on the conclusion of the above analysis, we proposed to use a tuple <A, [TR, 

OR1, OR2], B> to represent the spatial relation between two objects A and B where 

TR is the topological relation between object A and object B, OR1 represents the 

orientation relation of A to B based on A’s intrinsic orientation, and OR2 represents 

the orientation relation of B to A based on B’s intrinsic orientation. 

Since the IO&T representation involves two objects, a picture with n objects 

could be represented by n*(n-1)/2 tuples <Oi, [Rtij, Ro1ij, Ro2ij], Oj> where Oi, Oj are 

objects and [Rtij, Ro1ij, Ro2ij] are spatial relations between Oi and Oj. We may order 

the name of objects in all tuples in order to uniquely represent a picture by IO&T 

tuples. The following is the IO&T tuples construction algorithm. 

 

Algorithm 3.1: IO&T tuples construction 

Input: A preprocessed picture with n objects (with their intrinsic orientations) 

Output: A set of tuples R using IO&T representing the picture 

begin 

1. Order objects alphabetically according to their name.  

       Let V be the ordered set of objects  

2.    for ( i=1, n-1, i++){ /* n is the number of objects in the picture */ 

3.  for  (j= i+1, n, j++){  
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4.           Compute Rtij /* Rtij is the topological relation between V[i] and V[j] */ 

5. Compute Ro1ij /* Ro1ij is the orientation relation between V[i] and V[j]  

based on the intrinsic orientation of V[i] */ 

6.          Compute Ro2ij  /* Ro2ij is the orientation relation between V[i] and V[j]   

based on the intrinsic orientation of V[j] */ 

7.  put <V[i], [Rtij, Ro1ij, Ro2ij], V[j]> into R 

8.  } 

9. } 

10.  return R 

end 

 

A picture can be represented as G(V, R) where V is a finite nonempty set of 

symbols representing the objects in the picture and R is a set of IO&T tuples, and 

G(V, R) can be implemented as an adjacency list. It should be noted that a little 

deformation (such as rotate the whole picture or enlarge etc) of a picture would not 

affect the structure of its adjacency list because the IO&T tuples are organized 

alphabetically. Two pictures with the same objects will always have the same 

structure of their adjacency lists. This is an important feature that is very useful for 

picture retrieval.  

We use the sample picture P in Figure 3.6(a) to see how the IO&T 

representation is generated for this picture. The V of picture P is {A, B, D, E, C}. All 

arrows in the picture represent the intrinsic fronts of the related objects. After step 1 of 

algorithm 3.1, the V will become {A, B, C, D, E}. Following steps 4, 5, and 6, since 

A and B are disjoint, the geometric center of B is on the right of A, and the geometric 

center of A is in the front of B, we get <A, [dt, r, f], B>, the first IO&T tuple in R. 

Other tuples generated are <A, [dt, rf, rf], C>, <A, [dt, rb, lf], D>, <A, [dt, rb, lb], E>, 

<B, [to, rb, rf], C>, <B, [ct, lf, rf], D>, <B, [ov, lb, l], E>, <C, [dt, rf, r], D>, <C, [dt, f, 

lf], E>, and <D, [dt, b, l], E>. The corresponding adjacency list is shown in Figure 
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3.6(b).  Note that the name of the first object in a tuple is the index to the array of list 

heads, and the name of the second object in the tuple is stored with their spatial 

relation in a node of the linked list according to its alphabetical order. 

Compared with the tuple <A, [Rt, Ro], B> used in [Hern94], the IO&T tuple 

has one more element. However, we are able to represent the mutual orientation 

relations between two objects within a single tuple, and pictures can be more 

accurately represented with slightly higher space requirement. 

 

     C      

    B  

  A    

                               D   

                E 

 

 

     (a) A picture P (All arrows represent intrinsic fronts of objects) 
 

 

 

 

 

 

 

 

      (b) The corresponding adjacency list of picture P 

Figure 3.6. A picture P and its corresponding adjacency list 

3.6 Compare with other systematic representations 

[Hern94] is one of typical approach using systematic spatial relation representation. 

Hernandez proposed to describe the spatial relation between two objects with the 

following tuple in which both the topological and the orientation relations are used:  

 <primary_object, [topological , orientation], ref_object, ref_frame>  

A 

 

B 

 

C 

 

D 

 

E 

B   (dt,r,f) C  (dt,rf,rf) D  (dt,rb,lf) E   (dt,rb,lb) 

C   (to,rb,rf) D  (ct,lf,rf) 

D   (dt,rf,r) 

E   (dt,b,l) 

E  (ov,lb,l) 

E  (dt,f,lf) 
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where primary_object is the object to be located, ref_object is the object with which 

the primary_object is to be located and the ref_frame is the reference frame that is 

used when representing the spatial relations between the two objects.  

This representation has some advantages:  

1.  Topological and orientation relations combined will describe spatial relation in 2D 

space clearer. 

2.  The combination of the topological and orientation relations is flexible. They can 

be handled individually or as a unified spatial relation. It is application oriented. 

3.  There are many combinations of the two component spatial relations. We don’t 

have to name every possible combination artificially. The interpretation of the 

spatial relation is more straightforward. 

However, there are two major drawbacks in [Hern94]’s approach, which make 

big difference between IO&T and [Hern94].  

First, [Hern94] is not as good as IO&T in the accuracy of the representation: 

The problem lies in its orientation relation in which only one of the two 

objects is used as the reference in describing the orientation relation. It assumes the 

orientation from object A to object B is always complement to that from B to A. 

Therefore, only one orientation relation is needed and the other can be inferred. This is 

not always true especially when the rotation information of objects is to be considered. 

For example in Figure 3.7, there is no difference between picture (a) and picture (b) 

when object A is chosen as the reference object to describe the orientation of object B. 

These pictures are clearly different when B is the reference object. If every object 

faces different direction, then we have to use two Hernandez’s tuples to represent the 

orientation relation between two objects. However, regardless which reference frame 

is used, there is only one topological relation between two objects. Therefore, the 
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topological relation parts of these two tuples are identical and one of them is 

redundant. On contrast, this problem is resolved in IO&T representation.  

 

    

    

      A B         A B   

   

           

  

 

(a)       (b) 

Figure 3.7. No difference between the representation of (a) and (b) when A is the 
reference object (All dotted arrows represent the fronts of objects) 

 

 In fact, IO&T has implicit reference frame by using intrinsic orientation (i.e. 

the reference frame is the same as the primary object itself if we use [Hern94]’s 

concept. This is a big saving from representation perspective. 

Second, [Hern94] has the weakness in the feasibility of similarity measure: 

Hernandez’s approach needs an explicit reference frame. There are two 

options here: 

• Suppose the reference is based on a point of view, the representation will not 

be invariant under transformation, which is a very desirable feature for picture 

representation. 

• Suppose the reference is based on one fixed object inside the picture, this 

should have no problem for the representation. However, the representation is 

for the purpose of similarity retrieval in our following discussion. If the fixed 

object is not in both query picture and database picture, we will have problem 

to compare the spatial relations between pictures. It is unlikely that we can find 

such a reference object appearing in all pictures. 



Chapter 3: Systematic spatial relation representation IO&T 

 

__________________________________________________________________________________ 

54

Actually, [Hern94]’s work focus more on representation for spatial database (i.e. 

spatial reasoning in spatial database). There is no similarity measure proposed for 

similarity retrieval in his work, which, however, is one of our major objectives in this 

thesis. This point will be clearer in the following discussion.  

Besides Hernandez’s representation, another typical systematic representation 

is 2D-PIR [Nabi95]. Since we have already some discussion about the representation 

of 2D-PIR in section 2.6.2, we will not repeat here in detail. In short, 2D-PIR has 

some duplicated information captured in its topological representation part and 

directional representation part. 2D-PIR is not invariant under rotation, and it requires 

some complicated transformation for similarity comparing. Since 2D-PIR has a 

similarity measure proposed for similarity retrieval, we will compare IO&T with 2D-

PIR experimentally for its similarity retrieval in the next chapter.  

3.7 Summary 

In this chapter, we have discussed topological relation and orientation relation 

individually and theoretically. A spatial relation representation IO&T is proposed to 

combine topological relation and orientation relation more systematically. Comparing 

to Hernandez’s representation, the spatial characteristics of objects can be described 

by IO&T more accurately and naturally. In particular, IO&T is proposed for similarity 

retrieval instead of spatial reasoning. IO&T overcomes the ambiguity problems that 

exist in many other representations. The advantages of IO&T representation are 

• Invariant under the translation and rotation of a picture; 

• Flexible and comprehensive for the topological and orientation representation; 

• Ease in defining a similarity measure. 
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The last point is critical because similarity retrieval is more applicable in many 

applications. In the following chapter, we will discuss how we are going to design a 

metric system to measure the similarity based on the IO&T representation. 
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Chapter 4 

Similarity measure based on 

spatial relation representation 

 

In previous chapters, we have discussed iconic spatial relation representations. IO&T 

representation has been proposed. However, the objective of representation is for the 

ease of retrieval, i.e. how to retrieve the needed iconic picture from the database. This 

requires a similarity measure for comparing the similarity based on the representation. 

Pictorial similarity measure is different from the text-based similarity measure. In this 

chapter, we will discuss the similarity measure in detail for iconic spatial relation 

based retrieval. We will start our discussion about the concept of similarity measure 

for picture retrieval. Some native similarity measures will be used to describe the 

different aspects of pictorial similarity measures. Based on the analysis of these native 

approaches, we will introduce a simulated measure and a degree based measure using 

IO&T as the representation template. We will also highlight an object-based similarity 

concept on top of the proposed similarity measure to integrate the advantages of 

proposed measures. 
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4.1 What is similarity measure 

There are two kinds of picture retrieval: exact matching and similarity retrieval, with 

the former a special case of the latter. Exact matching is to retrieve from the picture 

database those pictures that are exactly the same as a query picture or contain the 

query picture. Similarity retrieval is to retrieve those pictures that are similar to the 

query picture given by a user. In similarity retrieval, the retrieved pictures can either 

be the same as, contain the query picture, or they can have many similar parts with the 

query picture. For example, there are four pictures P1, P2, P3, and P4 in Figure 4.1. 

P1 is a query picture, and P2, P3, and P4 are database pictures. P1 is neither 

completely the same as P2, P3, or P4, nor a sub-picture of anyone of them. To find the 

picture that is most similar to P1, we must design a real-valued function that can 

measure the similarity of every pair of pictures. This function is called similarity 

measure.  

  

 

          C              B  

                                   A                B        A             B   A   

           B  A             C         C  

              C  

 P1   P2   P3   P4 

Figure 4.1. Example pictures (All arrows represent intrinsic fronts of objects) 

 

In the following, we will discuss some similarity measures. The discussion 

will start from two simple native similarity measures and derive two similarity 

measures based on the native measures. An object-based similarity measure is 

proposed to offer the advantages from the other measures. Some experiments have 

been done to compare the effectiveness of proposed similarity measures.  
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We assume no duplicated object in a picture as it has been proved in [Tucc91] 

that the similarity retrieval problem is NP-hard when multiplicity of objects is allowed 

in picture matching. 

4.2 Native similarity measures 

A similarity measure is used to measure the similarity between pictures. However, 

unlike exact matching, similarity is a subjective concept. In this section, we will 

discuss two straightforward but intuitive similarity measures to demonstrate the 

differences of similarity measures in various aspects.  

4.2.1 Common clique similarity measure 

Since iconic spatial relation representation is based on spatial relations between 

objects to represent a picture, one way to measure the similarity between two iconic 

spatial relation representations is based on the size of the clique of objects with 

matching spatial relations. The detail of making use of common clique concept is 

illustrated as follows: 

As the first step of comparing two pictures, we identify objects having the 

“same position”. The concept of “same position” does not require the objects to 

appear at the same place, or to be static with respect to each other. They will be 

treated as “in the same position” so long as the objects’ movements do not change the 

spatial relations among themselves. We are going to find between two pictures the 

maximal common sub-picture in which not only the objects are the same, but also the 

spatial relations between any two objects in the sub-picture are the same. If we 

represent a sub-picture by a graph in which each node represents an object and the line 
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connecting two nodes is labeled with the relation between corresponding objects, then 

the maximal common sub-picture forms a clique. 

In the following discussion, we use IO&T for pictures representation. Given 

two pictures represented by (V1, R1) and (V2, R2) respectively where V1 and V2 are 

sets of objects, and R1 and R2 are sets of IO&T spatial relation tuples, the following 

algorithm can be used to find the maximal common sub-picture between them. 

 

Algorithm 4.1: Finding the maximal common sub-picture 

Input: (V1, R1) and (V2, R2), the IO&T representations of two pictures 

Output: the maximal common sub-picture (V3,R3) 

begin 

1.   for each Oi in V1 if there is a Oj in V2 such that Oj= Oi 

2.          then record Oi as a vertex 

3.   endfor 

4.   for each pair of vertices Om, On 

5.         if <Om, [Rtmn, Ro1mn, Ro2mn], On>  in R1 and R2 are the same 

then construct an edge between them and labeled with [Rtmn, Ro1mn, 

Ro2mn] 

6.   endfor 

7.  find the maximal complete sub-graphs (cliques) of this undirected graph, 

record all vertices in the clique in V3 and the its corresponding spatial 

relation in R3 

8.   output (V3, R3) 

end. 

 

 

The algorithm for generating the maximal complete sub-graphs (cliques) 

developed by [Bron73] is shown below. It is expressed as a recursive program. 
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Algorithm 4.2: Generating the clique 

Input: An undirected graph G=(V, E), where v is the set of vertices, E is the set of 

edges 

Output: A set of S vertices constituting a clique 

begin 

1.   initialize S as an empty set 

2.   call subroutine clique (V, ∅) 

3.           subroutine clique(N, D) 

4.            begin 

5.                 if N∪D=∅ 

6.                  then output S, which is a clique 

7.                 else 

8.                      if N ≠∅ 

9.                      then select one vertex f from N 

10.                        call subroutine explore(f) 

11.                        while N∩(V-Adj(f)) ≠∅ do 

12.                         v is a vertex in N∩(V-Adj(f)) 

13.                         call subroutine explore(v) 

14.                       endwhile 

15.                   endif 

16.             endif 

17.  end-of subtoutine-clique 

18. subroutine explore(u) 

19. begin  

20.   let N be N-{u} 

21.    let S be S∪{u} 

22.    call subroutine clique(N∩Adj(u), D∩Adj(u)) 

23.    let S be S-{u} 

24.    let D be D∪{u} 

25.  end-of-subroutine-explore 

end 
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After using the above algorithms to find the maximal sub-picture, we may treat 

the common sub-picture as a fixed reference part in which all objects remain at their 

old positions in both pictures. It is possible that the maximal sub-picture is not unique. 

However, what we need to find out is the number of objects inside the maximal 

common clique. This number should be unique regardless if there is a unique maximal 

common clique. The similarity measure of common clique approach, Dclique, is 

defined as: 

 

 

Where Nq is the number of objects in the query picture. Nmax_clique is the 

number of objects in the common clique. 

For a database picture to be the most similar to the query picture Q, the 

number of objects that have changed their spatial relations must be the smallest, i.e. 

Dclique is smallest.  

However, the above measure of similarity is only of theoretical interest. It has 

over-simplified the similarity retrieval problem into finding the largest common clique 

in the corresponding two graphs. If there is only one object in the clique found by the 

above algorithm, then it is hard to agree that all pictures containing the objects in the 

query picture to be considered similar. In addition, the common clique algorithm is 

NP-hard and hence it is not very practical to use it to solve the problem. Therefore, in 

the following, we introduce another similarity measure which uses the number of pair-

wise spatial relation changes as the measure of similarity. 

         
Dclique = Nq – Nmax_clique      (4.1) 
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4.2.2 Spatial relation measure 

Basically, the spatial relation measure is based on pair-wise spatial relations. Given a 

query picture with n objects, we need to compare each of the query picture’s n*(n-1)/2 

spatial relation tuples with that of each database picture, and the number of same 

spatial relation tuples (i.e. two objects are the same, and the spatial relations including 

topological relation part and orientation relation part are the same) is used as the 

similarity measure. 

 

Definition 4.1. The spatial relation measure Dsrm(Q, P) between a query picture Q and 

a database picture P is defined as the number of spatial relation tuple <Oi, [TRij, OR1ij, 

OR2ij], Oj> in Q such that there is corresponding spatial relation tuple <Om,[TRmn, 

OR1mn, OR2mn],On> in P where Om = Oi, and On = Oj and TRij  = TRmn and OR1ij = 

OR1mn and OR2ij = OR2mn (where Oi and Oj are two different objects in Q, and TRij, 

OR1ij and OR2ij are topological relation and two orientation relations respectively 

based on IO&T; Om, On, TRmn, OR1mn, and  OR2mn are referring to the related 

components in P). 

The algorithm to find the matching tuples as shown in Algorithm 4.3 is quite 

straightforward.  

 

Algorithm 4.3: The number of matched tuples 

Input: (Vq, Rq) and (Vp, Rp), the IO&T representations of the query picture Q and a 

database picture P. 

Output: D(Q, P), the number of same tuple spatial relations between Q and P. 

begin  

1.   D=0 

2.   if Vq⊆Vp then 
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3.    for each T1 = <Oi, [TRij, OR1ij, OR2ij], Oj> in Rq  

4.           find T2 = <Om,[TRmn, OR1mn, OR2mn],On> in Rp 

such that Om = Oi, and On = Oj and TRij  = TRmn and OR1ij = 

OR1mn and OR2ij = OR2mn 

 add 1 to D 

5.    endfor 

6.   elseif  set D to -1 

7. endif  

8. return D 

  end 

 

The return value D of Algorithm 4.3 is used as the similarity measure Dsrm 

directly. If D is bigger, the database picture is more similar to the query picture. The 

value -1 means that the database picture does not have all the objects in the query 

picture. Therefore, the pictures are not similar. 

 Comparing with the common clique similarity measure, this measure is more 

practical as its complexity is only O(n
2
). However, this measure is inadequate because 

the degree of spatial relation changes that also affect human similarity perception has 

not been considered.   

4.3 Derived similarity measures 

The two native similarity measures discussed in previous session are simple and 

intuitive. However, they may not be very practical in a real similarity retrieval system 

either due to the algorithm complexity or over simplified of the concept of similarity 

of human being. Therefore, in this section, we propose two derived similarity 

measures to make up the disadvantage of the native measures. 
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4.3.1 Degree similarity retrieval 

Degree similarity retrieval is to retrieve pictures according to the degree of spatial 

relations changes. To quantify the concept “degree of similarity”, we must analyze the 

structure of topological and orientation domain first. 

4.3.1.1 Structure of the topological domain 

The structure of the topological relational domain is derived from the structure of 

physical space. For topological domain, the topological relations are described in 

Table 3.2 and we may construct the neighborhood structure involving these 

topological relations as in Figure 4.2. Two topological relations are neighbors if one 

can be transformed directly into another by scaling, moving, or rotating an object. 

Thus, disjoint (dt) and touch (to) are neighboring topological relations, because two 

disjoint objects can come closer and touch each other (touch) without going through 

an intervening state. Overlap (ov) and contain (ct) are two topological relations that 

are not neighbors, because one object containing another can touch it before overlap 

it. The notion of topological neighbor is described as follow: 

 

Definition 4.2. Two topological relations are neighbors if one of the relation can be 

directly transformed into the other without going through any other topological 

relation by continuously deforming (scaling, moving, rotating) the objects concerned. 

The topological neighborhood graph in Figure 4.2 allows us to define distance 

between any two topological relations, which can be used to measure the degree of 

topological relation similarity. According to the neighborhood graph, the length of the 

shortest path from TRi to TRj is defined as the distance Dt(TRi, TRj) between them 
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where TRi and TRj are two topological relations. The topological distances among the 

eight topological relations are shown in Table 4.1. 

 

  

 

 

 

 

 

       

                   

                                   

 

 

 

Figure 4.2. Topological neighborhood graph 

 

Table 4.1 . Topological distances Dt(TRi, TRj) 

 

        TRi   
TRj    dt    to   ov     co     cb    eq     ct    in 

 dt           0     1    2      3      3       3      4     4 

 to           1     0    1      2      2       2       3     3 

 ov          2      1   0      1      1       1      2      2 

 co          3      2    1     0      2       1       1     2 

 cb          3      2    1     2      0       1       2     1 

 eq          3      2    1     1      1       0       1     1 

 ct           4      3    2     1      2       1       0     2 

 in           4      3    2     2      1       1       2     0 

 

Topological information alone is insufficient to measure spatial relations 

because orientation is also a kind of important information in a spatial relation 

representation. In fact, the orientation domain is fuzzier than topological domain as 

we can see in the next section.   

dt 

ov 

ct in 

to 

eq 

cb co 



Chapter 4: Similarity retrieval based on spatial relation representation 
 

__________________________________________________________________________________ 

66

4.3.1.2 Structure of the orientation domain 

The notion of neighborhood for the orientation domain is a little different from the 

topological domain due to the fuzziness in orientation relations. Two notions for the 

orientation neighborhood are used to describe the orientation domain as follows. 

 

Definition 4.3. Two normal (fuzzy) orientation relations are neighbors if anyone of 

them can be transformed into the other by continuously deforming the concerned 

objects without going through another normal (fuzzy) orientation relation. 

Definition 4.4. A normal orientation relation (a relation represented by a normal 

relation code such as rf, lf, and l etc) and a fuzzy orientation relation (a relation 

represented by a fuzzy relation code such as r|rf, rf|f, and f|lf etc) are kin if they are 

partially overlapped. 

To differentiate neighbor and kin in the neighborhood graph, we use two 

different types of lines. A solid line in Figure 4.3 represents being a neighbor, and a 

dotted line represents being a kin. We use Do(ORi, ORj) to represent the orientation 

distance between two orientation relations ORi and ORj. If both ORi and ORj are the 

normal orientation relations or both are fuzzy orientation relations, Do(ORi, ORj) is 

defined as the length of the shortest path from ORi to ORj. However, if only one of 

ORi and ORj is a fuzzy orientation relation, then Do(ORi, ORj) is defined to have a 

value which is one less than the length of the shortest path between ORi and ORj. This 

is because we allow two kin nodes to be overlapped, and hence the distance between 

them should be defined as zero. For example, both r|rf and rf|f are overlapped with the 

orientation rf. Therefore Do(rf|f, rf)=0 and Do(r|rf, rf)=0. Similarly, we have Do(r|rf, 

r)=0. However, we should not infer from the previous two equalities that Do(r, rf)=0 
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because the overlapped orientation relation is not transitive. Do(r,rf) should be 1 

according to our definitions. 

 

     

                 

        

             

                          

                

             

       

           

                

                       

              

            

           

 

 

 

Figure 4.3. Orientation neighborhood graph  

 

The complete set of orientation distances is shown in Table 4.2. 
 

 

 

Table 4.2. Orientation distances Do(ORi, ORj) 

 

ORi      
ORj    r r|rf  rf  rf|f  f  f|lf  lf  lf|l  l  l|lb lb lb|b b b|rb rb rb|r 

 

r                  0   0   1   1   2   2   3   3   4   3   3   2   2   1   1   0 

r|rf                  0   0   0   1   1   2   2   3   3   4   3   3   2   2   1   1 

rf                    1   0   0   0   1   1   2   2   3   3   4   3   3   2   2   1 

rf|f                  1   1   0   0   0   1   1   2   2   3   3   4   3   3   2   2 

f                     2   1   1   0   0   0   1   1   2   2   3   3   4   3   3   2 

f|lf                  2   2   1   1   0   0   0   1   1   2   2   3   3   4   3   3 

lf                    3   2   2   1   1   0   0   0   1   1   2   2   3   3   4   3 

lf|l                  3   3   2   2   1   1   0   0   0   1   1   2   2   3   3   4 

l                     4   3   3   2   2   1   1   0   0   0   1   1   2   2   3   3 

l|lb                 3   4   3   3   2   2   1   1   0   0   0   1   1   2   2   3 

lb                   3   3   4   3   3   2   2   1   1   0   0   0   1   1   2   2 

lb|b                2   3   3   4   3   3   2   2   1   1   0   0   0   1   1   2 

b                    2   2   3   3   4   3   3   2   2   1   1   0   0   0   1   1 

b|rb                1   2   2   3   3   4   3   3   2   2   1   1   0   0   0   1 

rb                1   1   2   2   3   3   4   3   3   2   2   1   1   0   0   0 

rb|r                0   1   1   2   2   3   3   4   3   3   2   2   1   1   0   0 

 

 r|rf 

 rb|r 

 rf|f  f|lf 

  r 

 b|rb  lb|b 

 l|lb 

  lf|l 

  f 

 rf  lf 

 rb 

 lb 

  b 

  l 
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4.3.1.3 Degree similarity measure 

In the degree similarity measure, we use the concept of neighborhood to measure the 

degree of changes in spatial relations. We are now ready to compute the total 

similarity distance DTP(T1, T2) (Distance for TuPles) between two IO&T tuples T1= 

<Oi, [TRij, OR1ij, OR2ij], Oj> and T2= <Ox, [TRxy, OR1xy, OR2xy], Oy>, where Oi and 

Oj are the same objects as Ox and Oy respectively  in two different pictures. It is 

defined as follow: 

 

 

 

where  

Wt and Wo are used to denote the weights for topological distance and 

orientation distance respectively): 

It should be noted that this is only one of the many ways that can be used to 

define DTP(T1, T2). It is quite reasonable to use a different weighted combination of 

the topological distance and the orientation distance according to the requirements of 

applications. However, in the following discussion, we use 1 for both Wt and Wo for 

the ease of discussion at this stage. The weight adjustment will be discussed later. 

To measure the distance between two pictures, we only need to sum up all 

distances of the related spatial relation tuples, i.e. the similarity distance between a 

query picture Q and a database picture P is defined as: 

 

 

         m 

DP(Q, P) = ∑∑∑∑ DTP(Tqj, Tpj)      (4.3) 
                         

j=1
 

DTP(T1, T2) =  

Wt * Dt(TRij, TRxy) + Wo * (Do(OR1ij, OR1xy ) + Do(OR2ij, OR2xy))  (4.2) 
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Where there are m tuples for the query picture Q, Tqj is jth tuple in the query 

picture’s IO&T representation, and Tpj is the corresponding tuple in the representation 

of the database picture P. 

 

Definition 4.5. Degree similarity measure is a similarity measure based on similarity 

distance defined in (4.3). Similarity of the degree similarity measure is 1/DP(Q, P). 

Let pictures P and Q be represented by (Vp, Rp) and (Vq, Rq) respectively 

where Vp and Vq are sets of object symbols, and Rp and Rq are sets of IO&T spatial 

relation tuples. The following algorithm can be used to calculate the distance DP(Q, 

P) between them. 

 

Algorithm 4.4: Distance calculation function DP(Q, P) 

Input: (Vq, Rq) and (Vp, Rp), the IO&T representations of the query picture Q and a 

database picture P. 

Output: DP(Q, P), the distance between Q and P. 

begin  

1.   DP=0 

2.   if Vq⊆Vp then 

3.    for each T1=<Oi, [TRij, OR1ij, OR2ij], Oj> in Rq  

4.           find T2=<Om,[TRmn, OR1mn, OR2mn],On> in Rp 

such that Om=Oi, and On=Oj or Om=Oj, and On=Oi 

5.                                          compute DTP(T1, T2) 

6.           add DTP(T1, T2) to DP 

7.    endfor 

8. elseif  set DP to ∝ 

9. endif  

10. return DP 

end 
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Given two pictures p1 and P2, if DP(Q, P1) is smaller than DP(Q, P2), then P1 

is more similar to Q. The complexity of this algorithm is O(n
2
) where n is the number 

of objects in the query picture.   

In a real application, using either the number of matched tuples or degree of 

pair-wise spatial relation changes alone will produce ambiguous result. For example, 

in Figure 4.4, we have a query picture Q and two database pictures P1 and P2. We 

ignore the orientation relations and only consider topological relations for the ease of 

discussion. When P1 and P2 are compared with Q, 4 topological relations (those 

between A and each of B, C, D, and E) are changed in P2, but only 2 topological 

relations (those between B and C and between D and E) are changed in P1. So P1 is 

considered to be more similar to Q according to pair-wise spatial relation measure. 

However, it can be argued that P2 should be regarded as more similar to Q because 

there is only one object’s position changed in P2.  If we move A up a bit in P2, we 

will obtain Q. This anomaly occurs because the number of changes in pair-wise spatial 

relations multiplies even when only very few objects change their positions. 

 

 

 

 A    A     A 

                B      C   D  E 

      B    C    D E       B C     D       E             

 

(a)  Q    (b) P1    (c) P2 

Figure 4.4. Query picture Q and two database pictures P1 and P2 

This example shows that the question of “which similarity measure is more 

effective” does not have a simple answer because the definition of similarity is always 

application dependent. That is why so far there is no metric commonly adopted to 
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measure the similarity. In the next section, we propose a simulated similarity retrieval 

that makes use of spatial relation changes for each object to simulate the common 

clique as an alternative similarity measure. 

4.3.2 Simulated similarity retrieval 

As we can find from the previous sections, pair-wise spatial relation measure and 

degree of spatial relation retrieval are practical because their algorithm complexity are 

O(n
2
). Therefore, it is not difficult for us to get values for these two measures. The 

simulated similarity retrieval in this section is to explore whether we may get the 

value of the common clique similarity retrieval heuristically because the complexity of 

the common clique algorithm is NP-hard.  

Initially, we want to get the number of misplaced objects from the number of 

pair-wise spatial relations changes heuristically. This is possible when the number of 

spatial relation changes is mostly contributed by a small number of objects that have 

changed their spatial relations.  

As the first step, those pictures that are very dissimilar should be weeded out 

with the application of any pair-wise spatial relations metrics discussed in the 

previous sections. After the filtering step, what remain will be subjected to the 

following test. 

1.  Calculate the number of spatial relations changes for each object in the query 

picture. 

2.  Sum all spatial relation changes based on each object and divide the sum by 2. 

Because the sum of all the numbers obtained in Step 1 is twice as large as the total 

number of spatial relation changes, the result is the total number of spatial relation 

changes. 
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3.  Calculate the average number of spatial relation changes per picture and multiply 

it by a constant to get the tolerance T. Compare T with the number obtained for 

each object in Step 1. Count the number of objects whose number of spatial 

relation changes violates the tolerance.  

Through the above three steps, we may get a rough estimate of the number of 

objects which cause many spatial relation changes. Tightening the tolerance will 

produce a more accurate estimate. The motivation in the use of such a tolerance in the 

above testing is as follow. 

We assume the query picture Q has N objects and each database picture has at 

most n objects being misplaced, n<<N. For each of N - n static objects, there are at 

most n associated spatial relations changed. For each of the n displaced objects, there 

are at most N-1 associated spatial relations changed. Therefore, in general, an object 

with many spatial relation changes corresponds to one that has been displaced. With 

the use of an appropriate tolerance value, these objects can be identified. 

Before we study the simulated similarity retrieval algorithm, we need to define 

the similarity of IO&T tuples and the related components. 

 

Definition 4.6. The topological (orientation) relations between two spatial objects are 

similar if they have the same topological (orientation) code. 

Definition 4.7. Two IO&T tuples, T1= <Oi, [TRij, OR1ij, OR2ij], Oj> and T2= <Ox, 

[TRxy, OR1xy, OR2xy], Oy>, are similar if Oi and Oj are the same objects as Ox and Oy 

respectively, topological relations Trij and Trxy are similar, and orientation relations 

OR1ij and OR2ij are similar to OR1xy and OR2xy respectively. 



Chapter 4: Similarity retrieval based on spatial relation representation 
 

__________________________________________________________________________________ 

73

To compare two symbolic pictures with a small number of objects whose 

spatial relations have changed, we define the degree of similarity for the simulated 

similarity retrieval as follows. 

 

Definition 4.8. The similarity distance DS(P, Q, T) between two pictures P and Q is 

the number of objects whose number of associated pair-wise spatial relations changes 

are bigger than a predefined tolerance T. Simulated similarity measure is a similarity 

measure using the similarity distance function DS(P, Q, T) such that the similarity of 

the simulated similarity measure is 1/DS(P, Q, T). 

Thus a picture with smaller DS( ) value is regarded as one that is more similar 

to the query picture. Let pictures P and Q be represented by (Vp, Rp) and (Vq, Rq) 

respectively where Vp and Vq are sets of object symbols, and Rp and Rq are sets of 

IO&T spatial relation tuples. The following algorithm calculates the degree of 

similarity DS(P, Q, T) where P and Q are two pictures and T is a predefined tolerance. 

 

Algorithm 4.5: Similarity function DS(Q, P, T) 

Input: (Vq, Rq), the IO&T representation of the query picture Q; 

(Vp, Rp), the IO&T representation of a database picture P; 

N, the number of objects in Q; 

T, a predefined tolerance 

Output: DS(Q,P,T), the similarity distance between Q and P based on the threshold T  

begin  

1.  DS=0; 

2.  for each object Oi in Vq  set TMP[Oi]=0; 

3.  if Vq⊆Vp then 

4.  for each T1=<Oi, [TRij, OR1ij, OR2ij], Oj> in Rq  

5.    find T2=<Om,[TRmn, OR1mn, OR2mn],On> in Rp 
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such that Om=Oi, and On=Oj; 

6.  if T1  is not similar to T2 

7.  TMP[Oi]=TMP[Oi]+1; TMP[Oj]=TMP[Oj]+1; 

8.   endif 

9.  endfor 

10 . elseif  set DS to ∝  

11. for each object Oi  in Vq 

12. if (TMP[Oi]>T) then DS=DS+1; 

13. return DS 

end 

Usually T can be set according to the total number of spatial relations for each 

object in the query picture and it is application dependent. The complexity of the 

algorithm is O(n
2
) where n is the number of objects in Q. Compared with the common 

clique algorithm, this simulated similarity algorithm is certainly more practical to get 

the number of misplaced objects. It is very likely that the set of static objects form a 

clique, and those misplaced objects are in the complement set of the clique.  

4.4 Object based similarity retrieval 

In previous sections, we have discussed several similarity retrieval measures. These 

functions measure certain aspect of similarity as follows: 

• How many objects have changed their spatial relations (Some spatial relations 

have been changed due to the movements of these objects); 

• How many pair-wise spatial relations have changed (The number of changed 

pair-wise spatial relations); 

• To what degree the pair-wise spatial relations have changed (The extent of the 

changes based on a defined measure). 
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As we mentioned early, the question of which similarity measure is more 

effective is not easy to answer because the definition of similarity is always 

application dependent. The relations of the real answer set with the answer sets 

derived by the above three measures are illustrated in Figure 4.5. As we can see, 

although three answer sets found by the three measures overlap with the real answer 

set, none of them is exact. However, if we could not get the real answer set exactly, 

we may want to settle with an answer set which can cover the real answer set. In this 

section, we propose to use a reference object in the measurement of similarity to find 

this kind of covering answer set. The new measure is developed from the object based 

similarity concept.  

 

 

 

 

Figure 4.5. Relations between the real answer and those derived from the use of 
different measures 

4.4.1 Object based similarity retrieval 

In real life, a query about a scene is always issued with reference to some dominant 

objects. For example, in the query “to find a house, in the front of that there is a 

temple and a swimming pool both facing this house”, the house is the dominant 

object. The spatial relation between the temple and the swimming pool is not 

mentioned and is assumed to be not important. To satisfy the query, we may find all 

database pictures based on the spatial relations of a house with the other two objects. 

When there are several dominant objects, we may base on the first dominant object 

O1 to retrieve the set S1 of similar pictures within a tolerance, and then the second 

The answer set by 

the common clique 

algorithm 

A cover answer set 

The answer set by the pair-

wise relations retrieval 

The answer set by 

the degree similarity 

retrieval 

The real answer set 
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dominant object O2 to retrieve similar pictures from S1 to form S2. This process is 

repeated until the last dominant object has been considered. The last set obtained is 

the answer set of pictures that are most similar to the query picture based on all the 

dominant objects that have been arranged in an order according to how dominant they 

are. This is object based similarity retrieval. The retrieval is based on dominant 

objects. A query picture in which all objects are dominant is only a special case of the 

object based similarity retrieval. 

Incorporating the concept of dominant objects, we redefine the notation of 

similarity based on the IO&T representation. 

 

Definition 4.9. The IO&T similarity measure DP is a vector function that is defined 

for a database picture P, a query picture Q and a dominant object O, such that the 

similarity distance based on objects in the picture DOP(O, Q, P) = (D1(O, Q, P), 

D2(O, Q, P)) where D1(O, Q, P) is the number of objects that have changed their 

spatial relations with respect to O and D2(O, Q, P) measures the total extent of the 

changes.  

Definition 4.10. D1(O, Q, P) is the number of objects (other than O in the query 

picture) whose corresponding spatial relation tuple involving object O is changed in 

the database picture P. 

D2(O, Q, P ) is closely related to the function DTP( ) which is used to measure 

the distance between two IO&T tuples in the previous sections.  

 

 

Where n is the number of objects in the query picture Q, Tqoj is a tuple 

including object O in the representation of the query picture Q. Tpoj is the respective 

             n-1 

D2(O, Q, P) = ∑∑∑∑ DTP(Tqoj, Tpoj)     (4.4) 
                               

j=1
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tuple in the IO&T of the database picture P. There are n-1 of such kind of tuples for a 

query picture. 

Let pictures P and Q be represented by (Vp, Rp) and (Vq, Rq) respectively 

where Vp and Vq are sets of object symbols, and Rp and Rq are sets of IO&T spatial 

relation tuples. The following algorithm calculates the IO&T similarity measure. 

 

Algorithm 4.6: Function for similarity measure DOP(O, Q, P) 

Input: O, a dominant object;  

(Vq, Rq) and (Vp, Rp), the IO&T representations of the query picture Q and a 

database picture P. 

Output: D1(O, Q, P), the number of objects that have changed their spatial  relations 

with respect to  the dominant object O in Q and P; 

D2(O, Q, P), the total extent of changes with respective to the dominant 

object O. 

begin  

1. D1=0, D2=0 

2. if Vq⊆Vp then 

3.  for each T1=<Vi, [TRij, OR1ij, OR2ij], Vj> in Rq  

4.   if Vi or Vj = O then begin 

5            find T2=<Um,[TRmn, OR1mn, OR2mn],Un> in Rp 

such that Um=Vi, and Un=Vj 

6. compute DTP(T1, T2) 

7.  if DTP(T1, T2)<>0 then add 1 to D1 and add DTP(T1, 

T2) to D2 

8.   endif 

9.   elseif  set D1 and D2 to ∝  

10. return D1 and D2 

end 

D1 and D2 are used to determine whether P is similar to Q. If D1=0 and D2=0, 

then a sub-picture of the database picture P matches exactly with the query picture Q 
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based on the dominant object O, and hence P should be accepted. Usually the 

acceptance criteria will be relaxed by setting some tolerance for D1 and D2 according 

to the requirements of an application. When D1 and D2 are both smaller than their 

respective tolerance, then P will be accepted. When there are k dominant objects, the 

same algorithm will be invoked k times with each invocation working on the output 

list of similar pictures from the previous invocation.  

If we relax the tolerances for D1 and D2, then there are always more pictures 

being retrieved. We order the similar pictures based on the values of a weighted 

combination of D1 and D2. The precise definition of such a ranking function will be 

application dependent. The complexity of this algorithm is O(n
2
) where n is the 

number of objects in Q.  

4.4.2 An example for object based similarity retrieval 

 

 

          C              B  

                                   A                B        A             B   A   

           B  A             C         C  

               C  

 P1   P2   P3   P4 

 Figure 4.6. Example pictures (All arrows represent intrinsic fronts of objects) 

 

We use the example in Figure 4.6 to illustrate the retrieval procedure. In Figure 4.6, 

P1 is a query picture whereas P2, P3, and P4 are three database pictures. First, we 

assume A to be the only dominant object in the query. After removing all the IO&T 

tuples not related to A, P1, P2, P3, and P4 will contain the following tuples: 

P1: <A, [dt, r, lf|l], B>, <A, [to, b|rb, l|lb], C> 

P2: <A, [dt, r, lf|l], B>, <A, [dt, b|rb, l|lb], C> 
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P3: <A, [dt, r, lb|b], B>, <A, [ov, b|rb, l|lb], C> 

P4: <A, [to, r|rf, rb|r], B>, <A, [to, b|rb, l|lb], C> 

Using Algorithm 4.6, the distances between P1 and other pictures can be 

computed as follows: 

D1(A, P1, P2)=1, D2(A, P1, P2)=1; 

D1(A, P1, P3)=2, D2(A, P1, P3)=3; 

D1(A, P1, P4)=1, D2(A, P1, P4)=5; 

Because D1(A, P1, P2) and D1(A, P1, P4) are both 1, we need to compare 

their respective D2. As D2(A, P1, P2) is smaller than D2(A, P1, P4), we conclude that 

P2 is the most similar picture to P1. It is obvious that P3 is the least similar picture to 

P1 because D1(A, P1, P3) is the biggest among the three D1s.  

When both A and B are dominant objects, then all the IO&T tuples are 

involved. If the tolerance for D1 is 2 and the tolerance for D2 is ∝, then we are only 

concerned about the number of spatial relations changed with respect to the dominant 

objects. Using A as the first dominant object in the similarity retrieval, we get 

S1={P2, P4}. P3 is rejected because D1(A, P1, P3) is not smaller than the tolerance. 

The next similarity retrieval is from S1 using B as the dominant object. After 

removing all the IO&T tuples not related to B, P1, P2, and P4 are shown as follows: 

P1: <A, [dt, r, lf|l], B>, <B, [dt, lf|l, lf], C> 

P2: <A, [dt, r, lf|l], B>, <B, [dt, lf|l, f|lf], C> 

P4: <A, [to, r|rf, rb|r], B>, <B, [dt, r|rf, lf], C> 

Using Algorithm 4.6 again, the distances based on B can be computed as follows: 

D1(B, P1, P2)=0, D2(B, P1, P2)=0; 

D1(B, P1, P4)=2, D2(B, P1, P4)=8; 
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Since D1(B, P1, P4) is not smaller than the tolerance, P4 will be discarded. As a 

result, P2 is accepted as the only picture that is similar to P1 using A and B as the 

dominant objects. If we rotate P1 by 180 degrees, we find that P2 is the most similar 

picture to P1 among the three pictures (P2, P3, and P4) since only object C has moved 

down a bit in P2 and there is no change in other objects. The fact that we are able to 

retrieve the correct picture using the object-based similarity measure indicates that this 

approach of similarity retrieval is promising. 

Up to now, we have discussed some similarity measures that include some 

intuitive measures, some derived measures and an integrated measure. Our main 

concern is whether retrieval algorithms based on these measures are accurate. 

Therefore, in the following, we implemented some experiments to compare the 

proposed similarity measures to understand the differences among them. 

4.5 Empirical comparison of the proposed similarity 

measures 

In this section, we will compare the proposed similarity measures based on the same 

representation i.e. IO&T. The additional comparison with other representations and 

respective measures will be continued in the next chapter. 

As we discussed in previous sections, the common clique measure and the 

spatial relation measure are more of theoretical interest. They are not really the focus 

of our comparison though they will still be referenced in the following. There are 

three experiments implemented. The first one is to test if the simulated measure is 

feasible and what is a reasonable threshold for the metric. The second one is to 

compare the difference of degree similarity measure, simulated similarity measure, 
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and spatial relation measure. Object-based similarity retrieval integrates both the 

number of object changes and the degree of changes. Therefore, the last experiment is 

to test if the object-based similarity measure is effective. At the end of the 

experiments, we will conclude what are the typical similarity measures used for our 

following discussion. 

4.5.1 Feasibility testing of the simulated similarity measure 

Since the simulated measure is derived from the common clique approach, we will 

test how accurate it is to simulate common clique measure using the simulated 

similarity measure. The detail setup of the experiment is as follow: 

 The experimental database will be generated automatically. The process of 

generating the database is based on query pictures. We will randomly move/rotate 

some objects in the query picture to generate a database picture. Since we can control 

the number of object changes, we can group the generated pictures into different 

groups based on the changes. Each experimental database consists of 600-700 pictures 

with each image contains 10 to 15 objects with extent. The pictures are divided into 5 

groups according to the number of objects’ changes (such as moving and rotating) 

with respect to the query picture. There are 20, 45, 120, 210, and 252 pictures in the 

group G1, G2, G3, G4, and G5 respectively for each database. A picture is in Gi when 

there are i objects changing their positions with respect to the query image. Pictures 

with five or more objects changing their positions belong to G5. 

In Gi, since there are only i object(s) changing its location and i << n (where n 

is the number of objects in a picture), we should have the similarity distance (to the 

query picture) equals to i for any picture in Group i using the common clique measure 

(this is not really true since some movement of objects may not affect their spatial 
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relation). For the simulated similarity measure, we then set the threshold T to different 

values such as 30%, 35%, 40% etc. Suppose we want to find all pictures from the 

database with similarity distance i, we will test how many pictures are from Group i, 

and how many of them are not from Group i in this experiment. To gauge the 

effectiveness of the retrieval algorithm, we define the recall rate and precision as 

follows: 

 

Definition 4.11. Let g be number of all pictures in Group G, r be the number of 

pictures retrieved from G, and q be the number of all retrieved pictures (i.e. pictures 

retrieved from G and from other groups altogether). Then the recall rate R and the 

precision P are defined as  

R = 100*r/g and P = 100*r/q     (4.5) 

The empirical results are shown in Table 4.3. 

Table 4.3. Simulated similarity measure experiment results  

    
 Group          No of objects    T=30%      T=35%     T=40% 

 
         with changes     R   P   R    P  R   P 

 

    1                              1               100      100     95.6     88.7     96.4     70.8 

 

2          2               100      100  93.3  84.0 88.9      63.5 

 

   3          3               100      99.2  93.3     88.2 81.7      58.7 

 

4          4               99.5   100  92.9  91.5 70.0      62.0 

 

 5          5+   85.1     95.3    80.5     90.1    71.2      60.6 

 

 

From Table 4.3, the simulated result shows that the simulated similarity 

measure is effective in retrieval for a small number of object changes, in particular, 
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when the number of object changes is less than 5. This means the simulated measure 

is able to measure small changes for IO&T spatial relation representation of picture. 

On the other hand, we also find that the recall rates drop when more objects are 

swapped. This is because when the number of swapped objects increases, our 

assumption that this number should be much smaller than the number of objects in the 

query picture will no more be valid. We also observe that T’s setting will affect both 

the recall rate and the precision. Therefore, the selection of T is very important. In our 

experiment, the 30% of the total number of spatial relations for each object is most 

satisfactory. However, this value may be changed for different applications. 

4.5.2 Comparison of derived similarity measures 

 

The simulated similarity measure looks good in the previous experiment because the 

experiment itself is in favor of the number of object changing. However, it is possible 

that the changes of very few objects can cause drastic changes in our perception (such 

as the example in Figure 4.4). The simulated similarity measure has a restriction that 

the number of changed objects must be much smaller than the total number of objects 

in a picture. On the other hand, the simulated similarity measure needs some training 

process to gauge the appropriate threshold value needed. Therefore, in this section, we 

will discuss another experiment to compare simulated similarity measure with spatial 

relation measure and degree similarity measure. The objective is to find out other 

factors affecting spatial similarity and advantages of different similarity measures. 

Based on the previous test, we choose 30% as the threshold for the simulated 

similarity measure. The idea is to retrieve top 10, 20, 30, and 40 similar pictures from 

each pictorial database, and check the picture distribution among all groups to see the 

difference for different measures in Table 4.4, Table 4.5, and Table 4.6 respectively. 
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Table 4.4. Distribution of picture retrieved using degree similarity measure 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  100.00  0.00  0.00  0.00  0.00 

   20              75.00  25.00  0.00  0.00  0.00 

   30             60.00  23.33  16.67  0.00  0.00 

   40  50.00  25.00  20.00  5.00  0.00 

               

Table 4.5. Distribution of picture retrieved using spatial relation measure 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  90.00  10.00  0.00  0.00  0.00 

   20              80.00  20.00  0.00  0.00  0.00 

   30             63.33  30.00  6.67  0.00  0.00 

   40  50.00  32.50  15.00  2.50  0.00           

 

   

Table 4.6.  Distribution of picture retrieved using simulated similarity measure 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  100.00  0.00  0.00  0.00  0.00 

   20              100.00  0.00  0.00  0.00  0.00 

   30             63.33  26.67  0.00  0.00  0.00 

   40  50.00  45.00  2.00  0.00  0.00               

 

From Table 4.6, we may notice that the top 10, 20 similar pictures are all from 

Group 1, and the top 30 and top 40 similar pictures are mostly from Group 1 and 

Group 2. This means that the return sets of the approach using the simulated similarity 

measure are more restricted from the first few groups, i.e. those groups with less 
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number of objects involving movements. This can be accepted in the context of a very 

small number of movements affecting less spatial relations, in particular for pictures 

in Group 1. However, there should be cases that a big portion of spatial relations has 

been changed due to some drastic changes of a few objects in our generated iconic 

picture database, which are not detected effectively by the simulated similarity 

measure. 

Relatively, from Table 4.4 and Table 4.5, the distribution of returned similar 

pictures is boarder for both degree based measure and spatial relation measure, in 

particular, there are more returned pictures from Group 3, or even Group 4 in the top 

30 and top 40 similar pictures. This means that these two similarity measures can 

detect spatial relation changes instead of just the number of objects involving changes. 

However, compare to spatial relation measure, degree based measure is also 

reasonable good for detecting less number of objects involving movement whilst 

spatial relation measure is not. This can be observed from the results in Table 4.4 and 

Table 4.5. The approach using the degree measure will detect all pictures from Group 

1 (i.e. the group with only one object involving movement) compare to the 90 percent 

of the approach using the spatial relation measure. In fact, this proves that degree 

based measure is more compatible and flexible comparing to the other two similarity 

measures. Degree based measure provides finer granularity in its measurement which 

is good for measuring approximate similarity. Therefore, in the following discussion, 

degree based measure will be always used as one of major measures for comparison of 

similarity retrieval approaches. 
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4.5.3 Feasibility of object-based similarity measure 

In previous experiments, we have noticed that both the number of object involving 

movement and the extent of the spatial relation changes can be useful in the 

measurement of the spatial relation for iconic pictures. However, in real life, we only 

consider objects that are important. Therefore, we introduced the object-based 

similarity retrieval (which bases on dominant objects) on top of the proposed retrieval 

measures. In this section, we continue our experiment with object-based approach to 

see how effective it is to use the object-based similarity concept with proposed 

measures. 

We still use the same experiment database used in the previous section. Since 

there are at most 15 distinct objects in the query picture, the number of spatial relation 

tuples involving a dominant object is 14. We set the tolerance Tol1 for D1 (the 

number of objects that have changed their spatial relation with respect to the dominant 

object) to 15, 20, and 25 percent of 14 tuples that are 2, 3, and 4 tuples respectively. 

Referring to the definition of DTP( ) which measures the distance between IO&T 

tuples, a spatial relation tuple can attain the maximal extent of changes in its 

topological relation and its orientation relations with a value of 12 if both weight 

constants Wt and Wo in DTP are set to 1. When all 14 tuples involving the dominant 

object attain the maximum, the total changes will be 14×12=168. The tolerance Tol2 

for D2 (the total extent of changes that have taken place) is set to 3, 6, 9, 12 and 15 

percent of 168 which are 5, 10, 15, 20 and 25 respectively. To gauge the effectiveness 

of the retrieval algorithm, we randomly choose one of the 5 unchanged objects as our 

dominant object of retrieval, and calculate for each group the average percentage of 

pictures that have been retrieved. The results are shown in Table 4.7. 
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Table 4.7.  Object-based similarity retrieval experiment results 

 

     Tol1      Tol2       The percentage of pictures retrieved (%) 

Group 2 Group 3 Group 4         Group 5 

   5%(2) 3%(5)  45.78  20.00  7.05  1.83 

                 6%(10)        67.56  30.67  11.43  3.57 

                 9%(15) 87.11  37.83  13.71  4.13 

                  12%(20) 99.56  42.00  14.76  4.29 

      15%(25) 100.00  42.00  14.76  4.29 

   10%(3)    3%(5)  45.78  20.00  7.05   1.83  

                  6%(10)        67.56  44.00  23.33  11.19 

                  9%(15) 87.11  65.67  38.00  19.76 

                  12%(20) 99.56  96.67  52.95  24.60 

           15%(25)      100.00  100.00  54.10  24.84 

   15%(4)   3%(5)  45.78    20.00   7.05  1.83 

             6%(10)        67.56  44.00  25.24  13.10 

                  9%(15) 87.11   65.67  49.33  33.10 

                  12%(20) 99.56  96.67  88.38  59.84 

           15%(25)      100.00  100.00  98.67  65.71 

 

From Table 4.7, we find that the percentage of pictures retrieved from groups 

with fewer object changes is always higher. When we relax both the tolerances Tol1 

and Tol2 for D1 and D2 respectively, there are more and more pictures being 

retrieved. Since each picture in Group i (i=2 to 5) has at most i tuples changed with 

respect to each dominant object, by setting Tol1≥i, the percentage of pictures retrieved 

from Group i will be determined by the magnitude of Tol2 alone. From Table 4.7, we 

observe that by setting Tol1 to i+1 and Tol2 to 25(15%), we can always retrieve more 

than 98% pictures from Group i. However, there are quite many pictures being 

retrieved from other groups as well. For example, when Tol1=3 and Tol2=25, there 

are about 25% of the pictures from Group 5 found to be similar. This shows that even 
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when many objects have shifted their positions, as long as their extent of changes 

remain small, they will be retrieved as pictures similar to the query pictures, yet they 

may be rejected when the common clique measure or the simulated similarity measure 

is being used. 

This experiment shows clearly again that the number of objects that have 

changed their positions is not the only factor which affects the spatial similarity. 

Although in real life, a picture with many objects changed their positions will be more 

likely to be rejected in similarity retrieval, it should be accepted if the extent of 

changes is small. Compare to the previous experiments without considering dominant 

objects, we can also control the similarity retrieval returns using the two thresholds 

(i.e. the threshold for the number of object change, and the threshold for the total 

extent changes in spatial relations). Therefore, the use of object-based similarity 

measure makes it possible to retrieve similar pictures with due consideration for both 

factors, which is more flexible and adaptive. 

4.6 Summary 

In this chapter, we have discussed similarity metrics that are used to measure the 

spatial similarity based on the representation IO&T proposed in the previous chapter. 

Native similarity measures, i.e. common clique measure and spatial relation measure, 

are discussed as the base concept for more practical measures. Simulated similarity 

measure and degree similarity measure are proposed to cater for different retrieval 

objectives in different applications. It is highlighted that none of the discussed 

approaches is complete or perfect for every need from the users. Therefore, we 

introduced the idea of object-based similarity retrieval to overcome the fuzzy part of 
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the similarity concept and integrate the advantages of previous measures. In general, 

the simulated similarity measure is good for similarity retrieval involving a small 

number of object involving movements whilst the degree similarity measure is more 

sensitive to detect the extent of spatial relation changes. Object-based similarity 

retrieval approach on top of the proposed measures can effectively integrate the 

advantages of both approaches by selecting the dominant objects in an intuitive way. 

However, all the similarity measure discussions so far are based on the proposed 

IO&T representation. In the following chapter, we will study some components in 

spatial relation representation and similarity measure that have been missing in the 

discussion. In particular, the extension of an object is purposely ignored so far. The 

extension of an object refers to the distance among iconic objects and the size of 

iconic objects. Since the extension of an object is hardly interpreted by a pure 

qualitative representation, an augmented spatial relation representation is proposed to 

retain the invariant property of the current representation and to include the extension 

of an object and the distance between objects in a fuzzy way. We will also discuss 

some experiments comparing several different representations and their respective 

similarity measures for automatic similarity retrieval in the next chapter.
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Chapter 5 

Beyond qualitative spatial 

relation representation and 

retrieval 

In previous chapters, we have discussed spatial relation representations, and similarity 

measures to compare the similarity between pictures. In this chapter, we will continue 

to discuss an augmented spatial relation representation and retrieval. We will also 

compare the similarity retrieval solutions based on different representations and 

respective measures at the end of this chapter.  

5.1 Augmented relation representation and retrieval 

Up to now, we have introduced a complete solution for automatic spatial relation 

similarity retrieval process. However, some information is not captured in our 

proposed representation, i.e. the extension of objects. Usually orientation 

categorization is based on the relative positions of the centroids of objects. However, 

for objects with extension, this kind of orientation relation is inadequate. For example, 
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in Figure 5.1(a), if we simply say object B is at the northeast of object A according the 

centroids of A and B, then there will be no difference between Figure 5.1 (b), (c) and 

(a). However, from a human’s viewpoint, they are different. In Figure 5.1(b), the 

relative distance between object A and B is different from that in Figure 5.1(a). The 

intrinsic orientations of object B in Figure 5.1(a) and Figure 5.1(c) respectively are 

different as well. To capture the missing information about an object’s extent, we 

introduce the Augmented Orientation Spatial Relation (AOSR) representation. 

 

              B  

 

   B       B  

 

 A    A    A 

  (a)      (b)    (c)   

Figure 5.1. Example pictures (a), (b), and (c) 

 

 As the name suggests, AOSR is to capture additional information, which is the 

extent of object essentially. However, the extent of object is typically quantitative 

information that tends to be inflexible. If we use qualitative approach to represent the 

extent of object (such as “big”, “small”, “far”, and “near” etc), the representation will 

be highly subjective, and is not really practical in real applications. On the other hand, 

as we mentioned in the previous chapter, the objective of our representation for 

similarity retrieval should have the following properties: 

• Accurate and flexible; 

• Invariant under transformation (such as rotation, enlargement etc); 

• With a feasible similarity measure for approximate retrieval. 
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Therefore, AOSR is actually not a purely qualitative representation when the 

extension of object is included.  

5.1.1 Definition of AOSR 

The augmented orientation spatial relation representation (AOSR) between a reference 

object and a primary object is defined as follows: 

 

Definition 5.1: The augmented orientation spatial relation (AOSR) between a 

reference object Or and a primary object Op is a tuple of α and β, where α and β are 

the two angles measured from the begin-bound and the end-bound respectively. The 

begin-bound is the first tangent line which is about to enter object Op when rotating 

anti-clockwise a half line originated from the centriod of object Or. The end-bound is 

the first tangent line which is about to leave object Op when rotating anti-clockwise a 

half line originated from the centriod of object Or. The starting direction of the 

rotating half line is the intrinsic front of object Or. The spatial relation between Or 

and itself is defined to be NULL. β must be bigger than α.  

The illustration of the above definition is shown in Figure 5.2. With this 

definition, we may capture the orientation spatial relations of objects with extension 

more precisely because the begin-bound angle and the end-bound angle denote the 

extension of the primary object in the polar coordinate system of the reference object. 

In the meantime, the relative distance information of the primary object and the 

reference object can also be reflected by the begin-bound angle and the end-bound 

angle combined with the intrinsic orientations of both objects. In Figure 5.3, when we 

move object Op away or toward object Or along the line between the two centriods of 

Or and Op, the begin-bound angle and the end-bound angle will change. The relative 
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distance of Or and Op can be reflected by the difference β - α if both Or and Op’s 

intrinsic fronts remain unchanged. 

 

          Op 

           

              

            β  

      

α 

  Or 
   

Figure 5.2. Definition of α and β for Or and Op (The arrows represent the intrinsic 
fronts of objects) 

 

          Op 

           

        Op 

      

          β          β′  

    α               α′ 
 

   Or       Or 
 

(a) (b) 

Figure 5.3. An example (the arrow represents intrinsic front of objects) 

 

However, usually the begin-bound angle and the end-bound angle will change 

too when the orientation of object Op is changed. An example is shown in Figure 5.4. 

This will cause ambiguity because either the change in relative distance and 

orientation may result in the same AOSR for a reference object Or and a primary 

object Op. The problem can be solved if we use intrinsic orientation. For example, 

with the use of intrinsic orientation of the reference object as the reference frame, 

even if the begin-bound angle and the end-bound angle are the same, the change in the 

intrinsic orientation of the primary object Op in Figure 5.4 can still be detected. This 

will cause the orientation spatial relation to change when Op is used as reference 
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object. Hence the intrinsic orientation used in the AOSR plays an important role in 

measuring the angles. 

 

          Op 

           

 

           Op  

          β         β  

    α               α 

 

   Or       Or 
 

(a)       (b) 

 Figure 5.4. An example (the arrow represents intrinsic front of objects) 

 

In the above, what we have defined is the AOSR between a primary object and 

a reference object. Given a picture with n different objects, each of the n objects can 

be chosen as a reference object with the rest as primary objects. Therefore, the AOSR 

of a picture is defined as follows: 

 

Definition 5.2: For a picture with n different objects, its augmented orientation 

spatial relation (AOSR) representation is an n × n matrix where each row is the 

AOSR between the row index object as the reference object and each of the n objects 

as the primary objects. The row index objects and the column index objects are 

lexicographically sorted. 

 

As an example, the AOSR of picture P in Figure 5.5 is as follow (For the ease 

of illustration, all angles are of integer values): 
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  A              C 

                                 

              B             

        

 

Figure 5.5. An example picture P (all arrows represent intrinsic fronts of objects) 

 

   A  B  C 

  A    NULL  (210, 240) (255, 270) 

  B (-15, 15) NULL  (240, 270) 

  C (45, 95) (210, 235) NULL 

 

Note that P(B, A) = (-15, 15) by following the rule that β must be bigger than 

α as stated in definition 5.2. 

5.1.2 Handling non-regular objects 

In some cases, there is a mixture of regular and non-regular objects (without intrinsic 

front, such as a ball). To construct the AOSR matrix, we need to handle the following 

two cases: 

1. One of the objects concerned is non-regular.  

In this case, we use the regular object’s intrinsic front as the non-regular object’s 

intrinsic front. 

2. Both objects are non-regular objects.  

In this case, α is always 0 and β is the subtended angle of the primary object with 

respect to the centroid of reference object. 
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It is very straightforward to use only existing regular objects’ intrinsic 

orientation as the reference frame in the AOSR matrix since non-regular object’s self-

rotation will not affect the spatial relation between objects usually. However, for 

pictures containing only non-regular objects, our AOSR is not applicable. Therefore, 

we assume all pictures contain at least one regular object. A special case is that there 

is only one regular object in a picture. In this case, the intrinsic orientation of the 

regular object is the only reference orientation frame in the picture. 

5.2 Similarity retrieval for AOSR 

Since similarity is fuzzy, it may be necessary to use different similarity functions for 

different comparison objectives. The AOSR is defined based on object, and hence the 

retrieval procedure discussed will also be based on object. In fact, this follows human 

retrieval procedure in real life. To compare two pictures, we normally compare them 

by portions using different object for reference in each comparison. 

Without loss of generality, consider two symbolic pictures Q and P with Q the 

query image and P the database image. To define a similarity based on object O1 in Q, 

the first step is to check whether P contains O1. The second step, the corresponding 

rows and columns indexed by O1 in the matrices of P and Q are used to compute the 

similarity. Following Gudivada’s [Gudi95] assumption, the maximum similarity is set 

to 100. If there are n objects in Q, each of the n-1 tuples involving other objects’ 

orientation with respect to O1 contributes a value of 100/(n-1) toward the similarity 

based on object O1. Suppose O2 is another object that appears in both P and Q. P(O1, 

O2) denotes the item indexed by O1 and O2 in picture P’s AOSR matrix. If we have 

P(O1, O2) = (αP
12, β

P
12), 
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P(O2, O1) = (αP
21, β

P
21), 

Q(O1, O2) = (αQ
12, β

Q
12), 

Q(O2, O1) = (αQ
21, β

Q
21), 

then the four pairs of angles αP
12 and αQ

12 , β
P

12 and βQ
12 , α

P
21 and αQ

21 , and βP
21 and 

βQ
21 will be used to measure the similarity based on O1 and O2. When the angular 

difference between a pair of angles increases from 0 to 180, the similarity contributed 

by this pair of angles will decrease from the maximum to the minimum. However, 

when the difference between one pair of angle increases from 180 to 360, the 

similarity contributed by this pair of angles will increase from the minimum to the 

maximum. Hence, we choose the cosine value of the difference for the pair of angle 

plus 1 to ensure the value to be nonnegative. The contribution factor from O2 to the 

similarity based on O1 is defined as 

 

S12 = 100*((cos(ααααP
12 - αααα

Q
12)+1) + (cos(ββββP

12 - ββββ
Q

12) + 1)  

+ (cos(ααααP
21 - αααα

Q
21) + 1) + (cos(ββββP

21 - ββββ
Q

21)+1) + 1)/9(n-1)        (5.1) 

 

In formula (5.1), when αP
12 = αQ

12 , β
P

12 = βQ
12 , α

P
21 = αQ

21 , β
P

21 = βQ
21, the 

contribution factor is 100/(n-1), where n is the number of objects in the query picture. 

This is the maximum similarity contributed by one object. This is also the reason why 

there is a 9 in the formula as  ((cos(αP
12 - α

Q
12)+1) + (cos(βP

12 - β
Q

12) + 1) + (cos(αP
21 

- αQ
21) + 1) + (cos(βP

21 - βQ
21)+1) + 1)/9 can be = 1 in this situation. When the 

difference between the corresponding angles in P and Q is bigger, the similarity 

contribution is smaller. It should be noted that the minimum similarity contribution is 

not 0 but 100/9(n-1) when all corresponding angles are different by 180 degree. 

However, if either O1 or O2 does not appear in P, the contribution factor from O2 is 
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defined as 0. This means that as long as O2 appears in P, the contribution factor from 

O2 to S12 must be bigger than 0, a very important characteristic of the similarity 

measure.  

Now we may replace O2 by any other object Oj appearing in Q to obtain S1j. 

Then S1, the total similarity based on object O1, is the sum of all contributions from 

all other n-1 objects in Q.   

  

S1 = ΣΣΣΣ S1j 
  (j= 1…n, where n is the number of objects in Q)           (5.2) 

           
j≠1  

  

The maximum S1 is 100 and the minimum S1 is 0 when O1 is missing from P 

or all other n-1 objects are missing. The value of S1 indicates how spatially similar is P 

to Q based on O1. 

Suppose the AOSR matrices for Q and P are MQ and MP respectively. We 

define a similarity function SV: 

 

SV(MQ , MP) = (S1 , S2 ,……, Sn) where n is the number of objects in Q       (5.3) 

 

The SV() uses MQ and MP as inputs to compute the similarity degrees between 

Q and P based on each of the objects in MQ.  

How to compute the spatial similarity between pictures by using the n 

similarity values produced by SV() is application dependent. Here are two possible 

approaches: 

1. Select some dominant objects in the query image to compare similarity. For 

example, in the query to find a house, in the front of that there is a temple and a 

swimming pool both facing this house, the house is the dominant object. The 
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spatial relation between the temple and the swimming pool is not mentioned and is 

assumed to be unimportant. In this case, not all values from the SV() are useful. In 

a real application, it may not be necessary to compute all S1 to Sn. This approach 

can trim the answer set of similar pictures very effectively. It is especially useful 

for similarity retrievals involving only a small number of dominant objects 

2. Comparing the similarity based on the sum of S1 to Sn. This approach is widely 

used for the image retrieval without dominant objects. The result is a small set of 

candidate images ranked according to their similarity degrees.  

In the following, we have carried out some experiments on 2D-PIR, IO&T, 

and AOSR representations and measures for comparison. 

5.3 Experiments on 2D-PIR, IO&T, and AOSR 

representations and measures 

As discussed in Chapter 2, there is a considerable amount of research on spatial 

relations based representation and retrieval. Some of them are good for pictorial 

matching instead of similarity retrieval such as 2D *-string series ([Chan97], 

[Chan91b], [Lee91], and [Wu94] etc.), 9DLT approach ([Chan91a]), and SHV 

approach ([Zhou97]). We are not going to compare them here. [Hern94]’s approach 

does not have a similarity measure and we have made some comparison on the 

representation aspect in the previous discussion. Hernandez’s work is mainly on 

qualitative spatial relation representation and reasoning that is more on spatial 

database area.  

There are two other approaches that are quite close to ours in terms of using 

graphs to represent spatial relation for similarity retrieval. They are θR-string 
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([Gudi95]) and 2D-PIR ([Nabi97]). However, in [Nabi97], Nabil has already done 

some comprehensive comparison with Gudivada’s approach. Therefore, in the 

following, we only use 2D-PIR as a typical reference to compare with IO&T and 

AOSR in detail. 

The experimental databases are generated automatically as illustrated in last 

chapter, i.e. each database consists of 600-700 pictures with each image contains 10 to 

15 objects with extent. The pictures are divided into 5 groups according to the number 

of objects’ changes (such as moving and rotating) with respect to the query picture. 

There are 20, 45, 120, 210, and 252 pictures in the group G1, G2, G3, G4, and G5 

respectively. A picture is in Gi when there are i objects changing their positions with 

respect to the query image. Pictures with five or more objects changing their positions 

belong to G5.  

For the first experiment, we randomly choose one unchanged object as a 

dominant object, and calculate for each group the average similarity degree. We 

normalize the maximum similarity degree to 100 for all three approaches, and use 

integer values for similarity only. The results are shown in Figure 5.6. 

It is expected that 2D-PIR will have the highest values of similarity degree for 

groups with fewer objects (especially one object) change and IO&T the lowest. Since 

2D-PIR is not capturing the rotation of objects, some changes might not be significant 

enough to change the respective 2D string that is based on MBRs. Therefore, pictures 

are still regarded as similar even after some changes. On the other hand, AOSR can 

detect the rotation of objects, but not the topological changes whereas IO&T can 

detect both. This does not mean IO&T is not efficient. On the contrary, it only says 

that IO&T’s similarity measure has a greater discriminative power to uncover changes 

went unnoticed by other measures. In fact, the effectiveness of a similarity retrieval 
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algorithm depends on the ranking values instead of the raw similarity values in an 

application. The following experiment shows that IO&T is good for the similarity 

retrieval ranking.   
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Figure 5.6. Objected-based retrieval experiment results 

 

Table 5.1. Distribution of picture retrieved for IO&T 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  100.00  0.00  0.00  0.00  0.00 

   20              75.00  25.00  0.00  0.00  0.00 

   30             60.00  23.33  16.67  0.00  0.00 

   40  50.00  25.00  20.00  5.00  0.00               

 

Table 5.2. Distribution of picture retrieved for AOSR 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  100.00  0.00  0.00  0.00  0.00 

   20              85.00  15.00  0.00  0.00  0.00 

   30             63.33  30.00  6.67  0.00  0.00 

   40  50.00  32.50  15.00  2.50  0.00           
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Table 5.3.  Distribution of picture retrieved for 2D-PIR 

 

Ranks    The distribution percentage among groups 

    Group 1 Group 2 Group 3 Group4 Group 5 

   10  100.00  0.00  0.00  0.00  0.00 

   20              90.00  10.00  0.00  0.00  0.00 

   30             63.33  23.33  3.33  0.00  0.00 

   40  50.00  47.50  2.50  0.00  0.00               

   

For the second experiment, we calculate all S1 to Sn and their total to get the 

top 10, the top 20, the top 30, and the top 40 pictures with higher similarity and 

compute the percentage distribution of images that have been retrieved from each 

group. Table 5.1, Table 5.2, and Table 5.3 show the results of the experiment for 

different approaches respectively. 

From Table 5.1 to 5.3, we can see that the percentage of pictures retrieved 

from groups with fewer object changes is always higher for all approaches. This 

means all three approaches have some common standards about the similarity that 

relates directly to the number of objects’ changes in a picture. However, when we rank 

more pictures for different approaches, there are more and more pictures being 

retrieved from groups other than the first group (in particular for IO&T and AOSR). 

This shows that even when many objects have shifted their positions, as long as their 

extents of changes remain small, they will be retrieved as pictures similar to the query 

pictures. However, this is not the case for 2D-PIR, whose results are more restricted to 

the first few groups (i.e. those groups with less number of objects involving 

movements. In this aspect, 2D-PIR is not as sensitive as IO&T and AOSR to detect 

the extent changes. This could be due to the fact that the representation of 2D-PIR has 

the duplication of 2D string part and topological relation part. The representation 
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approach itself has its weakness in the accuracy though the similarity measures used 

are the same (i.e. degree similarity measure). On the other hand, AOSR is also not as 

sensitive as IO&T to detect the extent changes based on the results. This is expected 

since we have not considered topological part in AOSR. As we stand, a good 

representation approach should be able to detect object movement as well as extent 

changes. With a very small number of objects involving movement, the picture tends 

to have a high value in similarity. However, when there are few more objects 

involving changes, the extent changes should become significant to affect the 

similarity. This is why we consider the result of IO&T the best among the three. 

However, AOSR does have its advantages over IO&T in some application 

areas. Typically, these applications do not consider topological relations. For example, 

some applications consider two touched objects as one object (such as a face 

recognition system that bases on the spatial relations of eyes, nose, and mouth, etc.). 

In such a case, IO&T is not as good as AOSR to detect just non-topological extent that 

includes distance and extension etc. Therefore, in applications involving both 

topological relation and orientation relation, IO&T is preferred over AOSR. On the 

other hand, in applications involving non-topological spatial relation, AOSR is better 

than IO&T. It is also possible to integrate both AOSR and IO&T in some applications 

that need more elaborated representations for similarity retrieval. Although we are not 

going to discuss all the detail about how/when to use both representations in different 

scenarios, they do have the flexibility and adaptability based on their nature of 

objectiveness and accuracy as shown in the discussions and experiments. 
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5.4 Summary 

In this chapter, we have discussed the augmented orientation spatial relation (AOSR) 

representation to include the extent of objects and the similarity retrieval algorithm 

based on it. Compared with the existing systems, the proposed approach is not only 

rotation invariant, it is also capable to capture the relative distance and orientation 

range between objects. It overcomes the ambiguity problems that exist in other 

orientation representations, and is more flexible and applicable.  

Note that we only focus on orientation spatial relation part for AOSR. The 

topological information is not covered by AOSR. However, AOSR is orthogonal to 

other topological spatial relation representations (such as [Egen91]). Therefore, we 

may simply combine our proposed AOSR with Egenhofer’s topological representation 

if we need to include topological information. 

In addition, from the experiments based on IO&T, AOSR, and 2D-PIR, we see 

that two typical factors are affecting the similarity perception. One is the number of 

objects that have changed their spatial relations, and the other is the extent of these 

changes. Different approaches have different emphasis on these two factors though a 

picture with many objects changed their positions will be more likely rejected in most 

of similarity retrievals. In real life, it is arguable if a small extent of changes is 

considered as significant as the spatial relation changes of objects. This is the reason 

why we introduced different approaches that can complement each other on this point.
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Chapter 6 

Towards interactive similarity 

retrieval process 

 

6.1 What is interactive retrieval 

We have discussed spatial relation representation, similarity metrics, and similarity 

retrieval so far. Most picture retrieval systems discussed in previous chapters 

emphasize on spatial relation representation with a metric system. There are some 

general discussions about this kind of metrics system in [Elkw99], [Elkw00], [Mao03] 

etc. All these systems use a measure to cluster or rank pictures from the pictorial 

databases.  

The clustering approach (such as [Wu01] and [Li02]) has a problem in 

handling images near the boundary of clusters. Suppose there are two clusters in a 

database, picture A and picture B in cluster one, and picture C in cluster two. When B 

and C are at the boundary of their clusters whilst A is in the middle of its cluster, it is 
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possible for B to be nearer to C instead of A. Therefore, the data distribution does not 

always favor clustering approach. 

On the other hand, when pictures are ranked (such as [Ang98] and [Nabi96]), 

the wanted picture may be ranked out according to the measure computed by the 

metrics. This does not mean the metrics is not good. In fact, the key reason is that the 

system measure is fixed whilst the user’s perception of similarity is subjective. 

At this stage, it is hard to find a system that guarantees the user to find the 

expected picture directly. Here are some factors causing the difficulty: 

• Psychological and physiological factors: The similarity issue is inherently 

subjective. It varies from one user to another depending on the context at times. 

However, a pre-defined measure system is objective and independent of the 

context. Therefore, the retrieval is not merely a matter of finding a good measure, 

but of finding an effective way that is adaptable to understanding and reflecting 

user needs as well. 

• The gap between the abstract representation and the real image: Unlike textual 

query, it is difficult to provide an exact description about a real image, and there is 

no perfect metric system that will consider all details of images. We need to find 

ways to fill the gap in order to meet the user’s needs. 

It is too challenging to define such a perfect system metric to satisfy different 

purposes and preferences from different users. Let us re-look at the same example in 

chapter 4 as follows. 
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 A    A     A 

                B      C   D  E 

      B    C    D E       B C     D       E             

 

(a) Q    (b) P1    (c) P2 

  Figure 6.1. An example from chapter 4 

 

In Figure 6.1, we have 3 pictures Q, P1, and P2. Suppose we consider spatial 

relations only, and we want to ask the question: Which picture between P1 and P2 is 

more similar to Q? We might have a unique for this question if we use only a pre-

defined metric. However, in real life, we do have different answers from different 

readers. This is because each reader will use a personal metric to measure the 

similarity. Although human have some common standard about similarity, the fuzzy 

area for individual perception is undeniable. Therefore, when we develop a similarity 

retrieval system, we might base on the general common standards to index the 

pictorial database, and at the same time, we want the user to decide which pictures are 

more similar based on his/her personal metrics during the retrieval process. This is 

called interactive similarity retrieval [Bart01], [Kim03], [Rui98]. For the interactive 

retrieval, in the worst case, we may have to examine each candidate picture in the 

database until the most wanted picture is found.  

6.2 Feedback based similarity retrieval 

There are many distance measures for spatial relationship similarity. A typical 

similarity distance between a query picture Q and a database picture P can be defined 

as: 

 
           m 

DSIM(Q, P) = ∑∑∑∑ Wj Dj(Q, P)      (6.1) 
                            

j=1
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where Dj is the similarity distance in dimension j, m is the dimension of the 

space to be measured, Wj is the weight of the similarity distance Dj for dimension j 

contributing to the total similarity distance DSIM. However, the choice of Wj is rather 

subjective. A typical example is the IO&T metric that includes topological dimension 

and orientation dimension. In the previous chapter, we set all the weights equal in the 

system measure. However, it is possible to adjust the weight for different similarity 

dimension. The naïve process to adjust Wj has three steps: 

Step 1: The user inputs some feedback based on the candidate pictures returned 

from the system. 

Step 2: The similarity system updates Wj. 

Step 3: The similarity system recalculates the similarity distance based on the new 

formula and return new candidate pictures 

These steps are repeated until the target picture is identified. The calculation in 

Step 3 for every database picture is intensive. This is because we have no ideal index 

for interactive similarity retrieval. In the following discussion, we first introduce a 

digraph index structure that can be used to navigate within an image database to 

according to user feedbacks. 

6.3 Building a k-regular digraph index 

A k-regular digraph index is a digraph of fixed out-degree k. Suppose we want to 

display only the three most similarity pictures based on a selected similarity metric in 

a database with only 7 pictures A to G. The graph in Figure 6.2 is a 3-regular digraph 

showing each picture with links to its three most similar pictures. It is implemented in 

Figure 6.3 as an adjacency list, where A, B, C, D, E, F are image ids, numbers before 
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the respective arrow are distances (weights of the pointers) between the two images 

connected by the arrow. 

  A  B 

 

 

      C 

 

 

 D 

 

   E     F  G  

 

  Figure 6.2. Digraph of 3 most similar pictures 
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  Figure 6.3. Implementation of the digraph 

 

To build a k-regular digraph, we repeatedly insert a new image using the 

following algorithm. For the ease of discussion, k is assumed to be 3. 

 

Algorithm 6.1: Insert a new picture into a 3-regular digraph 

Input: A new picture Q, a 3-regular digraph 
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Output: The updated 3-regular digraph 

begin 

1. Initialize all three pointers of the new picture Q to NULL, and set respective 3 

distance weights Q[1], Q[2], Q[3] to maximum. 

2. For a picture P in the database, calculate the similarity distance DP with the new 

picture based on a selected metrics system. 

3. Compare the distance with the three most similar pictures of P. Suppose the three 

weights are P[1], P[2], P[3]. 

a. if DP < P[1], set P[3] = P[2], P[2] = P[1], P[1] = DP 

b. else if P[1] <= DP < P[2], set P[3] = P[2], P[2] = DP 

c. else if P[2] <= DP < P[3], set P[3] = DP 

4. For the new picture, reset its pointer as Step 3 as well. 

5. Go to the next picture in the pictorial database, and go back to Step 2. 

end 

The complexity of this algorithm is O(n) where n is the number of pictures in 

the database.  

This digraph index structure is at the bottom of some typical tree index for the 

automatic retrieval discussed in previous chapters. The array of index Ids are actually 

the leaf nodes of the traditional tree index built for the system measure. In the next 

section, we will see how to make use of the digraph for the interactive navigation to 

complement the automatic similarity retrieval. 
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6.4 Interactive similarity retrieval based on k-regular 

digraph index 

A k-regular digraph of a pictorial database is needed for the ease of interactive 

similarity retrieval/navigation [Lee04]. Typically, after the automatic similarity 

retrieval, the user may not be able to find the target picture based on the first return 

from the system. Instead of going back to have another search in different part of the 

database, the user might want search forward from the subset of pictures returned. It is 

believed that a good system should find some approximate candidates based on the 

pre-defined system measure. Therefore, the final target picture should be near to what 

the system returns in the database space. The user will be able to find the target 

picture from the given approximate candidates. 

The digraph is useful for this interactive process. In the following retrieval 

algorithm, given an iconic query picture as input, we use a temporary array to contain 

the overall similarity ranking based on a predefined metrics system. For each database 

picture, there is a status bit to indicate if it has been visited during the retrieval 

process. The interactive retrieval process flow and the detail algorithm are illustrated 

as follow: 
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Algorithm 6.2: Interactive Similarity Retrieval 

Input: A query picture and a 3-regular digraph 

Output: Candidate picture 

begin 

1. Set all pictures in the picture database as un-retrieved; 

2. Calculate the similarity distance DP between the query picture and every picture in 

the database based on a selected metrics system. The distance values will be sorted 

and stored in an array AR with picture id.  

3. Display the top three similar pictures to the user. 
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4. User are supposed to input: 

a. If the candidate picture found, return; 

b. If no candidate picture, but the most similar one P is selected among the 

three returned pictures, then go to Step 5. 

5. Mark the top three pictures as retrieved, and display the next three pictures based 

on the following rules: 

a. If all three pictures associated with P have not been retrieved yet, display 

these three pictures, and then go to Step 4; 

b. If there are pictures marked as retrieved among the three pictures pointed 

by picture P, we pick some un-retrieved pictures from array AR to display 

as the next three pictures, and then go back to Step 4. 

end 

Note that the interactive process takes place after the ranking of candidate 

pictures based on the system similarity metrics. Users will guide the retrieval process 

through feedback. When a user rejects the next three nearest pictures, the system will 

go back to the ranking array to get other candidate pictures in the waiting. This avoids 

two typical issues of interactive retrieval algorithms: 

1. The retrieval process will not go into an endless loop in navigation. 

2. This will ensure that pictures in different connected components will be scanned 

eventually. 

For example, Figure 6.4 shows the graph associated with an iconic image 

database. There are two clusters of pictures, and the pictures in different cluster are 

not linked. When the candidate images are all from one cluster: 

• We may get into infinite loop if we never mark a visited picture; 
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• We will never get to the pictures in the other component if we could not pick a 

picture from the other component when the first component is exhausted. 
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  Figure 6.4. A digraph with 2 components 

 

In general, the new picture similarity retrieval process is an exploration of the 

database based on the directed graph. The objective of this approach is to avoid the 

complicated recalculation of the similarity degree. The complexity of retrieval is O(n). 

However, having to scan the table is unusual, and the performance should be much 

better in a real situation. The complexity of building the digraph for a picture database 

with n pictures is O(n
2
). This heavy work is done at the preprocessing/build stage 

rather than the retrieval stage as compared to other interactive retrieval approaches 

[Pork99] [Liu06]. This will certainly improve the performance of the retrieval process 

significantly. 

The limitation of this approach is that the strict fixed bandwidth (number of 

pointers) of this index structure has some impact to the retrieval and update of the 

picture database. 

• When we increase the bandwidth, the possible number of clusters in the picture 

database will decrease. 
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• The bigger bandwidth means more pointers need to be updated when a picture is 

added. 

• The bandwidth is related to the number of candidate pictures returned to user at 

one time. 

 In the following discussion, we will introduce some enhancement for the 

digraph structure.  

6.5 Enhancing a k-regular digraph 

In the previous sections, we discussed the use of a k-regular digraph for interactive 

retrieval. A k-regular digraph is a directed graph with fixed out-degree. For a 3-regular 

digraph, since we must have each image point to 3 most similar images, we have to 

make a choice if there are more than 3 images having the same similarity distance 

from the target image. For instance, in Figure 6.5, although A, B, C and D are similar 

to E, only A, B, D are chosen, and hence there is no pointer from E to C. On the other 

hand, even though G is quite far away from E in similarity, G has a pointer pointing to 

E as we need 3 pointers for G as well. These pointers may be misleading sometime 

when we follow them to navigate in the database. Therefore, we would like to 

enhance the k-regular digraph by using variable number of pointers for navigation. 

The new structure will be called an enhanced digraph. 

The implementation of an enhanced digraph index structure is illustrated in 

Figure 6.6. In general, an enhanced digraph uses a list of variable number of pointers 

instead of fixed number of pointers for each iconic image in the digraph index 

structure.   

 



Chapter 6: Towards interactive similarity retrieval process 

__________________________________________________________________________________ 

116

  A  B 

 

 

       C 

 

 

 D 

 

            

    

      

  Figure 6.5. Graph of an example image database 
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Figure 6.6. An enhanced digraph 

 

Two different kinds of pointer are introduced in the enhanced digraph based 

on a pre-defined threshold on similarity distance for each image: 

• Regular Similarity Pointer (RSP), denoted as 
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For each image in a database, there are m linked RSPs pointing to the m most 

similar images in the database where m is a variable. All these m images are with 

similarity distances less than a pre-defined threshold value.  

• Connectional Similarity Pointer (CSP), denoted as 

When there is no RSP for an image in a database, a compulsory pointer is 

needed to connect it to the nearest image even if the distance is bigger than the upper 

threshold value. This is to avoid too frequent recursive call during the retrieval. 

With the enhanced digraph, we can have a variable number of images linked 

from each image. The threshold can be adjusted according to the need. The objective 

of the adjustment is to control the number of pointers without the loss of the 

flexibility. 

The algorithm below is used to build the enhanced digraph. 

 

Algorithm 6.3: Insert a new image into an enhanced digraph index structure 

Input: A new image Q and an enhanced digraph index structure 

a similarity measure,  

and a threshold value θ 

Output: Enhanced digraph with the new image inserted 

begin 

1. Initialize the RSP and CSP pointers’ header of the new image Q to NULL and set 

respective distance weight to maximum. 

2. For each image P in the database, calculate the similarity distance DP with the 

new image based on the input measure. 

3. Compare the distance DP with the threshold θ: 

a.  if the similarity distance is bigger than the threshold, 
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• For the image P, if there is no RSP pointer, and if the similarity distance DP 

is smaller than the weight of CSP pointer of the image P, make CSP point to 

Q, reset the CSP weight to the similarity distance DP. 

• For the input new image Q, if there is no RSP pointer, and if the similarity 

distance DP is smaller than the weight of CSP pointer of Q, make CSP point 

to P, reset the CSP weight to the similarity distance DP. 

b. if the similarity distance is smaller than the threshold θ, set both CSP 

pointers of Q and P to NULL, 

• Insert a new pointer in the linked list of RSP pointers of P. 

• Insert a new pointer in the linked list of RSP of Q. 

4. Go back to Step 2 for the next image in the image database, if exists, else stop. 

end 

Note that we have the CSP only when we have no RSP. With these pointers, 

we can do vertical, horizontal and recursive (VHR) retrieval, by branching out from a 

linked list of RSP, moving along the linked list, and resuming from where it left after 

a vertical movement respectively. As mentioned early, the candidate set (mentioned in 

the algorithm) is obtained (i.e. the first set of candidates) from an automatic index or 

clustering approaches (such as M-tree [Ciac97]). 

 

Algorithm 6.4: VHR Similarity Retrieval 

Input: A query image and an enhanced digraph 

Output: Candidate image 

begin 

1.  Set all candidate images as un-retrieved. 
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2. For the given query image, calculate the similarity distance DP with every image in 

the candidate set returned from an automatic retrieval method. Sort the distance 

values and store them in an array AR with the respective image ids.  

3. Display the top k most similar images to the user.  

4. User has the following options: 

a. The target image is found, SELECT the target image, stop.  

b. No target image found, but choose one most similar image P among the 

returned images. Then follow the link of the most similar image P. Go to Step 

5 (vertical retrieval). 

c. No target image found, also no similar candidate chosen. Click on the next 

link for the system output. Go to step 6 (horizontal retrieval). 

5. Push the next unvisited pointer for the current link list onto the stack. Mark all 

current images as retrieved, and display the next images based on the following rules: 

• If P has more than k unvisited RSP, display these images based on the order, 

and then go to Step 4; 

• If P has less than k but more than 0 unvisited RSP, display all of them, and 

then go to Step 4; 

• If P has only the CSP, display the image through CSP, and then go to Step 4; 

• If P has no unvisited RSP, and has no CSP, then go to Step 7. 

6. If there are still un-visited RSP pointers for the current link list, mark all current 

displayed images as retrieved, display up to k unvisited images pointed by RSP 

pointers from the current link list, go back to Step 4; Else (i.e. no unvisited RSP 

points) go to Step 7. 
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7. Pop out one pointer from the stack if it is not empty, go to Step 6 (recursive 

retrieval). If there is no more unvisited image, STOP. Otherwise, display up to k 

unvisited image from the array AR. 

end 

 

  In general, the user will guide the retrieval process through feedback using the 

enhanced digraph. When the feedback from the user leads to a dead end, the system 

will lead the user back to the stack of pointers to continue the disrupted retrieval 

process. 

6.6 The coverage experiments 

Similarity retrieval is fuzzy and subjective. There is no widely accepted benchmark 

for similarity retrieval experiments. In particular, it is extremely subjective to design 

an interactive experiment to demonstrate the effectiveness of a similarity retrieval 

algorithm. The objective of the coverage experiment is to show that the proposed 

digraph index for the interactive retrieval do not miss any important part of the search 

space even without re-computation of similarity measure. This is more objective than 

the survey style experiments involving a small number of subjective testers.  

The experiment is setup in the same way described in the previous chapters. In 

short, there are 647 pictures in our database. Each image contains 10 to 15 objects. 

The pictures are divided into 5 groups according to the number of objects’ changes 

(include translation, rotation, etc.) with respective to the query picture. There are 20, 

45, 120, 210, and 252 pictures in Group 1, 2, 3, 4, and 5 respectively. A picture is in 

Group i when there are i objects changing their positions with respect to the query 
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image. Those pictures with five or more objects changing their positions belong to 

group 5.   

We use IO&T metric to build the index structure of the database. We have 

built 2 indexes, one fixed at 5 pointers and the other is an enhanced digraph. The 

retrieval processes based on the 2 indexes are denoted as Pidx5, and Pidx∆. The 

retrieval process without using any index is called Pidx0. Since Pidx5 is good for 

displaying 5 pictures each time, we will display 5 candidate pictures for Pidx0 and 

Pidx∆ as well. The pictures reachable in each loop for Pidx0 are: the top 5, the top 10, 

then the top 15 and so on. However, for Pidx5, we can reach the top 5, minimum 10 to 

maximum 5 x 5 + 5 possible candidate pictures, minimum 15 to maximum 5 x 5 x 5 + 

5 x 5 + 5 possible candidate pictures, and so on. We calculate the possible covered 

candidate pictures distribution among all groups after any possible feedback from the 

user. Note that we have not used any clustering or filtering approaches in the 

experiment since it is more objective to compare the results with the retrieval without 

using any index. 

Table 6.1. The candidate distribution for Pidx0 with 5 pictures display each time 

 

The possible candidates 

covered after each loop of 

the return 

The distribution percentage among groups 

 Group 1 Group 2 Group 3 Group 4 Group 5 

5 (the automatic return) 100.00 0.00 0.00 0.00 0.00 

10 (after the 1
st
 feedback) 100.00 0.00 0.00 0.00 0.00 

15 (after the 2
nd

 feedback) 93.33 6.67 0.00 0.00 0.00 

20 (after the 3
rd

 feedback) 85.00 15.00 0.00 0.00 0.00 
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Table 6.2. The candidate distribution for Pidx5 with 5 pictures display each time 

 

The possible candidates 

covered after each loop of 

the return 

The distribution percentage among groups 

 Group 1 Group 2 Group 3 Group 4 Group 5 

5 (the automatic return) 100.00 0.00 0.00 0.00 0.00 

15 (after the 1
st
 feedback) 86.67 13.33 0.00 0.00 0.00 

36 (after the 2
nd

 feedback) 50.00 47.22 2.78 0.00 0.00 

58 (after the 3
rd

 feedback) 34.48 51.72 12.07 1.72 0.00 

 

Table 6.3. The candidate distribution for Pidx∆ with 5 pictures display each time 

 

The possible candidates 

covered after each loop of 

the return 

The distribution percentage among groups 

 Group 1 Group 2 Group 3 Group 4 Group 5 

5 (the automatic return) 100.00 0.00 0.00 0.00 0.00 

13 (after the 1
st
 feedback) 92.31 7.69 0.00 0.00 0.00 

33 (after the 2
nd

 feedback) 60.61 33.33 6.06 0.00 0.00 

50 (after the 3
rd

 feedback) 40.00 35.20 22.80 2.00 0.00 

 

 

Now we compare and analyse the above result in detail as follows: 

In table 6.1, we have no index for interactive retrieval. Therefore, if we are 

allowed to display 5 pictures each time, the possible candidate pictures will be the top 

5, the top 10, and the top 15, and so on based on IO&T metric. Initially, the candidates 

returned are mostly from group 1 since there are very few object changes in Group 1. 

This means the metric IO&T is effective as a common similarity measure. However, if 

more and more pictures are returned, there will be some pictures from other groups 

retrieved instead of all 20 pictures in Group 1 retrieved first.  For example, after the 

third feedback, the top 20 pictures based on IO&T will be returned. However, there 

are only 85% from group 1, which are 17 pictures. The other three pictures in Group 1 
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are not covered by the top 20 returns. If the target picture happens to be in the 

remaining 3 of group 1, the user may need a few more iterations in order to reach the 

target picture. 

Table 6.2 is used for Pidx5. The first 5 pictures returned by the automatic 

retrieval are the same as Pidx0 since they are using the same base metric. However, 

after one feedback from the user, there are maximum 5 x 5 candidate pictures linked 

from the first 5 pictures. Therefore, there should be maximum 5 x 5 + 5 possible 

candidates being covered (reachable). However, the experiment result shows that only 

15 pictures are covered after any one feedback from the user. This is because some 

pictures have high in degree as they are pointed to from many other pictures. In spite 

of the overlap of pointers, the number of pictures reachable in Pidx5 is still bigger 

than that of Pidx0 after the same number of feedbacks from the user. Hence, it makes 

sense that more pictures from each group will be covered as possible candidates. In 

fact, after the third feedback, all 20 pictures from group 1 are reachable by the user 

(58 x 34.68% = 20).  

In table 6.3, we use the enhanced digraph. It can be seen that the number of 

pictures reached after each feedback is less than the number for Pidx5 though more 

than the number for Pidx0. This is because we no longer use the fixed out-degree for 

the digraph. It is possible that there are less than 5 pictures displayed sometimes. From 

the tables, we can see that the number of possible candidates covered after each loop 

of the return using Pidx∆ is more than the number using Pidx0 though it is slightly 

smaller the number using Pidx5, and also the distribution percentage is better (i.e. 

favor groups with less object changes) for Pidx∆ comparing to that for Pidx5. 

Therefore, in general, the enhanced digraph index has retained the advantage of Pidx5 
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of wider coverage. At the same time, it overcomes some drawbacks of the fixed out-

degree indexing structure. 

The experiment results show clearly that the user can reach more candidate 

pictures with fewer feedbacks when an index is used. In particular, the pictures with 

fewer changes can be fully covered as candidate pictures within a few feedbacks. This 

shows that the approach using the digraph with user feedback for similarity retrieval 

will not lose any possible candidates coverage even with less re-computation. 

6.6 Summary 

Up to now, we have discussed the interactive similarity retrieval based on the digraph 

index structure as illustrated in Figure 6.7. The approach relies on the interaction with 

the users to navigate through the index structure. The user’s selection will be used as 

the new query point for the next cycle of outputs. Since we have linked the nearest 

neighbors for each point in the search space, the re-search space will be reduced and 

the re-computation will also be saved. From the coverage experiment, we can find that 

we won’t lose coverage of possible candidates though the search space is reduced for 

individual iteration. However, one of the problems is that a user may not be able to 

give a clear single feedback always. In practice, a user may select multiple points as 

the relevant feedback in some iterations. In that case, we need to either generate a new 

representative query point based on the feedback points or use multi-point query. 

Generating a representative query point based on the feedback points may not work 

since the new point may not be in the search space (database) initially. Therefore, we 

will discuss what is multi-point query and how to use the proposed digraph for multi-

point query in the following chapter.    
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Figure 6.7. The interactive retrieval based on digraph
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Chapter 7 

Using multipoint feedback in 

interactive similarity retrieval 

 

 

 

In Chapter 6, we have discussed the digraph structure for the interactive similarity 

indexing and retrieval. In this chapter, we are going to discuss some interesting 

heuristics based on multipoint feedback: dynamic re-weighting metric, and feedback 

adjustable index for the interactive retrieval. 

7.1 Multipoint model for an interactive similarity 

retrieval system 

In an interactive similarity retrieval system, a user poses an example query picture Q 

that is similar to the target picture in a database. Suppose we consider the database as 

a space while each picture as a point, we need to navigate in the space based on the 

given query point(s). We refer to Q as the “starting” query in this case. A special case 

for this model is that the user is allowed to modify the Q interactively to reset one new 
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“starting” query. However, a more general case is that the modified query points can 

be more than one.  

 

Definition 7.1 (Multipoint Query) A multipoint query Q = (n, P, WP, D) for a 

database space consists of the following information: 

1. The number n is the size of the query Q. 

2. A set of n points P = {P1,…,Pn} in the database space. 

3. A set of n weights WP = {WP1,…,WPn}, the ith weight WPi being associated 

with the ith point Pi. 

4. A distance function D. 

For the starting query, we have n = 1 which is a special case. After the 

automatic similarity retrieval based on the first starting query, there can be more than 

one return that look similar to the target picture. In such a case, the user should be 

allowed to select all or some of the similar pictures. The aggregated multiple 

feedbacks is called a multipoint query. 

In some existing approaches, such as [Ishi98], the user is supposed to adjust 

the respective weight (scores) for each new feedback query point according to the 

ranking/degree of similarity. They call this “goodness” scores for each feedback point. 

However, this kind of adjustment is too subjective and very fuzzy for an un-trained 

user since different users may have different sense of scoring. Therefore, we will 

typically assign all WPi = 1/n. In this case, the similarity distance between a database-

picture DP and the multipoint query is defined as: 

 
                       n 

D(Q, DP)  = ΣΣΣΣ D(Pi, DP)/n      (7.1) 
                      i=1 
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Note that the computation involves multiple pictures and may include multiple 

spatial features (such as topological, orientation, x-axis/y-axis in IO&T and 2D-PIR 

etc) in the computation of each D(Pi, DP). When n = 1, D(Q, DP) = D(P, DP), and we 

have the original distance function.  

The multipoint feedback has richer information when compared to single point 

feedback as illustrated in Figure 7.1. Suppose we consider only two dimensions, i.e. 

topological relation and orientation relation. Then different hidden information can be 

extracted from different multiple point feedback. In the following, we will discuss 

how the digraph can be used for the general multipoint query retrieval. 

 

 

 

 

 

 

 

 

 

  

 

Figure 7.1. Hidden information derived from a multi-point feedback 
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7.2 Using digraph for the multipoint query retrieval  

Before we discuss the retrieval algorithm, we review the distance measures for spatial 

relation similarity first. A typical similarity distance between a query picture Q and a 

database-picture DP can be defined as: 

             m 

DSIM(Q, DP)= ΣΣΣΣ WjDj(Q, DP)     (7.2) 
                    j=1      

where:  

Dj is the similarity distance in dimension j,  

Wj is the weight of the similarity distance Dj for dimension j contributing to 

the total similarity distance DSIM.  

 In section 7.1, we have introduced the multipoint feedback, and formula (7.1) 

is used to compute the similarity distance for the multipoint query. If we combine 

formula (7.1) and (7.2), we should have the complete similarity distance of all 

dimensions for a multipoint query as follows: 

 
                      n         m 

D(Q, DP)  = ΣΣΣΣ (ΣΣΣΣ Wj(Dj(Pi, DP)))/n     (7.3) 
                i=1      j=1 

 

where: 

j denotes the similarity dimension, 

 i denotes the query point, 

 Wj denotes the weight for dimension j, 

 Dj is the similarity distance function for dimension j, 

 Pi means query point i, 

 DP is a database picture. 

Since we fix the weight for each query point to be the same, 1/n is used as the 

weight for each query point. 
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However, in a multipoint feedback system, the weight for each similarity 

dimension is a factor that can vary and affect the outcome. In the following 

discussion, we will introduce a heuristic approach to make use of this weight 

information for each similarity dimension. 

 

Definition 7.2: The similarity distance range on a dimension for a set of feedback-

points is defined as the maximum similarity distance between any two feedback-

points on that dimension. 

Closest Neighbor Heuristic: If we have a smallest similarity distance range for the 

multiple feedback points from the user on one dimension, then the weight for this 

dimension should be maximized. The point with the smallest similarity distance from 

the previous point on this particular dimension is chosen as the next query point. 

The idea is simple. If there are some common/similar parts/features among 

multiple feedback points, it is legitimate to assume that the user is looking for these 

features in the respective retrieval. Based on this heuristic, the similarity retrieval 

process can be adjusted as follow: 
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The following is the detail algorithm extended for multipoint query with the 

enhanced digraph. 

 

Algorithm 7.1: Interactive Similarity Retrieval with Closest Neighbor Heuristic 

Input: A query image and an enhanced digraph of a picture database 

Output: Candidate image 

Begin  

1. Set all candidate images as un-retrieved; 
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2. For the given query image, calculate the similarity distance D with every image in 

the candidate set returned from the automatic retrieval. Sort the distance values and 

store them in an array AR with the respective image ids.  

3. Display the top k most similar images to the user. 

4. User has the following options: 

a. The target image is found, SELECT the target image, stop. 

b. No target image found, also no similar candidate chosen. Click the next link 

for the system output. Go to Step 6 (horizontal retrieval). 

c. No target image found, but choose one most similar image P among the 

returned images. Then follow the link of the most similar image P. Go to Step 

5 (vertical retrieval). 

d. No target image found, but there are m > 1 similar images chosen. 

Calculate the similarity range for each dimension to find the next query 

point based on the closest neighbor heuristic. Go to Step 5 (vertical 

retrieval).  

5. Push the next unvisited pointer from the current link list onto the stack. Mark all 

current images as visited, and display the next images based on the following rules: 

• If P has unvisited RSP, display these images based on the order, and then go 

to Step 4; 

• If P has less than k but more than 0 unvisited RSP, display all of them, and 

then go to Step 4; 

• If P has only the CSP, display the image through CSP, and then go to Step 4; 

• If P has no unvisited RSP, and has no CSP, then go to Step 7. 
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6. If there are still un-visited RSP pointers from the current link list, mark all current 

displayed images as visited, display up to k of them, go back to Step 4. Else (i.e. no 

unvisited RSP pointers) go to Step 7. 

7. Pop out one pointer from the stack if it is not empty, go to Step 6 (recursive 

retrieval). If there is no more unvisited image, STOP. Otherwise, display up to k 

unvisited image from the array AR. 

end 

Note that we have not changed the distance functions even with multiple 

feedback points returned in this algorithm. There is no need to re-calculate the 

distances stored in the index structure during the preprocessing stage. The saving of 

distance computation makes the multipoint query processing very efficient. However, 

this approach might have missed some candidates since only one feedback point’s link 

list is re-evaluated. Therefore, in the following, we discuss a dynamic weighting 

approach to cover more candidates with some limited re-computation. 

7.3 Dynamic weighting based on the multipoint 

feedback query 

In Section 7.1, we introduced the multipoint feedback concept. Formula (7.1) is used 

to compute the similarity for the multipoint query feedback. Ideally, if the user can 

accurately input the weight for each query point in a multipoint query (i.e. the 

similarity ranking or scores/degrees etc for each feedback), then the search can be 

steered towards the direction the user intended. However, an untrained user will have 

difficulty in providing a meaningful ranking. This is the reason why we will not adjust 

the weight for each query point.  
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In formula (7.2), there are weights for different dimensions of similarity. For 

example, in IO&T approach, we have weights for topological similarity and 

orientation similarity respectively. In a multipoint feedback system based on formula 

(7.3), the weight for each similarity dimension is adjustable based on the feedback. 

The following heuristic is proposed for this adjustment. 

 

MinMax Heuristic: If we have a smallest similarity distance range for the multiple 

feedback points from the user on one dimension, then the weight for this particular 

dimension should be maximized in the new similarity measure. If we have a biggest 

similarity distance range for the multiple feedback points from the user on one 

dimension, the weight for this dimension should be minimized in the new similarity 

measure. 

Using this heuristic, we adjust the Wj in formula (7.3) by observing that ΣWj = 

1. The revised weights apply to the computation needed in the next round of retrieval 

only. Suppose we have the biggest similarity distance range for dimension x, and the 

smallest distance range for dimension y, we will revise the related weights as follows: 

• The new Wy = Wmax + (Wy / 2),  

• The old Wmax = Wy / 2, 

• The new Wx = Wmin / 2,  

• The old Wmin = Wx + (Wmin / 2), 

where  

Wmax = max(∀Wj), and Wmin = min(∀Wj). 

This will reduce the weight for dimension x and increase the weight for dimension y 

in the new measure while maintaining the sum of all weights as unity. 
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This revision of weights makes the similarity metric dynamic and more 

accurate. The new adjusted metric will be applied to the candidate points linked to 

each feedback point. Since we have already seen in the previous experiment that the 

digraph have the reasonable coverage for the possible candidate set, it should be 

sufficient to use the approximate candidates linked from the multipoint feedback 

points in the digraph. The detail VHR similarity retrieval algorithm (Algorithm 6.4) is 

revised as follow: 

 

Algorithm 7.2: VHR Similarity Retrieval with Dynamic Re-weighting 

Input: A query image and an enhanced digraph of a picture database 

Output: Candidate image 

begin 

1. Set all candidate images as un-retrieved; 

2. For the given query image, calculate the similarity distance D with every image in 

the candidate set returned from the automatic retrieval. Sort the distance values and 

store them in an array AR with the respective image ids.  

3. Display the top k most similar images to the user. 

4. User has the following options: 

a. The target image is found, SELECT the target image and stop. 

b. No target image found, also no similar candidate chosen. Click the next 

link for the system output. Go to Step 6 (horizontal retrieval). 

c. No target image found, but choose one most similar image P among the 

returned images. Then follow the link of the most similar image P. Go to 

Step 5 (vertical retrieval). 
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d. No target image found, but there are m >1 similar images chosen. Go to 

Step 8.  

5. Push the next unvisited pointer for the current link list onto the stack. Mark all 

current images as retrieved, and display the next images based on the following rules: 

• If P has more than k unvisited RSP, display these images based on the order, 

and then go to Step 4; 

• If P has less than k but more than 0 unvisited RSP, display all of them, and 

then go to Step 4; 

• If P has only the CSP, display the image through CSP, and then go to Step 4; 

• If P has no unvisited RSP, and has no CSP, then go to Step 7. 

6. If there are still un-visited RSP pointers for the current link list, mark all current 

displayed images as visited, display up to k of them, go back to Step 4. Else go to Step 

7. 

7. Pop out one pointer from the stack if it is not empty, go to Step 6 (recursive 

retrieval). If there is no more unvisited image, STOP. Otherwise, display up to k 

unvisited image from the array AR.  

8. If there is no unvisited images linked from the m images, go to step 7, else adjust 

the formula of the similarity distance measure based on the m feedbacks and 

recalculate the new similarity distance Dnew for all images pointed by these m 

images and mark the m images as visited. Go back to Step 3. 

End 

 For this algorithm, the cost to adjust the weight is determined by the size of the 

link lists involved which is small as compared to O(N) (where N is the size of the 

database) without the digraph index. Since we can adjust the threshold to control the 

size of the link list, it makes sense to assume a constant C as the maximum size for 
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each link list. Therefore, the complexity for each feedback cycle will become O(1) 

which is a big improvement in the performance. 

7.4 Adjustable digraph index based on the feedbacks 

In section 7.3, we have discussed dynamic similarity measure adjustment. However, 

we have also highlighted that we are not going to keep the new adjusted formula 

during each interactive process. Therefore, the discussed retrieval process based on 

the heuristics is not really a true “learning” system but a “learning” process for 

similarity retrieval. 

Is it possible to retain some useful information from each retrieval to enhance 

the performance of future retrieval? Logically it seems possible though it will be too 

subjective to revise the similarity formula based on individual’s retrieval process. In 

particular, when we have many pictures with a tied similarity distance in the indexing 

structure, it may be desirable to adjust the order based on the frequency of the 

selection from previous retrieval process. This adjustment will not affect the 

objectiveness of the system measure. We revise the VHR similarity retrieval process 

(Algorithm 7.2) to reflect this index adjustment as follow: 

 

Algorithm 7.3: VHR Similarity Retrieval with Dynamic Weighting and Indexing 

Input: A query image and an enhanced digraph index structure 

Output: Candidate image and adjusted digraph index 

begin 

1. Set all candidate images as un-retrieved, and selection times to 0; 
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2. For the given query image, calculate the similarity distance DP with every image in 

the candidate set returned from the automatic retrieval. Sort the distance values and 

store them in an array AR with the respective image ids.  

3. Display the k most similar images to the user.  

4. User has the following options: 

a. The target image is found, SELECT the target image, and increase the 

selection times of the target image by 1. If the target image has the same 

similarity distance with the previous image in the respective link list, and 

selection times of the target image is bigger than that of the previous image 

as well, swap the position of the two images in the respective link list. Stop. 

b. No target image found, also no similar candidate chosen. Click the next link 

for the system output. Go to Step 6 (horizontal retrieval). 

c. No target image found, but choose one most similar image P among the 

returned images, increase the selection times of image P by 1. If image P has 

the same similarity distance with the previous image in the respective link 

list, and selection times of image P is bigger than that of the previous image 

as well, swap the position of the two images in the respective link list. Then 

follow the link of the most similar image P among the k returned images. Go 

to Step 5 (vertical retrieval). 

d. No target image found, but there are m >1 similar images chosen. Go to Step 

8.  

5. Push the next unvisited pointer for the current link list onto the stack. Mark all 

current images as retrieved, and display the next images based on the following rules: 

• If P has more than k unvisited RSP, display these images based on the order, 

and then go to Step 4; 
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• If P has less than k but more than 0 unvisited RSP, display all of them, and 

then go to Step 4; 

• If P has only the CSP, display the image through CSP, and then go to Step 4; 

• If P has no unvisited RSP, and has no CSP, then go to Step 7. 

6. If there are still un-visited RSP pointers for the current link list, mark all current 

displayed images as visited, display up to k of them, go back to Step 4. Else go to the 

next step. 

7. Pop out one pointer from the stack if it is not empty, go to Step 6 (recursive 

retrieval). If there is no more unvisited image, STOP. Otherwise, display up to k 

unvisited image from the array AR.  

8. If there is no unvisited images linked from the m images, go to step 7, else adjust 

the formula of the similarity distance measure based on the m feedbacks and 

recalculate the new similarity distance Dnew for all images pointed by these m images 

and mark the m images as visited. Go back to Step 3. 

end  

 

There are not many changes in the algorithm except for the parts highlighted. 

A new status flag is used to denote the selection frequency of a picture, which is used 

to resolve the ambiguous tie issue. Note that we only keep information of those single 

point selections but not multiple point selections since the former is thought to give a 

clearer indication of the user’s choice. The objective of this adjustment is to resolve 

the ambiguity. The multiple point selection itself shows that the users are not sure 

about the selection. Therefore, we will not take into account for this fuzzy 

information. 
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7.5 Related feedback based system and comparison 

In Chapter 6 and Chapter 7, we have discussed feedback based similarity retrieval. In 

general, there are two types of relevance feedback systems. The first type is to capture 

a user’s perceptual consistency in similarity retrieval for a long term. The system will 

be able to learn the regularities in a user’s perception of similarity for the pictorial 

database retrieval in the target application domain. After learning, the database and the 

measure can be adjusted to favor the user’s particular perception for a long-term 

usage. There are already numerous researches (such as [Agga01], [Bart01], and 

[Lim01] etc.) in this area that is like a data mining process. Typically, this kind of 

system needs a long period of training, and the database index or the similarity 

retrieval measure can be changed significantly after the training. It is used for a 

personalized system or a general output of an automatic system. 

 The other type of relevance feedback system is based on a short-term learning, 

i.e. its objective is to shorten the ad-hoc interactive similarity retrieval cycle (or 

session) by discovering the hidden subjective information from the user’s feedback, 

and navigate efficiently in the search space (i.e. database). Since this hidden 

subjective information is not persistent and might be changed according to the 

context, the “learned” preference will not be kept for a long-term usage. This kind of 

system is also very practical in information retrieval. For example, when we use a 

search engine to find some wanted stuff from the inter-net, we may key in some 

keywords for the first search. If the target is not in the first return, we will either find a 

possible link to re-search or add more keywords etc. If the search engine can 

“understand” the intention of the user based on the feedbacks, it might help the user to 

find the wanted result quickly. Obviously, different users or a same user may have 
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different intentions even when they input a same keyword at different time. The initial 

query is likely to be incomplete and not sufficient to describe the real target of the 

search from a user. Therefore, the feedbacks will be analyzed to find out the missing 

information. However, this kind of learned “intention” is per retrieval, and too 

subjective to be used for the next retrieval cycle (session). Our interactive research 

focuses on this ad-hoc “learning” system. This is new to iconic spatial similarity 

retrieval. However, there are some existing researches in the context of interactive text 

based retrieval [Rocc71], [Buck95], and the low-level feature-based image similarity 

retrieval [Ishi98], [Kim03], [Liu06], [Lu00], [Pork99], [Rui98], and [Wu00] etc. 

These existing approaches can be categorized into some typical types as follows:  

 

Query point movement approach 

 Query point movement method (such as [Buck95] and [Ishi98]) is one of 

typical approach in making use of relevance feedback. For example, in [Buck95], 

Rocchio’s formula [Rocc71] is used to compute the new query point Q
new

 from the old 

query point Q
old

 based on user feedbacks. In detail, the formula is expressed as follow:  

 

 

 

where α, β and γ are suitable constants; DR and DN are sets of relevant 

documents and non-relevant documents respectively; NR and NN are the number of 

documents in DR and DN respectively. This approach is different from our approach. 

First, in [Buck95], a user is supposed to rank the candidates from highly relevant to 

non-relevant. This is very difficult and inaccurate for an untrained user to give ranking 

feedback without any guidance. On the other hand, user ranking is not expected in our 

 

Qnew  = ααααQold
 + ββββ( ΣΣΣΣ Di / NR) - γγγγ( ΣΣΣΣ Di / NN)   (7.4) 

                   i∈∈∈∈D
R

                         i∈∈∈∈D
N 



Chapter 7: Using multipoint feedback in interactive similarity retrieval 
 

__________________________________________________________________________________ 

142

system. Second, based on Rocchio’s formula, the existing system can always add new 

keyword (or feature), and remove keyword (or feature) by giving a non-zero weight 

and a zero weight respectively. Therefore, the number of keywords (features) can 

change during a retrieval cycle. However, for our system, the feature space is fixed 

though the weights can be changed. Lastly, the approach mentioned above does not 

navigate within the reduced search space during a retrieval cycle which is the main 

difference from our approach. There is no combination of indexing the database for 

reducing the search space during the interactive cycle and adjusting the weight from 

query point movement approach as well. Typically, the initial outputs are produced by 

a random scan of the database, and then the system outputs the next query point after 

some extensive computation involving weights specified by the users. 

 

Multi-point re-weighting approach  

Another typical approach using relevance feedback is multi-point re-weighting 

[Rui98]. [Rui98] is based on the feedback scores (i.e. highly relevant, relevant, no-

opinion, non-relevant, and highly non-relevant) to update multi-point weights 

dynamically instead of using Rocchio’s formula to generate a new query point. The 

new search is to find the similar data points that have the smallest similarity distance 

to the multiple feedback points. In terms of heuristic weight updating, [Rui98] has 

some common attributes with our approach. However, [Rui98] relies on the explicit 

feedback score that is subjective and not really reliable for un-trained users. On the 

other hand, there is no mention about how to index and reduce the search space in 

[Rui98] as well. [Lu98] is another similar work that integrated semantic information 

into the re-weighting and query point movement, which has the similar nature of 

[Rui98] and [Buck95].  
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Clustering approach 

A more recent progress along the direction of multi-point approach is the 

clustered multi-point re-weighting method [Kim03]. This approach proposed a way to 

use query point clusters. When user marks several points as relevant, the system 

clusters sets of relevant points and chooses the centroids of the clusters as their 

representatives, and then constructs a multi-point query using a small number of good 

representative points. In such a case, the weight for the query point instead of the 

feature can be changed based on the size of the represented cluster. The new search 

will be using the respective selected clusters. However, there is no mention about the 

search space with balanced data distribution in which clusters formation is not 

obvious. 

To summarize major differences among the query point movement approach, 

the multi-point re-weighting approach, the clustering approach, and our proposed 

approach: 

• The query point movement approach will navigate towards the target points 

based on the new query point after each feedback iteration, i.e. search the top k 

points near the new query point. But there is no search space reduction; 

• The multi-point re-weighting approach will use multiple new query points 

instead of one new query point to navigate towards the target points, i.e. a K-

NN search (find the points near to k query points). There is also no search 

space reduction; 

• The clustering approach uses multiple new query points as well. However, 

instead of searching data points with the smallest total distance to all new 

query points, it searches the data points near to each individual representative 
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query point of the respective clusters separately. There is some search space 

reduction. But the following search may be restricted by the early clusters; 

• Our proposed approach will use the multi-point re-weighting query to navigate 

the nearby search space of multiple query points instead of the original search 

space, i.e. a K-NN search inside the top k neighborhood of the multiple query 

points of a multi-point query. There is obviously search space reduction. At the 

same time, the following search will move freely according to the new query 

points. 

In fact, we can illustrate the interactive search processes as in Figure 7.2 and Figure 

7.3 to highlight the above points. 
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Figure 7.2. Comparison of different interactive searching processes 

 

• In Figure 7.2(a), suppose Q is the initial query, f1, f2, f3, f4 are four outputs to 

the user, and f1, f2, and f3 are selected. If we use the query point movement 

approach, we will base on f1, f2, and f3 to generate a new query point Qnew, 

and find the top k points (illustrated as a small circle in Figure 7.2(a)) near to 
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k-regular digraph, we may use directly the data points around Qnew as the new 

search space. However, the problem is that Qnew may not be in the database at 

all since it is generated from f1, f2, and f3. So we may not use k-regular index 

for Qnew. 

• In Figure 7.2(b), f1, f2, and f3 are still user’s selections. The multi-point 

approach uses f1, f2, and f3 as the multi-point query, i.e. the feedbacks f1, f2, 

and f3 become the new query points q1, q2, and q3 respectively as shown in 

Figure 7.2(b). We search the neighborhood of f1, f2 and f3 at the same time to 

find data points that have the smallest total similarity distance to q1, q2, and 

q3. The search space can be very big (illustrated as a big circle in Figure 

7.2(b)) if f1, f2, and f3 are not very close in the feature space. 

• In Figure 7.2(c), the selections for the new query are similar to the typical 

multi-point approach in Figure 7.2(b), i.e. the feedbacks f1, f2, and f3 become 

the new query points q1, q2, and q3 respectively. However, if feature space 

and the distance function of the user’s perception are quite different from those 

of the system, the initial feedbacks f1, f2, and f3 may be mapped to disjoint 

clusters of arbitrary shapes in the feature space as shown in Figure 7.2(c). 

Using the clustering approach, we eliminate clusters not involving f1, f2 and 

f3 from the search space and only one representative query point within each 

relevant cluster is considered for that cluster. In such a case, we search data 

points that are near to q1, or q2, or q3 separately. However, this strategy may 

not work well when image representation and similarity measure used for the 

clustering do not match perceptual characteristics exactly (since there is 

always a gap between the representation and perception), and the search may 

be trapped within the initial clusters. On the other hand, if the data points are 
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distributed evenly, the clusters constructed may not truly reflect the clustering, 

and thus the use of clusters may not be good in the search. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

Figure 7.3. Interactive search process for proposed approach 

 

 Figure 7.3 illustrates our approach that has advantages of both the query point 

movement approach and the multi-point approach, and overcomes the restricted 

navigation region of the clustering approach. Suppose we still have f1, f2, and f3 

selected and they are used as the new multi-point query. Since we have digraph 

indexes for f1, f2, and f3, we can search the top k nearest neighbors around f1, f2, and 

f3 directly. This is comparable to the clustering approach whose search space has been 

reduced. However, for the clustering approach, the clusters are fixed and the 

subsequent query points chosen will not go out of the clusters since the feedback 

points are required to be within the same clusters of respective query points. As for a 

digraph, we have individual top-k list for each data point in the search space. 

Therefore, even when the data do not cluster, the new query points can move towards 
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any possible points through the reduced search space. As shown in Figure 7.3, 

multiple circles denote the search space for different iterations. They can move freely 

according to the feedback selections. 

There are some other works related to search space reduction. For example, 

Query Refinement [Pork99]) uses auxiliary data structures such as a priority queue or 

a tree structure built on the fly to reduce duplicated computation. The new search 

space has to be computed after each feedback cycle and it is trading some percentage 

of recall for faster retrieval. 

The recent work in [Liu06] claims to improve upon the previous approaches, 

and uses a Voronoi diagram to reduce the search space. The basic idea is as follow: 

• A database will be sampled with k points as the initial output to user, and at 

the same time, a Voronoi diagram will be constructed based on the k points.  

• A user inputs the feedback to choose one point (suppose PS) among the output 

k points. 

• In the next iteration, the system will search the Voronoi cell region 

corresponding to PS only, i.e. use Voronoi cell region of PS as the new search 

space to sample k points as the next output, and repeat this process until the 

user find the target. 

Since the re-search space is based on the Voronoi cell region, it is supposed to 

reduce the search space significantly after each feedback iteration. However, there are 

some problems in this approach comparing to our approach: 

• This approach ignores the complexity of building the Voronoi diagram. The 

digraph approach does not need to re-build the index for subsequent retrieval 

cycles. 
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• It is not obvious on how to fit in Voronoi diagram for multi-point query and 

weight adjustment, i.e. how to combine the hidden information extracted from 

the multi-point with the Voronoi diagram. 

• The approach using Voronoi diagram assumes that the user always inputs 

accurate single query feedback in each iteration. This is not realistic for most 

users. Furthermore, if the target is a similar picture not in the database, then 

the Voronoi diagram is not valid from the similarity point of view. It is also 

not efficient in searching when similar pictures are in more than one Voronoi 

regions.  

Therefore, enhanced k-digraph plus the heuristics for the multipoint interactive 

similarity retrieval proposed in this thesis is a more complete solution to combine the 

advantages of reducing the search space and multi-point re-weighting in interactive 

similarity retrieval. 

7.6 Evaluation and comparison experiments 

We have already discussed the coverage experiment for the digraph to demonstrate the 

effectiveness of the interactive index approach. In the following, we use an 

experiment to show that the digraph indexing structure can really improve the speed 

for the interactive retrieval, and use a simulation to show the differences in the search 

space explored by different navigation approaches. 

7.6.1 Response time experiment 

For the ease of discussion, we use the same dataset as before for the performance 

experiment. In detail, the setup of the experiment is as follow: 
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There are 647 pictures in our database. IO&T metric is used as the base metric 

to build all index structures of the database. An enhanced digraph is built by adjusting 

the threshold to make sure that the length of each link list is less than 10. The system 

displays 5 candidate pictures at most each time. The interactive process is simulated 

systematically as follow.  

Without the loss of generality, we assume the average number of feedback 

points selected is about 1/3 of the pictures displayed (for example, suppose 5 pictures 

are displayed, then 5/3 = 2 feedback points will be used). The feedback points are 

chosen randomly in the simulation, i.e. among the 5 outputs, the system will pick two 

outputs randomly as the feedback input for the next session. The average response 

time Rtime to display every round of outputs will be recorded. The user input time is 

ignored in this case because the feedback points are generated automatically instead of 

manually. Note that we are not using any cache discussed in some other approaches 

such as [Chak04]. Therefore, there is always disk I/O instead of memory I/O when 

accessing the picture database. The MinMax heuristic approach and Closest Neighbor 

heuristic approach based on the enhanced digraph are denoted as I-MM and I-CN. The 

multipoint retrieval process without any index is called T-MP. The experiment is 

carried out using SunUltra10 and Java applet is needed. The response time are 

measured in seconds as shown in Figure 7.4. 

From the result, we can see that without the digraph index, the retrieval time is 

not acceptable (Note that the first return is based on the tree structure used to organize 

the images, which is the same for all approaches). The MinMax heuristic approach 

performs slightly poorer than the Closest Neighbor heuristic approach, which is 

actually expected since there is almost no calculation for the latter. Since MinMax 

approach has the dynamic weighting feature that is more intuitive to the user and 
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covers a bigger candidate set, the small price to pay in performance disadvantage is 

still acceptable. 
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Figure 7.4. Response time (in seconds) for each displaying return 

7.6.2 Experiment for search space explored 

Most of the effectiveness experiments for interactive image retrieval are based on a set 

of target selected arbitrarily, and the rate of recall and precision are calculated based 

on the statistics collected through some interactions with a small group of selected 

users. The result obtained may have a tint of subjective factor. In our navigation 

experiment, we generate 2000 simulated data points randomly. This is to reduce the 

subjective-ness of data set selection, and to simplify the process of generating a real 

big iconic image database. In the experiment, we compared three navigation 

approaches, namely the query point movement approach, the multipoint clustering 

approach, and the proposed digraph approach referred as QPM, MCA, and DIG in the 

following. The simulated process includes the following steps: 

Step 1: Mark all 2000 random data points as un-visited. 
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Step 2: Three data points will be randomly selected as the initial feedbacks to the 

similarity retrieval system. 

Step 3: Based on the navigation approach selected, the system will find the similar 

data points using the respective measure and return the next round of candidates. 

Step 4: Three un-visited data points from the return of Step 3 will be randomly chosen 

as the next round of feedbacks, and mark all navigated data points as visited. Go back 

to Step 3, and repeat the process a number of times. 

 We use the initial three randomly generated data points as the base to calculate 

the possible candidate data region CDR, the region with points that are within some 

similarity distance to the multiple feedback points. If a data point explored falls in 

CDR, we consider it as an effective visit. Otherwise, the visit is not effective (wasted). 

We compare QPM, MCA, and DIG in terms of the recall and the precision for each 

feedback session defined as follows: 

 

The number of effective visits ×××× 100 

The recall =                    (7.5) 

The number of data points in CDR 
 
 
 

The precision = 
 

    The number of effective visits ×××× 100 
                    (7.6) 

   The number of all visits (including effective and ineffective visits) 

 

The results are compared in Figure 7.5 and Figure 7.6. It can be seen that QPM 

has the best precision in the early interaction sessions. Since the query point can move 

out of CDR, the precision drops a lot in the later sessions. However, the real problem 

with QPM is how to reduce the search space. MCA can’t improve its recall after first 

few iterations as its search space has been restricted. Thinking comparison, DIG has 
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the benefits of integrating the advantages of both QPM and MCA approaches in terms 

of usability and flexibility for interactive similarity navigation. 
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Figure 7.5. The precision comparison for each interaction session 
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   Figure 7.6. The recall comparison for each interaction session 
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Chapter 8 

Conclusion and future work 

 

 

 

 

In the last chapter, we will conclude our research starting from the general iconic 

picture representations and measures for automatic similarity retrieval to the 

interactive fine-tune process for subjective navigation in result set, and address some 

possible future work that can be explored.   

In this thesis, we analyzed 2D space spatial relation representation and 

similarity retrieval. We introduced some qualitative spatial relation representations 

that include using two 1D spatial relations to represent 2D spatial relations, and using 

systematic topological and orientation relations to represent 2D space spatial relation. 

We also proposed an augmented spatial relation representation to include the extent of 

objects to complement the missing information in the topological and orientation 

representation. We compare the pros and cons of different proposals. 

Based on each of our discussed spatial relation representations, we introduced 

the respective similarity measure and described the retrieval algorithms needed. Some 

experiments are carried out and a prototype is built to demonstrate the feasibility of 
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turning the discussed representation and retrieval approaches into a full fledge picture 

similarity retrieval system. 

To make the similarity retrieval system more applicable, human decision is 

added to the retrieval procedure in the later discussion. Instead of completely decided 

by the system on what to retrieve, users are involved through their feedback. While an 

automatic retrieval system provides some first level filtering functionality that can be 

adapted to some general fuzzy retrieval, user feedback can make the system more 

accurate and intuitive for some personalized retrieval.  

Finally, we introduced some advanced topics for the interactive similarity 

retrieval process. The multipoint query concept is discussed as a base for some 

dynamic and adjustable measure, and the use of a dynamic measure will enable a 

retrieval system to react more intelligently upon user’s feedback. We summarize our 

contributions and highlight some interesting topics we are still exploring as follow.  

8.1 Main contributions 

In summary, we have proposed in this thesis: 

• The scheme of IO&T representation to represent the spatial knowledge 

qualitatively 

The orientation spatial relationships between two objects are defined using two 

intrinsic orientation relations. This representation captures not only the normal spatial 

relations among objects but also the rotation of objects. This approach overcomes the 

ambiguity problems that exist in some other representations, and most importantly, it 

is invariant with respect to translation and rotation of the picture. 

• IO&T similarity measure 
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This measure captures not only how many objects have changed their spatial 

relations with respect to dominant objects, but also the degree of these changes, which 

makes the measure of picture similarity more meaningful and more accurate.  

• A simulated similarity retrieval algorithm 

This algorithm is a more practical solution of similarity retrieval as compared 

to the use of the common clique algorithm whose complexity is NP-hard. It is 

especially useful for similarity retrievals involving only a small number of displaced 

objects.  

• An object based similarity retrieval approach 

This is a concept to make use of dominant objects in the search of similar 

pictures. When we have a different sequence of dominant objects, the list of similar 

pictures output by the algorithm will change accordingly. The algorithm trims the 

answer set of similar pictures very effectively with the use of IO&T similarity 

measure. It is useful for similarity retrievals involving only a small number of 

dominant objects. 

• Augmented spatial relation representation 

Comparing to existing systems, the augmented spatial relation representation 

approach is not only rotation invariant, but also captures the relative distance and 

orientation range between objects. This approach overcomes the ambiguity problems 

that exist in other orientation representations, and is more flexible and applicable. 

• Regular digraph indexing of a pictorial database for interactive similarity retrieval 

The proposed interactive similarity retrieval approach makes use of the 

feedback from the user, and avoids the high cost of re-computation of similarity 

distances. The interactive similarity retrieval process is similar to the navigation auto-

piloted by the system measure and guided by the user in the image database. The 
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retrieval algorithm proposed prevents looping and guarantees to find the target image. 

In particular, the index structure and the respective retrieval approach are 

straightforward and can be adapted to different similarity measure. 

• Dynamic similarity metrics for the multipoint feedback based similarity retrieval 

 Multipoint feedback concept opens a door for dynamic similarity measure. The 

use of similarity information common to the multiple points query makes the 

interactive retrieval process more intelligent. The implicit knowledge from the user 

will be re-used for the interactive retrieval without the loss of the objectiveness for the 

system measure. Combining with the enhanced digraph index structure, the dynamic 

multi-point retrieval takes the advantage of both search space reduction and effective 

query point movement. 

• Self-adjustable indexing structure through learning from the feedbacks 

 Typically, a learning system tends to be subjective though it provides extra 

value for a user some time. What we have introduced in this thesis is a general system 

for multi-users instead of for a single user. The proposed adjustment approach fine-

tune the index by adding only some weight to the more popular ones among those tied 

items according to the system measures. There is no loss of objectiveness from the 

original system in this learning process. 

• Image similarity retrieval system prototype 

 Finally, we have implemented a prototype to demonstrate the feasibility of 

integrating the concepts, structures and algorithms proposed into a workable similarity 

retrieval system. 
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8.2 Future research issues 

We have discussed many topics related to picture representation and similarity 

retrieval and proposed some solutions. However, there are some outstanding issues 

not covered and will be studied in future: 

3D space representation 

There are already some works regarding 3D space spatial relation 

representation such as [Schw91] and  [Delb93] etc. With the use of the intrinsic 

orientation, the IO&T representation can be extended to 3D space. Since the 

application area of 3D space representation is quite wide, the extension of IO&T 

representation to 3D space can be very interesting. 

Same objects appear in one picture 

In this thesis, we have not discussed how to deal with multiple occurrences of 

an object in one picture. This situation will normally cause ambiguity problem. There 

are some existing discussions (such as [Chan81] and [Cost92]) to solve this problem 

in other representations. Some of these methods may be revised and adapted to the 

discussed representations. 

Spatial relations reasoning by constraints 

Constraint reasoning is a very useful in real life and it has become a hot topic 

recently. In spatial relations reasoning, constraint reasoning is to find some spatial 

relations by using some given spatial relations as constraints. For example, suppose 

we know two constraints: Object A is on the left of Object B, and Object B is on the 

left of Object C. Then Object A can only be on the left of C in order to satisfy both 

constraints. Some researchers have done some works in this area such as [Shar95] and 

[Sist95] etc. However, more efforts are still required to build a more practical system. 
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Learning from feedback 

How to make a system learn is always an interesting and yet very hard problem 

to solve. For example, how to make the system adapt itself in selecting the right path 

through the index structure to move towards the target images, what are the heuristics 

that can be used to guide the system to learn and adjust the index based on the users’ 

feedback etc. This is a topic involving AI and psychology which has attracted a lot of 

interests. Although we have some discussions in Chapter 7, there are still much more 

to be explored in future.
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Appendix 

We include some screen shots for the interactive iconic similarity retrieval demo in 

the following. The demo is to illustrate some interactive processes discussed in this 

thesis. IO&T metrics is used as the measure at this stage. A more sophisticated system 

can be built based on the prototype though. We use pictures that allow us to identify 

the difference quickly. Only six objects are used in the demo and three pictures are 

displayed each time to make the display clearer for the demonstration (Note that the 

icon for three trees are considered as one aggregated object instead of multiple 

objects). We use Java applet to implement the simple interface that is similar to some 

internet image search engines such as PicSearch at http://www.picsearch.com/. In the 

example, we use object-based retrieval in which the house is the dominant object. 

The first screen shot is supposed to be the returns from the automatic retrieval. 

There are three candidate pictures displayed. The user has options to use either the 

buttons in the lower panel to input “single feedback” or the check buttons in the upper 

panel to select “multiple feedbacks”. 
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Screen Shot 1: 

 

 
 

We consider the “single feedback” first in this case. There are four buttons in 

the lower panel. One button among “Picture 1”, “Picture 2”, or “Picture 3” can be 

clicked if the respective candidate picture looks more similar to the wanted picture 

based on the user’s perception. If there is no “good” return among these three, the user 

can select “next” button to display the next three candidates. In this case, we suppose 

the user click the “Picture 1” button in the lower panel. The system uses the stored 

digraph index linked from “Picture 1” to return the next three candidate pictures 

quickly as shown in Screen Shot 2. 
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Screen Shot 2: 

 

 All three returns look similar to the previous “Picture 1”. Since the house is 

the dominant object, we have some orientation relation changes between the House 

and the Cat for the new “Picture 1” and “Picture 3” with regard to the old “Picture 1”. 

At the same time, there are both topological relation and orientation relation change 

between the House and the Cat for the new “Picture 2” with regard to the old “Picture 

1”. At this stage, if the user uses “multiple feedbacks”, then there are few options for 

the user to choose.  

• If no candidate picture is chosen or all candidate pictures are chosen, the 

system will just display next three candidate pictures after the “Next Search” 

button is clicked as no additional information can be extracted from the 

feedback. This is not a good case. 



Appendix 
 

__________________________________________________________________________________ 

173

• If only one picture is selected, the system will go back to “single feedback” 

process. Since we are using Checkbox, the user is supposed to click “Next 

Search” button. 

• The interesting part is that two of the three pictures are selected when the user 

click the “Next Search” button. 

 

Screen Shot 3: 

 

Screen Shot 3 is the result by selecting “Picture 1” and “Picture 2” in Screen 

Shot 2. Comparing the previous “Picture 1” and “Picture 2” in Screen Shot 2, there is 

no orientation relation change but only topological relation change between the House 

and the Cat. Based on the heuristics discussed, the system will adjust the weight for 

the topological similarity and the orientation similarity respectively. Obviously, the 

new returned candidate pictures have more topological relation changes instead of 
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orientation relation changes between the House and other objects. If this is not the 

case, then perhaps the user select “Picture 1” and “Picture 3” in Screen Shot 2.  

 

Screen Shot 4: 

 

Screen Shot 4 is the result by selecting “Picture 1” and “Picture 3” in Screen 

Shot 2. Comparing the “Picture 1” and “Picture 2” in Screen Shot 2, there is no 

topological relation change but only orientation relation change between the House 

and the Cat. Based on the heuristics discussed, the system will increase the weight for 

the topological similarity and decrease the weight for the orientation similarity 

respectively. In such a case, the new returned candidate pictures look all similar 

except that some objects changed their direction (such as the Car and the Cat).   

From the demo, we can see that the interactive retrieval is a subjective process. 

Although the demo is for the illustration purpose, the real system can be more 
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interesting with the combination of different similarity measure on different 

dimension. Note that the system similarity measure is very important though the 

heuristics are used to fine-tune the similarity metrics during the retrieval.
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