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Summary

Efficient methods are developed to study the electromagnetic properties of

composite materials with spherical, spheroidal and fiber inclusions.

Spheres and fibers have the simplest shapes and are most commonly used as

inclusions for fabricating composite materials. The electromagnetic properties

of composite materials can be engineered by changing the properties of the in-

clusions or hosts. The simulated composites with these simply shaped inclusions

are good models for many real composite materials with similar but arbitrar-

ily shaped inclusions. The study also provides a starting point for simulating

composites with more complexly shaped inclusions. The work in this thesis has

mainly the following contributions:

1. An approach combining T-matrix method, statistical Configurational av-

eraging technique, and Quasi-crystalline approximation (TCQ) is formu-

lated according to a similar one that is proposed by Varadan et al. [1]. The

differential evolution strategies (DES) is successfully applied to solve the

governing equation obtained with TCQ method efficiently and accurately.

The method is validated using published experimental results.

2. With the combination of DES and TCQ, two propagation modes are ob-

served numerically for composites with large, aligned spheroidal inclusions

when the propagation direction is along the particle symmetry axis.

3. A novel method combining the method of moment andMonte Carlo simula-

vi



tion with configurational averaging technique and stationary phase integral

method is proposed to calculate the transmission and reflection coefficients

of fiber composite material slabs. The method is experimentally validated.

Composites with spherical inclusions are studied first. TCQmethod is formu-

lated following the approach of Varadan et al. [1] with a corrected vector spherical

wave translational addition theorems. The governing eigen equation, or equiva-

lently, the dispersion equation of effective propagation constant, is derived. By

defining an appropriate objective function in terms of the effective propagation

constant, determination of the effective propagation constant is transformed into

an optimization problem. To ensure the accuracy and efficiency of solution, DES

instead of Muller’s method is applied to solve the optimization problem. Good

agreements between numerical and reported experimental results are obtained.

The relationship between the effective wave number, volume concentration, size

of the inclusion particle, are numerically studied. The existence of attenuation

peak is numerically confirmed.

The TCQmodel and the DES algorithm is further extended to study compos-

ites with spheroidal inclusions. For composite materials with aligned spheroidal

inclusion, different anisotropy is observed for different size of inclusions. Com-

posite materials with smaller aligned spheroidal inclusion particles behave like

an uniaxial material. When the inclusion particles are larger, the composite ma-

terials have two separate propagation modes even if the wave propagates along

the particle symmetry axis. In addition, both modes are propagation direc-
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tion dependent and their dependency looks similar. This agrees well with the

propagation characteristics of plane waves in a general nonmagnetic anisotropic

material. The anisotropic properties disappear if the spheroidal inclusions are

randomly oriented. It is also noticed that the composite materials with larger

aligned inclusion particles are effectively quite lossy.

A numerical method is proposed to calculate the transmission and reflec-

tion coefficients of fiber composite material slabs. It combines the method of

moment and Monte Carlo simulation with configurational averaging technique

and stationary phase integral method. Results for composite materials with low

concentration of small spherical inclusions agree well with that by the Maxwell-

Garnett theory. The properties of fiber composite materials with respect to the

concentration, electrical contact and various fiber properties are studied both

numerically and experimentally. Good agreements have been obtained. The

experimental and numerical results may be used to validate other numerical or

theoretical methods or as a guidance for composite materials design.

The methods proposed in this thesis can be used more widely to simulate

composites with inclusions of similar shapes as sphere, spheroid or fiber. Hope-

fully, the numerical simulation can help to expedite the design process of new

composite materials.
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Chapter 1

Introduction

1.1 Background

As the development of technologies, the requirements on the material properties

can easily go beyond what can be obtained with the existing materials. The de-

sign of new materials becomes a critical research. One of the designing methods

is to mix two or more kinds of materials together to form composite materials.

A composite material generally consists of a matrix, also called host, and fillers,

also known as reinforcement or inclusions. Composite materials have flexibility

and manageable properties that change with their components’ ratio, distribu-

tion, shape, size and intrinsic properties. The flexibility of composite material

has made it a very popular choice in many applications.

In principle, the desired properties of composite materials can be achieved

experimentally through trial and error laboratory synthesis and subsequent anal-

ysis. This approach is very time and money consuming so that non-optimal

design is commonplace. It is very important to have a good method to analyze

the experimental data and predict results for further experiments. Mathemati-

cal modeling and simulation that makes use of computational power is an ideal

choice for guiding the engineering design problems. It has played a significant

and complementary role to the laboratory development of composite materials.

The modeling of electromagnetic (EM) properties of the composite materials is
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widely carried out by many researchers [5—7]. The accurate modeling of com-

posite materials is important for not only the design of new composite materials

but also the study of natural composites, such as snow and foliage, which is very

important for remote sensing [8—10].

Both simplified models and direct computations have been applied to study

composite materials with inclusions of simple shapes. The simplified models

include the effective medium theory (EMT) and its extensions [6, 11, 12], the

week and strong fluctuation theory [13—17] and multiple scattering method with

quasi-crystalline approximation (QCA) [18]. These methods are simple due to

their simplification in modeling the random system and the inclusion. As a re-

sult, their precision and applicability are very limited. A more precise method

is the TCQ method [1]. The derivation of this method is a very complicated

due to the expansion and translation operations with the vector spherical waves.

The translational addition theorems used in the original derivation [1] has some

errors. The solution method for the governing equation of the TCQ method also

needs improvements on its efficiency and accuracy. Another method that makes

use of T-matrix method is to combine it with Monte Carlo simulation [19—21].

This method can be very precise provided that the simulated system is big

enough. This requirement is often difficult to be met with the current available

computational resources. As long as T-matrix method is used, the simulation is

limited to dealing with spherical inclusions or those with small aspect ratio. Nu-

merical methods are more flexible in dealing with inclusions of arbitrary shape.

However, the current numerical methods used to simulate composites [5,22—26]

are also facing the problem of limited computational resources. It is still a chal-

lenge to provide algorithms that can model the properties of composites precisely

even with simple inclusions such as spheres and fibers, which are the commonly

used inclusions.
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1.2 Overview

1.2.1 Applications of Composite Materials

Composites can have high stiffness, high strength, light weight, good stability

and, usually, low cost. They have been employed in many applications. The

following will discuss some EM related applications.

One of its applications is EM shielding. The quality of a material for EM

shielding is quantified by its shielding effectiveness which is the ratio of the

received power on the opposite side of the shield when it is illuminated by elec-

tromagnetic radiation. Most of these composites consist of conductive fibers,

such as metal fibers [3] and carbon fibers [2,27—29].

Another application of composite materials is to make tunable devices. It has

been demonstrated that the microwave effective permittivity of some composite

materials has a strong dependence on inclusion’s magnetic structure which can be

changed by the external magnetic field or stress [30—32]. One particular interest

of these materials is to make sensors to monitor the stress or field strength. The

properties of some composites can also change with respect to other factors, such

as temperature [33] and electric field strength [34].

Negative material, which is primarily in the form of composite, is a very hot

topic in both theoretical and experimental research [35—40]. These composite

materials, normally with periodically arranged inclusions, shows negative refrac-

tion index. It has been shown that these negative refraction index can be derived

by assuming that both the permittivity and permeability are negative [36]. Many

interesting phenomenon, such as phase reversal and super resolution, can be ob-

served or expected. Now, most of the research in this area is focused on the

theoretical prediction and numerical calculations. To the best knowledge of the

author, negative materials with random inclusions have not been realized either

theoretically or experimentally.

Many EM wave attenuators are made of composite materials [41—45]. The

composite materials help to absorb the in-coming EM wave and transform the
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energy into heat. The quality of these materials is normally evaluated in terms

of attenuation loss and bandwidth. The weight and shape are also of concern

during the design process.

1.2.2 Synthesis of Composite Materials

For microwave applications, the inclusions are normally of fiber or powder form.

The properties of the composite materials are mainly governed by that of the

inclusions. The design of inclusions with desired properties is an interesting and

difficult subject in materials science. In this thesis, only readily-made materials

that are available in the market are used as inclusions. So the synthesis proce-

dures discussed here do not involve chemical reactions. Some commonly used

methods to manipulate hosts and inclusions are discussed here.

Some composites are made of very long fibers. These fibers are woven to-

gether to from a fabric like layer and sandwiched into or pasted onto other

supporting panels. There may involve compressing, heating in a curing process.

The layer of woven fibers is normally very dense and mostly applied for EM

shielding where the microwaves are prevented from transmitting through the

fiber layer. Sketches of such woven fabrics are shown in Figs. 1-1 and 1-2 for

Haness Satin weave [2] and knitted weave [3], respectively. The Haness Satin

weave in Fig. 1-1 is a 3 × 1 weave, where 3 strands are crossed over before

going under 1 perpendicular strand [46]. The knitted weave in Fig. 1-2 can be

produced by a knitting machine.

Composites with random fiber or powders are normally made by mechanical

mixing. Both host materials, usually polymers, and inclusions are mixed together

and the mixture is stirred mechanically. The composite with evenly distributed

inclusions can be either shaped by poring into a mold or applied onto some

surfaces by painting or spray.

In laboratory, only a small amount of samples are needed. Manual manipu-

lation is of advantage. Most of the samples shown in this thesis are hand made.
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Figure 1-1: The Haness Satin weave [2].

Figure 1-2: Knitted fabric used for EM shielding [3].
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1.2.3 Measurement of Composite Materials

In order to measure the permittivity and permeability of a given material, a

sample is placed on the path of propagating EM wave, either in free space,

transmission line or a waveguide. The reflection and transmission coefficients

are measured with a network analyzer. Then, the sample permittivity and per-

meability can be calculated from the transmission and reflection coefficients. A

few commonly used measurement methods are introduced here.

Free Space Measurement

Free space measurements are the most frequently used measurement method

in our study. The measurement set-up is shown in Fig. 1-3. Electromagnetic

wave propagates from the transmitter into the receiver through the sample holder

(which is normally made of Styrofoam) and the sample. The lenses at the opening

of both antennas help to create quasi-plane-wave at the place where the sample

resides. The absorber has an opening area. Most of the energy is focused in this

region to illuminate the sample. The absorber absorbs EMwave from transmitter

that otherwise illuminates the edge of the sample. The transmitted signal is

collected by a vector network analyzer and the transmitted field strength is

measured to calculate the transmission coefficients. This method allows a broad-

band measurement of the complex permittivity and permeability of dielectric

plates in millimeter-wave range. For experiment set-up used to measure my

samples, the reflection and transmission coefficients of the device are measured

between 2-18 GHz. The measurement error in transmission coefficient is about

10%, which is the relative error of the measured transmission coefficient.

Coaxial Line Method

Coaxial line method is another broad-band measurement method that is able

to measure the complex permittivity and permeability of solid materials. The

samples to be analyzed must be prepared in torus shape and with the right
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Figure 1-3: Set-up for free space measurement method.

7



size in order to fit well with the coaxial line as illustrated in Fig. 1-4. The

electromagnetic analysis of the fixture is based on the transmission line theory:

it assumes that only one TEM (transverse electromagnetic) mode is propagating

along the line [47]. According to this hypothesis, the material must totally fill

in the line cross section. The measurement can be carried out from a few Mega

Hertz to a fewGiga Hertz with an error about 5% (relative error in S parameters).

 

Port 1 Port 2 

Connector A Connector B 

sample 

external conductor 

central conductor 
 

Figure 1-4: Coaxial line measurement fixture setup.

Stripline Method

Stripline method is also a broad-band measurement method. The samples to be

tested are either rectangular plates or thin films. They are put (or mounted)

on a dielectric holder. This method is based on the determination of the S

parameters of a 3-plate transmission micro-strip line that contains the material

to be tested (See Fig. 1-5). These S parameters are measured using a vector

network analyzer. The method avoids the sample machining problems. This is

important especially in the characterization of ferromagnetic materials. These

materials are sometimes fragile and difficult to be machined. In addition, the

stripline method is well suited to the characterization of rectangular and thin

films [48]. This method can work in the frequency range from hundreds of kilo-

Hertz up to Giga Hertz.
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Figure 1-5: Stripline measurement fixture.

Cavity Method

There are also measurement methods that are designed to measure the properties

of materials at a specific frequency. These methods make use of the resonance

behavior of the fixture. The sample is used as a perturbation to the fixture so

that the resonance frequency and the resonant quality factor of the fixture are

different before and after the sample is inserted. One of these kinds of methods

is resonant cavity method. The resonator cavity has a cylindrical shape and

a circular section. The cylindrical sample is placed at the position where the

field is the strongest and quasi-constant. The dielectric constant and the loss

tangent are calculated from the variation of resonant frequency and the change

in the cavity quality factor. Micro-strip stub method is another single-frequency

resonant measurement method. It enables one to characterize solid and isotropic

dielectric materials in the form of rectangular plates or thick layers.

1.2.4 Analysis of Composite Materials

Effective Medium Theory

The interaction between EM wave and matter happens in such a large range

that it is impossible to be treated in a single framework. In microwave fre-

quency range, the classical Maxwell’s equations are enough to deal with most
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of the problems. There are two versions of Maxwell’s equations. One of them

describes the fundamental interactions of charged particles, such as electrons

and nucleus, and propagating waves. These equations are microscopic in the

sense that the response of all the charged matter to the fields is treated ex-

plicitly. These equations are too difficult to be applied to simulate materials

due to the large number of particles needed to be considered. It is also un-

necessary for many of the problems, including ours, to be treated from atomic

level. The other version of Maxwell’s equations is to define phenomenological

functions, such as index of refraction or conductivity, to account for the com-

plicated long-range interactions among vast number of particles in the atomic

scale. These phenomenological functions averaged out any inhomogeneity that

is in the atomic scale. These functions are also experimental quantities that can

be easily measured. They have been used to characterize existing materials and

newly designed materials. One of such quantities is the permittivity of a mate-

rial, ε. It can be related to the microscopic quantity αj, the polarizability of a

molecule, by the well known Clausius-Mossotti [49] relation, which is expressed

written as
ε− 1

ε+ 2
=

4π

3

∑

j

Njαj. (1.1)

If the polarizability αj can be obtained for a molecule of a material. The per-

mittivity (dielectric constant) of the material can be readily obtained from Eq.

(1.1).

Composite materials introduce inhomogeneties in a much larger scale as com-

pared to that in pure materials, which is in the atomic or molecule scale. How-

ever, if the component particles of a composite material can be treated as big

‘molecules’, Eq. (1.1) can be used to relate the effective permittivity of the com-

posite with the polarizability of the big ‘molecules’. For those big ‘molecules’

with spherical shape, the polarizability is [11]

α =

(
ε1 − 1

ε1 + 2

)
a2, (1.2)
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where ε1 is the dielectric constant of the material in the big ‘molecule’ and a is

its radius. Upon substituting Eq. (1.2) into Eq. (1.1), we have [11]

ε− 1

ε+ 2
= c1

(
ε1 − 1

ε1 + 2

)
, (1.3)

where c1 is the volume fraction of the component particles. Equation (1.3) is the

first traditional static EMT, Maxwell-Garnett theory [50]. It relates the effective

permittivity of the composite material with the permittivity of its component.

When there are more components, Eq. (1.3) is extended by adding more terms

on the right hand side for each component.

One of the shortcomings of the Maxwell-Garnett formula is that it is asym-

metric upon exchanging the host and inclusions while keeping the respective

volume fraction unchanged. It also fails to yield a critical threshold and cannot

be generalized to multi-inclusion composite material.

Bruggeman [11] made a significant improvement to the Maxwell-Garnett the-

ory to form a symmetrical EMT. He introduced a hypothesis that there should

be zero average flux deviations due to all the inclusions. For a two-component

composite material with the concentration of each component denoted by c1 and

c2, respectively, the hypothesis can be written as

c1∆Φ1 + c2∆Φ2 = 0, (1.4)

where ∆Φ1 and ∆Φ2 are the electric flux deviation due to the inclusions embed-

ded in a homogenous medium. The corresponding Bruggeman’s EMT is

c1

(
ε1 − ε
ε1 + 2ε

)
+ (1− c1)

(
ε2 − ε
ε2 + 2ε

)
= 0 (1.5)

Both of these theories (see Ref. [11] for a recent review) and some variations

of them are primarily for static or quasi-static problems, which do not include

the frequency dependence of scattering effects. Unfortunately, most problems of

concern are at finite frequencies and the frequency dependence of the materials’
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properties are very important. Stroud and Pan [51] extended the static EMT

to a Dynamic Effective Medium Theory (DEMT) by a self-consistent scheme.

They have shown that the effective permittivity of a metal-dielectric composite

can be obtained by

〈S(θ = 0)〉 = 0. (1.6)

where the angle bracket means volume average, S(θ = 0) is the forward scattering

amplitude of a particle supposed to be imbedded in the effective medium and

it is a function of the effective permittivity. Eq. (1.6) means that the average

forward scattering amplitude vanishes if we assume that all the inclusions in the

composites are embedded in the effective medium. This formulation shows that

the anomalous absorption by metal-dielectric composites can be partly accounted

for. Bohren and Huffman [52] pointed out that a better choice over (1.6) is

〈S(θ = 0)〉 = 〈S(θ = 180)〉 = 0. (1.7)

Equation (1.7) can be used to solve the permittivity and permeability at the

same time. The resultant DEMT consists of terms accounting for the effect of

frequency and radius of the scatterers, besides the term in Bruggeman EMT.

Chýlek and Srivastava [12] made further extension to consider the size distribu-

tion of inclusion particle.

Scale dependent effective medium theory (SDEMT) [6] has been developed

to analyze the fiber-filled composite materials. With some fitting parameters,

it is shown that the percolation threshold for fiber-filled composites obtained

by SDEMT is in agreement with experiments. It can also fit the experimental

effective permittivity results very well [53]. However, the fitting parameters

change from sample to sample. It is difficult to use SDEMT to predict the

properties of composite materials.

The effective properties of composite materials have also been analyzed by

other EMT like methods: EFA (Effective Field Approximation, Foldy’s approxi-

mation). The above is only a brief introduction to the popular effective medium
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theories. For more details, please refer to the monographs by Choy [11] and

Sihvola [54].

Weak and Strong Fluctuation Theory

Randommedia is a natural form of composite material. The scattering properties

of such media, such as vegetation and snow, are very important in remote sensing.

When the random fluctuating part of the medium permittivity can be assumed to

be small, the weak fluctuation theory can be applied. Tatarskii [13] investigated

the effects of the unbounded turbulent atmosphere in 1971. Zuniga and Kong [14]

studied the active remote sensing of random media in 1980. Weak fluctuation

theory fails when the permittivity fluctuation is larger or the fractional volume of

scatterers is higher. The strong fluctuation theory has to be applied to overcome

these difficulties. It has been used to calculate the wave scattering from volume

scattering mediums [15—17].

Multiple Scattering Method

Composites with inclusions of high density and large permittivity can hardly

be dealt with by either EMTs or the fluctuation theories. The scattering and

multiple scattering effects is important in dense composites. The theory that

considers these effects explicitly is called multiple scattering theory (MST). In

MST, the excitation field of a scatterer, which sits in a collection of scatters,

is the total field of the external incident field and the field scattered by all the

other scatterers. After being excited by this excitation field, the scatterer also

scatters a portion of field into the medium and the scattered field further acts

as part of the excitation field to other scatterers. The multiply scattered field

and the external incident field forms the total field that exist inside the system.

The total field satisfies the boundary conditions at the interfaces between the

host and inclusion. The infinite scattering hierarchy requires infinite hierarchy

of equations for discrete random media.

The QCA was first introduced by Lax [18] to break the infinite hierarchy of
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equations that results in studies of the coherent field in discrete random media.

It simply states that the conditional average of a field with the position of one

scatterer held fixed is equal to the conditional average with two scatterers held

fixed. The QCA has met with great success for a range of concentrations from

sparse to dense and for long and intermediate wavelengths.

In QCA, the pair distribution function, which constitutes a second-order spa-

tial correlation among the scatterers, must be specified. Common approxima-

tions for the pair distribution function are the hole correction and the Percus-

Yevick (PY) pair distribution function [55]. These analytical techniques are

suitable for composites with spherical inclusions. In many practical cases of

interest, however, spherical inclusion is not a good model [56,57]. More sophis-

ticated methods that take into account of the shape anisotropy effect have to

be found to calculate the proper pair correlation functions for other shapes of

inclusions.

T-matrix method

T-matrix method [58, 59] is a method to calculate the scattered field due to a

scatterer when the incident field is known. Using T-matrix method, Roussel

et. al. [19] computed the reflection coefficient of a two-dimensional (2D) array

of dielectric and magnetic fibers of arbitrary cross section. Wu and Whites [20]

calculated the effective permittivity of a finite collection of 2D dielectric cylinders

that are suspended in free space. Three-dimensional (3D) random scatterers have

been calculated with T-matrix method combined with Monte Carlo simulation

by Siqueira [21].

Numerical Method

The methods mentioned above are limited by the shape of the inclusions. They

are hardly applicable to composites with inclusions that have large aspect ratios,

such as disks and fibers. Numerical methods such as finite difference time domain

(FDTD) method [22], finite element method (FEM) [5, 23, 24], and the method
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of moment (MoM) [25, 26] have been applied to simulate composite materials

with non-spherical shape inclusions.

Composite materials with conductive fibers are of great practical interests,

due to their unique properties. For example, high permittivity composites can

be fabricated using low concentrations of fibers, and the dielectric dispersion

curve can be ‘shaped’ by using fibers with different properties. A good in-

troduction to the method of moment and numerical simulation of fiber (or thin

wire) structures is given by Harrington [60]. Popular computer programs include

ASAP (Antenna Scatterers Analysis Program) developed by Richmond [61] and

NEC (Numerical Electromagnetics Code) developed by the Lawrence Livermore

National Laboratory [62]. Nguyen and Maze-Mèrceur [26] used the MoM to

simulate fiber composites and showed reasonable agreements with experiments

and EMT theory. Liu et al. [24] used HFSS software, which is based on FEM,

to study fiber filled composites. Good agreements between simulation and mea-

surement results are presented for fiber composites with concentration less than

0.63 fibers/ cm2 (about 250 fibers in an area of 20× 20 cm2).

1.3 Objective and Scope

This thesis investigates the EM properties of composites with spherical, spheroidal

and fiber inclusions within the microwave frequency range. TCQ methods are

used to simulate composites with spherical and spheroidal inclusions. Combined

MoM and Monte Carlo methods are developed to deal with fiber composite ma-

terials. The numerical methods are validated with published and experimental

results. The validated methods are then applied to study the relationship be-

tween effective electromagnetic properties of composites with the properties of

host medium and that of the inclusion, such as the shape, size, permittivity and

conductivity.

The necessary mathematical knowledge and numerical techniques are given

in Chapter 2. The T-matrix method, DES and MoM are introduced.
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The TCQ method is reformulated in Chapter 3. The governing eigen equa-

tion, or equivalently, the dispersion equation of effective propagation constant, is

firstly derived. By defining an appropriate objective function in terms of the ef-

fective propagation constant, determination the effective propagation constant is

transformed into an optimization problem. To ensure the accuracy and efficiency

of solution, DES instead of Muller’s method is applied to solve the optimization

problem. Good agreements between numerical and published experimental re-

sults are obtained. The relationship between the effective wave number, volume

concentration, size and aspect ratio of the inclusion particle, are numerically

studied. The existence of attenuation peak is numerically confirmed.

The TCQ model and the DES algorithm are further applied to analyze the

effective electromagnetic properties of composite materials with spheroidal inclu-

sions in Chapter 4. Different anisotropic properties are observed for composite

materials with small and large aligned spheroidal inclusion particles. While com-

posite materials with small aligned inclusion particles behave like uniaxial mate-

rial, composite materials with larger aligned inclusion particles have two separate

propagation modes even if the wave propagates along the particle symmetry axis.

In addition, both modes are propagation direction dependent and the dependent

relationship look similar. This agrees well with the propagation characteristics

of plane waves in a general nonmagnetic anisotropic material. The anisotropic

properties disappear once the spheroidal inclusions are randomly oriented.

Fiber composites are considered in Chapter 5. A numerical method is pro-

posed by combining MoM and Monte Carlo simulation with configurational av-

eraging technique and stationary phase integral method. MoM and Monte Carlo

simulation are use to calculate the configurationally averaged scattering am-

plitude of the inclusions. Configurational averaging technique and stationary

phase integral method are used to derive the relationship between the effective

transmission/reflection coefficients and the averaged scattering amplitudes for

composite slabs. The properties of fiber composite materials with respect to the

concentration, electrical contact and various fiber properties are studied both
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numerically and experimentally. Good agreements have been obtained.

Finally, the conclusions and discussion for future works are given in Chapter

6.
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Chapter 2

Some Mathematical and

Numerical Techniques

2.1 T-matrix Method

The T-matrix method was initially proposed by P. C. Waterman [58, 59] as a

technique to compute electromagnetic scattering from single, homogeneous, arbi-

trary shaped dielectric/perfectly conducting scatterer. Due to its high numerical

accuracy and efficiency, the T-matrix method is one of the most powerful and

widely used tools for rigorously computing this class of electromagnetic scatter-

ing problems and has been widely used in many practical applications [8].

The basic idea of the T-matrix method is to expand the incident field, the

internal field (or equivalently, the surface currents), and the scattered field using

vector spherical wave functions. The scattered field expansion coefficients and

the incident field expansion coefficients are related by the transition matrix,

i.e., the T-matrix. The scattering problem is solved in two successive steps.

In the first step, the scattered field expansion coefficients are obtained from

the incident field expansion coefficients through the T-matrix. In the second

step, the scattered field and other subsequent quantities, such as the bi-static

scattering cross section, are calculated using the known scattered field expansion

coefficients.
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Waterman developed the T-matrix method based on the Huygens principles

[63] (or extended boundary condition, Schelkunoff equivalent current method,

Ewald-Oseen extinction theorem, and null-field method). In addition, in the

traditional formulation of T-matrix, dielectric and perfectly conducting scatter-

ers are dealt with separately, and therefore the relation between them is not

well-established.

Here, an alternative formulation of the T-matrix method which is based on

the electromagnetic equivalence principle [64, 65] is presented. The equivalence

principle applies to both dielectric and perfectly conducting body. With the

formulation for dielectric body, it is shown in the following sections that the

formulation for ferfectly conducting body is a natural simplification of what is

obtained for dielectric body. The present formulation is found to be more natural,

and more importantly, the relationship between the T-matrix for dielectric body

and that for perfectly conducting body appears to be more intuitive.

Figure 2-1 depicts a homogeneous dielectric particle embedded in (infinite)

host medium with permittivity εh = ε0εhr and permeability µh = µ0µhr. The

permittivity and permeability of the particle are εp = ε0εpr and µp = µ0µpr,

respectively. The surface S of the particle is assumed to be piecewise continuous

and is represented by a local shape function F (θ,φ). The whole space is divided

into two regions by the particle surface, region I outside S and region II inside

S.

2.1.1 T-matrix for General Scatterer

According to electromagnetic equivalence theory [64,65], we have

Einc (r) +Es (r) =





EI (r) , r outside S

0, r inside S
, (2.1)

Hinc (r) +Hs (r) =





HI (r) , r outside S

0, r inside S
, (2.2)
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Figure 2-1: A Particle in Host Medium

where

Es (r) = −∇r × Fh (r)− 1

iωεh
∇r ×∇r ×Ah (r) , (2.3)

Hs (r) = ∇r ×Ah (r)− 1

iωµh
∇r ×∇r × Fh (r) , (2.4)

Ah (r) =

∫∫

S

Js (r′)Gh (r, r′) dr′, (2.5)

Fh (r) =

∫∫

S

Ms (r′)Gh (r, r′) dr′, (2.6)

Js (r′) = n̂ (r′)×HI (r′) = n̂ (r′)×HII (r′) , (2.7)

Ms (r′) = EI (r′)× n̂ (r′) = EII (r′)× n̂ (r′) , (2.8)

Gh (r,r′) =
exp (ikh |r−r′|)

4π |r−r′| , (2.9)
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k2h = ω2εhµh. (2.10)

The subscript h means that the quantity involved is related to the constitutive

parameters of the host medium.

Now, consider a point r inside S. Substitute Eqs. (2.5) and (2.6) into

Eq. (2.3), then substitute Eq. (2.3) into Eq. (2.1), we have

Einc (r) = ∇r ×
∫∫

S

Ms (r′) · ¯̄IGh (r, r′) dr′

+
1

iωεh
∇r ×∇r ×

∫∫

S

Js (r′) · ¯̄IGh (r, r′) dr′
, (2.11)

where ¯̄IGh (r, r′) is the dyadic Green’s function.

It can be shown that, if we restrict our attention to the field points r inside

S which satisfy rmin < r
′ where r′ runs over S, we have

¯̄IGh (r, r′) =
ikh
π

∞∑

n=1

n∑

m=−n
σmn

[
M̃I

mn (r′)RgMI
mn (r) + ÑI

mn (r′)RgNI
mn (r)

]

+irrotational term

,

(2.12)

where σmn is the normalization factor,

σmn =
(2n+ 1)

4n (n+ 1)

(n−m)!

(n+m)!
. (2.13)

MI
mnand N

I
mn are the outgoing vector spherical wave functions of degree n and

order m in region I, with reference to the particle center, the overhead tilde ∼
implies complex conjugate with respect to the azimuthal component, Rg stands

for regular part.

In addition, the incident field (finite at the origin) can also be expanded as,

Einc (r) =
∞∑

n=1

n∑

m=−n
σmn

[
amnRgM

I
mn (r) + bmnRgN

I
mn (r)

]
, (2.14)
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where amn and bmn are the incident field expansion coefficients. Substitute

Eqs. (2.14) and (2.12) into Eq. (2.11) and equating the coefficients of RgMI
p(r)

and RgNI
p(r) gives

amn =
ik2h
π

∫∫

S

Ms (r′) · ÑI
mn (r′) dr′ +

k2h
π

√
µh
εh

∫∫

S

Js (r′) · M̃I
mn (r′) dr′, (2.15)

bmn =
ik2h
π

∫∫

S

Ms (r′) · M̃I
mn (r′) dr′ +

k2h
π

√
µh
εh

∫∫

S

Js (r′) · ÑI
mn (r′) dr′. (2.16)

Substituting Eqs. (2.7) and (2.8) into Eqs. (2.15) and (2.16) leads to

amn =
ik2h
π

∫∫

S

ÑI
mn (r′)×EII (r′) · n̂ (r′) dr′ (2.17)

+
k2h
π

√
µh
εh

∫∫

S

HII (r′)× M̃I
mn (r′) · n̂ (r′) dr′,

bmn =
ik2h
π

∫∫

S

M̃I
mn (r′)×EII (r′) · n̂ (r′) dr′ (2.18)

+
k2h
π

√
µh
εh

∫∫

S

HII (r′)× ÑI
mn (r′) · n̂ (r′) dr′,

where we have used the vector identity,

A · (B×C) = B · (C×A) = C · (A×B) . (2.19)

Now, expand the internal fields (finite at particle center) as
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EII (r′) =
∞∑

n′=1

n∑

m′=−n′
cm′n′RgM

II
m′n′ (r

′) + dm′n′RgN
II
m′n′ (r′), (2.20)

HII (r′) =
1

iωµp
∇r′ × EII (r′)

= −i
√
εp
µp

∞∑

n′=1

n′∑

m′=−n′
cm′n′RgN

II
m′n′ (r

′) + dm′n′RgM
II
m′n′ (r

′)
,

(2.21)

where cm′n′ and dm′n′ are the internal field expansion coefficients. Substituting

Eqs. (2.20) and (2.21) into Eqs. (2.17) and (2.18), we obtain a matrix equation



 amn

bmn



 (2.22)

= i






Kmnm′n′ +

√
εpµh
εhµp

Jmnm′n′ Lmnm′n′ +

√
εpµh
εhµp

Imnm′n′

Imnm′n′ +

√
εpµh
εhµp

Lmnm′n′ Jmnm′n′ +

√
εpµh
εhµp

Kmnm′n′




 ·



 cm′n′

dm′n′



 ,

where

Imnm′n′ =
k2h
π

∫∫

S

M̃I
mn (r′)× RgMII

m′n′ (r
′) · n̂ (r′) dr′, (2.23)

Jmnm′n′ =
k2h
π

∫∫

S

M̃I
mn (r′)×RgNII

m′n′ (r
′) · n̂ (r′) dr′, (2.24)

Kmnm′n′ =
k2h
π

∫∫

S

ÑI
mn (r′)×RgMII

m′n′ (r
′) · n̂ (r′) dr′, (2.25)

Lmnm′n′ =
k2h
π

∫∫

S

ÑI
mn (r′)× RgNII

m′n′ (r
′) · n̂ (r′) dr′. (2.26)

Consider the fields scattered by the particle,
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Es(r) = − 1

iωεh
∇r ×∇r ×

∫∫

S

Js (r′) · ¯̄IGh (r,r′) dr′ (2.27)

−∇r ×
∫∫

S

Ms (r′) · ¯̄IGh (r,r′) dr′.

For the case r′ < r, we have

¯̄IGh (r,r′) =
ikh
π

∞∑

n=1

n∑

m=−n
σmn

[
RgM̃I

mn (r′)MI
mn (r) +RgÑI

mn (r′)NI
mn (r)

]

+irrotational term

.

(2.28)

Therefore,

Es (r) =
∞∑

n=1

n∑

m=−n
fmnσmnM

I
mn (r) + gmnσmnN

I
mn (r), (2.29)

where fmn and gmn are the scattered fields expansion coefficients,

fmn (2.30)

= −k
2
h

π

√
µh
εh

∫∫

S

Js(r
′) ·RgM̃I

mn (r′) dr′ − ik
2
h

π

∫∫

S

Ms(r
′) ·RgÑI

mn (r′) dr′,

gmn (2.31)

= −k
2
h

π

√
µh
εh

∫∫

S

Js(r
′) ·RgÑI

mn (r′) dr′ − ik
2
h

π

∫∫

S

Ms(r
′) ·RgM̃I

mn (r′) dr′.

In a matrix form,



 fmn

gmn



 = −B ·



 cm′n′

dm′n′



 , (2.32)
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where

B = −i






RgKmnm′n′ +

√
εpµh
εhµp

RgJmnm′n′ RgLmnm′n′ +

√
εpµh
εhµp

RgImnm′n′

RgImnm′n′ +

√
εpµh
εhµp

RgLmnm′n′ RgJmnm′n′ +

√
εpµh
εhµp

RgKmnm′n′




 .

(2.33)

Now, define

A = i






Kmnm′n′ +

√
εpµh
εhµp

Jmnm′n′ Lmnm′n′ +

√
εpµh
εhµp

Imnm′n′

Imnm′n′ +

√
εpµh
εhµp

Lmnm′n′ Jmnm′n′ +

√
εpµh
εhµp

Kmnm′n′




 , (2.34)

Hence



 fmn

gmn



 = B ·



 cm′n′

dm′n′



 = B ·A−1 ·



 aµν

bµν



 = T ·



 aµν

bµν



 . (2.35)

T = B ·A−1is the desirable transition matrix, i.e., the T-matrix. A funda-

mental feature of the above T-matrix is that it depends only on the physical and

geometrical characteristics (size, shape, permittivity, and permeability) of the

particle itself, and is completely independent on the incident field, its location

and orientation.

2.1.2 T-matrix for Perfect Electric Conductor

The electromagnetic equivalence principle shown in Eqs. (2.1) and (2.2) also

holds for perfectly conducting particle inclusions. However, the internal electro-

magnetic fields, and the surface magnetic current vanish while the surface electric

current exists in region I only. Therefore, for perfectly conducting inclusions,

we have
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Es (r) = − 1

iωεh
∇×∇×Ah (r) , (2.36)

Hs (r) = ∇×Ah (r) , (2.37)

Ah (r) =

∫∫

S

Js (r′)Gh (r, r′) dr′, (2.38)

Js (r′) = n̂ (r′)×HI (r′) , (2.39)

The same process can be applied to formulate the T-matrix. The unique

feature here is to assume the surface electric current expansion as

Js (r′) = n̂ (r′)×HI (r′)

= −i
√
εh
µh
n̂ (r′)×

∞∑

n′=1

n′∑

m′=−n′
cm′n′RgN

I
m′n′ (r

′) + dm′n′RgM
I
m′n′ (r

′)
.

(2.40)

It is easy to show that the same relations exist between incident field expansion

coefficients, the surface current expansion coefficients, and the scattered field

expansion coefficients, while the corresponding matrices are simplified as

A = i



 Jmnm′n′ Imnm′n′

Lmnm′n′ Kmnm′n′



 , (2.41)

B = −i



 RgJmnm
′n′ RgImnm′n′

RgLmnm′n′ RgKmnm′n′



 . (2.42)

2.2 Differential Evolution Strategies (DES)

DES [66] is a very simple but powerful stochastic global optimizer. It has been

proven a very good global optimizer for function optimization [66,67]. DES has

been applied to electromagnetic inverse problems [67—69], composite materials
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[70], antennas [71] and a lot of other mathematical and engineering fields.

Similar to the genetic algorithms, DES also operates on a population with

NPOP individuals. Each individual is a symbolic representation of the NPAR

optimization parameters.

The block diagram of differential evolution strategy is shown in Fig. 2-2. After

initialization, the algorithm goes into genetic evolution. Every new individual

(baby), yn+1,i, where i = 1, · · · , NPOP , is generated and selected by the three

operations, namely, mutation, crossover and selection.

The mutator generates a trial vector, vn+1,i, according to the following oper-

ation:

(vj)
n+1,i = (xj)

n,opt + Cm [(xj)
n,p1 − (xj)

n,p2] j = 1, · · · , NPAR, (2.43)

where the superscript opt refers to the optimal individual in the nth generation.

p1 ∈ [1, NPOP ] and p2 ∈ [1, NPOP ] are two random integer. opt, p1 and p2 should

always be different from each other. The real constant Cm is the mutation

intensity.

The trial vector vn+1,i is used to mate (crossover) with the corresponding

mother individual, xn,i, to give birth to a child, yn+1,i, in the following way

(yj)
n+1,i =





(vj)

n+1,i if γj ≤ Cc
(xj)

n,i otherwise
(2.44)

where γj is a real random number uniform in the range [0,1] and the real constant

Cc is the probability of crossover.

In the case that no evolution happens (yn+1,i is exactly the same as xn,i), a

randomly chosen gene of the child, yn+1,i, will be replaced by the corresponding

gene of the mating partner, vn+1,i.

Finally, a competition (selection) goes on between the child, yn+1,i, and its

parent, xn,i. The fitter individual qualifies to be a member of the next generation.

The next round of genetic evolution then begins.
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Generate initial population x0 randomly 
and uniformly in the search range, n=0 

f(xn,opt)<ε or n>nmax? 
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Mutate to have a trial vector vn+1,i 
( ) ( ) ( ) ( )1 21, , , ,n i n opt n p n p

j j m j jv x C x x
+

= + −  

crossover vn+1,i with xn,i to deliver a baby yn+1,i 

( ) ( )
( )

1,

1,

,
otherwise

n i

n i j j c

j n i

j

v c
y

x

γ
+

+ <
=  

f(yn+1,i)< f(xn,i)? 

xn+1,i=yn+1,i xn+1,i=xn,i 

i=population size? i=i+1 n=n+1 
Yes 

Yes 

Yes 

No 

No 

No Save results and stop 

Figure 2-2: Block diagram of differential evolution strategy (ε: convergence
threshold for minimization problem, γ: random number uniformly distributed
in [0,1], Cm: mutation intensity, Cc: crossover probability).
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In DES as shown in Fig. 2-2, the generation of the population is well defined

and the population evolutes uniformly. The status of the population is updated

only after the whole population evolutes to the next generation regardless of the

change in population status due to the evolution of an individual. Therefore,

DES responds to the population progress after a time lag. Inevitably, it results

in slower convergence.

The dynamic differential evolution strategy (DDES) as shown in Fig. 2-3 in-

herits all of the basic genetic operators of DES, i.e., mutation, crossover, and

mother-child competition. However, DDES updates the optimal individual dy-

namically. A mother, xi, will be replaced by her new-born baby, yi, if the

new-born baby is better than her. The fitter baby will be used immediately in

the following evolutions. There is also an additional competition between a new-

born competitive baby and the current optimal individual. The current optimal

will be replaced by the new-born competitive baby if the new-born competitive

baby is better than the current optimal. The updated optimal will be used in

the following evolutions immediately.

In DDES, the trial vectors are always generated using the newly updated pop-

ulation including the newly updated optimal individual. Consequently, DDES

updates the population dynamically and responds to any improvement immedi-

ately.

As shown in Fig. 2-3, the generation indices n and n + 1 do not show up

in the evolution process of DDES. This indicates that all genetic operations are

executed over individuals in the current population. There is only one popula-

tion whose individuals are continuously updated by their competitive children.

Although there is still a flag n representing the current generation, it is only

used for the purpose of result reporting.

Apparently, only one population is needed and saved in DDES. Remember

that DES need to save the parent generation while generating the child genera-

tion. Consequently, memory requirement of DDES is halved.
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Figure 2-3: Block diagram of dynamic differential evolution strategy (ε: con-
vergence threshold for minimization problem, γ: random number uniformly dis-
tributed in [0,1], Cm: mutation intensity, Cc: crossover probability).
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2.3 Method of Moment for Thin Wires

The MoM treatment of EM scattering by thin wire structures has been described

by many researchers [60, 61, 65, 72—74]. There are some MoM source codes,

dealing with the problem of EM scattering by thin wire structures, available

on the Internet, such as NEC [62] and ASAP [75]. We have followed some of

these theories and developed our own codes in order to meet our own specific

requirements. In this chapter, we will present the details of the MoM formulation

used in our codes.

MoM takes the current distribution on the thin wires as unknown and solves

for it. The current on a thin wire is approximated by line current flowing along

its axis. Because the current distribution can normally be approximated by a

few piece-wise continuous basis functions, MoM is very efficient in solving thin

wire problems.

2.3.1 Integral Equation with Thin Wire Approximation

Let’s assume a thin wire in free space is illuminated by a plane wave (time factor

ejωt is assumed and suppressed)

Einc (r) = E0e
−jβk̂·r, (2.45)

where β is the propagation constant of free space, β = ω
√
ε0µ0, ω = 2πf is the

angular frequency, k̂ is the unit propagation vector. The scattered field at any

field point r due to the volume current distribution J (r′) on the wire is given by

Esca(r) = −jβη0
∫

V

G (r− r′) · J (r′) dr′, (2.46)

where η0 =
√
µ0/ε0 is the intrinsic impedance of free space. The integral is over

the volume of the wire. The free space dyadic Green’s function is
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G (r− r′) =

(
I+

∇∇
β2

)
G (r− r′) , (2.47)

where G (r− r′) = e−jβ|r−r′|
4π|r−r′| is the free space Green’s function.

The thin wire (βa << 1) approximation states:

• There are only axial currents in the wire. Transverse currents can be

neglected.

• The currents do not depend on φ variation.

• The boundary condition need to be satisfied only along the wire axis.

Based on the thin wire approximation, the integral in Eq. (2.46) can be

approximated by a line integral along the wire axis. It becomes

Esca(r) = jβη0

∫

l

(
I+

∇∇
β2

)
G (r− r′) · I (r′) ds′, (2.48)

where I (r′) is the total current along the wire axis which can be expressed as

a integral of the axial current density over the cross section of the wire, s′ is a

parameter specifying the source point running on the wire axis.

The boundary condition for a perfect conducting wire is

n̂ (r)×
[
Einc (r) +Esca (r)

]∣∣
on wire surface

= 0, (2.49)

where n̂ (r) is the unit normal vector to the wire surface at r. Alternatively, the

boundary condition can be enforced along the direction of wire axis as

p̂ ·
[
Einc (r) +Esca (r)

]∣∣
on wire surface

= 0, (2.50)

where the unit vectors p̂ is the axial direction of the wire where the field point

resides. If the wire has finite conductivity, the boundary condition can be ap-

proximated by
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p̂ ·
[
Einc (r) +Esca (r)

]∣∣
on w ire surface

= p̂ · ZSJS (r) , (2.51)

where ZS is the surface impedance of the wire and JS the surface current density

on the wire surface.

Electric field integral equation (EFIE) for the scattering problem can be

readily obtained by substituting Eqs. (2.45) and (2.48) into Eq. (2.50) or (2.51).

The result can be written as:

p̂ ·



E0e−jβk̂·r − jβη0
∫

l

(
I+

∇∇
β2

)
G (r− r′) · I (r′) ds′



 = p̂·ZSJS (r) , (2.52)

on wire surface, where Zs = 0 for PEC wires. Equation (2.52) is also valid for

multiple wires.

2.3.2 Method of Moment

MoM [60] is used to transform Eq. (2.52) into matrix equation that is solved

numerically. Wires are segmented into piecewise linear segments, which conform

to the original wires as much as possible (Fig. 2-4).

Each segment is called a monopole. Each pair of the adjacent monopoles

forms a dipole. Each dipole has two end nodes and one terminal node. The

total axial currents are approximated by a summation of weighted basis functions

carried by the staggered dipoles (Fig. 2-5).

I (s) ∼=
N∑

n=1

InBn (s). (2.53)

The weight In is the magnitude of the current at the terminal of the dipole

n. The basis function Bn (s) is the distribution of the current on the nth dipole.

We have chosen the piecewise sinusoidal function for Bn (s), which is given by
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Figure 2-4: Bent wires are approximated by piece-wise linear segments.

dipole n 
dipole n+1 

n1 
n3 

n2 (n+1,1) 
(n+1,3) 

(n+1,2) 

Figure 2-5: Definition of dipoles.

34



Bn (s) =






sin β (s− sn1)
sin β∆n1

p̂n1 sn1 < s < sn3

sin β (sn2 − s)
sin β∆n2

p̂n2 sn3 < s < sn2

0 otherwise

, (2.54)

where p̂n1 and p̂n2 are the unit direction of the monopoles, ∆n1 and ∆n2 are the

length of the monopoles, s is a local coordinate running along the dipole axis

from one end sn1 through the terminal sn3 to the other end sn2. Note that n1

and n2 are used to denote the nodes in sn1 and sn2. Mean while, they are used to

denote the monopoles in p̂n1, p̂n2, ∆n1 and ∆n2. The choice of this basis function

is essential to the following derivation. Our method of solving the stratified

medium problem depends on the properties of this basis function.

With this current expansion, the scattered field from a wire can be written

as

Esca(r) = jβη0
N∑

n=1

In
∫

ln

(
I+

∇∇
β2

)
G (r− r′) ·Bn (r′) ds′

=
N∑

n=1

InE
sca
n (r)

, (2.55)

Substituting Eq. (2.55) into Eq. (2.50) or Eq. (2.51) and using the same basis

functions as testing functions, we can obtain a series of scalar equations:

N∑

n=1

In
∫

lm

−Bm (s) · Escan (r)ds+
N∑

n=1

In
Zs

2πa

∫

lm

Bm (s) ·Bn (s) ds

=
∫

lm

Bm (s) · E0e−jβk̂·rds
. (2.56)

In matrix form, Eq. (2.56) is

Z · I = V, (2.57)

where
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Zmn = −
∫

lm

Bm (s) · Esca
n (r)ds+

Zs
2πa

∫

lm

Bm (s) ·Bn (s) ds, (2.58)

Vm =

∫

lm

Bm (s) · E0e−jβk̂·rds. (2.59)

Equation (2.57) can be solved numerically.

2.3.3 Scattered Field

After the electric current distribution on the wires is obtained, the scattered

electric fields and other quantities can be calculated. In the far-field region, the

scattered field has transverse components only. If the wave is propagating in

the direction determined by the spherical coordinates (θ, φ), the transverse unit

vector can be found as

ûφ =
ẑ × k̂∣∣∣ẑ × k̂

∣∣∣
= − sinφx̂+ cos φŷ, (2.60)

ûθ =
ûφ × k̂∣∣∣ûφ × k̂

∣∣∣
= cos θ cosφx̂+ cos θ sinφŷ − sin θẑ. (2.61)

Under the far-zone approximation, we have

Esca
s (r, θ, φ)| r→∞ = −jkη0

N∑

n=1

p̂nIn
∫

ln

Bn (s)
e−jβ|r−r

′|

4π |r− r′|ds

∼= −jkη0
e−jβr

4πr

N∑

n=1

In
(
p̂n1e

jβr′n1·r̂P t
n1 + p̂n2e

jβr′n2·r̂P t
n2

)

=
e−jβr

r
C0A (θ, φ)

,

(2.62)

where
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P t
n1 =

∫ ∆n1

0

sin (βs)

sin (β∆n1)
ejβsp̂n1·r̂ds, (2.63)

P t
n2 =

∫ ∆n2

0

sin (βs)

sin (β∆n2)
e−jβsp̂n2·r̂ds. (2.64)

C0 =
−jkη0

4π
, (2.65)

A (θ, φ) =
N∑

n=1

In
(
p̂n1e

jβr′n1·r̂P t
n1 + p̂n2e

jβr′n2·r̂P t
n2

)
. (2.66)

The transverse component of the fields can be obtained by projecting the vector

fields onto the transverse unit vectors ûφ and ûθ. The scattering cross section is

defined as

σ
(
θ, φ; θinc, φinc

)
= lim

r→∞
4πr2

|Esca (θ, φ)|2

|Einc (θinc, φinc)|2
, (2.67)

which has an unit of area. Substituting Eq. (2.62) into Eq. (2.67) and considering

unit strength incident wave, Eq. (2.67) becomes

σ
(
θ, φ; θinc, φinc

)
= 4π |C0A (θ, φ)|2 . (2.68)

In dB format

σdB
(
θ, φ; θinc, φinc

)
= 10 log

[
4π |C0A (θ, φ)|2

]
. (2.69)

2.3.4 Surface Impedance of a Wire

The surface impedance of a finite length wire is to be approximated by that of a

infinite length wire with the same material and radius [72]. Let the conductivity

and dielectric constant of the wire be σ and εw, respectively. The total current

density within the wire is the sum of the conduction current and the displacement

current
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J = σE+ jω (εw − ε0)E = jω

(
εw +

σ

jω
− ε0

)
E. (2.70)

On the other hand, we can also think that the wire has a complex dielectric

constant ε′w = εw +
σ

jω
and the current is totally displacement current. The

electric field in the wire with dielectric constant ε′w satisfies

∇×∇× E+ β2wE = 0, (2.71)

where βw = ω
√
ε′wµ0 is the propagation constant within the wire. Substitute Eq.

(2.70) into Eq. (2.71), we have

∇×∇× J+ β2wJ = 0. (2.72)

In the thin infinite wire, J has, approximately, only axial component Jp and

varies only with ρ. Equation (2.72) is reduced to

1

ρ

∂

∂ρ
ρJp (ρ) + β2wJp (ρ) = 0. (2.73)

The solution to Eq. (2.73) is

Jp (ρ) = J |ρ=a
J0 (βwρ)

J0 (βwa)
, (2.74)

where J |ρ=a is the current density on the surface of the wire and J0 (·) is the
Bessel function of order 0. By requiring the total current to be I, we have

J |ρ=a =
βwI

2πa

J0 (βwa)

J1 (βwa)
. (2.75)

According to Eq. (2.70), the field on the surface of the wire is

Ez =
βw

jω (ε′w − ε0)
J0 (βwa)

J1 (βwa)

I

2πa
. (2.76)

Comparing Eq. (2.76) with the right hand side of Eq. (2.51), we have
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Zs =
βw

jω (ε′w − ε0)
J0 (βwa)

J1 (βwa)
. (2.77)

In another form

Zs =
βw
σ

J0 (βwa)

J1 (βwa)
, (2.78)

where we have taken εw = ε0.

2.3.5 Coated Wire

If the wire is coated by a dielectric material with complex permittivity εc, the

volume equivalence theorem gives

J = jω (εc − ε0)E. (2.79)

The outer radius of the coating layer is denoted by b. If the wire is highly

conductive, the electric field near the wire surface is essentially in the radial

direction, and it can be approximated for the field in the coating layer if b is

small enough. The radial electric field can be denoted by

Eρ (ρ, s) =
−ρ̂I ′ (s)
2πjωεcρ

, (2.80)

where I ′ (s) is the derivative of I (s) with respect to s. Substitute Eq. (2.80) into

Eq. (2.79), we have

Jρ (ρ, s) = −(εc − ε0) ρ̂I ′ (s)
2πρεc

. (2.81)

For an electrically coated wire, each expansion mode Bn (s) p̂ has associated

with it a shell of radial electric current Jρ. It will contribute to the impedance

matrix element by

∆Ze
mn = −

∫

m

∫
2πρJρm (ρ, s)Eρn (ρ, s) dρds , (2.82)
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where

Eρn (ρ, s) =
−ρ̂B′n (s)

2πjωε0ρ
. (2.83)

Note the different permittivity used in Eqs. (2.83) and (2.80), since the coat-

ing dielectric material has been replaced by the equivalent current. Substitute

Eqs. (2.81) and (2.83) into Eq. (2.82), we have

∆Ze
mn = −η (εc/ε0−1) ln (b/a)

2πjβεc/ε0

∫

lm

B′m (s)B′n (s) ds. (2.84)

Now consider a wire that is coated with a magnetic material with complex

permeability µc. Within the coating layer, the magnetic field that caused by the

total current I distributed in the wire is given by

Hφ (ρ) =
Iφ̂

2πρ
. (2.85)

The magnetization vector has the same direction as the magnetic field. The

intensity is given by

Mφ (ρ) = (µc/µ0 − 1)Hφ (ρ) . (2.86)

The magnetization vector will give rise to a magnetization current in the mag-

netic coating layer, whose intensity is given by

Jm = ∇×M. (2.87)

Carry out the curl operation, we have

Jρ = −∂Mφ/∂s. (2.88)

Making use of the Stokes’ theorem, we know that the magnetization current is
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Imz =





(µc/µ0 − 1) I at ρ = a

− (µc/µ0 − 1) I at ρ = b
.

For a magnetically coated wire, each expansion modeBn (s) p̂ has associated with

it two layers of magnetization current Imz . The magnetization current can only

generate local field since they are in the opposite direction. It will contribute to

the impedance matrix element approximately by [73,74]

∆Zm
mn =

jβη (µc/µ0 − 1) ln (b/a)

2π

∫

lm

Bm (s)Bn (s) ds. (2.89)

With Eqs. (2.84) and (2.89), Eq. (2.58) is

Zmn = −
∫

lm

Bm (s) · Esca
n (r) ds (2.90)

− η (εc/ε0 − 1) ln (b/a)

2πjβεc/ε0

∫

lm

B′m (s) · B′n (s) ds (2.91)

+

(
jβη (µc/µ0 − 1) ln (b/a)

2π
+
Zs

2πa

)
(2.92)

×
∫

lm

Bm (s) · Bn (s) ds (2.93)

2.3.6 Properties of Sinusoidal Functions

It has been shown that the sinusoidal distribution of currents is obtained on an

infinitely thin perfectly conducting wire. The piecewise sinusoidal distribution

of currents is also a good approximation to the real current distribution on a

finite thin wire. Piecewise sinusoidal functions or its modifications are widely

used as the basis functions to describe the current distribution. The favorable

property of the sinusoidal current is that the field radiated by this current can

be obtained analytically. The derivation of analytical field expression makes use

of the fact that the sinusoidal current satisfies the differential equation
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d2I (ẑ)

dẑ2
= −β2I (ẑ) . (2.94)

The field radiated by such a current filament in free space can be written as

Ez (ρ, φ, z) (2.95)

=
1

4πjωε

[
I ′ (z1)

e−jβr1

r1
− I ′ (z2)

e−jβr2

r2
+ I (z1)

∂

∂z

e−jβr1

r1
− I (z2)

∂

∂z

e−jβr2

r2

]
.

Eρ (ρ, φ, z) =
1

4πjωερ






I ′ (z2) e
−jβr2 cos θ2 − I ′ (z1) e−jβr1 cos θ1

+I (z1)

(
jβ cos2 θ1 −

sin2 θ1
r1

)
e−jβr1

−I (z2)

(
jβ cos2 θ2 −

sin2 θ2
r2

)
e−jβr2





. (2.96)

Assume a piece-wise sinusoidal distribution of current flowing on a thin dipole

as given by Eq. (2.54), the coordinate are shown in Fig. 2-6.

We can write

Bn (sn1) = Bn (sn2) = 0 (2.97)

Bn (sn3) = 1 (2.98)

B′n (sn1) =
β

sinβ∆n1
;B′n (sn2) =

−β
sin β∆n2

(2.99)

B′n (sn3−) =
β cosβ∆n1

sin β∆n1
;B′n (sn3+) = −β cos β∆n2

sin β∆n2
(2.100)

Notice that with G (r) =
e−jβr

4πr
and

∂

∂z
G (r) = ( −jβ − 1/r) cos θG (r), the

electric field at a field point r is given by
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Figure 2-6: Coordinates of the nth Dipole.

Ep̂,n1 =
1

4πjωε

(
β

sin β∆n1

e−jβr1

r1
−
[
β cosβ∆n1

sin β∆n1
−
(
jβ +

1

r3

)
cos θ12

]
e−jβr3

r3

)
,

(2.101)

Ep̂,n2 =
1

4πjωε

(
β

sin β∆n2

e−jβr2

r2
−
[
β cosβ∆n2

sin β∆n2
+

(
jβ +

1

r3

)
cos θ22

]
e−jβr3

r3

)
,

(2.102)

Eρ̂,n1 (ρ, φ, z) =
η

4πjρ

[
cosβ∆n1

sin β∆n1
e−jβr3 cos θ12 −

1

sinβ∆n1
e−jβr1 cos θ11

−
(
j cos2 θ12 −

sin2 θ12
βr3

)
e−jβr3

] .

(2.103)
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Eρ̂,n2 (ρ, φ, z) =
η

4πjρ

[
cosβ∆n2

sin β∆n2
e−jβr3 cos θ22 −

1

sinβ∆n2
e−jβr2 cos θ21

+

(
j cos2 θ22 −

sin2 θ22
βr3

)
e−jβr3

] .

(2.104)

When the dipole is straight, the field expressions can be simplified as

Ep̂ =
−30j

sin β∆n1

[G (r1)− cosβ∆n1G (r3)] +
−30j

sin β∆n2

[G (r2)− cosβ∆n2G (r3)] ,

(2.105)

and

Eρ̂ (ρ, φ, z) =
η

4πj

[
cosβ∆n1

sin β∆n1

G (r3)
cos θ12
sin θ12

− 1

sin β∆n1

G (r1)
cos θ11
sin θ11

]

+
η

4πj

[
cosβ∆n2

sin β∆n2

G (r3)
cos θ22
sin θ22

− 1

sin β∆n2

G (r2)
cos θ21
sin θ21

] .

(2.106)

2.3.7 Simulation Error in Resonance Frequency

During our simulation, we found that the resonance frequency of thin wires

predicted by simulation is generally higher than that obtained by experiments.

The error is found to be caused mainly by two sources, the finite radius effect

and the none-unity permittivity of host materials.

The thin wire approximation does not consider the effect of finite wire thick-

ness though the wire thickness does exit in the formulation. The effect of wire

thickness on the EM properties of the wire had been studied by Schelkunoff and

Friis [76]. They argued that there is an end effect due to a somewhat larger

capacitance near the ends of the wire and the capacitance of the flat ends. This

end effects effectively lengthen the wire and therefore modify the current distri-

bution.
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The effective lengthening δ can be written as two parts

δ = δc + δf , (2.107)

where δc is caused by the capacitance of the end cap of a wire and δf is caused

by the fringing effect near the ends of the wire. The two parts can be expressed

as

δc =
aZ0
30π

, (2.108)

δf =
X

βK
, (2.109)

where

Z0 = 60

(
ln

1

βa
+ ln 2− γ + Ciβl − sin βl

βl

)
, (2.110)

X = 60 Si βl + 30 (2 Si βl − Si 2βl) cosβl (2.111)

+ 30





Ci (2βl)− 2 Ci (βl) + 2 Ci (βl/2)

− ln (βl)− γ + 3 ln 2





sinβl (2.112)

K = 120

(
ln

1

βa
+ ln 2− γ + Ci βl/2

)
, (2.113)

a and l are the radius and length of the wire, β is the propagation constant of

the space where the wire is sitting in. Si, Cin and Ci are the sine and cosine

integrals defined as

Si (x) =

∫ x

0

sin t

t
dt. (2.114)

Ci (x) = −
∫ x

∞

cos t

t
dt. (2.115)

Cin (x) =

∫ x

0

1− cos t

t
dt. (2.116)

= −Ci (x) + ln (x) + γ (2.117)
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where γ = 0.5772156649 · · · is the Euler constant. Once the effect of finite radius
is taken into account, the effective fiber length becomes longer. The predicted

resonance frequency will be lower. Because the current on a single wire has been

approximated by linear superposition of many overlapping sinusoidal dipoles,

the effect of fringing near the ends of a wire, i.e. the effect characterized by δf ,

has been considered. In the following simulation, only δc is considered.

Experiments and simulations are carried out to study the resonance frequency

shift and to check the validity of the theoretical approximations. Two Cu fiber

array samples are fabricated and sent for measurement in order to show the reso-

nance frequency shift. The measurements are carried out by Dr. Matitsine using

free-space method that is introduced earlier in this chapter. The configurations

are shown in Fig. 2-7. The two arrays have the same pattern. The fibers have

length 20mm and diameter 0.1mm. The difference between the two samples lies

in the Styrofoam support. The Array in Fig. 2-7 (a) is sandwiched in between

two 5mm solid Styrofoam boards as indicated by the gray region. This structure

should represent the case that the arrays are standing in a homogeneous space

with dielectric constant of Styrofoam (denoted by case A). The Array in Fig. 2-

7 (b) is also sandwiched in between two 5mm Styrofoam boards but with the

white regions cut off. The fibers are only supported at the center. This sample

represents free-standing arrays (denoted by case B).

When case A is simulated, the whole space is assumed to be filled with

Styrofoam (with a dielectric constant about ε
Styrofoam

= 1.05) since the Styrofoam

board used in experiments are thick. Case B is simulated with arrays in free

space.

The experimental and simulation results are shown in Fig. 2-8. The effect of

Styrofoam board on the resonance frequency shift is clearly shown by the two

experimental results. The solid Styrofoam boards have lowered the resonance fre-

quency by about
√
ε
Styrofoam

times, which confirms that the two samples are good

representations of cases A and B. The simulation results by thin wire approxi-

mation with the finite radius effects (the dash-dot line) for the center support
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Figure 2-7: Configuration of Cu fiber arrays.

fiber array agree with experiments much better than that obtained with only

thin wire approximations (the solid line). The resonance frequency difference

between the two simulated results is about 1.4%.

The dot line is the simulated results by assuming the whole space is filled

with Styrofoam. It is noticed that there is still some difference in the resonance

frequency between the thick dashed curve and the thin dotted curve. The differ-

ence may be caused by the glue, fiber coating or the error in Styrofoam dielectric

constant data.

To further check the validity of the thin wire approximation, a series of array

samples as shown in Fig. 2-9 are fabricated. The elements are Cu fibers with

diameter 0.1 mm. The length of the fibers varies from array to array. The fibers

are secured in the tiny groves that are cut in a piece of Styrofoam board. No

glue is necessary.

The experimental and simulation results are shown in Fig. 2-10 and Fig. 2-

11, respectively. The simulation is carried out with the end cap effect included.

They are in good agreement for all the samples.

In order to check the effect of glue, two samples were prepared for the same
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Figure 2-8: Effect of host material and finite fiber radius on the resonance fre-
quency.
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Figure 2-9: Array configuration.

array (with wire length 12.57mm). Paper glue was used in one of the samples.

The results are shown in Fig. 2-11. The glue can cause a resonance frequency

shift about 1%.

MoM combined with thin wire approximation is an accurate and efficient

method for simulation of thin wires. In the following examples, the thin fibers

are simulated by MoM with thin wire approximation. The end cap effect is

always taken into account.
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Figure 2-10: The magnitude of transmission coefficients of arrays with relatively
long fibers.

50



Figure 2-11: The magnitude of transmission coefficients of arrays with relatively
short fibers.

51



Chapter 3

Composite Materials with

Spherical Inclusions

The multiple scattering between inclusion particles plays a critical role when the

concentration of composite material is high. The effective property of composite

material under such situation is consequently quite different from that predicted

by models neglecting the multiple scattering effect.

Varadan et al. [1] proposed the TCQ method to deal with multiple scat-

tering of 2D elastic waves. The approach combines T-matrix method [58, 59],

the statistical configurational averaging technique [77] and the quasi-crystalline

approximation [18]. The T-matrix relates the scattered field expansion coeffi-

cients of a single elastic cylinder with the excitation field expansion coefficients

of the same cylinder. The excitation field over a cylinder includes the incident

field and the scattered fields by other cylinders that the multiple scattering be-

tween cylinders are considered. Statistical configurational averaging and Lax’s

quasi-crystalline approximation are applied to extract the coherent part of the

scattered field. Consequently, the eigen equation for the effective wave number

is obtained. This approach was later extended to three dimensional electromag-

netic problems [78].

The T-matrix for a single scatterer plays a critical role in TCQ method. In

the formulation of single-scatterer problems, the incident field and the scattered

52



fields from all scatterers, except the concerned scatterer, are regarded as exci-

tation field for the concerned scatterer. Therefore, multiple scattering between

scatterers is considered. The scattered field by the concerned scatterer and its

excitation field are related by the single-scatterer T-matrix. Configurational

averaging technique with respect to scatterer locations can extract the coher-

ent wave characteristics when applied to the single-scatterer scattering problem.

Pair correlation functions [79] need to be used to approximate the conditional

probability density for different concentration. The result is an recursion equa-

tion. Quasi-crystalline approximation is used to truncate the hierarchy enabling

passage to a homogeneous continuum whose bulk propagation characteristics can

then be studied.

In this chapter, the TCQ method is formulated for 3D EM wave scattering

propagation problem. DES is applied to solve the governing equation. Composite

materials with spherical inclusion are studied in detail. Comparison between

simulation results and reported experimental results for composite materials with

lossless dielectric spherical inclusion in lossless host medium has been made.

Most of the numerical results are agreeable with the published experimental

results. The existence of attenuation peak is numerically confirmed. The error

source is analyzed. The theoretical derivation is presented in section 3.1 and 3.2.

Section 3.3 shows the simulation results. Section 3.4 concludes this chapter.

3.1 Theory

3.1.1 EM Scattering from N Randomly Distributed Scat-

terers

Consider the composite material with randomly but uniformly located and aligned

inclusion particles as shown in Fig. 3-1. No contact between inclusion particles

is allowed. The host medium is characterized by its permittivity εh and perme-

ability µh.
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Figure 3-1: N randomly distributed scatterers

Suppose that the composite material is illuminated by a unit plane wave

(time factor e−iωt is assumed and suppressed)

Einc (r) = ê0e
ikhk̂·r, (3.1)

where ê0 is the incident field polarization, k
2
h = ω2µhεh, k̂ (θinc, φinc) is the unity

propagation vector. The field that excites the ith particle is the sum of the

incident field and the fields scattered by all other particles, i.e.,

Ee
i (r) = Einc(r) +

∑

j �=i
Escat
j (r). (3.2)

The incident, scattered and exciting fields can be expanded in terms of vector

spherical wave functions as
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Einc
i (r) =

∞∑

n=1

n∑

m=−n
aimnRgM

i
mn (r− ri) + bimnRgN

i
mn (r− ri), (3.3)

Escat
i (r) =

∞∑

n=1

n∑

m=−n
f imnM

i
mn (r− ri) + gimnN

i
mn (r− ri), |r− ri| > ai, (3.4)

Eei (r) =
∞∑

n=1

n∑

m=−n
αimnRgM

i
mn (r− ri) + βimnRgN

i
mn (r− ri), |r− ri| ≤ ai,

(3.5)

where Mi
mn (r− ri) and Ni

mn (r− ri) are vector spherical wave functions refer-
ence to Oi, the local coordination systems of the ith particle. ai is the radius of

the smallest sphere that centered atOi and enclosing the ith scatterer. Substitut-

ing Eqs. (3.3)-(3.5) into Eq. (3.2), applying the vector spherical wave functions

translational addition theorems (see Appendix B), and equating the coefficients

of RgMi
mn (r− ri) and RgNi

mn (r− ri) give

αimn = aimn +
∑

j �=i

∞∑

ν=1

ν∑

µ=−ν
f jµνA

µν
mn (rji) + gjµνB

µν
mn (rji), (3.6)

βimn = bimn +
∑

j �=i

∞∑

ν=1

ν∑

µ=−ν
f jµνB

µν
mn (rji) + gjµνA

µν
mn (rji), (3.7)

where rji = ri − rj is the translation vector from center j to center i.

Amn
µν (r0) = (−1)µ

∑

p

a (m,n |−µ, ν| p) a (n, ν, p)h(1)p (kr0)

Pm−µ
p (cos θ0) e

i(m−µ)φ0 , (3.8)
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Bmn
µν (r0) = (−1)µ+1

∑

p

a (m,n |−µ, ν| p, p− 1) b (n, ν, p) h(1)p (kr0)

Pm−µ
p (cos θ0) e

i(m−µ)φ0 , (3.9)

where r0 = (r0, θ0, φ0) is the translation vector, h
(1)
p (·) is the first kind of spherical

radial Hankel’s function of order p. P q
p (·) is the associated Legender’s function of

degree p and order q. The coefficients a (m,n |−µ, ν| p), a (m,n |−µ, ν| p, p− 1) ,

a (n, ν, p) and b (n, ν, p) are defined in [55,80,81].

In matrix form, 3.6 and 3.7 are

αι = ai +
∑

j �=i
Vij · f j, (3.10)

where

αι =
[
αimn βimn

]T
,

ai =
[
aimn bimn

]T
,

Vij =



 A
µν
mn (rji) Bµν

mn (rji)

Bµν
mn (rji) Aµν

mn (rji)



 ,

f j =
[
f iµν giµν

]T
,

f =
[
f1µν g1µν · · · f jµν gjµν · · · fNµν gNµν

]T
.

In addition, the scattered field expansion coefficients and the excitation field

expansion coefficients are related through the T-matrix as
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f i = Ti · αι, (3.11)

Substitute Eq. (3.10) into Eq. (3.11), we have

f i = Ti ·
(

ai +
∑

j �=i
Vij · f j

)

. (3.12)

Equation (3.12) considers all the multiple scattering within composite materials.

3.1.2 Configurational Averaging and Quasi-crystalline Ap-

proximation

The configurational averaging is defined as [58,78],

〈f〉 =

∫

V

dr1 · · ·
∫

V

drNf (r1, · · · , rN ) p (r1, · · · , rN ), (3.13)

where p (r1, · · · , rN) is the probability density function, (r1, · · · , rN ) are the

position vectors of scatterers. The conditional configurational average is defined

as

〈f〉i =

∫

V

dr1 · · ·
∫

V

dri−1

∫

V

dri+1 · · · (3.14)

· · ·
∫

V

drNf (r1, · · · , rN ) p (r1, · · · , ri−1, ri+1, · · · rN |ri ), (3.15)

where p (r1, · · · , ri−1, ri+1, · · · rN |ri ) is the conditional probability density of
finding the other scatterers when the ith scatterer is fixed at ri.

p (r1, · · · , rN) = p (ri) p (r1, · · · , ri−1, ri+1, · · · rN |ri ) . (3.16)

〈f〉ij , 〈f〉ijk , · · · are defined accordingly.
If the scatterers are randomly distributed, the positions of all scatterers are
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equally probable within the volume V accessible to the scatterers, and hence

p (ri) =





1/V ri ∈ V
0 ri /∈ V

. (3.17)

In addition, the conditional probability density is written in terms of the pair-

correlation function as

p (rj |ri ) = g (rji)/V
′, (3.18)

where V ′ is V excluding the sphere of radius 2a centered at ri.

Making Conditional averaging over Eq. (3.12), we have

〈
f i
〉
i

= Ti ·



ai +
∑

j �=i

∫

V ′

p (rj |ri )Vij ·
〈
f j
〉
ij
drj



 . (3.19)

For identical scatterers, we have

〈
f i
〉
i

= Ti ·



ai + n

∫

V ′

g (rji)V
ij ·
〈
f j
〉
ij
drj



 , (3.20)

where n is the number density of inclusion particles. The configurational average

with one particle fixed has been related to that with two particles fixed. The

configurational average with two particles fixed can further be related to that

with three particles fixed and so on. There will be effectively infinite hierarchy

of equations that are linked together.

The hierarchy in Eq. (3.20) is truncated by applying the quasi-crystalline

approximation [59,78],

〈
f j
〉
ij

=
〈
f j
〉
j
. (3.21)

Therefore
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〈
f i
〉
i

= Ti ·



ai + n

∫

V ′

g (rji)V
ij ·
〈
f j
〉
j
drj



 . (3.22)

Equation (3.22) is the equation that involves only the conditional configurational

averaged of the scatted field of a scatterer with the scatterer fixed.

3.1.3 Effective Wavenumber

Now, we consider the composite material as an effectively homogeneous dielectric

medium with effective propagation vector ke = kek̂ (θinc, φinc). The identical

scatterers are assumed to be aligned. The field scattered by different scatterers

at different position should only be different in a phase factor eike·ri . Thus, it

can be assumed [78] that

〈
f i
〉
i

= Yeike·ri , (3.23)

where Y is the part of expansion coefficients that are the same for all the same

scatterers. Substituting Eq. (3.23) into (3.22) leads to

Yeike·ri = Ti ·



ai + n

∫

V ′

g (rji)V
ijeike·rjdrj ·Y



 . (3.24)

Now, consider the integrals in Eq. (3.24)

I = n

∫

V ′

g (rji)V
ijeike·rjdrj = eike·ri



 (IA)µνm′n′ (IB)µνm′n′

(IB)µνm′n′ (IA)µνm′n′



 . (3.25)

In detail, it is

(IA)µνm′n′ = n

∫

V ′

g (rji)A
µν
m′n′ (rji) e

−ike·rjidrj, (3.26)

59



(IB)µνm′n′ = n

∫

V ′

g (rji)B
µν
m′n′ (rji) e

−ike·rjidrj. (3.27)

Ignoring the involved constants in Eqs. (3.8) and (3.9) for the time being.

They can be inserted back after the integrals are carried out. We have

(I′p)
µν
m′n′ = n

∫

V ′
g (rji) zp (khrji)P

µ−m′

p (cos θji) e
i(µ−m′)φjie−ike·rjidrj

= (I′1p)
µν
m′n′ + (I′2p)

µν
m′n′

, (3.28)

where

(I′1p)
µν
m′n′ = n

∫

V ′

zp (khrji)P
µ−m′

p (cos θji) e
i(µ−m′)φjie−ike·rjidrj , (3.29)

(I′2p)
µν

m′n′ = n

∫

V ′

[g (rji)− 1] zp (khrji)P
µ−m′

p (cos θji) e
i(µ−m′)φjie−ike·rjidrj .

(3.30)

Consider (I′1p)
µν
m′n′ first. Noting that both e−ike·rji and

h
(1)
p (khrji)P

µ−m′

p (cos θji) e
i(µ−m′)φji are solutions of scalar wave equation, we

have

∇2e−ike·rji + k2ee
−ike·rji = 0, (3.31)

∇2
[
h
(1)
p (khrji)P

µ−m′

p (cos θji) e
i(µ−m′)φji

]

+k2hh
(1)
p (khrji)P

µ−m′

p (cos θji) e
i(µ−m′)φji = 0

. (3.32)

Therefore
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(I′1p)
µν

m′n′ =
n

k2h − k2e

∫

V ′





zpP

µ−m′

p ei(µ−m
′)φji∇2

(
e−ike·rji

)

−e−ike·rji∇2
[
zpP

µ−m′

p ei(µ−m
′)φji
]





drj . (3.33)

Applying scalar Green’s theorem to Eq. (3.33) gives

(I′1p)
µν
m′n′ = (I′∞p)

µν
m′n′ + (I′Sp)

µν
m′n′ , (3.34)

where S is a spherical surface with radius 2a and

(I′∞p)
µν
m′n′ =

n

k2h − k2e

∫

S∞






zpP
µ−m′

p ei(µ−m
′)φji

∂

∂n

(
e−ike·rji

)

−e−ike·rji ∂
∂n

[
zpP

µ−m′

p ei(µ−m
′)φji
]





dS, (3.35)

(I′Sp)
µν
m′n′ =

−n
k2h − k2e

∫

S






zpP
µ−m′

p ei(µ−m
′)φji

∂

∂n

(
e−ike·rji

)

−e−ike·rji ∂
∂n

[
zpP

µ−m′

p ei(µ−m
′)φji
]





dS. (3.36)

Using the plane wave expansion formula [81,82]

e−ike·rji =
∞∑

n=0

n∑

m=−n
(−i)n (2n+ 1)

(n−m)!

(n+m)!
jn (kerji) (3.37)

Pm
n

(
cos θinc

)
Pm
n (cos θji) e

im(φinc−φji), (3.38)

we have
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(I′Sp)
µν
m′n′ =

−n
k2h − k2e

∞∑

n=0

n∑

m=−n
(−i)n (2n+ 1)

(n−m)!

(n+m)!
Pm
n (cos θinc) eimφ

inc

× (2a)2
[
zp (khr)

∂jn (ker)

∂r
− jn (ker)

∂zp (khr)

∂r

]∣∣∣∣
r=2a

×
π∫

0

Pm
n (cos θji)P

µ−m′

p (cos θji) sin θjidθji
2π∫

0

ei(µ−m
′)φjie−imφjidφji

.

(3.39)

Using the orthogonality properties

∫ 1

−1
Pm
n (x)P ′n

m (x) dx =

π∫

0

Pm
n (cos θ)P ′n

m (cos θ) sin θdθ (3.40)

= δnn′
2

2n+ 1

(n+m)!

(n−m)!
, (3.41)

2π∫

0

eim
′φjie−imφjidφji = δmm′2π, (3.42)

we have

(I′Sp)
µν
m′n′ =

(−i)p
k2h − k2e

12η

a
P µ−m′

p (cos θinc) ei(µ−m
′)φinc

×
{

khjp (ker)
∂h

(1)
p (khr)

∂ (khr)
− keh(1)p (khr)

∂jp (ker)

∂ (ker)

}∣∣∣∣∣
r=2a

, (3.43)

where η =
N

V

4πa3

3
= c
(a
b

)2
, c is the volume concentration. According to the

extinction theorem [55,78,83], I ′∞p cancels with the term Tι ·ai. Similar approach
can be used to calculate (I′2p)

µν
m′n′ . The result is

(I′2p)
µν
m′n′ = (−i)p P µ−m′

p (cos θinc) ei(µ−m
′)φinc24η

∫∞
1
x2 [g (x)− 1] zp (khr) jp (ker) dx

. (3.44)

Therefore,

Y = Ti ·V′ ·Y, (3.45)
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where

V′ =



 (I′A)µνm′n′ (I′B)µνm′n′

(I′B)µνm′n′ (I′A)µνm′n′



 ,

(I′A)
µν
m′n′ = (−1)m ′

∑

p

a (µ, ν |−m′, n′ |p ) a (ν, n′, p)

[
(I′S′p)

µν

m′n′ + (I′2p)
µν

m′n′

]
,

(I′B)
µν
m′n′ = (−1)m

′+1
∑

p

a (µ, ν |−m′, n′ |p, p− 1 ) b (ν, n′, p)

[
(I′S′p)

µν

m′n′ + (I′2p)
µν

m′n′

]
.

3.1.4 Determination of ke

Equation (3.45) is an infinite homogeneous system of linear equations. For a

nontrivial solution of Eq. (3.45), the determinant of the truncated coefficient

matrix Ti · V′ − I should vanish. Consequently, an objective function can be
defined as

f (ke) =
∣∣Ti ·V′ − I

∣∣ . (3.46)

However, it is numerically inconvenient to use the above objective function.

Equivalently, Eq. (3.45) implies that at least one of the eigenvalues λn (Ti ·V′)

of the matrix Ti ·V′ is 1. Alternatively, we can define a more proper objective

function as

f (ke) = min
n

∣∣λn
(
Ti ·V′)− 1

∣∣ . (3.47)

The Muller’s complex root searching algorithm [84] has been used to deter-

mine the effective wave number of composite material with random inclusion. It

is less time consuming when the number of solutions is known and a good initial

guess about each solution is available. However, due to the anisotropy of some of
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the composite materials of interest, these conditions are difficult to be satisfied.

Hence, the Muller’s method is not suitable for the present problem.

The differential evolution strategy (DES) [67] is considered for the root

searching process in the present problem. As a global optimizer, the DES is

in general more time consuming than Muller’s method. However, it requires al-

most nothing on the initial solution and is capable of finding all solutions easily.

3.2 Pair Correlation Functions for Hard Spheres

It has been noticed in the derivation of the TCQ model that the pair correlation

function (or radial distribution function) [79] comes into the formulation when

carrying out the configurational average. Numerical results show that a good

approximation to the pair correlation functions is critical for dense composite

materials.

In our derivation, we have restricted that there is no contact between inclu-

sion particles. Therefore, only hard-sphere pair correlation functions are needed.

There are several theories about it. Unfortunately, not all of them are suitable

for application in our simulations because no explicit mathematical expression

and/or source code is available.

The simplest approximation to the pair correlation function of hard-spheres

with radius a is hole correction (HC), i.e.,

g (x) =





0 x ∈ [0, 1]

1 x > 1
, (3.48)

where x =
r

a
, r is the distance between the center of two spheres. The HC pair

correlation function is formulated by observing that two spheres can not over

lap with each other. This is a very crude approximation and simulations with

HC pair correlation suffer great error.

The widely used pair correlation function is the Percus-Yevick (PY) [85—87]

pair correlation function. These functions are the solutions to the PY equation
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which is very successful in getting g (x) for short-ranged pair potentials, such as

hard-spheres. It is mathematically expressed as

g (x) =
1

2πxj

∫ δ+j∞

δ−j∞

tL (t) extdt

12η [L (t) + S (t) et]
(3.49)

=
1

24πηxj

∞∑

n=1

( −1)n+1
∫ δ+i∞

δ−i∞
tet(x−n)

[
L (t)

S (t)

]n
dt, (3.50)

where

S (t) = (1− η)2 t3 + 6η (1− η) t2 + 18η2t − 12η (1 + 2η) ,

L (t) = 12η

[(
1 +

1

2
η

)
t+ (1 + 2η)

]
.

By residue theorem, it can be further written as

g (x) =
1

12ηx

∞∑

n=1

( −1)n+1Res

{
tet(x−n)

[
L (t)

S (t)

]n}
. (3.51)

The PY pair correlation function is most suitable for application in our simula-

tion although its explicit expression is very complicated.

Rowlinson [88] proposed the self-consistent (SC) approximation to the pair

correlation function which improve the PY pair correlation approximation. We

have used directly the available source code to calculate this function and used

to simulate composite materials.

3.3 Numerical Results

In this section, the model presented in section 3.1 is applied to determine the

effective wave number of non-magnetic composite materials. Both the host

medium and the inclusion particles are assumed non-magnetic. Numerical sim-

ulations are presented. Comparisons with published experimental results are
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Figure 3-2: Experimental setup by Ishimaru and Kuga [4]: S.C., sample cell;
P, polarizer; PH1, pinhole-1 with diameter 3 mm; PH2, pinhole-2 with diameter
25µm; Le, 10x microscope objective lens; P.D. photodiode; L1, 97 mm; and L2
57 mm.

made wherever possible.

In 1982, Ishimaru and Kuga [4] carried out a series of experimental study

of wave attenuation in a dense distribution of particles. Their experimental

configuration is shown in Fig. 3-2. The parameters used in their experiments are

shown in Table 3.1.

In the Figs. 2 and 3 of [4], the data shown is

γ =
α (kha, c)

α0 (kha, c)
, (3.52)

where

α0 (kha, c) = n0σt (kha) , (3.53)

n0 =
c

4πa3/3
, (3.54)
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Table 3.1: Characteristics of Latex Particles. [4]
Diameter(µm) 0.091 0.109 0.481 1.101
Lot Number 1A07 1A23 1A28 7G3K
Standard deviation(µm) 0.0058 0.0027 0.0018 0.0055
Index of refraction 1.588 1.588 1.588 1.588
σs
(
×10−5 µm2

)
3.2912 8.959 12380 -

SD of σs
(
×10−5 µm2

)
1.115 1.317 18.8 -

Measured α
(
10−2 mm−1) 2.080 1.07 2.798 4.72

at low density
(
10−3

)
at 37.69% at 9.33% at 1.166% at 1.166%

α0
(
×10−2 mm−1) 3.137 1.242 2.481 -

at the same density

α/α0 0.663 0.862 1.128 −
SD of α/α0 0.0067 0.0036 0.0129 −
Equivalent diameter 0.080 0.103 0.526− 0.538 −
Size parameter ka 0.529 0.681 3.518 (7.280)

Table 3.2: Characteristics of Latex Particles (continue). [4]
Diameter(µm) 2.02 5.7 11.9
Lot Number 1A12 1B01 1A32
Standard deviation(µm) 0.0135 1.5 1.9
Index of refraction 1.5768 1.58 1.57− 1.583
σs (µm2) 10.758 59.93 237.067− 238.88
SD of σs (µm2) 8.7× 10−2 32.343 74.74− 75.5
Measured α

(
10−2 mm−1) 2.845 0.618 0.3086

at low density
(
10−3

)
at 1.1898% at 1.166% at 1.166%

α0
(
×10−2 mm−1) 2.967 0.5897 0.2926

at the same density

α/α0 0.959 1.048 1.055
SD of α/α0 0.0088 0.0148 0.0215
Equivalent diameter 2.057− 2.076 5.38− 5.49 10.08− 12.64
Size parameter ka 13.662 36.238 82.793
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σt (kha) =
4π

kh
Im
[
f
(
kha, k̂

inc, k̂inc
)
· êinc

]

=
4π

k2n
Im
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

] , (3.55)

where F
(
khr, k̂

inc, k̂s
)
is the far-field amplitude of the scattered electric field

Es(r) in the scattering direction k̂s of a particle illuminated by a plane wave

propagating in the direction k̂inc with unit amplitude.

lim
khr→∞

Es(r) = f
(
khr, k̂

inc, k̂s
) eikhr

r
= F

(
khr, k̂

inc, k̂s
) eikhr

khr
. (3.56)

4πIm
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

]
is calculated using Mie theory.

In Fig. 4 of [4], the data shown is

γ′ =
α (kha, c)

α0 (kha, 100%)
. (3.57)

Therefore,

γ =
α (kha, c)

α0 (kha, c)
= γ′

α0 (kha, 100%)

α0 (kha, c)
=
γ′

c
, (3.58)

α (kha, c) = γ′α0 (kha, 100%) = γ′n0 (100%) σt (kha)

= γ′
1

4πa3/3

4π

k2n
Im
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

]

= khγ
′ 1

4π(kha)
3/3

4πIm
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

]
. (3.59)

Accordingly,

α (kha, c)

kh
= γ′

1

4π(kha)
3/3

4πIm
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

]
. (3.60)

In our simulation, we compute
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Figure 3-3: Imaginary Part of Effective Wave Number for kha = 0.529

ke (kha, c)

k0 (kha)
=
k′e (kha, c)

k0 (kha)
+ i
k′′e (kha, c)

k0 (kha)
, (3.61)

where

k′′e (kha, c)

k0 (kha)
=

√
εh
2

α (kha, c)

kh

= γ′
√
εh
2

1

4π(kha)
3/3

4πIm
[
F
(
kha, k̂

inc, k̂inc
)
· êinc

] . (3.62)

The simulated imaginary part of the effective wave number for kha = 0.529,

kha = 0.681, kha = 3.518, and kha = 7.280 are shown in Figs. 3-3 - 3-6. We have

applied the hole correction (HC) pair correlation function, the Percus Yevick

(PY) pair correlation and the self-consistent (SC) pair correlation function.

It is observed that although the SC result is slightly higher than the PY result,

there is no significant discrepancy between them. The PY and SC results are

almost identical to the HC result for c≪ cp, where cp is the volume concentration

where the maximum attenuation occurs. The PY and SC results are closer to

the experimental results than the HC result for c > cp. The TCQ model with HC

69



Figure 3-4: Imaginary Part of Effective Wave Number for kha = 0.681

Figure 3-5: Imaginary Part of Effective Wave Number for kha = 3.518
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Figure 3-6: Imaginary Part of Effective Wave Number for kha = 7.280

pair correlation function even breaks down if the volume concentration exceeds

a size-dependent breakdown point c̄ (kha). The breakdown points observed are

c̄ (0.529) ≈ 17%, c̄ (0.681) ≈ 19%, and c̄ (3.518) ≈ 39% respectively. We have

not observed the breakdown point for the case kha = 7.280.

More importantly, it is observed that the simulation results agreed better

with the experimental results for composite materials with larger inclusion par-

ticles. This is understandable, since it is more difficult to measure small attenua-

tion accurately, in comparison to the measurement of high attenuation constant.

In addition, the measured size of the inclusion particles is more inaccurate for

smaller inclusion particles. In [4], Ishimaru and Kuga noticed that the values

provided by the manufacturer did not fit well with the experimental results.

They estimated an equivalent diameter to fit the experimental results. We no-

ticed that the total cross scattering section σt (kha) for computation of α0 (kha, c)

or α0 (kha, 100%) is very sensitive to the particle size kha, for relatively small

particles. Therefore, negligibly small error of the estimated equivalent diame-

ter will result in obvious discrepancy between the experimental and simulation
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Figure 3-7: Imaginary Part of Effective Wave Number for kha = 0.502

results. We have found that the experimental and simulation results agree well

if the equivalent diameter is 0.076µm (kha = 0.502) in the first experiment, as

shown in Fig. 3-7. Similarly, we obtained closer agreement for an equivalent di-

ameter of 0.1µm (kha = 0.660) in the second experiment, as shown in Fig. 3-8.

It is obvious that the equivalent diameter of kha = 3.518 has also been slightly

over-estimated by Ishimaru and Kuga. However, we did not adjust this equiv-

alent diameter, since the discrepancy is negligible. The simulation result for

kha = 7.280 agrees perfectly well with the experimental data.

k′′e increases to the attenuation peak as the volume concentration increases,

and decreases beyond that. This confirms the observation of attenuation peak

in [4] for small inclusion particles and the forecast of attenuation peak in [4]

for larger particles that “the attenuation is expected to decrease eventually at

much higher densities”. The attenuation peak and the corresponding volume

concentration are strongly size-dependent. For the above cases, the larger the

inclusion particles are, the higher the attenuation peak and the corresponding

volume concentration are.

The simulated real part of the effective wave number k′e is shown in Fig. 3-9.

It is easy to observe that k′e is almost linearly proportional to the concentration
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Figure 3-8: Imaginary Part of Effective Wave Number for kha = 0.660

for kha = 0.529, kha = 0.681 and kha = 3.518. The linearity between k′e and

volume concentration disappears for kha = 7.280. k′e increases a little as the

inclusion particles are larger. However, it is not size sensitive.

3.4 Conclusions

In this chapter, TCQ method is derived and applied to study the effective elec-

tromagnetic properties of composite materials with random spherical inclusions.

An more appropriate objective function in terms of the effective propagation

constant is defined based on the governing eigen equation of TCQ method. The

problem of determining the effective propagation constant is transformed into

an optimization problem. To ensure the accuracy and efficiency of solution, DES

instead of Muller’s method is applied to solve the optimization problem.

The existence of attenuation peak with increasing concentration is numeri-

cally confirmed. The attenuation due to multiple scattering between inclusion

particles is more prominent for composites with electrically larger inclusion par-

ticles.
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Chapter 4

Composite Materials with

Spheroidal Inclusions

In chapter 3, we have assumed that the inclusion particles are aligned with each

other in order to obtain the effective propagation constant. However, it is too

restrictive to model many realistic cases where scatterers are most likely to take

arbitrary orientation. Other than spheres, which have no preferred orientation,

spheroids have the simplest shapes that deviate from that of spheres. More

importantly, it introduces shape anisotropy into the composite system. Most

particles are not spheres and possess a preferred polarization direction. Spheroid

is a good model for simulating this behavior of non-spherical particles. In this

chapter, composite with random spheroidal inclusions with either aligned or

arbitrary orientation is studied by the TCQ method. Section 4.1 extends the

TCQ method to model random spheroids. Numerical results are presented in

section 4.2. Finally, conclusions are given in section 4.3.

4.1 Theory

Randomly distributed spheroidal inclusions in a composite material are shown

in Fig. 4-1. Assume these spheroids are identical. Eq. 3.22 is still applicable.

Applying orientational average over Eq. 3.22, we can write approximately
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Figure 4-1: Composite Materials with Randomly Distributed Inclusions
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〉
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〈
Ti
〉
·



ai + n

∫

V ′

g (rji)V
ij·
〈〈
f j
〉
j

〉
drj



 . (4.1)

Following the same procedures as given in section 3.1, we can obtain

〈Y〉 =
〈
Ti
〉
·V′ · 〈Y〉 , (4.2)

where it has been assumed that 〈〈f i〉i〉 = 〈Y〉 eike·ri. The difference between
Eq. 4.2 and Eq. 3.45 is the T-matrix term. A coordinate rotation operation

needs to be performed.

4.1.1 T-matrix under Coordinates Rotation

The T-matrix of a scatterer has been derived in section 2.1 as:

T̄ = B̄ · Ā−1. (4.3)

In the rotated coordinate system (x′, y′, z′), it is written as
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T̄′ = B̄′ ·
(
Ā′)−1 . (4.4)

Define a block diagonal matrix of Wigner D-functions

D (αβγ) =






D1 (αβγ)

...

Dn (αβγ)

...






, (4.5)

where

Dn (αβγ) =
[
D
(n)
mm′ (αβγ)

]
. (4.6)

From Eqs. (C.1) and (C.10), it can be shown that

D−1 (αβγ) = D+ (αβγ) , (4.7)

where the superscript −1 and + stand for matrix inverse and matrix complex

conjugate transpose respectively. With the vector spherical wave functions ro-

tational addition theorems derived in section C.3, it can be shown that

B̄ =



 D (αβγ)

D (αβγ)





∗

· B̄′ ·



 D (αβγ)

D (αβγ)





+

, (4.8)

Ā =



 D (αβγ)

D (αβγ)





∗

· Ā′ ·



 D (αβγ)

D (αβγ)





+

. (4.9)

Therefore,
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T̄ =



 D (αβγ)

D (αβγ)





∗

· T̄′ ·



 D
∗ (αβγ)

D∗ (αβγ)





−1

=



 D (αβγ)

D (αβγ)





∗

· T̄′ ·



 D (αβγ)

D (αβγ)





T , (4.10)

where the superscript T means matrix transpose.

4.1.2 Orientationally Averaged T-matrix

The average effect of random orientation of a scatterer is represented by its

orientationally averaged T-matrix. The averaged T-matrix over all possible ori-

entations of the scatter is written as

〈
T̄
〉

=
1

8π2

∫ 2π

0

dα

∫ 2π

0

dγ

∫ π

0

T̄ sin βdβ, (4.11)

〈T〉 =
1

8π2

∫ 2π

0

dα

∫ 2π

0

dγ

∫ π

0

T sin βdβ. (4.12)

From [89],

1

8π2

∫ 2π

0

dα

∫ 2π

0

dγ

∫ π

0

D∗
mm′

(n) (αβγ)D
(ν)
µµ′ (αβγ) sin βdβ (4.13)

= δmµδm′µ′δnν
1

2n+ 1
. (4.14)

Therefore,

〈[
T̄mn,µν

]〉
= δmµδnν

1

2n+ 1

∑

m′

δm′µ′
[
T̄′m′n,µ′ν

]
, (4.15)

〈[Tmn,µν]〉 = δmµδnν
1

2n+ 1

∑

m′

δm′µ′ [T
′
m′n,µ′ν]. (4.16)
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In order to solve Eq. 4.2, we transfer the problem of determining the effective

wave number of composite materials into an optimization problem and solve the

optimization problem using the differential evolution strategy [67].

4.2 Numerical Results

In this section, the effective wave numbers of non-magnetic composite materials

with spheroidal inclusions are studied numerically using the TCQ method. Both

the host medium and the inclusion particles are assumed non-magnetic.

4.2.1 CompositeMaterials with Aligned Dielectric Spheroidal

Inclusions

The composite materials with aligned dielectric spheroidal inclusions are consid-

ered first. Although this kind of composite materials is unrealistic, investigating

on it may give us some understanding of the anisotropic properties of composite

materials with orientation preference. The SC pair correlation function is used

in our simulation.

The relationship between the effective wave number of the composite material

and the volume concentration is shown in Figs. 4-2–4-5. The effects of inclusion

size, incident angle and aspect ratio on the effective wave number of composite

material, ke = k′e + ik′′e , are studied.

From the figures, we observe that k′e is almost linearly proportional to the

concentration for all of the presented cases. It is insensitive to the inclusion

particle size. However, k′′e increases to the attenuation peak as the volume con-

centration increases, and decreases beyond that. The attenuation peak is present

in all cases. It is strongly size dependent. Larger particle results in larger atten-

uation. For small particle, such as kha = 0.1, the attenuation is negligible. The

different behavior between k′e and k
′′
e is the result of multiple scattering among

scatterers. EMT is not able to address this issue.
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Figure 4-2: Effective wave number-volume concentration relation of composite
materials with aligned spheroidal dielectric inclusion of aspect ratio 2. (a) the
normallized real part of effective wave number. (b) the normallized imaginary
part of the effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0, a/b = 2)
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Figure 4-3: Effective wave number-volume concentration relation of composite
materials with aligned spheroidal dielectric inclusion of aspect ratio 1.25. (a) the
normallized real part of effective wave number. (b) the normallized imaginary
part of the effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0, a/b = 1.25)
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Figure 4-4: Effective wave number-volume concentration relation of composite
materials with smaller aligned spheroidal dielectric inclusion. (εh = ε0, ε = 4ε0,
µh = µ = µ0, kha = 0.1)
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Figure 4-5: Effective wave number-volume concentration relation of composite
materials with larger aligned spheroidal dielectric inclusion. (a) the normallized
real part of effective wave number. (b) the normallized imaginary part of the
effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0, kha = 1)
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Figure 4-6: Comparison of effective wave number of composite materials with
smaller spherical and aligned spheroidal inclusion. The lines are results for com-
posites with spherical inclusions and symbols for those with spheroidal inclu-
sions. (a) the normallized real part of effective wave number. (b) the normallized
imaginary part of the effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0,
kha = 0.1 for all spheroidal cases.)

k′′e is also sensitive to the aspect ratio of inclusion particles and the direction

of the propagation vector. When the symmetric axis of the inclusion particles

is perpendicular with the propagation vector, two separate modes exist. This

clearly shows the anisotropy of composite materials with aligned spheroidal in-

clusion. The two modes tend to be degenerated as the aspect ratio decreases.

When the symmetric axis of inclusion particle parallels with the propagation

vector, there is only one mode for smaller inclusion particle case (kha = 0.1).

According to crystalline optics, this kind of composite material is effectively uni-

axial. However, for larger inclusion particle case (kha = 1), we found that there

are two separate modes.

To have more understanding on the observed anisotropy, comparison of effec-

tive wave number of composite materials with spherical and aligned spheroidal

inclusion is made. The comparison results are shown in Figs. 4-6 for smaller

inclusion case and 4-7 for larger inclusion case.

From Fig. 4-6, it is observed that, when the inclusion particles are very

small, k′e remains unchanged while k
′′
e keeps decreasing as the size of spherical
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Figure 4-7: Comparison of effective wave number of composite materials with
larger spherical and aligned spheroidal inclusion. The lines are results for com-
posites with spherical inclusions and symbols for those with spheroidal inclusions.
(a) the normallized real part of effective wave number. (b) the normallized imag-
inary part of the effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0, kha = 1
for all spheroidal cases.)

inclusion particles reduces from kha = 0.1 to kha = 0.05. For composite materials

with aligned spheroidal inclusion particles, when the symmetric axis of inclusion

particle parallels with the propagation vector, ke is unique and is a little bit

lower than that of spherical inclusion of radius khb. On the other hand, when the

symmetric axis of inclusion particle is perpendicular to the propagation vector,

ke has two branches. One branch is identical to that of the parallel case. As to

the other branch, k′e is higher than k
′
e of spherical inclusion of radius kha while

k′′e is higher than k
′′
e of spherical inclusion of radius khb and lower than k

′′
e of

spherical inclusion of radius kha. It is also observed that the larger the aspect

ratio is, the larger the anisotropic effect is.

In Fig. 4-7, ke keeps decreasing as sphere radius reduces from kha = 1 to

kha = 0.5. For aligned spheroidal inclusion particles, similar anisotropy with

smaller inclusion particles is observed when the symmetric axis of inclusion par-

ticle is perpendicular with the propagation vector. However, when the wave

propagates along the symmetry axis, two branches are observed. ke of both of

the two branches is lower than that of spherical inclusion of radius khb.
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For smaller inclusion particles, the uniqueness of modes when the wave prop-

agates along the particle symmetry axis, and the existence of two separate modes

when the particle symmetry axis is perpendicular to the propagation vector, is

consistent with crystalline optics [90] for uniaxial material. Therefore, composite

material with smaller aligned spheroidal inclusion particles is effectively uniaxial.

On the other hand, the appearance of two separate modes in composite mate-

rials with larger aligned spheroidal inclusion particles when the wave propagates

along the particle symmetry agree well with the propagation characteristics of

plane waves in general non-magnetic anisotropic material. Note that we have ob-

served relatively high effective loss due to multiple scattering between inclusion

particles in such composite material, it is quite possible that effective permittiv-

ity tensor of composite material with larger aligned spheroidal inclusion particles

becomes non-symmetric and complex.

Next, we will investigate the angle dependence of ke. Without loss of gen-

erality, φinc = 0o is assumed. The simulation results are shown in Fig. 4-8. In

Fig. 4-8, two branches are observed in all cases. The composite material with

smaller spheroidal inclusion (kha = 0.1) presents typical characteristics of uni-

axial anisotropy that one branch is independent on θinc while the other branch is

clearly dependent on θinc. According to crystalline optics, the two branches cor-

respond to different linear polarizations. The flat branch corresponds to ordinary

wave, while the other direction dependent branch corresponds to extraordinary

wave.

When the inclusion particle is larger, the effective property of composite

material is completely different. In this case, both branches are θinc dependent.

In addition, the angle dependence of the two branches looks similar. This agrees

well with the propagation characteristics of plane waves in general non-magnetic

anisotropic material.

The effect due of the aspect ratio of spheroidal particles on ke is illustrated

in Fig. 4-9. It is obvious from the results obtained that there is no effective

anisotropy for spherical inclusion particles. The anisotropy becomes stronger
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Figure 4-8: Effective wave number-direction of propagation vector relation of
composite materials with aligned spheroidal dielectric inclusion. (a) the nor-
mallized real part of effective wave number. (b) the normallized imaginary part
of the effective wave number. (εh = ε0, ε = 4ε0, µh = µ = µ0, c = 10%)

as the aspect ratio increases. Similarly, we found that the composite materials

with smaller and larger inclusion particles exhibit different anisotropy properties.

We also observed from Fig. 4-9 that the effective wave number decreases as the

aspect ratio increases, when the wave propagates along the particle symmetry

axis. This is reasonable because the polarization effect is weaker for larger aspect

ratio particles. On the other hand, there are two separate branches when the

wave propagation vector is perpendicular to the particle symmetry axis. In one

branch, the effective wave number increases as the aspect ratio increases. The

other branch shows reverse trend.

4.2.2 CompositeMaterials with RandomDielectric Spheroidal

Inclusions

In this section, we will consider the bulk composite materials with random dis-

tribution of dielectric spheroidal inclusions. The composite material is bulk so

that there is no orientation preference for the inclusion particles. The simulation
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Figure 4-9: Effective wave number-aspect ratio relation of composite materials
with aligned spheroidal dielectric inclusion. (a) the normallized real part of
effective wave number. (b) the normallized imaginary part of the effective wave
number. (εh = ε0, ε = 4ε0, µh = µ = µ0, c = 10%)

results are shown in Figs. 4-10–4-13.

No effective anisotropy is observed in the composites with totally random

spheroidal inclusions. The properties of the composites with random spheroidal

inclusions look similar to those with spherical inclusions. For all the presented

cases, k′e is linearly proportional to volume concentration and increases a little

as the inclusion particles are larger. However, it is not size sensitive. The

attenuation peak, shown by the curves of k′′e , is present in all cases. k
′′
e is strongly

size dependent. Larger particle results in larger attenuation. For small particle,

such as kha = 0.1, the attenuation is negligible. k′′e is also sensitive to the aspect

ratio of inclusion particles. The effective isotropic property is further confirmed

by studying the angle dependence of the effective wave number of composite

materials with random distribution of spheroidal inclusion particles. No angle

dependence is observed in the calculated results which are not shown here.
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Figure 4-10: Effective wave number-volume concentration relation of composite
materials with spheroidal dielectric inclusion of Aaspect ratio 2. The lines are
for k′e/k0 and the symbols k

′′
e/k0. For both inclusion sizes shown in the fibure,

the results for θinc = 0◦ and 90◦ overlap. (εh = ε0, ε = 4ε0, µh = µ = µ0,
a/b = 2)

Figure 4-11: Effective wave number-volume concentration relation of composite
materials with spheroidal dielectric inclusion of Aaspect ratio 1.25. The lines are
for k′e/k0 and the symbols k

′′
e/k0. For both inclusion sizes shown in the fibure,

the results for θinc = 0◦ and 90◦ overlap. (εh = ε0, ε = 4ε0, µh = µ = µ0,
a/b = 1.25)
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Figure 4-12: Effective wave number-volume concentration relation of composite
materials with smaller spheroidal dielectric inclusion. (εh = ε0, ε = 4ε0, µh =
µ = µ0, kha = 0.1)

Figure 4-13: Effective wave number-volume concentration relation of composite
materials with larger spheroidal dielectric inclusion. The lines are for k′e/k0 and
the symbols k′′e/k0. For both inclusion sizes shown in the fibure, the results for
θinc = 0◦ and 90◦ overlap.(εh = ε0, ε = 4ε0, µh = µ = µ0, kha = 1)
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4.3 Conclusions

In this chapter, the TCQ model and the DES algorithm are applied to analyze

the effective electromagnetic properties of composite materials with aligned and

random spheroidal inclusions.

For composite materials with aligned spheroidal inclusion, different anisotropy

is observed for different size of inclusions. Composite materials with smaller

aligned spheroidal inclusion particles behave like uniaxial material. When the

inclusion particles are larger, the composite materials have two separate propa-

gation modes even if the wave propagates along the particle symmetry axis. In

addition, both modes are propagation direction dependent and the dependency

relationship look similar. This agrees well with the propagation characteristics

of plane waves in a general nonmagnetic anisotropic material.

When the inclusion particles in composite materials are allowed to take ran-

dom orientation, the effective anisotropy disappears. The characteristics of com-

posite materials with random spheroidal inclusion particles are very similar to

those with spherical inclusion particles. It is also noticed that the composite

materials with larger aligned inclusion particles are effectively quite lossy.

For the design of lossy composite materials, larger particles are preferred due

to their stronger multiple scattering loss. If anisotropic composite materials are

desired, the anisotropically shaped particles have to be arranged so that their

preferred polarization directions are aligned.
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Chapter 5

Composite Slabs with Fiber

Inclusions

The application of Both EMT and TCQ methods are limited by the shape of the

inclusions. They are hardly applicable to composites with inclusions that have

large aspect ratios, such as disks and fibers. Composite materials with conductive

fibers are of great practical interests, due to their unique properties. For example,

high permittivity composites can be fabricated using low concentrations of fibers,

and the dielectric dispersion curve can be ‘shaped’ by using fibers with different

properties.

In this chapter, fiber composite slabs are numerically studied. The scattering

properties of the fibers are calculated by MoM. The configurational average on

the random distribution of fibers is considered by the Monte Carlo simulation.

The effective transmission and reflection coefficients of a composite slab are ob-

tained through numerical simulation. The relationship between configurationally

averaged scattered field and the effective transmission and reflection coefficients

are derived in Section 5.1. The results are compared with Maxwell-Garnnet

theory. The method for numerical simulation of fiber composite materials are

described in Section 5.2. Section 5.3 studies the minimal sample size for accurate

simulation of fiber composites. The effect of fiber conductivity, concentration,

length, electrical contacts among fibers and wave frequency on the minimal sam-
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ple size are studied in detail. Numerical results on the fiber composite simulation

are given in Section 5.5.

5.1 Transmission and Reflection Coefficients of

Composite Slabs

A general theory for composite slabs is presented in this section. The effective

reflection and transmission coefficients can be obtained based on the config-

urationally averaged scattered field of the inclusions. The configuration of a

composite slab is shown in Fig. 5-1. Scatterers of arbitrary shape are randomly

distributed in a planarly stratified host slab of N −2 layers (from region 2 to re-

gion N-1). The indices for regions and interfaces follow those used by Chew [91]

except that the origin of the coordinate is set to the first interface of the host

medium. Therefore, d1 = 0. Region 1 and N are the background medium of the

slab. Each region is characterized by its relative permittivity εi and relative per-

meability µi, where i is the region index. Each region has a relative impedance

ηi =
√
µi/εi to free-space. The total thickness of the slab is h = dN−1.

5.1.1 Theory

The transmission coefficient of the composite slab is firstly derived. Region 1

and N are assumed to be the same for convenience. Consider a plane wave (time

factor ejωt is assumed and suppressed)

Einc (r) = êe−jk
inc·r, (5.1)

which illuminate the composite slab from below, where kinc = k1k̂
inc is the wave

vector in region 1 and k̂inc = αx̂ + βŷ + γẑ. The coordinates used for the jth

scatterer has been illustrated in Fig. 5-1.

Let I (r′) be the current distribution on the jth scatterer in the composite

slab and Es
j (r) the scattered far field at point r due to this scatterer. Construct
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a uniform current dipole p̂tItltδ (r′′−r) at point r, where p̂t is the unit direction
of the dipole, Itlt is the current moment. The electric field at point r

′ radiated

from this uniform current dipole is denoted by Et (r′). According to reciprocal

theorem [92], we can write

∫

over
dipole

Es
j (r′′) · p̂tItltδ (r′′ − r) dr′′ =

∫

over
scatterer

Et (r′) · I (r′) dr′, (5.2)

or

Es
j (r) · p̂t =

1

Itlt

∫

over
scatterer

Et (r′) · I (r′) dr′. (5.3)

When the uniform current dipole is far from all the scatterers in the composite

slab and the space is homogeneous, Et (r′) can be written as

Et (r′) = −jωµ1
∫
over
dipole

e−jk1|r
′′−r′|

4π |r′′ − r′| p̂tItltδ (r′′ − r) dr′′

= −jωµ1
e−jk1|r−r

′|

4π |r− r′| p̂tItlt
. (5.4)

Equation (5.4) can also be written as

Et (r′) = −jωµ1
e−jk1|Rj−r′j|
4π
∣∣Rj − r′j

∣∣ p̂tItlt ≈ −jωµ1
e−jk1Rj

4πRj

ejk1R̂j ·r
′
j p̂tItlt,

where Rj = |Rj| = |r− rj|, R̂j = Rj/Rj =
(
R̂jx, R̂jy, R̂jz

)
and Rj >> r′j.

Et (r′) is a plane wave and only the transverse to R̂j components exit. In the

presence of stratified medium, it is convenient to express Et (r′) into TE and TM

terms as

ETEt (r′) =

−jωµ1
e−jk1Rj

4πRj

ejk1R̂j ·r
′
jItlt×

{
e−jk1R̂jz(zj+z

′
j)
[
S̃TE1,me

−jkmz(−dm−1−z′)
] [

1 + R̃TE
m,m+1e

−j2kmz(z′+dm)
]
φ̂m

}
,

(5.5)
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ETM
t (r′) =

−jωµ1
e−jk1Rj

4πRj

ejk1R̂j ·r
′
jItlt×

{
e−jk1R̂jz(zj+z

′
j)
[
ηm
η1
S̃TM1,m e

−jkmz(−dm−1−z′)
] [
θ̂m + θ̂′mR̃

TM
m,m+1e

−j2kmz(z′+dm)
]}
,

(5.6)

where the terms in curly brackets accounts for the effect of stratified medium.

The region index m has been chosen so that r′ resides in region m. z′ is a

component of r′ = (x′, y′, z′), S̃TE1m and S̃TM1m are the generalized transmission

coefficients that relate the down going wave in region m to that in region 1

where the effect of all layers are accounted for [91] [93]. R̃TE
m,m+1 and R̃

TM
m,m+1

are the generalized reflection coefficients at the interface between region m and

m + 1 relating the up-going wave to the down-going wave in that region where

the effect of all layers are accounted for. θ̂m and θ̂
′
m are the unit E field vector

for the down-going and up-going TM waves, respectively, in region m. φ̂m is the

unit E field vector for the TE wave in region m.

Substituting Eqs. (5.5) and (5.6) into Eq. (5.3), we have

Es,TE
j (r) = −jωµ1

e−jk1Rj

4πRj
e−jk1R̂jzzjATE

j

(
R̂j

)
, (5.7)

Es,TM
j (r) = −jωµ1

e−jk1Rj

4πRj

e−jk1R̂jzzjATM
j

(
R̂j

)
, (5.8)

where

ATE
j

(
R̂j

)
=

∫

over
scatterer

ejk1R̂j ·r
′
je−jk1R̂jzz

′
j

[
S̃TE1m e

−jkmz(−dm−1−z′)
]
× (5.9)

[
1 + R̃TE

m,m+1e
−j2kmz(z′+dm)

]
φ̂m · I (r′) dr′,
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ATM
j

(
R̂j

)
=

∫

over
scatterer

ejk1R̂j ·r
′
je−jk1R̂jzz

′
j

[
ηm
η1
S̃TM1m e

−jkmz(−dm−1−z′)
]
× (5.10)

[
θ̂m + θ̂′mR̃

TM
m,m+1e

−j2kmz(z′+dm)
]
· I (r′) dr′.

The total scattered field can be written as

Es (r) =
∑

j

Es,TE
j (r) φ̂1 + Es,TM

j (r) θ̂1. (5.11)

Since all scatterers are randomly and uniformly distributed in the slab, it is

more meaningful to obtain a configurationally averaged field for a composite with

a certain density of inclusions (scatterers). Applying configurational average [77]

on Eq. (5.11), and substituting Eqs. (5.7) and (5.8) into Eq. (5.11), we have

〈Es(r)〉 =
∫

V1

dr1
∫

s1

ds1· · ·
∫

VN

drN
∫

sN

dsNp(r1, s1 · · · rN , sN)

×∑
j

e−jk1Rj

Rj
e−jk1R̂jzzj (−jωµ1)

(
ATE
j φ̂1 + ATM

j θ̂1

) (5.12)

where p (r1, s1 · · · rN , sN) is the probability distribution function such that

p (r1, s1 · · · rN , sN) dr1ds1 · · · drNdsN

represents the probability of finding the scatterers in a configuration in which

the first scatterer lies in the elemental volume dr1 about the point r1 and has

a scattering parameter lying between s1 and s1 + ds1, the second scatterer lies

in the elemental volume dr2 about the point r2 and has a scattering parameter

lying between s2 and s2+ds2, and so on [77]. N is the total number of scatterers

in volume V . Vi is the volume accessible to the ith scatterer.

In the sense of configurational average, all scatterers are equivalent. Eq. (5.12)

can be re-written as
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〈Esca (r)〉 = N

∫

Vj

drj

∫

sj

dsjp (rj , sj)
e−jk0Rj

Rj

〈
Fj

(
rj , sj, R̂j

)〉

j
(5.13)

〈Es (r)〉 = N

∫

Vj

drj

∫

sj

dsjp (rj , sj)
e−jk1Rj

Rj
e−jk1R̂jzzj

〈
Fj

(
rj, sj , R̂j

)〉

j
, (5.14)

where

〈
Fj

(
rj, sj , R̂j

)〉

j
=
〈
−jωµ1

(
ATE
j φ̂1 + ATM

j θ̂1
)〉

j
(5.15)

is the conditionally averaged scattering amplitude of the jth scatterer at rj with

scattering parameter sj in the presence of all other scatterers, 〈·〉j is the first
order conditional configurational average,

〈f (r, r1, s1 · · · rN , sN)〉j =
∫

V1

dr1
∫

s1

ds1 · · ·
∫

Vi �=j

dri
∫

si �=j

dsi · · ·
∫

VN

drN
∫

sN

dsN

×p (r1, s1 · · · , ri�=j , si�=j · · · rN , sN) f (r, r1, s1 · · · rN , sN) ,

(5.16)

p (r1, s1 · · · rN , sN) = p (rj , sj) p (r1, s1 · · · , ri�=j, si�=j, · · · rN , sN |rj, sj ) . (5.17)

Suppose the locations of the scatterers are independent of the scattering param-

eters, i.e.,

p (rj, sj) = p (rj) p (sj) . (5.18)

If the scatterers are randomly but uniformly distributed in the slab, then

p (rj) = 1/V. (5.19)

Therefore,
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〈Es (r)〉 = nv

∫

Vj

drj
e−jk1Rj

Rj
e−jk1R̂jzzj

∫

sj

dsjp (sj)
〈
Fj

(
rj, sj, R̂j

)〉

j
(5.20)

where nv = N/V is the volume number density of the scatterers. For slabs,

another useful quantity is area number density, na = N/S = Nh/V , where S

and h is the area and thickness of the slab that contains N scatterers.

When the slab is infinite in x−y plane and the incident wave is a plane wave
as given by Eq. (5.1), the following relation can be obtained:

〈
Fj

(
rj , sj , R̂j

)〉

j
= e−jk1(αxj+βyj)

〈
Fj

(
zj ẑ, sj , R̂j

) 〉

j
.

Equation (5.20) becomes

〈Es (r)〉 =
na
h

∫

Vj

drj
e−jk1Rj

Rj
e−jk1(αxj+βyj)e−jk1R̂jzzj

∫

sj

dsjp (sj)
〈
Fj

(
zj ẑ, sj, R̂j

)〉

j

(5.21)

The integral in Eq. (5.21) with respect to xj and yj can be evaluated by the

method of stationary phase [52]. The result is

〈Es (r)〉 ∼= 2πnaj

−k1
√

(1− α2) (1− β2)
e−jk1(αx+βy+γz)Fc

(
R̂js

)
, (5.22)

where

Fc

(
R̂js

)
=

∫ −h

0

dzj
h

∫

sj

dsjp (sj)
〈
Fj

(
zj ẑ, sj, R̂js

) 〉

j
, (5.23)

R̂js = (α, β, γ) = k̂inc. Fc
(
R̂js

)
is the conditionally configurationally averaged

scattering amplitude in R̂js direction, which is along the direction of k̂
inc. In

general, it can only be determined numerically.

The effective transmission coefficient matrix for a composite slab as shown
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in fig. 5-1 is defined as

Tc =
Einc (−hẑ) + 〈Es (0)〉c

Einc (−hẑ) , (5.24)

Tx =
〈Es (0)〉x
Einc (−hẑ) , (5.25)

where the subscripts c and x mean the co-polarized and cross-polarized compo-

nents, respectively.

The reflection coefficient of the same composite slab can also be obtained in

the same way by assuming that an incident wave illuminate the composite slab

from above. Equation (5.22) becomes

〈Es (r)〉 ∼= 2πnaj

−k1
√

(1− α2) (1− β2)
e−jk1(αx+βy−γz)Fc

(
R̂js

)
, (5.26)

where R̂js = (α, β,−γ). The reflection coefficient is given by

Rx/c =
〈Es (0)〉x/c
Einc (−hẑ) , (5.27)

The effective permittivity of the composite slab can be calculated after the

transmission coefficients are obtained. Considering the composite slab to be

homogeneous with effective relative permittivity εe and thickness h, the trans-

mission coefficient is

T =
Te,1T1,ee

−jke,zh

1− R21,ee−2jke,zh
, (5.28)

where Ri,j and Ti,j are the Fresnel reflection and transmission coefficients for

wave propagating from medium i to medium j. ke,z is the z component of the

wave vector in the effective medium. Ri,j, Ti,j and ke,z are functions of εe. By

equating Eq. (5.24) or (5.25) with Eq. (5.28), we can obtain the effective relative

permittivity, εe, of the composite slab. εe may be tensor.
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5.1.2 Theoretical Validation

The formulation above is applicable to composite slabs with inclusions of arbi-

trary shapes. Here, we consider composite slab with small dielectric spherical

inclusions at low concentration. It is presented here to verify the above formu-

lation, and to serve as a demonstration of how the formulation is applied to

characterize composite materials.

Analytical results for the FSA of small dielectric spheres are available. We

assume that the concentration of the spheres is very low such that the mutual

coupling between scatterers is negligible, and the spheres have relative permit-

tivity very close to that of the host medium. In this case, the forward scattering

amplitude of a sphere F (0, ẑ) can be analytically obtained as

F (0, ẑ) = k20
εs − 1

εs + 2
a3x̂, (5.29)

where εs and a are the relative permittivity and the radius of the spheres, re-

spectively. Substitute Eq. (5.29) into Eqs. (5.22) and (5.24), we have

T = 1− jk0
3hc

2

εs − 1

εs + 2
, (5.30)

where c is the volume concentration of spheres. Given the assumption that

the effective permittivity is very close to that of the host medium, εe ≈ 1.

Equation (5.28) can be simplified to

T = e−jk0(
√
εe−1)h. (5.31)

The corresponding approximate effective permittivity of the composite slab is

therefore

εe = 1 + 3c
εs − 1

εs + 2
+

9c2

4

(
εs − 1

εs + 2

)2
. (5.32)

Equation (5.32) is in fact the low concentration approximation form of Maxwell-

Garnett theory [11]. The comparison is shown in Fig. 5-2, which clearly confirms
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Figure 5-2: Effective permittivity of composite material of homogeneous dielec-
tric spheres.

the good agreement at low concentration.

5.2 Transmission and Reflection Coefficients of

Fiber Composite Slabs

Composite materials with random fiber inclusions are normally prepared as slabs.

One of the preparing techniques is to spray a mixture of fibers and liquid polymer

or some other liquid onto a substrate. The sample is prepared layer by layer.

The thickness of each layer is normally in the order of the diameter of the fibers

which is much smaller than the length of the fibers. As a result, the fibers are

all parallel to the substrate.

Our model considers a random distribution of fibers in a slab region as shown

in Fig. 5-3. The slab is arranged to be parallel to the x − y plane and extends
to infinity in the x and y directions. The fibers are all parallel to the x − y
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Figure 5-3: Composite slab with random fibers.

plane but otherwise random. It is assumed that the fibers are none magnetic.

In addition, the fiber radius are normally smaller than 0.02 times of its length

and the wavelength of interest. The circumferential currents are not likely to be

excited to give rise to significant artificial magnetic effects.

The computation of the configurationally averaged scattering amplitudeFc

(
R̂js

)

with Monte Carlo method is discussed in this section. A finite number N0 of

wires are chosen to evaluate Fc
(
R̂js

)
. For a fixed configuration of N0 fibers, the

total scattering amplitude F
(
R̂js

)
is

F
(
R̂js

)
= −jωµ1

N0∑

j=1

[
e−jk1R̂jzzjATE

j

(
R̂j

)
φ̂1 + e−jk1R̂jzzjATM

j

(
R̂j

)
θ̂1
]
,

(5.33)

where all the quantities are defined in the previous section. Note that ATE
j

(
R̂j

)

and ATM
j

(
R̂j

)
can be calculated after the current distributions on the fibers are
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known. The averaged scattering amplitude is simply given by

F′
(
R̂js

)
=
F
(
R̂js

)

N0
. (5.34)

The block diagram of the Monte Carlo calculation process is shown in Fig. 5-4.

After initializing the Monte Carlo simulation, the program goes into the Monte

Carlo simulation. A random distribution of N0 wires according to a prescribed

concentration is generated first. Then, the current distributions on all wires

are obtained using MoM and the averaged scattering amplitude of the N0 wires

Fi

(
R̂js

)
is calculated according to Eq. 5.34. A minimum number of Monte

Carlo steps imin is required to be finished before going to the next step where

the mean value Fi

(
R̂js

)
of all Fm=1,··· ,i

(
R̂js

)
obtained so far is calculated by

Fi

(
R̂js

)
=

1

i

i∑

m=1

Fm

(
R̂js

)
.

The absolute difference
∣∣∣Fi
(
R̂js

)
− Fi−1

(
R̂js

)∣∣∣ is used to check the convergence

of the Monte Carlo simulation. When the absolute difference is smaller than a

preset tolerance, Fi

(
R̂js

)
is taken to be the configurationally averaged scattering

amplitude Fc
(
R̂js

)
, which will be used in the calculation of transmission or

reflection coefficients by substituting it into Eq. (5.22) and then into Eq. (5.24),

(5.25) or (5.27), respectively.

The numerically calculated Fc
(
R̂js

)
is a good approximation to the real

value provided that N0 is sufficiently large. The choice ofN0 affects the efficiency

and precision of the simulation. Many factors can affect the choice of suitable

N0. This issue is studied and the details are reported in the next section.

For a fixed N0, the convergence behavior of a Monte Carlo simulation for the

transmission coefficients of composite slabs with highly conductive, insulated

fibers is shown in Fig. 5-5. The number concentration is 4 cm−2. The simulated

sample contains N0 = 40 fibers with length 10 mm and diameter 0.1 mm. At
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Figure 5-4: Block diagram of Monte Carlo simulation for the configurationally
averaged forward scattering amplitude.
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least 30 Monte Carlo steps are carried out for all frequencies.

5.3 The Issue of Sample Size for Fiber Com-

posite Simulation

The approximation introduced into the method developed in the last chapters

is the truncation of the slab to a finite transverse extent in modeling the prop-

agation of EM wave through a slab of infinite extent. The interactions among

inclusions in the infinite slab are approximated by that in the finite slab. As the

transverse dimension of the finite slab increases, the result obtained is expected

to approach that of the infinite slab. However, a large slab requires significantly

more computational resources. Therefore, it is important to determine a minimal

size in order to save computation time without compromising on the accuracy.
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Tapered incident wave is frequently used in numerical simulation of the scat-

tering from truncated rough surfaces [10]. It is used to avoid the excitation of

current near the edge of a truncated rough surface. Therefore the simulation

error due to the truncation can be reduced. In practice, the beam size of the

tapered incident wave (normal incidence) has to be in the order of wavelength.

The minimal dimension of the truncated sample has to be about 10 times larger

than the beam size in order for the incident wave decay sufficiently at the sample

edge. If such a big sample has to be used in simulating composite slabs with

practical concentration of inclusions, the large number of inclusions in the sam-

ple makes the computation impossible. Further reduction in sample size without

loss of accuracy is necessary.

The current distribution is confined in the conducting fibers in composite

materials. It is continuous within one or a few contacted fibers if the fiber

concentration is below the percolation threshold. This is different from the

current distribution in rough surfaces. The fiber composite slab can be truncated

without cutting fibers by deciding whether a fiber is kept or disposed. The

truncation of a fiber composite slab will not truncate the current so abruptly as

the truncation of a rough surface do. The truncation error of a fiber composite

slab is mainly caused by the change of environment experienced by the fibers

near the sample edge. It is studied numerically and reported in the following

sections.

The truncated fiber composite slabs used in our simulation are much smaller

than that required for the simulation with a tapered incident wave. As a result,

tapered incident wave does not help to reduce the truncation error in our case.

Plane incident wave is used in all the simulations.

Nguyen and Geneviève [26] analyzed fiber filled composites based on numer-

ical simulation. For a given frequency, they demonstrated that there is a char-

acteristic homogenization length, beyond which the sample can be considered as

“homogenizable". In other words, the numerical results become independent of

the sample size when the sample is sufficiently large. Therefore, the character-
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Table 5.1: The properties of 4 series of samples

sample series fiber conductivity control of contacts between fibers
106(Ωm)−1

#1 70 insulated
#2 70 bare
#3 0.006 insulated
#4 0.006 bare

istic homogenization length corresponds to our minimal sample size. However,

the frequency chosen is quite far from the resonance frequency of the fibers. In

reality, the minimal sample size (or the characteristic length) depends strongly

on frequency and many other factors, such as the inclusion’s shape, conductivity,

concentration, electrical contacts among inclusions, host materials, etc.

In this section, we present a detailed study on the effects of inclusion’s con-

centration, conductivity, electrical contacts among inclusions, and frequency on

the minimal sample size. Since square samples are used in our simulation, the

sample size can be characterized by either the side length L of the sample or the

number of fibers N embedded in the sample. They are related to each other by

the 2D number concentration nc of fibers by:

L =
√
N/na (5.35)

Identical fibers are randomly distributed in a finite slab in accordance to a

prescribed concentration na. All fibers are arranged randomly but parallel to

the slab surface (see Fig. 5-3).

The fibers are of length l = 10 mm and diameter a = 0.1 mm. Numerical

results for four series of samples are tabulated as shown in Table 5.1.

5.3.1 Effect of Electrical Contact

The effect of electrical contact between fibers are studied here by comparing the

simulated results of sample series #1 and #2 at a fixed concentration of 4 cm−2.
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The transmission coefficients of sample series #1 are given in Fig. 5-6. The

fibers are assumed to be electrically insulated from each other even though they

have physical contacts. Different curves correspond to different number of fibers

used in the simulation. The difference in the magnitude of transmission coeffi-

cient given by the curves reduces as the number of fibers increases. It is noted

that the difference between the results obtained using 40 and 130 fibers is less

than 0.05 or 5% (maximum magnitude of T is 1). Samples with intermediate

number of fibers between 40 and 130 had also been simulated. All results fall

within 5% of that given by 130 fibers, but are not shown here. Hence, the

minimal sample size, which gives less than 5% error, has to contain about 40

fibers.

Each of the transmission coefficient curves shows a dip at about 14 GHz,

which is due to the resonance of the fibers. The resonance dip broadens as the

number of fibers increases from 10 to 130. The modification of the shape of the

curves demonstrates the role of interaction among fibers, even though they are

not in electrical contact. It is due to the interaction that a proper sample size

has to be chosen to obtain a reasonable approximation.

The results for sample series #2 are shown in Fig. 5-7. The fibers are assumed

to have perfect electrical contacts if they are in physical contact. This is a

simplified model of the bare fiber inclusions. As the number of fibers used in

the simulation increases, the results change dramatically at low frequency and

near the resonance frequency. The behavior at low frequency is caused by long

conducting paths formed among different fibers that are in electrical contact.

The longer conducting path leads to a lower resonance frequency, hence more

noticeable difference at low frequency range is observed as compared to the

results shown in Fig. 5-6.

The long conducting path enhances the long range interaction strength. As

a result, significantly more fibers are needed to obtain reasonable results. In this

example, results obtained with 130 fibers differ from that obtained with 150 fibers

by less than 5%. Therefore, the minimal sample in this case has to include about
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130 fibers in order to achieve errors of less than 5%. Note that only 40 fibers are

needed for simulating series #1 samples with the same concentration. Electrical

contacts among fibers have changed the minimal sample size dramatically.

In contrast, the electrical contacts are found not to affect the results at high

frequency (14 GHz and above) as can be seen from Figs. 5-6 and 5-7.

Results for two limiting cases for electrical contact are shown here. When

the electrical contact is not perfect, the minimal sample size will be in between

the two limiting cases. In most of the practical cases, the electrical contacts are

far from perfect. The minimal sample size is very near the results of insulated

case. This is favorable to simulation.

The transmission coefficients for the cross-polarized fields are also shown in

Fig. 5-6 and 5-7. The magnitudes of these fields are very small due to the random

distribution of fibers.

5.3.2 Effect of Frequency

The simulation error in transmission coefficient, which is defined as the difference

between the transmission coefficient and the converged result obtained with the

most number of fibers, is plotted with respect to frequency and the number of

fibers in Figs. 5-8 and 5-9, for the cases shown in Figs. 5-6 and 5-7, respectively.

The transmission coefficient obtained using the most number of fibers are deemed

as precise in each case. Different gray scales or labeled curves indicate different

errors. The equi-error curves give the minimal sample sizes that can produce

results with that error. The fluctuation of the equi-error curves shows clearly

the frequency dependence of the minimal sample sizes.

In Fig. 5-8, the larger errors are distributed mainly within 6−19 GHz, which

surrounds the resonance frequency of the fiber inclusions. The error is very small

outside this frequency range, even if only a few fibers are chosen for simulation.

The frequency dependence changes with different composites. The simulation

errors for the series #2 samples shown in Fig. 5-9 are distributed mainly in the

range below resonance frequency.
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Figure 5-6: Transmission coefficients of sample series #1. Different curves cor-
respond to different numbers of fibers. (Composite slab with highly conductive,
insulated fibers, nc = 4 cm−2)
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Figure 5-7: Transmission coefficients of sample series #2. Different curves cor-
respond to different numbers of fibers. (Composite slab with highly conductive,
bare fibers, nc = 4 cm−2)
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Figure 5-8: Simulation error for sample series #1. (Composite slab with highly
conductive, insulated fibers, nc = 4 cm−2. The line indicates the common sam-
ple size that gives simulation error below 5% in the whole simulated frequency
range.)

The Monte Carlo simulation results shown in Fig. 5-5 also indicate the fre-

quency dependency. More Monte Carlo iterations are needed near the resonance

frequency.

5.3.3 Effect of Concentration

The previous results have shown that the minimal sample size is strongly fre-

quency dependent. In the following, the effect of fiber concentration on the

minimal sample size over 1− 20 GHz is studied. For simplicity, a common mini-

mal sample size is chosen for the band 1−20 GHz. For example, it comprises 40

and 130 fibers for the cases shown in Fig. 5-8 and Fig. 5-9 (see the arrow-lines in

the figures), respectively, so that the error in the simulated results is less than
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Figure 5-9: Simulation error for sample series #2. (Composite slab with highly
conductive, bare fibers, nc = 4 cm−2. The line indicates the common sample size
that gives simulation error below 5% in the whole simulated frequency range.)
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5%.

Figures 5-10 and 5-11 show the relation between the minimal sample sizes

and the concentration of fibers for sample series #1−#4. Fig. 5-11 is a mapping
from Fig. 5-10 using Eq. (5.35). In Fig. 5-10, the results for sample series #2

are well fitted using second order polynomial. The second order polynomials

are used to fit results below 3 cm−2, and linear functions are used to fit the

remainder. The fitting curves are also mapped to Fig. 5-11 using Eq. (5.35).

From Fig. 5-11, it can be observed that the minimal sample side length

increases rapidly with fiber concentration for low concentration. All curves be-

comes flat as the concentration further increases, except for sample series #2,

which comprises highly conductive, bare fibers. The largest minimal sample size

is about 4.0 cm for sample series #1, 3.0 cm for sample series #3, 3.5 cm for

sample series #4. The largest minimal sample sizes provide a guide for future

simulation that may be carried out on similar series of samples.

The minimal sample size for sample series #2 does not stabilize over the range

of the simulated concentration. Denser composites with highly conductive, bare

fibers will need significantly more computational resources.

5.3.4 Effect of Fiber Conductivity

Our simulation shows that the conductivity greatly affects the results. Simula-

tion of composites with less conductive fibers requires smaller sample, as shown

in Figs. 5-10 and 5-11.

5.3.5 Effect of Fiber Length

The effect of fiber length on the minimal number of fibers needed for simulation

is shown in Fig. 5-12. For the sample with fiber length 3 mm, the resonance

frequency is out of the concerned freqeuncy range. The response is very weak

within the concerned concentration range. One fiber is enough for the simu-

lation. As the length increases from 6 mm to 12 mm, the resonance frequency
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Figure 5-10: Minimum number of fibers with respect to fiber concentration.
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Figure 5-12: Minimum number of fibers with respect to fiber concentration for
different fiber length. (Highly conductive, insulated fibers, a = 0.05 mm)

moves into the concerned frequency range. The response of the samples becomes

stronger. The minimum number of fibers needed for simulation increases. For

the samples with fiber length 9 mm and 12 mm, the resonance frequencies are

within the concerned frequency range. The difference between the two curves is

very small. However, simulation for samples with longer fibers requires slightly

more number of fibers. This is because a longer fiber will increase the interaction

range compared with a shorter fiber.

5.3.6 Discussions

The effects of inclusion’s electrical contact, concentration, conductivity, and wave

frequency on the minimal sample size are studied via numerical simulation. A

larger minimal sample size is required to simulate composites with higher concen-

tration, better electrical contacts and operating near resonance frequency. The
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low conductivity of fibers results in smaller minimal sample size required in the

simulation. As pointed out in the introduction, the truncation error is caused by

the change of environment experienced by the fibers near the sample edge. Part

of the interactions between fibers is cut off. Strong and long range interactions

cause large truncation error. Fibers with high conductivity and working near

resonance frequency carry strong current and therefore cause strong interaction.

High concentration of fibers brings the fibers nearer to each other so that the

interaction is stronger.

It is also observed that the minimal sample side length stabilizes with increas-

ing concentration, except for composites with bare highly conductive fibers. The

stabilized minimal sample side length can be used to determine the number of

fibers needed in future simulations of other concentration values. The reason for

a stabilized minimal sample size can be explained partially by the decreasing of

fiber current magnitude as the fiber concentration increases. This phenomenon

is shown in Fig. 5-13. A simple two-dimensional linear thin dipole periodic array

with periodicity Dx and Dy (see inset of Fig. 5-13) has been simulated. The

fibers are of length 10 mm and radius 0.05 mm. Dy is fixed at 15 mm. The

concentration changes with Dx. The current on all array elements has the same

phase as long as the normal incidence and forward scattering far field are of

interest. The magnitude of the current is shown to decrease with the increas-

ing concentration in the concerned frequency range. The same phenomenon can

also be observed in fiber composites. The decreasing of fiber current can reduce

the interaction strength and range. Therefore, the increasing of minimal sample

side length with increasing concentration can be compensated and stopped by

the decreasing of current magnitude.

Electrical contacts between bare fibers form routes for currents to flow from

one fiber to another. The interaction is direct and strong. Two limiting cases

of electrical contact, i.e. perfect contact and insulation, are simulated. Any

composite slabs with intermediate inclusion contact situations will require an

intermediate minimal sample size.
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Figure 5-13: Electric current magnitude of an array element. (Highly conductive
dipole array, l = 10 mm, a = 0.05 mm, Dy = 15 mm)
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5.4 Sample Preparation and Measurement

5.4.1 Sample Preparation

The concentration, length and conductivity of fibers inclusions within a fiber

composite are the key factors that can be varied in order to engineer the prop-

erties of composites. Electrical contact between fibers is another factor that

modifies the properties of composites. Experimental study on the effect of these

factors becomes necessary. Although several case studies on these factors have

been reported, the published results are either limited or shadowed by uncertain-

ties accompanying the preparation of samples. For example, the experimental

results in [24,26,94] are confined in low concentration range. Some of them can

even be approximated with the dilute limit. Although there are also some ex-

perimental results with high concentration of inclusions, such as those presented

in [53], these measurements are not suitable to validate numerical simulations

because the measured results are complicated by the host material containing a

lot of air bubbles, the non-homogeneous distribution of the fibers, the broken or

crooked fibers and other factors. No experimental results on electrical contact

effect on the properties of composite can be found. Therefore, it is necessary to

fabricate and measure more composites in order to investigate the properties of

composites and validate numerical results.

The samples are made of 2 pieces of Styrofoam boards that hold some ran-

domly distributed fibers in between them. Each Styrofoam board is of thickness

5 mm and area 20 cm×20 cm. The relative permittivity of Styrofoam is about

1.05 and relative permeability is 1. Two kinds of fibers, Cu and C, are used as in-

clusions. The fibers are cut into different lengths. The lengths of the fibers have

approximately Gaussian distribution around their mean value due to cut error.

The fibers are grouped and labeled in Table 5.2 according to their properties.

To make a composite sample using Cu fibers, the amount of fibers is cal-

culated according to the required concentration. The fibers are then randomly

distributed on a piece of paper with a marked area of 20 cm×20 cm. A piece
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Table 5.2: The Properties of Fibers Used in Fabrication of Samples
Label Material Length Diameter Conductivity

Mean (mm) Standard deviation (mm) (mm) 106 (Ω m)−1

Cu-1 Cu 9.98 0.37 0.01 70
Cu-2 Cu 15.20 0.20 0.01 70
Cu-3 Cu 9.70 0.16 0.01 70
C-1 C 5.45 − 0.0035 ∼ 0.04
C-2 C 14.51 − 0.0035 ∼ 0.04

Figure 5-14: The randomly distributed Cu fibers to be sandwiched into Styro-
foam boards. Cu-1 fibers are used here.

of Styrofoam board (SB-a), whose dimension is mentioned above and one side

of it is covered by a thin layer of paper glue, is stuck onto the area with the

randomly distributed fibers. After putting some moderate pressure, the paper

can be removed from the Styrofoam board and the fibers are stuck onto it. A

few dropped fibers can be taken up manually and stuck back to the Styrofoam

board. This method is easy to be implemented and the randomness of the fiber

distribution can be monitored and controlled. A prepared sample is shown in

Fig. 5-14. In order to prevent the fibers from dropping, another piece of Styro-

foam board is used to cover the fibers to form a sandwich sample and the edges

are secured with tapes.
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Samples with C fibers are difficult to prepare due to the tiny thickness of

the fibers. In order to manipulate the C fibers, they are mixed with water

and the mixture is poured onto a 20 cm×20 cm Styrofoam board with elevated

boarders, which is of height 5 mm. The fibers are then manually separated and

distributed randomly. After the water evaporated, another piece of Styrofoam

board is pasted on the sample to prevent the C fibers from dropping or moving.

5.4.2 Measurement and Error Due to Quasi-Randomness

The samples are sent to be measured by the free space method (the details of

the free space method can be found in [24, 95] at normal incidence. Oblique

incidences are not considered in this thesis. The free space measurement set-

up is illustrated as shown in Fig. 1-3. The reflection coefficients can also be

measured by this system. In our study, transmission coefficients are sufficient to

characterize our samples.

The measured complex transmission coefficients include the effect of the ran-

domly distributed fibers as well as the two Styrofoam boards. In this study, the

main interest is the properties of the random fiber layer. Other effects, mainly

caused by the Styrofoam boards, should be minimized. Due to the low permit-

tivity of the Styrofoam boards and the simple structure of the sample, the effect

of Styrofoam boards on the experimental results can be easily calibrated out

without much error and the properties of the composite slab due to the random

fiber inclusions alone can be easily studied.

In the free space measurement used in this study, most of the energy of a

microwave beam is focused on an area of diameter 15 cm, which is confined by

the antennas and the absorbers, while the length of the fibers is in the order of

centimeters for applications in the microwave range. It is not preferred to modify

the measurement setup. Under such circumstances, the randomness of the fiber

distribution causes considerable measurement errors due to the large length of

the fibers used in the sample fabrication and the limited size of the illuminated

zone of the measurement set-up. It is important to know the magnitude of the
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Figure 5-15: Transmission coefficient magnitude of Cu fiber composite. (l =
9.92 mm, φ = 0.1 mm, σl = 0.25 mm, nc = 1.2725 cm−2)

error before interpreting measurement results and making further comparison

with calculations.

Four samples containing Cu-1 fibers with mean length l = 9.98 mm and

standard deviation 0.37 mm are prepared to study the effect of randomness. 509

fibers are randomly distributed in a 20 cm×20 cm region, which corresponds to

a number concentration of 1.2725 cm−2. These fibers have a very thin insula-

tion coating, so there is no electrical contact between them. The transmission

coefficients of the four samples are measured for two orthogonal polarizations.

Eight solid curves corresponding to the measurement results of the magnitudes

and phases of the transmission coefficients are plotted in Figs. 5-15 and 5-16,

respectively. The dotted lines in Figs. 5-15 and 5-16 denote the error caused by

the random distribution of the fibers and estimated by observing the distribu-

tion range of the measured results. It is clearly seen that the error is frequency

dependent. The largest error occurs around the resonance frequency of the fibers

which is about 14 GHz. This phenomenon can be attributed to the strong re-

sponse of the induced currents flowing in the fiber near resonant frequency. It

renders the measurement results more sensitive to the configuration of the fibers.
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The measurement errors shown in Figs. 5-15 and 5-16 are specific to the

samples discussed above. It changes with other factors, such as concentration,

fiber length and conductivity. It decreases as the concentration of the fibers

increases. If the fiber length is chosen such that the resonance is absent in the

concerned frequency range, the error is smaller. When the fibers are of low

conductivity, the response of the induced current to the incident field is not

strong. The error is also smaller. To reduce the measurement error due to the

randomness of fibers, wider beam in the free space measurement setup and larger

samples have to be used. The manufacturing process should also be monitored

to produce random but homogeneous samples.

Results obtained by numerical calculation are presented by the dashed curves

in Figs. 5-15 and 5-16. Good agreement between calculation and measurement

are observed. To simplify the calculation, it is assumed that the whole space is

filled up with Styrofoam. This is valid because the Styrofoam boards used in

the experiments are thick and their relative permittivity is near to that of free

space.

Figure 5-16: Transmission coefficient phase of Cu fiber composite. (l = 9.92 mm,
φ = 0.1 mm, σl = 0.25 mm, nc = 1.2725 cm−2)
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5.5 Numerical Results

The numerical method proposed above is used to study the properties of different

fiber composites. The effects of fiber concentration, electrical contacts between

fibers and various other fiber properties on the effective properties of composite

materials are studied in details. Several samples are prepared in order to validate

the theory.

5.5.1 Effect of Fiber length

The resonance frequency of highly conductive fibers is directly related to the fiber

length. Composites with Cu-1 and Cu-2 fiber inclusions are simulated and the

results are also shown in Fig. 5-17 as dashed lines. Both samples have number

concentration 1.25 cm−2. Good agreements between simulation and experimental

results are obtained for both cases. The resonant frequency of the sample with

Cu-1 fibers is about 14 GHz and that with Cu-2 fibers is about 9.3 GHz. Both of

these resonance frequencies correspond to approximately wavelengths that are

twice the lengths of the fiber inclusions. The phase of transmission coefficients

shows similar agreements and it is not shown here.

Since the length have Gaussian like distribution, it is interesting to study

the effect of standard deviation, σ, of the length distribution on the properties

of composite materials. The frequency dependence of the magnitude of trans-

mission coefficients of Cu fiber composites at different standard length deviation

are plotted in Fig. 5-18. When the standard length deviation is small, σ < 0.1l,

it mainly changes the magnitude of transmission coefficient curves. A smaller

σ results in a sharper resonance peak. When the standard length deviation is

large, σ > 0.1l, it changes not only the shape of the curves, but also the po-

sition of the curves. A larger σ shifts the peak value of the resonance peak to

lower frequency. The widening of resonance peak as σ increases is because the

resonance frequency of a highly conductive thin wire is determined mainly by its

length. A distributed length corresponds to a distributed resonance frequency.
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Figure 5-17: Frequency dependence of the magnitude of transmission coefficient
of Cu fiber composite. (l = 15.2 mm, φ = 0.1 mm, σl = 0.013l, nc = 5.0000 cm−2)

The amount of energy that can be scattered by fibers depends on their lengths

if they are all working at resonance frequency. The longer the fiber is, the more

energy it can scatter. As σ increases, the lengths of fibers are distributed more

uniformly. But, the longer fibers scatter more energy than the short ones, i.e.,

resonance effect of the longer are stronger. As a result, the resonance peak of

Fig. 5-18 is seen shifting to lower frequency as σ increases.

5.5.2 Effect of Electrical Contact

The effect of electrical contact between fibers is shown in Fig. 5-19. The compos-

ites have number concentration 2.545 cm−2. The fiber length is about 10 mm.

Numerical calculation is carried out for the limiting cases of perfect electrical

contact whenever there is a physical contact between fibers and of non-electrical

contact. The calculation result is shown by the curve with cross and circles,

respectively, in Fig. 5-19. The perfect electrical contact has reduced the trans-

mission coefficients in the range 2− 10 GHz. The transmission coefficient in the

range 10 − 18 GHz is increased because the originally stand along fibers that
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Figure 5-18: Frequency dependence of the magnitude of transmission coefficient
of Cu fiber composites at with different length standard deviation. (l = 9.98 mm,
φ = 0.1 mm, nc = 1.25 cm−2)

contribute to the low transmission coefficient in this frequency range is short-

circuited out and replaced by larger clusters.

Cu-3 fibers with and without insulation coating are used to fabricate these

samples. Three samples are measured in two orthogonal polarizations and the

averaged results with respect to the two polarizations are presented. The solid

line in Fig. 5-19 represents the transmission coefficient of the first sample pre-

pared with coated Cu fibers. The fibers are electrically insulated from each other

by the thin layer of coating. The results agree well with the calculated results for

non-electrical contact case. The dashed line in Fig. 5-19 represents the results

for another sample prepared with bare Cu fibers. These fibers can have electri-

cal contacts but with varying contact resistance. Comparing with the solid line,

which represents the isolated fibers case, the results do not differ much from each

other. It means that the electrical contact in the sample with bare fibers is not

contributing much to modify the properties of the composite material. In order

to obtain a significant effect, a third sample is fabricated in the same way as

the second one but with pressures applied on the surface of the sample in order
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Figure 5-19: Transmission coefficient magnitude of Cu fiber composite. (l =
9.7 mm, φ = 0.1 mm, σl = 0.017l, nc = 2.5450 cm−2)

to decrease the contact resistance. The measurement result for this sample is

represented by the dotted curve in Fig. 5-19. A significant change in the shape of

the curve can be observed. The transmission coefficient in the frequency range

5− 11 GHz drops substantially as compared to the solid or dashed curves. This

phenomenon can be attributed exclusively to electrical contacts. When two or

more fibers have good electrical contacts, the path for electric current to flow is

effectively longer than any single fiber. As a result, the resonance frequency of

the composite is spread to lower frequency values. The transmission coefficient

at lower frequency is therefore decreased. Fibers with electrical contact form

clusters that are larger than a singe fiber and have lower resonance frequency.

For a fixed fiber dimension and concentration, the size of the clusters depends on

how good the electrical contact is. The better the electrical contact, the larger

the cluster is. The limit of the cluster size is determined by the fiber dimension

and concentration.
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Figure 5-20: Transmission coefficient magnitude of Cu fiber composite. (l =
9.924 mm, φ = 0.1 mm, σl = 0.025l, nc = 5.0000 cm−2)

5.5.3 Effect of Concentration

Cu fiber composites with two concentration values have been simulated in the

previous examples as shown in Figs. 5-15, 5-16 and 5-19. Good agreements

have been obtained. Now, composites with even higher concentration (number

concentration 5.0 cm−2) of Cu-1 fibers are simulated. The corresponding sample

is also fabricated and measured. The results are plotted in Fig. 5-20. The

simulation shows stronger resonance than experiment. The agreement in this

case is not as good as those presented above. At such a high concentration,

many fibers are very close to each other. The method of moment with thin wire

approximation yields larger error as the concentration goes even higher. The

details of the near interaction between wires cannot be captured precisely using

thin wire approximation. Removal of thin wire approximation from the method

of moment may solve the problem but it is not practical because the computation

will be too heavy to be carried out. Other methods are needed to simulate high

concentration fiber composites.
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More numerical simulations are carried out to study the effect of concentra-

tion on the effective properties of composite materials. The results are shown

in Figs. 5-21 and 5-22. Cu fiber composites are simulated. The Cu fibers are of

identical length, l = 10 mm, and diameter, φ = 0.1 mm. It is assumed that there

are no electrical contacts between fibers. With increasing concentration, the res-

onance dip shown in Fig. 5-21 becomes wider and deeper and the vacillation in

the corresponding phase value becomes stronger. The shapes of the transmis-

sion curves at different concentration cuts look the same. However, it should

be noted that the change of transmission coefficients with respect to concentra-

tion at fixed frequency is nonlinear especially near the resonance frequency as

shown by Fig. 5-23. This is cause by the interactions among fibers. At very low

concentration where the interactions can be neglected, simulation can be carried

out by simulating only one fiber. The relation between transmission coefficient

and concentration is linear. As the concentration increases, single fiber approx-

imation no longer holds. More fibers have to be used to simulate the effect of

interactions between them. The complicated interactions between fibers cause

the nonlinear dependence of transmission coefficients on fiber concentration.

5.5.4 Effect of Conductivity

Composites with low conductivity fibers are important due to the loss mecha-

nisms they introduce. Commonly used less conductive fibers are C fibers. Two

groups of C fiber composites with different length, 5 mm and 15 mm, are simu-

lated and the results are presented in Figs. 5-24 and 5-25. Each group consists of

3 samples with different number concentration: 15 cm−2, 22 cm−2 and 30 cm−2.

No significant resonance can be observed due to the low conductivity of C fibers.

The transmission coefficient curves are more spread out evenly in the frequency

range 2− 18 GHz as compared to those obtained for Cu fiber composites.

C fiber composites are also fabricated and measured in order to compare with

simulation results. C-1 fibers are used for the first group and C-2 the second.

Reasonable agreements have been obtained for both groups. Since the C fibers
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Figure 5-21: The effect of concentration and frequency on the effective trans-
mission coefficient magnitude of composites with Cu fibers. (l = 10 mm,
φ = 0.1 mm)

Figure 5-22: The effect of concentration and frequency on the effective transmis-
sion coefficient phase of composites with Cu fibers. (l = 10 mm, φ = 0.1 mm)
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Figure 5-23: Relation between the transmission coefficient magnitude and the
number concentration of Cu fiber composites at 14 GHz. (l = 10 mm, φ =
0.1 mm)

have no insulation coating, electrical contacts may have some effect on the shape

of the transmission coefficient curves. However, numerical simulation results,

which are not presented here, for C fiber composites with and without perfect

electrical contact show little difference. It suggests that the electrical contacts

do not affect composite materials with less conductive fibers so significantly as

it does to those with highly conductive fibers.

5.5.5 Considering Stratified Medium

Composite with stratified medium is simulated here. The structure is shown in

the inset of Fig. 5-26. It consists of a perfect electrical conducting (PEC) ground,

a dielectric layer with thickness d = 6 mm, relative permittivity 1.05, and a lossy

fiber array layer. The array parameters are Dx = 15 mm and Dy = 10 mm. The

length of the fibers is l = 14 mm. In computation, we assume the conductivity is

σ = 6×10−3 (Ω m)−1. The results are given by the dotted lines in Figs. 5-26 and

5-27. This structure can be easily simulated with the vector spectral-domain

method (VSM) [96] which is a well developed and tested method to simulate
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Figure 5-24: Transmission coefficient magnitude of C fiber composite. (l =
5.45 mm, φ = 0.007 mm, σ = 0.04× 106 (Ω m)−1)

Figure 5-25: Transmission coefficient magnitude of C fiber composite. (l =
14.51 mm, φ = 0.007 mm, σ = 0.04× 106 (Ω m)−1)
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Figure 5-26: Transmission coefficient magnitude of lossy fiber array. (Dx =
15 mm, Dy = 10 mm, l = 14 mm, φ = 0.1 mm)

frequency selective surfaces. The simulated results are shown by the solid lines

in Figs. 5-26 and 5-27. The two results agree with each other with little error.

VSM simulates infinite array, while our method simulate finite array on infinite

structure. The error between the two methods should vanish as the number of

array elements in our finite array increases.

5.6 Conclusions

MoM and Monte Carlo simulation with configurational averaging technique and

stationary phase integral method is proposed to calculate the transmission and

reflection coefficients of fiber composite material slabs. Results for composite

materials with low concentration of small spherical inclusions agree well with

those obtained by the Maxwell-Garnett theory. The numerical method is further

validated with the measured results for fiber composites with different concen-

tration, electrical contact and fiber inclusion properties. The properties of some

types of fiber composite slabs are studied numerically and experimentally.

The minimal sample size is very important for efficient numerical computa-
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Figure 5-27: Transmission coefficient phase of lossy fiber array. (Dx = 15 mm,
Dy = 10 mm, l = 14 mm, φ = 0.1 mm)

tion. It is related to but not limited by inclusion’s conductivity, concentration,

electrical contact, and wave frequency. High conductivity and concentration,

good electrical contact and near resonance frequency increase the minimal sam-

ple. On the other hand, the minimal sample size for simulating composites with

less conductive fibers can stay constant for a large concentration range.

The experimental and numerical results may be used to validate other nu-

merical or theoretical methods or as a guidance for composite materials design.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Efficient methods for simulating the electromagnetic properties of artificial com-

posite materials are developed and validated. The efficiency of solving the equa-

tions obtained by TCQ method and the accuracy of the solution are improved

by applying a global optimizer, DES. A new numerical method that combines

MoM, Monte Carlo and configurational averaging technique is proposed to simu-

late fiber composites. With these methods, composites with spherical, spheroidal

and fiber inclusions are simulated and the following results are obtained.

1. For composites with spherical and spheroidal inclusions, the imaginary part

of the effective propagation constant, which characterizes the attenuation

of the composite, increases and then decreases as the volume concentration

increases. The existence of attenuation peak is numerically confirmed. The

attenuation is stronger as the inclusion particles become larger.

2. Different anisotropy is observed for the first time for composite materials

with aligned spheroidal inclusion with inclusions of different sizes. Com-

posite materials with smaller aligned spheroidal inclusion particles behave

like uniaxial material, while those with larger aligned spheroidal inclusion

particles have two separate propagation modes even if the wave propagates
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along the particle symmetry axis. In addition, both modes are propaga-

tion direction dependent and the dependence relations look similar. This

agrees well with the propagation characteristics of plane waves in a general

nonmagnetic anisotropic material. The anisotropic properties disappear if

the spheroidal inclusions are randomly oriented.

3. It is also observed that the anisotropy becomes stronger as the aspect ratio

increases. No other causes of the anisotropy are observed in the simulation.

It implies that the shape anisotropy is the main reason for the anisotropy

of the composite material.

4. In a fiber composite, electrical contacts between highly conductive fibers

modify the shape of the effective transmission coefficient curves by widen-

ing the resonance peak and shifting it to lower frequency. The electrical

contact has little effect on composites with less conductive fiber inclusions,

such as C fibers.

5. The conductivity of fibers can affect the properties of composites signif-

icantly. While composites with highly conductive fiber inclusions show

strong resonance peaks, composites with less conductive fiber inclusions

show no resonance. The transmission coefficients are more uniform in the

concerned frequency range.

6. Samples with simple configuration and well controlled fiber distribution are

fabricated and measured. These samples are free from many uncertainties,

such as complicated host materials, the non-homogeneous distribution of

the fibers and the broken or crooked fibers. The measured results are used

to validate our numerical results and they can also be used to validate

numerical results obtained by other methods.

The simple inclusion shapes, namely, spheres, spheroids and fibers, are good

model for many practical arbitrarily shaped inclusions. The method proposed in

this thesis can be used more widely to simulate other composites with inclusions
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of similar shapes. Hopefully, the numerical simulation can help to expedite the

design process of new composite materials.

6.2 Future Work

The current methods are still in their primitive stage. There are still much work

need to be carried out in order to extend the applicability of these methods.

1. A proper pair correlation functions is essential to the TCQ method. When

TCQmethod is applied to simulate other inclusion shapes, the correspond-

ing pair correlation function has to be found. It is so hard to find a proper

pair correlation function for a given system that the pair correlation func-

tion itself is a hot and involved subject that is under study by many dedi-

cated researchers.

2. It is more practically useful to simulate composites with multiple inclusions

using the TCQ method. These inclusions may differ in orientation, size,

shape or intrinsic properties. It is straight forward to extend the presented

TCQ method for composite materials with single inclusion to address com-

posite materials with multiple inclusions. In this case, the eigen equation

obtained becomes

Y = T ·V′ ·Y.

where

T =






T1 0 0 0

0
. . . 0 0

0 0 Ti 0

0 0 0
. . .





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and

V′ =






V′11 · · · V′1i · · ·
...

. . .
...

V′i1 V′ii

... · · · . . .






.

Each inclusion is represented by its T-matrix, Ti. The internal multiple

scattering within the ith inclusion is represented by the matrix V′ii, while

the mutual coupling between the ith inclusion and the jth inclusion is

given by V′ij (i �= j).

However, implementing it is never easy. Many challenges show up. For

example, the matrices V′ii and V′ij (i �= j) involve pair correlation func-

tions for the same and different inclusions, which are not readily available

and hard to be figured out. Further more, the order of matrix T · V′ is

proportional to the number of inclusions. As the number of inclusions in-

crease, finding the eigen values of matrix T ·V′ becomes more and more

computationally prohibitive.

3. The thin wire approximation used in the MoM simulation of thin fibers

has limited the precision of the method, but simply remove the thin wire

approximation will make the computation too complicated to be carried

out. Therefore, better approximation or alternative methods other than

MoM have to be found.
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Appendix A

Scalar and Vector Spherical

Wave Functions

A.1 Definition

The vector spherical wave functions Mmn (r) and Nmn (r) are the divergentless

solutions of the vector Helmholtz equation in spherical coordinates [49,80],

∇2E (r) + k2E (r) = 0, (A.1)

where k is the propagation constant,

Mmn (r) = ∇× [rψmn (r)] , (A.2)

Nmn (r) =
1

k
∇×Mmn (r) . (A.3)

where

ψmn (r) = zn (kr)Pm
n (cos θ) eimφ (A.4)

is the solution to the scalar wave equation. The explicit expressions of the vector

spherical wave functions are [52,80]
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Mmn (r) =
im

sin θ
zn (kr)Pm

n (cos θ) eimφθ̂ − zn (kr)
dPm

n (cos θ)

dθ
eimφφ̂, (A.5)

Nmn (r) = n(n+ 1)
zn (kr)

kr
Pm
n (cos θ) eimφr̂

+
1

kr

d [(kr) zn (kr)]

d (kr)

dPm
n (cos θ)

dθ
eimφθ̂

+
im

sin θ

1

kr

d [(kr) zn (kr)]

d (kr)
Pm
n (cos θ) eimφφ̂

, (A.6)

where
(
r̂, θ̂, φ̂

)
is the set of spherical unit vectors.

In the above formulation, the spherical radial function zn (·) can be any of
the spherical Bessel functions jn (x), the spherical Neumann functions yn (x),

and the spherical Hankel functions of the first and second kind, h
(1,2)
n (x). How-

ever, from now on, we will specify the spherical radial function as h
(1)
n (x) unless

stated otherwise. The scalar and vector spherical wave functions are specified

accordingly as the outgoing scalar and vector spherical wave functions.

By means of vector identities, Eq. (A.2) can be put in the alternative form,

Mmn (r) = ∇ψmn (r)× r, (A.7)

It can be shown that

Mmn (r) =
1

k
∇×Nmn (r) , (A.8)

M−m,n (r) = ( −1)m
(n−m)!

(n+m)!
M̃mn (r) , (A.9)

N−m,n (r) = ( −1)m
(n−m)!

(n+m)!
Ñmn (r) , (A.10)

where the overhead tilde symbol ∼ implies complex conjugate on the angular

functions only.
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Some authors prefer to decompose the scalar and vector spherical wave func-

tions into even and odd components,

ψmn (r) = ψemn (r) + iψomn (r)

Mmn (r) =Memn (r) + iMomn (r) (A.11)

Nmn (r) = Nemn (r) + iNomn (r) , (A.12)

where [82,97]

ψ e
o
mn (r) =

cos (mφ)

sin (mφ)
Pm
n (cos θ) zn (kr) (A.13)

M e
o
mn (r) = ∓ m

sin θ
zn (kr)Pm

n (cos θ)
sin (mφ)

cos (mφ)
θ̂−zn (kr)

dPm
n (cos θ)

dθ

cos (mφ)

sin (mφ)
φ̂,

(A.14)

N e
o
mn (r) = n(n+ 1)

zn (kr)

kr
Pm
n (cos θ)

cos (mφ)

sin (mφ)
r̂

+ 1
kr

d [(kr) zn (kr)]

d (kr)

dPm
n (cos θ)

dθ

cos (mφ)

sin (mφ)
θ̂

∓ m

sin θ

1

kr

d [(kr) zn (kr)]

d (kr)
Pm
n (cos θ)

sin (mφ)

cos (mφ)
φ̂

, (A.15)

The even and odd components of the vector spherical wave functions also obey

the relations

M e
o
mn (r) = ∇×

[
rψ e

o
mn (r)

]
(A.16)
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N e
o
mn (r) =

1

k
∇×M e

o
mn (r) (A.17)

It can be shown that

M̃mn (r) = Memn (r)− iMomn (r) , (A.18)

Ñmn (r) = Nemn (r)− iNomn (r) . (A.19)

Using the orthogonality relations of even and odd components of vector spherical

wave functions [91,97,98], various vector and dyadic functions can be expanded

into vector spherical wave functions.

A.2 Eigenfunction Expansion of the Free Space

Dyadic Green’s Function

The free space dyadic Green’s functions is [97—99]

¯̄G (r, r′) =

[
¯̄I+

∇∇
k2

]
G (r, r′) , (A.20)

where

G(r, r′) =
exp(ik |r− r′|)

4π |r− r′| . (A.21)

According to [97,100], we have

¯̄G(r, r′) =
ik

π

∞∑

n=1

n∑

m=0

Dmn

[
M e

o
mn (r>)RgM e

o
mn (r<) +N e

o
mn (r>)RgN e

o
mn (r<)

]

=
ik

π

∞∑

n=1

n∑

m=0

Dmn

[
RgM e

o
mn (r<)M e

o
mn (r>) +RgN e

o
mn (r<)N e

o
mn (r>)

] ,

(A.22)

where r> and r< are, respectively, the greater and less of r and r
′, Dmn is the
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normalization constant,

Dmn = (2− δm0)
(2n+ 1)

4n (n+ 1)

(n−m)!

(n+m)!
= (2− δm0)σmn, (A.23)

the symbol Rg refers to the regular part and n starts with unity, since n = 0

and m = 0 corresponds to a null set, i.e.,

M e
o
00 (r) = N e

o
00 (r) = 0. (A.24)

Using Eqs. (A.11), (A.12), (A.18) and (A.19), Eq. (A.22) can be written as

¯̄G(r, r′) =
ik

π

∞∑

n=1

n∑

m=0

Dmn

2

[
Mmn (r>)RgM̃mn (r<) + M̃mn (r>)RgMmn (r<)

]

+
ik

π

∞∑

n=1

n∑

m=0

Dmn

2

[
Nmn (r>)RgÑmn (r<) + Ñmn (r>)RgNmn (r<)

] .

(A.25)

Using Eqs. (A.9) and (A.10) in Eq. (A.25), it gives

¯̄G(r, r′) =
ik

π

∞∑

n=1

D0nM0n (r>)RgM̃0n (r<) +
ik

π

∞∑

n=1

n∑

m=1

Dmn

2
Mmn (r>)RgM̃mn (r<)

+
ik

π

∞∑

n=1

−n∑

m=−1

D−m,n
2

(n−m)!

(n+m)!

(n−m)!

(n+m)!
Mmn (r>)RgM̃mn (r<)

+
ik

π

∞∑

n=1

D0nN0n (r>)RgÑ0n (r<) +
ik

π

∞∑

n=1

n∑

m=1

Dmn

2
Nmn (r>)RgÑmn (r<)

+
ik

π

∞∑

n=1

−n∑

m=−1

D−m,n
2

(n−m)!

(n+m)!

(n−m)!

(n+m)!
Nmn (r>)RgÑmn (r<)

.

(A.26)

Since

D−m,n
(n−m)!

(n+m)!

(n−m)!

(n+m)!
= (2− δm0)

(2n+ 1)

4n (n+ 1)

(n−m)!

(n+m)!
= Dmn. (A.27)

Therefore,
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¯̄G(r, r′) =
ik

π

∞∑

n=1

n∑

m=−n

Dmn

2− δm0

[
Mmn (r>)RgM̃mn (r<) +Nmn (r>)RgÑmn (r<)

]

=
ik

π

∞∑

n=1

n∑

m=−n
σmn

[
RgM̃mn (r<)Mmn (r>) +RgÑmn (r<)Nmn (r>)

] ,

(A.28)

where σmn =
Dmn

2− δm0
.

A.3 Eigenfunction Expansion of Plane Waves

Barber and Hill [101] have given the eigenfunction expansion of plane waves into

even and odd components of the vector spherical wave functions:

ê0e
ik·r =

∞∑

n=1

n∑

m=0

Dmn [aemnRgMemn(r) + aomnRgMomn(r)]

+
∞∑

n=1

n∑

m=0

Dmn [bemnRgNemn(r) + bomnRgNomn(r)]
, (A.29)

where ê0 is the unit polarization vector and k (θinc, φinc) is the propagation vec-

tor, a e
o
mn and b e

o
mn, are the incident field expansion coefficients,

aemn = 4inê0 ·
[
−θ̂ sin (mφ)m

Pm
n (cos θ)

sin θ
− φ̂ cos (mφ)

dPm
n (cos θ)

dθ

]

θ=θinc,φ=φinc
,

(A.30)

aomn = 4inê0 ·
[
θ̂ cos (mφ)m

Pm
n (cos θ)

sin θ
− φ̂ sin (mφ)

dPm
n (cos θ)

dθ

]

θ=θinc,φ=φinc
,

(A.31)

bemn = −4in+1ê0·
[
θ̂ cos (mφ)

dPm
n (cos θ)

dθ
− φ̂ sin (mφ)m

Pm
n (cos θ)

sin θ

]

θ=θinc,φ=φinc
,

(A.32)
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bomn = −4in+1ê0·
[
θ̂ sin (mφ)

dPm
n (cos θ)

dθ
+ φ̂ cos (mφ)m

Pm
n (cos θ)

sin θ

]

θ=θinc,φ=φinc
.

(A.33)

For the convenience of our future applications, it is more desirable to expand

the plane waves in vector spherical wave functions as

ê0e
ik·r =

∞∑

n=1

n∑

m=−n
amnRgMmn(r) + bmnRgNmn(r). (A.34)

Using Eqs. (A.9)-(A.12), (A.18) and (A.19), it can be shown that

amn = σmn [aemn − iaomn]

= σmn4inê0 ·
[
θ̂
−imPm

n (cos θ)

sin θ
− φ̂dP

m
n (cos θ)

dθ

]
e−imφ

∣∣
θ=θinc,φ=φinc

,

(A.35)

bmn = σmn [bemn − ibomn]

= σmn4in+1ê0 ·
[
−θ̂ dP

m
n (cos θ)

dθ
+ φ̂

imPm
n (cos θ)

sin θ

]
e−imφ

∣∣
θ=θinc,φ=φinc

.

(A.36)
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Appendix B

Translational Addition Theorems

B.1 Scalar Spherical Wave Functions Transla-

tional Addition Theorems

Friedman and Russek [102] gave the first derivation of the scalar spherical wave

functions translational addition theorems. In 1961, Stein [103] corrected the mis-

takes in [102] and made further extension to the scalar spherical wave functions

translational addition theorems. Here, we follow the same process in [103] to

derive the scalar spherical wave functions translational addition theorems.

The configuration of the coordinate translation is depicted in Fig. B-1.

r = r′ + r0, (B.1)

where r (r, θ, φ) is the field point in the original spherical coordinates with ori-

gin at O, r′ (r′, θ′, φ′) is the field point in the translated spherical coordinates

with origin at O′, r0 (r0, θ0, φ0) is the translation vector in the original spherical

coordinates,

r0 = r0 (sin θ0 cosφ0x̂+ sin θ0 sinφ0ŷ + cos θ0ẑ) , (B.2)
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Figure B-1: Coordinate Translation

(x̂, ŷ, ẑ) is the set of unit vectors in the corresponding Cartesian coordinates

(since there is no coordinate rotation, the set of Cartesian unit vectors applies

to both the original and the translated spherical coordinates).

Spherical wave functions under coordinate translation can be obtained con-

ceptually in three steps. Firstly, expand the spherical wave into plane waves.

Then perform coordinate translation on plane waves. Finally, expand plane

waves into spherical waves expressed in the translated coordinates. Therefore,

we need the expression for expanding spherical waves into plane waves and that

for expanding plane waves into spherical waves.

Consider a point P whose position vector with respect to the origin O is

r (r, θ, φ). A plane wave coming in along the direction k (α, β) can be expressed

in terms of spherical waves with center at O as follows,
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eikr cos γ =
∞∑

n=0

n∑

m=−n
in(2n+ 1)

(n−m)!

(n+m)!
jn (kr)Pm

n (cosα)Pm
n (cos θ) e±im(β−φ).

(B.3)

The plane wave expansion of standing spherical wave function is an integral

representation of standing spherical wave function given by

jn (kr)Pm
n (cos θ) eimφ =

i(−n)

4π

2π∫

0

π∫

0

eikr cos γPm
n (cosα) eimβ sinαdαdβ, (B.4)

Similarly, the plane wave expansion of outgoing spherical wave function is given

by

h(1)n (kr)Pm
n (cos θ) eimφ =

i(−n)

2π

2π∫

0

π/2−i∞∫

0

eikr cos γPm
n (cosα) eimβ sinαdαdβ,

(B.5)

The translation of a plane wave with wave vector k (α, β) is simply the change

in the expression of its phase term

k · r = kr cos γ = k · (r′ + r0)
= kr′ [cosα cos θ′ + sinα sin θ′ cos (β − φ′)]

+kr0 [cosα cos θ0 + sinα sin θ0 cos (β − φ0)]
= kr′ cos γ′ + kr0 cos γ0

, (B.6)

where γ′ is the angle between the propagation vector k (α, β) and the position

vector r′ (r′, θ′, φ′), while γ0 is the angle between the propagation vector k (α, β)

and the translation vector r0 (r0, θ0, φ0).

B.1.1 Translational Addition Theorems for Standing Spher-

ical Wave Functions

Substituting Eq. (B.6) into Eq. (B.4), we have
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jn (kr)Pm
n (cos θ) eimφ =

i(−n)

4π

2π∫

0

π∫

0

eikr
′ cos γ′eikr0 cos γ0Pm

n (cosα) eimβ sinαdαdβ.

(B.7)

For the term ee
ikr′ cos γ′

, we use the expansion corresponding to Eq. (B.3)

eikr
′ cos γ′ =

∞∑

ν=0

ν∑

µ=−ν
iν(2ν + 1)

(ν − µ)!

(ν + µ)!
jν (kr′)P µ

ν (cosα)P µ
ν (cos θ′) e−iµ(φ

′−β).

(B.8)

Substitute Eq. (B.8) into Eq. (B.7) and exchange the order of summation and

integration, we have

jn (kr)Pm
n (cos θ) eimφ =

i(−n)

4π

∞∑

ν=0

ν∑

µ=−ν
iν(2ν + 1)

(ν − µ)!

(ν + µ)!
jν (kr′)P µ

ν (cos θ′) e−iµφ
′

·
2π∫

0

π∫

0

eikr0 cos γ0Pm
n (cosα)P µ

ν (cosα) ei(m+µ)β sinαdαdβ

.

(B.9)

Using the addition theorem for associated Legendre functions, we have

jn (kr)Pm
n (cos θ) eimφ =

i(−n)

4π

∞∑

ν=0

ν∑

µ=−ν

∑

p

iν(2ν + 1)
(ν − µ)!

(ν + µ)!
a (m,n |µ, ν |p) Im,µp

×jν (kr′)P µ
ν (cos θ′) e−iµφ

′

,

(B.10)

where

Im,µp =

2π∫

0

π∫

0

eikr0 cos γ0Pm+µ
p (cosα) ei(m+µ)β sinαdαdβ (B.11)

= 4πipjp (kr0)P
m+µ
p (cos θ0) e

i(m+µ)φ0,

Substitute Eq. (B.11) into Eq. (B.10), we have the formula for the expansion of
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a standing spherical wave jn (kr)Pm
n (cos θ) eimφ, with respect to the original O,

in terms of the standing spherical waves jν (kr′)P µ
ν (cos θ′) eiµφ

′

, with respect to

the translated O′,

jn (kr)Pm
n (cos θ) eimφ =

∞∑

ν=0

ν∑

µ=−ν

∑

p

iν+p−n(2ν + 1)
(ν − µ)!

(ν + µ)!
a (m,n |µ, ν |p)

×jp (kr0)P
m+µ
p (cos θ0) e

i(m+µ)φ0jν (kr′) P̄ µ
ν (cos θ′) e−iµφ

′

=
∞∑

ν=0

ν∑

µ=−ν

∑

p

iν+p−n(2ν + 1)
(ν + µ)!

(ν − µ)!
a (m,n | −µ, ν |p)

×jp (kr0) P̄
m−µ
p (cos θ0) e

i(m−µ)φ0jν (kr′)P−µν (cos θ′) eiµφ
′

.

(B.12)

Using the properties of associated Legendre function, we get

jn (kr)Pm
n (cos θ) eimφ =

∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×jp (kr0)P
m−µ
p (cos θ0) e

i(m−µ)φ0jν (kr′)P µ
ν (cos θ′) eiµφ

′

.

(B.13)

Similarly, we have

jn (kr)Pm
n (cos θ) eimφ =

∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×jν (kr0)P
µ
ν (cos θ0) e

iµφ0jp (kr′)Pm−µ
p (cos θ′) ei(m−µ)φ

′

.

(B.14)

B.1.2 Translational Addition Theorems for Other Spher-

ical Wave Functions

The translational addition theorems for outgoing spherical wave functions can

be obtained in a similar manner:
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h
(1)
n (kr)Pm

n (cos θ) eimφ =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×h(1)p (kr0)P
m−µ
p (cos θ0) e

i(m−µ)φ0jν (kr′)P µ
ν (cos θ′) eiµφ

′

,

(B.15)

for r′ < r0, and

h
(1)
n (kr)Pm

n (cos θ) eimφ =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×jν (kr0)P
µ
ν (cos θ0) e

iµφ0h
(1)
p (kr′)Pm−µ

p (cos θ′) ei(m−µ)φ
′

,

(B.16)

For r′ > r0.

The translational addition theorems for incoming spherical wave functions

can be obtained using the relationship between spherical Bessel functions, and

spherical Hankel functions of the first and second kind,

h(1)n (kr) + h(2)n (kr) = 2jn (kr) .

The results are

h
(2)
n (kr)Pm

n (cos θ) eimφ =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×h(2)p (kr0)P
m−µ
p (cos θ0) e

i(m−µ)φ0jν (kr′)P µ
ν (cos θ′) eiµφ

′

,

(B.17)

for r′ < r0, and

h
(2)
n (kr)Pm

n (cos θ) eimφ =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×h(2)p (kr′)Pm−µ
p (cos θ′) ei(m−µ)φ

′

jν (kr0)P
µ
ν (cos θ0) e

iµφ0

,

(B.18)

for r′ > r0.

Considering Eqs. (B.13)-(B.18), we have the general translational addition
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theorems for scalar spherical wave functions

ψmn (r, θ, φ) =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×ψm−µ,p (r>, θ>, φ>)Rgψµν (r<, θ<, φ<)

, (B.19)

where






r> = r0 r< = r′

θ> = θ0 θ< = θ′

φ> = φ0 φ< = φ′





when r′ ≤ r0, (B.20)

and






r> = r′ r< = r0

θ> = θ′ θ< = θ0

φ> = φ′ φ< = φ0





when r′ ≥ r0. (B.21)

B.1.3 Extended Scalar Spherical Wave Functions Trans-

lational Addition Theorems

For convenience of the derivation of the vector spherical wave functions transla-

tional addition theorems, it is desirable to have the scalar spherical wave func-

tions translational addition theorems in the form

ψmn (r, θ, φ) =






∞∑

ν=0

ν∑

µ=−ν
a (m,n |µ, ν )Rgψµν (r′, θ′, φ′) r′ ≤ r0

∞∑

ν=0

ν∑

µ=−ν
Rga (m,n |µ, ν )ψµν (r′, θ′, φ′) r′ > r0

, (B.22)

where
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a (m,n |µ, ν ) = ( −1)µ iν−n(2ν + 1)
∑

p

ipa (m,n | −µ, ν |p)ψm−µ,p (r0, θ0, φ0),

(B.23)

regardless the values of r′ and r0.

For the case r′ ≤ r0, we have exactly such a form

ψmn (r, θ, φ) =
∞∑

ν=0

ν∑

µ=−ν
a< (m,n |µ, ν )Rgψµν (r′, θ′, φ′) r′ ≤ r0, (B.24)

where

a< (m,n |µ, ν ) = ( −1)µ iν−n(2ν + 1)
∑

p

ipa (m,n | −µ, ν |p)ψm−µ,p (r0, θ0, φ0),

(B.25)

However, for r′ ≥ r0, the scalar spherical wave functions translational addition
theorems are

ψmn (r, θ, φ) =
∞∑

ν=0

ν∑

µ=−ν

∑

p

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×Rgψµν (r0, θ0, φ0)ψm−µ,p (r′, θ′, φ′)

. (B.26)

The r′ variations in Eq. (B.26) go into the term ψm−µ,p (r′, θ′, φ′), and in order

to obtain a form like Eq. (B.24), it is necessary to interchange the orders of

summation. That such an interchanged form must be available is obvious, since

the result is then exactly the one expected from the usual technique of expanding

an arbitrary function of (r, θ, φ) in terms of a new coordinate origin and new

coordinate set.

We accomplish the interchange by noting that in Eq. (B.26), p eventually

takes on all values between 0 and ∞. Further more, the formal extension of the
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inner sum to 0 < p < ∞ can be made since the a (m,n |µ, ν |p) will vanish for

all the added terms. We can also extend the sum on µ to (−∞,∞) since P µ
ν

vanishes for all the added terms.

Interchange the p- and ν-summations in Eq. (B.26), we have

ψmn (r, θ, φ) =
∞∑

p=0

∞∑

µ=−∞

∞∑

ν=0

( −1)µ iν+p−n(2ν + 1)a (m,n | −µ, ν |p)

×Rgψµν (r0, θ0, φ0)ψm−µ,p (r′, θ′, φ′)

. (B.27)

Substitute a new index t = m− µ, we have

ψmn (r, θ, φ) = i−n
∞∑

p=0

∞∑

t=−∞

∞∑

ν=0

( −1)m−t iν+p(2ν + 1)a (m,n |t−m, ν |p)

×Rgψm−t,ν (r0, θ0, φ0)ψtp (r′, θ′, φ′)

.

(B.28)

Interchange the p- and ν notations in Eq. (B.28), we have

ψmn (r, θ, φ) = i−n
∞∑

ν=0

∞∑

t=−∞

∞∑

p=0

( −1)m−t iν+p(2p+ 1)a (m,n |t−m, p |ν )

×Rgψm−t,p (r0, θ0, φ0)ψtν (r′, θ′, φ′)

.

(B.29)

Write µ for t in Eq. (B.29),

ψmn (r, θ, φ) = i−n
∞∑

ν=0

∞∑

µ=−∞

∞∑

p=0

( −1)m−µ iν+p(2p+ 1)a (m,n |µ−m, p |ν )

×ψµν (r′, θ′, φ′)Rgψm−µ,p (r0, θ0, φ0)

.

(B.30)

Note that P µ
ν = 0 whenever |µ| > ν, we can rewrite the above as
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ψmn (r, θ, φ) = i−n
∞∑

ν=0

ν∑

µ=−ν

∞∑

p=0

( −1)m−µ iν+p(2p+ 1)a (m,n |µ−m, p |ν )

×Rgψm−µ,p (r0, θ0, φ0)ψµν (r′, θ′, φ′)

.

(B.31)

It is readily confirmed that the coefficient in this last equation also vanishes

unless at least, n+ ν ≥ p ≥ |n− ν|, so that it is even more in a form similar to
Eq. (B.24),

ψmn (r, θ, φ) =
∞∑

ν=0

ν∑

µ=−ν
α> (m,n |µ, ν )ψµν (r′, θ′, φ′) r′ ≥ r0, (B.32)

where

α> (m,n |µ, ν ) (B.33)

= ( −1)m−µ i−n+ν
∑

p

ip(2p+ 1)a (m,n |µ−m, p |ν )Rgψm−µ,p (r0, θ0, φ0).

Although this result in Eq. (B.33) appears to be different from the form in

Eq. (B.25), one expects on the basis of continuity of the two expansions across

the surface r′ = r0 that they should be equivalent. It has been proven true.

B.2 Vector Spherical Wave Functions Transla-

tional Addition Theorems

In 1961, Stein [103] gave the vector spherical wave functions translational addi-

tion theorems with very brief intermediate derivation for the first time. Later,

Cruzan [80] followed the idea of Stein to present a more detailed derivation of

the vector spherical wave functions translational addition theorems.

In [80], to derive the vector spherical wave functions translational addition
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theorems, the translation vector is first written in the form of Cartesian co-

ordinate components. It is then substituted into the original definition of the

vector spherical wave functions to expand the original vector spherical wave

functions into four terms, of which one involves the translated position vector,

and the other three involve the three unity Cartesian vectors. Applying the

extended scalar spherical wave functions translational addition theorems to the

above expansion leads to the expansion of the original spherical wave functions

into vector products of the gradients of the scalar spherical wave functions in the

translated coordinates, with both the translated position vector and unity Carte-

sian vectors. The term involving the translated position vector is easily written

in the form of vector spherical wave functions in the translated coordinate. The

other three terms involving the three unity Cartesian vectors are also written as

the expansion by vector spherical wave functions in the translated coordinates.

Cartesian-spherical unity vector transformation, vector operations and a lot of

recursive relations of spherical radial functions and associated Legendre func-

tions are used to obtain the expansion coefficients. The expansion coefficients

related to N vector spherical wave functions in the translated coordinates for

each term are obtained first by using the property that the M vector spherical

wave functions do not have radial component. The expansion coefficients re-

lated toM vector spherical wave functions in the translated coordinate are then

derived.

The vector spherical wave functions translational addition theorems given

by Cruzan are commonly referenced by this community soon after they were

published. However, Cruzan’s vector spherical wave functions translational ad-

dition theorems is incorrect. Later, Tsang, Kong, Shin, and Chew [55, 98, 104]

pointed out that there is a sign error in Cruzan’s expression for b (n, ν, p). The

sign correction was accepted and the corrected vector spherical wave functions

translational addition theorems are commonly referenced by this community.

Here, we follow the idea in [80] to re-derive the vector spherical wave functions

translational addition theorems. Comparing our derivations and the results by
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Cruzan, mistakes in the previous formulations have been observed.

B.2.1 Vector Spherical Wave Functions under Coordi-

nate Translation

The coordinate translation is identical to that shown in Fig. B-1. Substitute

Eqs. (B.1) and (B.2) into Eq. (A.7), we have

Mmn (r) = r0 [sin θ0 cosφ0∇ψmn (r)× x̂+ sin θ0 sinφ0∇ψmn (r)× ŷ
+ cos θ0∇ψmn (r)× ẑ] +∇ψmn (r)× r′

. (B.34)

Since the gradient of a scalar quantity is invariant to a transformation of the

coordinate system, then we may regard ∇ψmn (r) as being expressed in terms of

the translated (primed) coordinate. Consequently, for the case r′ < r0, making

use of the scalar spherical wave functions translational addition theorems in

Eq. (B.24), we have

∇ψmn (r) =
∞∑

ν=1

ν∑

µ=−ν
a (m,n |µ, ν )Rg∇′ψ′µν (r′). (B.35)

ν here starts with unity because ∇ψ00 (r) = 0. Therefore,

∇ψmn (r)× r′ =
∞∑

ν=1

ν∑

µ=−ν
a (m,n |µ, ν )RgM′

µν (r′). (B.36)

One would expect that the other terms on the right hand side of Eq. (B.34) can

also be written in a form similar to Eq. (B.36), namely,

∇ψmn (r)× x̂ =
∞∑

ν=1

ν∑

µ=−ν
axµν (r0)RgM

′
µν (r′) + bxµν (r0)RgN

′
µν (r′), (B.37)
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∇ψmn (r)× ŷ =
∞∑

ν=1

ν∑

µ=−ν
ayµν (r0)RgM

′
µν (r′) + byµν (r0)RgN

′
µν (r′), (B.38)

∇ψmn (r)× ẑ =
∞∑

ν=1

ν∑

µ=−ν
azµν (r0)RgM

′
µν (r′) + bzµν (r0)RgN

′
µν (r′). (B.39)

The tough and tedious part of the derivation is to obtain the expansion co-

efficients in Eqs. (B.37)-(B.39), where the properties of Bessel and Legendre

functions are frequently used to rewrite and reduce the expressions. Without

going into the details, the expanssion coefficients in Eqs. (B.37)-(B.39) are given

here:

axµν =
−k

2 (ν + 1)

{
ν + 1

ν (2ν − 1)
[a (m,n |µ− 1,ν − 1)

− (ν − µ) (ν − µ− 1) a (m,n |µ+ 1,ν − 1)]

+
1

2ν + 3
[(ν + µ+ 2) (ν + µ+ 1) a (m,n |µ+ 1,ν + 1)

−a (m,n |µ− 1,ν + 1)]}
(B.40)

bxµν (r0) =
ik

2ν (ν + 1)
[(ν − µ) (ν + µ+ 1) a (m,n, µ+ 1, ν) + a (m,n, µ− 1, ν)] ,

(B.41)

ayµν (r0) =
ik

2 (ν + 1)

{
ν + 1

ν (2ν − 1)
[a (m,n |µ− 1,ν − 1)

+ (ν − µ) (ν − µ− 1) a (m,n |µ+ 1,ν − 1)]

− 1

2ν + 3
[(ν + µ+ 2) (ν + µ+ 1) a (m,n |µ+ 1,ν + 1)

+a (m,n |µ− 1,ν + 1)]}
(B.42)

byµν (r0) =
−k

2ν (ν + 1)
[(ν − µ) (ν + µ+ 1) a (m,n |µ+ 1,ν )− a (m,n |µ− 1,ν )] ,

(B.43)
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azµν (r0) =
k

ν (ν + 1)

[
(ν + 1) (ν − µ)

2ν − 1
a (m,n |µ,ν − 1) +

ν (ν + µ+ 1)

2ν + 3
a (m,n |µ,ν + 1)

]
,

(B.44)

bzµν (r0) =
ikµ

ν (ν + 1)
a (m,n |µ,ν ) . (B.45)

In addition, we have

M′
00 (r′) = 0, (B.46)

N′
00 (r′) = 0. (B.47)

It should be highlighted that the expansion coefficient bxµν given in [80] is correct,

while the expansion coefficient axµν given in [80] is incorrect. The expansion

coefficient axµν (r0) given in [80] is

a′µν =
ν

2ν (ν + 1)

{
ν + 1

2ν − 1
[A (µ− 1,ν − 1)− (ν − µ) (ν − µ− 1)A (µ+ 1,ν − 1)]

+
ν

2ν + 3
[(ν + µ+ 2) (ν + µ+ 1)A (µ+ 1,ν + 1)−A (µ− 1,ν + 1)]

} .

(B.48)

B.2.2 Vector Spherical Wave Functions Translational Ad-

dition Theorems

Substitute Eqs. (B.36)-(B.39) into Eq. (B.34), we have

Mmn (r) =
∞∑

ν=1

ν∑

µ=−ν
Amn
µν (r0)RgM

′
µν (r′) +Bmn

µν (r0)RgN
′
µν (r′), (B.49)

where

Amn
µν (r0) = Aµν (r0) + a (m,n |µ, ν ) , (B.50)
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Bmn
µν (r0) = Bµν (r0) , (B.51)

Aµν (r0) = r0 sin θ0 cosφ0a
x
µν (r0) + r0 sin θ0 sinφ0a

y
µν (r0) + r0 cos θ0a

z
µν (r0) ,

(B.52)

Bµν = r0 sin θ0 cosφ0b
x
µν (r0) + r0 sin θ0 sinφ0b

y
µν (r0) + r0 cos θ0b

z
µν (r0) , (B.53)

Using Eq. (A.3), we have

Nmn (r) =
∞∑

ν=1

ν∑

µ=−ν
Amn
µν (r0)RgN

′
µν (r′) +Bmn

µν (r0)RgM
′
µν (r′). (B.54)

The vector spherical wave functions translational addition theorem for r′ > r0

can be written as

Mmn (r) =
∞∑

ν=1

ν∑

µ=−ν
RgAmn

µν (r0)M
′
µν (r′) +RgBmn

µν (r0)N
′
µν (r′), (B.55)

Nmn (r) =
∞∑

ν=1

ν∑

µ=−ν
RgAmn

µν (r0)N
′
µν (r′) +RgBmn

µν (r0)M
′
µν (r′). (B.56)

The original scalar spherical wave functions translational addition theorems,

the extended scalar spherical wave functions translational addition theorems, and

the vector spherical wave functions translational addition theorems have been

numerically validated. It is observed that the extended scalar wave functions

translational addition theorems are numerically unstable.

The vector spherical wave functions translational addition theorems have
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been applied to solve the electromagnetic scattering of multiple scatterers using

the T-matrix method. Numerical results show good agreement with the results

obtained using the method of moment. It therefore further confirms the cor-

rection to vector spherical wave functions translational addition theorems, and

demonstrates the potential applications of the vector spherical wave functions

translational addition theorems in solving multiple scattering problems rigor-

ously.
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Appendix C

Rotational Addition Theorems

C.1 The Euler Angles

The general displacement of a rigid body due to a rotation about a fixed point

may be obtained by performing three rotations about two of three mutually

perpendicular axes fixed in the body. Several conventions exist to define these

three angles. Here we follow that used by Edmonds [89]. Any rotation about a

given axis in the direction following the right-handed rule is defined as positive

rotation. The three Euler angles (α, β, γ) are defined as follows:

1. The first rotation is by an angle α about the z-axis as shown in Fig. C-1.

x-and y-axis are moved to ξ-and η-axis.

2. The second rotation is by an angle β about the y-axis as shown in Fig. C-2.

For this time, ξ-and z-axis are moved to ξ′-and z′-axis.

3. The third rotation is by an angle γ about the z-axis, again, as shown in

Fig. C-3. ξ′-and η-axis are moved to x′-and y′-axis.

As a result, the (x, y, z) axis are rotated to (x′, y′, z′) axis.
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Figure C-1: Euler angle α.
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Figure C-2: Euler angle β.
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Figure C-3: Euler angle γ.

C.2 Spherical Harmonics Rotational Addition

Theorems

The coordinates rotation defined by Euler angles (α, β, γ), the addition theorems

for spherical harmonics is [89,103,105]

Ym′n (θ′, φ′) =
n∑

m=−n
D
(n)
mm′ (αβγ) Ymn (θ, φ), (C.1)

where [49,89,105]

Ymn (θ, φ) =

√
2n+ 1

4π

(n−m)!

(n+m)!
Pm
n (cos θ) ejmφ. (C.2)

D
(n)
mm′ (αβγ)is the Wigner D-functions [8,89,103,105] given by

D
(n)
mm′ (αβγ) = ejmαd

(n)
mm′ (β) ejm

′γ, (C.3)
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where

d
(n)
m′m (β) =

√
(n+m′)!

(n+m)!

(n−m′)!

(n−m)!

∑

σ



 n+m

n−m′ − σ







 n−m
σ





× (−1)n−m
′−σ
(

cos
β

2

)2σ+m′+m(
sin
β

2

)2n−2σ−m′−m
. (C.4)

It can be alternatively written as [89,103]

d
(n)
m′m (β) =

√
(n+m′)!

(n+m)!

(n−m′)!

(n−m)!

(
cos

β

2

)m′+m(
sin
β

2

)m′−m

×P (m′−m,m′−m)
n−m′ (cosβ)

, (C.5)

where P
(α,β)
n is the Jacobi polynomial which can be expressed in terms of asso-

ciated Legendre polynomials [103],

From Eq. (C.1), we have

Ymn (θ, φ) =
n∑

m′=−n
D
(n)
m′m ( −γ − β − α) Ym′n (θ′, φ′). (C.6)

From Eq. (C.3), we have

D
(n)
m′m (−γ − β − α) = e−jm

′γd
(n)
m′m (−β) e−jmα. (C.7)

It is shown in [89] that

d
(n)
m′m ( −β) = d

(n)
mm′ (β) . (C.8)

Therefore,

D
(n)
m′m (−γ − β − α) = e−jm

′γd
(n)
m′m (−β) e−jmα = e−jm

′γd
(n)
mm′ (β) e−jmα

=
[
ejmαd

(n)
mm′ (β) ejm

′γ
]∗

=
[
D
(n)
mm′ (αβγ)

]∗ . (C.9)

Accordingly,
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Ymn (θ, φ) =
n∑

m′=−n

[
D
(n)
mm′ (αβγ)

]∗
Ym′n (θ′, φ′). (C.10)

C.3 Scalar and Vector Spherical Wave Func-

tions Rotational Addition Theorems

The modified scalar spherical wave function is

ψ̄mn (r) = zn (kr) Ymn (θ, φ) (C.11)

=

√
2n+ 1

4π

(n−m)!

(n+m)!
ψmn (r) (C.12)

= λmnψmn (r) , (C.13)

where ψmn (r) is the scalar spherical wave function. From Eqs. (C.2), (C.10) and

(C.11), we have

ψ̄mn (r) =
n∑

m′=−n

[
D
(n)
mm′ (αβγ)

]∗
ψ̄m′n (r′), (C.14)

where the superscript asterisk means complex conjugate.

The vector spherical wave functions and the modified vector spherical wave

functions are defined as

Mmn (r) = ∇× [rψmn (r)] , (C.15)

Nmn (r) =
1

k
∇×Mmn (r) , (C.16)

M̄mn (r) = ∇×
[
rψ̄mn (r)

]
= λmnMmn (r) , (C.17)
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N̄mn (r) =
1

k
∇× M̄mn (r) = λmnNmn (r) . (C.18)

Accordingly,

M̄mn (r) =
n∑

m′=−n

[
D
(n)
mm′ (αβγ)

]∗
M̄m′n (r′), (C.19)

N̄mn (r) =
n∑

m′=−n

[
D
(n)
mm′ (αβγ)

]∗
N̄m′n (r′). (C.20)
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