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Chapter 1
Introdution
1.1 Introdution and bakground to e-ChronilesA hronile is an extended aount, in prose or verse, of historial events,sometimes inluding legendary material, presented in a hronologial orderand without authorial interpretation or omment. Due to advanes in sen-sor proessing and storage tehnologies, there has been a transition fromhuman-reported alphanumeri reords to eletroni reords. e-Chronilesare the hroniles whih are mediated either in the form of videos or photosand sometimes even douments produed by the authors or others. Theterm \e-Chroniles" refers to the olletion of all signi�ant media eventsdigitally reorded in various phases during the lifetime of organizations orindividuals or groups. e-Chroniles an be broadly ategorized into personale-Chroniles whih are the mediated olletions of personal lives and organi-zational e-Chroniles whih are the mediated arhival reords of institutionsand orporations. Due to people's interest in remembering or gaining fromthe past experienes and memories, personal e-Chroniles play a signi�antrole in our life as well as in many aspets of soiety. Personal e-Chroniles,10



also known as family e-Chroniles are the media olletions onerning fam-ily members apturing their life and events suh as wedding, birthday, on-voation et. The reasons behind the sustained dynami growth of familymedia olletions inlude-1. Availability of tehnology that is needed for apturing and storing theexperienes,2. A�ordable ost of heaper digital ameras,3. Minimal photographi or videographi skills needed by users.In general, as stated by Kim et al. an e-Chronile system inludes followingaspets [32℄1. Reording data using multiple sensors,2. Supporting rih tags for aess and presentation of appropriate infor-mation,3. Providing aess to data at multiple levels of granularity and abstra-tion.In e-Chroniles, reording data using multiple sensors is an ongoing pro-ess in most families. Indeed, researhers also have shown keen interest inreording an individual's whole life and then mining the important events[12, 14, 13℄. Thus the family e-Chronile needs to inlude support for rihtags for aess, ategorization of media olletions into meaningful group-ings and providing aess to these groupings via web at multiple levels ofgranularity and abstrations using appropriate mehanisms. The tehnialissues in family e-Chroniles inlude -11



1. Media apture and storage: With digital ameras, one an apturemedia of good quality (e.g. 10 megapixels resolution) whih are sub-sequently stored in its onboard memory or memory ard reader andthen downloaded to a digital media album that possibly resides on apersonal omputer. One transferred to a omputer, the images maybe viewed, proessed, or exported to multiple image �le formats. Inolden days, using analog ameras, photos were aptured with �lm rollsand then proessed in a bath. The advantages of media aptured withdigital ameras over analog ameras inlude better resolution and easyrepliation of media. With the media aptured by analog amera, thefollowing diÆulties are inurred.� it does not support easy making of multiple opies of media� it does not have the ability to provide instant feedbak of apturequality2. Media annotation and representation: The stored digital images needto be annotated whih is the extension of interpretation. Annotationis a desriptive form of metadata that assists users in the reuse andomposition of media. It helps to identify strutured information of theresoure and makes data more manageable to identify and explore theavailable resoures. Metadata makes media arhives more aessibleand failitates exible searhing.3. Media querying: Posing the searh onstraints that ould help in eÆ-ient searhing is a diÆult problem for large olletions.4. Media retrieval: Media retrieval is the proess that enables users toaess media resoures. Content-based retrieval is an entire area of12



study devoted to this problem. How to engineer a system whih allowsmultiple users to aess from the same olletion is hallenging in termsof eÆieny.5. Media presentation: Customizing the presentation through intuitiveinterfaes thereby failitating aess of appropriate information to alltypes of users. The key idea is to minimize information overload andpresent only relevant information.6. Media sharing: Sharing of media to multiple users aross di�erentloations via email, ftp et is onsidered a neessary feature nowadays.7. Media seurity: Providing media at di�erent aess levels for di�erentpeople at multiple levels of granularities is neessary. This is beausedi�erent people have di�erent trust levels established with the ownerof the ehroniles.As Gray [15℄ has eluidated, we are on the verge of realizing Bush, Bab-bage and Turing visions to develop a system that automatially organizesindexes, digests, evaluates and summarizes information. It has been arguedthat organization is a basi human need - \Even if improved searh meanswe an always �nd the information we need, we may ontinue to organize itfor other reasons inluding to support serendipitous browsing and providethe satisfation of putting our things in order" [63℄.Indeed, when there is large pile of photos, people prefer to see images thatseem interesting to them than to tediously searh and retrieve images basedon ontent based retrieval. For example, when people remember olletions,they look into entire temporal luster of images, say a marriage event at sometime period, and at a step one level further, they prefer to see \interesting"13



images in that folder. However, the term interesting mentioned above variesfrom person to person due to their individual interests, ontext, experienesand preferenes.1.2 InterestingnessInterestingness is the power of attrating or holding one's attention. Basedon one's intention, one will pay attention. Intention is an objetive or goala person is willing to aomplish. Usually, attention is driven by intentionwhih in turn is driven by interestingness. Assuming that intention is relatedto interestingness, we de�ne interestingness as an entity that arises from1. interpretation and experiene,2. surprise,3. beauty,4. aesthetis and5. desirability.The items 2,3,4 and 5 are based on how one interprets and his/her au-mulation of experiene as embodied in the human ognition system. It anbe notied that not all types of attention are assoiated with interestingness(refer �gure 1.1).As stated in [28℄, attention an be ategorized into following six types:� Sensorial Attention: It refers to the attention towards objets thatmakes reasonable sense to a person.� Intelletual Attention: The attention towards represented objets thatis known to a person is alled as Intelletual attention.14
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Figure 1.2: Relationship between Interestingness and Attentionbetween desirability, aesthetis, beauty and ative attention sine attentionis paid voluntarily. Similarly, sine surprise has the ability to make us at-tend immediately, it is related to immediate attention. Also, sine sensorialand intelletual attention arise from one's interpretation and thinking thatdepends on one's bakground and experiene, interpretation and experieneis related to sensorial and intelletual attention.Sine interesting objets are often attended by human beings [28℄, nowwe would provide a brief introdution to the phenomenon of attention insetion 1.2.1.1.2.1 AttentionAttention is the ognitive proess in whih a person onentrates on somefeatures of the environment to the relative exlusion of the others. It an alsobe explained as the neurobiologial oneption (i.e onentration of mentalpowers) upon an objet by lose or areful observing or listening [39, 40℄.Aording to [28℄, \it is viewed as the taking possession by the mind in learand vivid form, of one out of what seem several simultaneously possible ob-16



Figure 1.3: Human Brain (Soure: Edgington et al. [9℄)jets or trains of thought...It implies withdrawal from some things in orderto deal e�etively with others". The small part of inoming visual informa-tion reahes short term memory and visual awareness providing the abilityto investigate losely [30℄. It has survival value to keep an eye on everything that is happening even if auray is lost. This trade-o� is a partof the phenomenon of attention [61℄. Attention in images is based on thefat that real images often ontain vast areas of insigni�ant data from theperspetive of ognition. Hene, if we an attend to the relevant parts, theimage an be interpreted more quikly using less resoures. The proess bywhih people attend objets based on their own interest is alled attention.In general, what objet is attended to and where the attention is likely tobe is ontrolled by the ventral and dorsal pathway respetively [23℄. Thedorsal and ventral pathway of the human brain depiting its role in attentionproessing is shown in �gure 1.3. 17



Essentially, to �nd what objet is attended to and where the atten-tion likely to be, �ltering and prioritizing the information is vital. This isanalagous to the nature to our human fovea, whih ats orresponding to apartiular stimulus [23℄. The stimulus mentioned above refers to the ationthat aelerates a physiologial or psyhologial ativity or response.In general, the two most ommonly used omputational models of atten-tion are: -� Bottom-up attention: It is based on the ombinations of low levelfeatures whih inlude both oriented as well as non-oriented featuressuh as olour, ontrast and orientation.� Top-down attention: It involves task dependent proessing whihgenerally requires some prior knowledge about the sene. In e�et,the user attention is guided by what he sees. These two models areexplained with spei� examples in setion 2.1.1 and setion 2.1.2 re-spetively.Though interpretation varies from person to person (as disussed earlier), areasonable generi interpretation an be arrived at by studying how imagesare pereived or interpreted in human brain. It an be used to alulatethe salieny regions from whih most attended regions an be found out.Attended regions are the regions (parts) of an image whih attrat humanattention. The attended region needs to be determined on the basis ofeither surprise/interestingness fator or the task at hand (refer setion 2.2).If we know the attended region before hand, then we an adopt a top-downapproah.It is also a hallenging problem to build visually appealing interfaes18



whih not only enable browsing and searhing, but also give better informa-tion for the purpose of visualization, authoring, story telling and annotation[7℄ based on user attention/interestingness.1.3 MotivationAs olletions of images are growing even larger, tools are needed to eÆ-iently manage, organize, and navigate through them. Reently, there hasbeen some pioneering researh in showing \interesting" images. For example,Yahoo's Flikr [74℄ addresses this problem based on soial network analysis.They make use of available web-based information as follows:1. the number of times image has been viewed for the last 7 days and2. the number of times it has been marked as favourite et.The main motivation behind our researh is to �nd \interesting" imagesbased on the image ontent rather than just soial network analysis. Therelated CBIR (Content Based Information Retrieval) on one hand, in the topdown perspetive are based on low level features. In other words, their fousis eÆiently utilizing the low-level visual ontent information. On the otherhand, in the bottom up perspetive, visual attention of images is omputedby a salieny based approah. The salieny based approah is based on thefat that human brain seletively attends to the information available tohuman eyes due to its limited apaity to proess all the data pereived upby 125 million photoreeptors in eah eye. This is also evident from oktaile�et. The oktail e�et is the proess by whih human brain seletivelyattends to a person's talk in a rowd of onversations.Also, neurosientists and psyhologists have determined that attentionis driven by intention. This is based on the fat that interestingness varies19



from person to person in terms of age, gender, ultural bakground, ontext,interpretation and experiene. Hene it would be better to �nd the user'sneed by diretly asking the user itself i.e top-down approah. Sine there isa gap between low level visual feature information and high level semantiinformation, it is still hallenging to build a system whih attempts to ap-ture user interest that is dynamially evolving over time. This reveals thatwhen only the bottom-up approah is used, the real intent of user interestmight be lost sine only relative salieny is onsidered (refer to setion 2.1).When only top-down approah is onsidered, information from the humanognition system might be lost. These issues establish the need for a frame-work whih potentially utilizes both bottom-up and top-down methodology.This work is targeted towards �nding interesting images based on user inter-est and attention models. Thus, there is a strong ase for building a systemthat:1. needs to be exible enough to adaptively learn the environment withrespet to the ontext2. utilizes attention information in order to apture user's interest.An important aspet in visual attention is the omputation of attended re-gions in an image [23℄. As said earlier, attended regions are the regions(parts) of an image whih attrat human attention. To de�ne what are allthe attended regions utilising both bottom up and top down approah is aresearh issue nowadays. For example, onsider the problem of displayingthe most attended regions in a partiular mobile devie display [6℄. Here,the key issue is showing the most attended regions in a higher resolution onthe provided display area. As said earlier, the real intent of user interestshould not be lost. The past experiene inlude the images that are viewed20



by user. Thus, the motivation is to show images that seem interesting touser based on both bottom up approah (visual ognition system) and topdown approah (goal-oriented) while onsidering past experienes as well.Also, the result of this set varies dynamially along with time and user'sinterest.1.4 Problem Statement and SopeWe assume that a user has an e-Chronile system whih has a olletion ofphotos. Our problem is to �nd \interesting" photos in the system usingthe visual attention model suh that user interest (top-down) and visualattention models (bottom-up) are onsidered. The user interest an beknown by asking the user himself/herself what seems interesting to user viaa relevane feedbak mehanism. The visual attention models are hosenbased on the objetive funtion whih in our ase is �nding salieny/attendedregions aording to a spei� goal. The goal is to �nd images that seeminteresting to user. Though attention models are appliable to multimediatypes as video, image and audio, our sope is limited to visual image atten-tion models in this researh work. Our problem is to form a framework toidentify the ommon attention samples that evolve dynamially based onuser interest.The issues are:1. how to de�ne interestingness for images2. how to get the ommon attentive features of attended regions3. how to apture interestingness that hanges dynamially4. how to ombine the top down and bottom up approahes21



We provide a novel framework that integrates both top down and bot-tom up approah while onsidering interestingness via relevane feed-bak. The key funtionality of the system is its ability to adapt by learningfrom the past experiene while preserving user interestingness dependingon the ontext of how user selet images in the environment. The key is-sue is hoosing the attention models suh that interestingness attributes aresatis�ed. In a summary, this is done by:1. Feature extration from eah of the seleted images by attention model,2. The term weights are revised aordingly based on the relevane feed-bak provided by the user and then displayed images.1.5 Overview of thesisThis thesis is organized as follows:In hapter 1, we provided a brief introdution to ehroniles and interest-ingness of images with respet to attention. We also provided a broaderview of attention and its ategories in setion 1.2. We also explained themotivation behind this researh work in setion 1.3. The problem statementand sope of this researh work has been stated in setion 1.4.In hapter 2, we provide the literature survey made on four key areas re-lated to our work suh as visual attention models, interestingness, relevanefeedbak and non idential dupliate detetion. We provide disussion atthe end of survey on eah of the aformentioned key areas. Finally, we givea general disussion of the inferenes made through this study. The stateof the art made on attention under three sub ategories suh as bottom-upmodel, top-down model and hybrid model is presented in setion 2.1. Thevarious appliations of attention models have been summarized in setion22



2.1.4 followed by a disussion. The survey made on interestingness is pre-sented in setion 2.2. We give a brief introdution to Itti-Koh salienymethod and Bayesian theory in setion 2.6 and setion 2.7. We present thestate of the art made on relevane feedbak models in setion 2.3.In hapter 3, we explain the framework - attention based interestingness.The overview of our framework is summarized in setion 3.1. We explainsalieny extration proess, non idential dupliate detetion and relevanefeedbak in setion 3.2, setion 3.3 and setion 3.4 respetively.The experimental details and evaluation results (subjetive study and anal-ysis) are disussed in hapter 4. In setion 4.1, we outline the softwarestruture and implementation platform followed by a brief desription aboutsystem interfae in setion 4.2. The illustration of alulated salieny atten-tion values is given in setion 4.3. In setion 4.4, we report the performanespeed of various methods involved in the system. In setion 4.5, we presentthe user study results as a system evaluation proess. In setion 4.6, weexplain how SIFT aids in deteting non idential dupliates with sampleimage pairs. The future work and onlusions are given in hapter 5. Insetion 5.1, we give a summary of the work. Reommendations for futurework are suggested in setion 5.2.
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Chapter 2
Related Works
This thesis desribes the use of RFB (Relevane FeedBak) based visualattention model to show the user-spei� interesting photos in a multimediaehronile. The key areas, that were reviewed before the start of this workinlude:1. Visual Attention models- To get a omprehensive knowledge aboutthe existing visual attention models.2. Interestingness- After getting adequate knowledge from the existingvisual attention models, we studied interestingness whih is primarilybased on Bayesian Surprise theory [21℄.3. Relevane Feedbak- We studied relevane feedbak from the per-spetive of information retrieval whih is an eÆient ontrol meha-nism to eliit users interest in order to ustomize the set of \interest-ing" photos.4. Non Idential Dupliate Detetion- We intend to inrease thesurprisingness by removing non idential dupliates while retainingthe intention of user. 24



2.1 Visual Attention modelsAttention is typially based on two major fats:� Human beings do not pereive all things as equally important,� Some objets have \pop - out" e�et from the environment.The exat loation of the attentional bottlenek is an issue due to limitedapaity information proessing apability of human brain [55℄.Navalpakkam et al. have stated that the number of objets attended ina human brain varies as follows [46℄:� only one spatio-temporal struture an be represented at a time (a-ording to oherene theory),� three or four objets in visual short term memory,� many number of attended objets in visual short term and long termmemory if attended objets are previously attended before.Generally, the interesting part in an image is referred to as ROI (Region ofInterest). It an be determined either by using its low level feature informa-tion or salieny information aording to human ognition system. Salienyare of following two types [38℄:1. self salieny : It refers to what determines how onspiuous a regionon its own with respet to olor, saturation, brightness and size,2. relative salieny : It refers to how distintive the region appearswhen there are regions of ompeting distintiveness in the neighbour-25
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category Figure 2.1: Attention Guidane Attributes (Soure: Wolfe et al. [70℄)hood. In other words, how salient a region is relative to its surround-ing.The information obtained from low level features of an image and og-nition based salieny map represents self salieny and relative salieny re-spetively.Wolfe et al. [70℄ have summarized the attributes that ould guide atten-tion as shown in �gure 2.1.Now, we present existing attention models under three main ategoriesnamely, a) bottom-up , b) top-down and ) hybrid (bottom-up + top-down)& undertake a detailed disussion about the most ommonly used modelknown as the Itti-Koh attention model.2.1.1 Bottom-Up modelThe salieny map is onstruted through a bottom-up approah whihis based on the ombinations of the low level features (whih inlude bothoriented as well as non-oriented) suh as olour, ontrast and orientation of26



the image itself. It an then be used in many appliations suh as detetingsurprising events/irregularities in video [2, 21℄. The term \salieny" refersto the proess of laying emphasis on the areas of images that attrat highvisual attention. Salieny map exhibits the following properties:1. It topographially enodes for onspiuity (or \salieny") at every lo-ation in the visual input.2. It predits subjetive human performane on a number of psyhophys-ial tasks.It is also found by Berg et al. that humans and monkeys follow sametype of bottom-up attentional mehanism [1℄. We note that the omputationmodels suh as [2, 40, 68℄ are based on this purely bottom-up approahmethodology. While the salieny map of Ma et al. is based on the ontrastalone, all the other models rely on multiple features suh as Contrast, Colourand Orientation et [41℄.By ombining multiple image features into a single topographial salienymap, the attended loations are found. The authors de�ne attention atthree levels namely, attended view, attended areas and attended points.The attended area is ompared and orrelated with the early seletion of thehuman pereption. The loation of the attended area is found using fuzzygrowing algorithm based on the assumption that the attention is usuallydireted towards the enter of the image. The stati salieny attentionmodel proposed by Ma et al. is based on the number of attended regionsand their position, size and brightness in salieny map [40℄. The brightnessinformation of the luminane omponent has signi�ant impat on the imagethan that of the other two olor omponents sine eye has fairly little olorsensitivity. This is one of the reasons it is pereived as attention model.27



More details about the model an be found in setion 3.2.1.The authors further proposed an attention model whih is based on theintuition that humans tend to pay more attention to the region near to theenter of frame. A normalized Gaussian template is used to assign a weightto the position of the salieny regions. Ma et al. [39℄ have also proposed amore generi user attention model whih overs stati, motion, fae, ameraand linguisti attention models. Their approah is based on how viewers at-tentions are attrated by motion, objet, audio and language while viewinga video program. Sine they onsider multifarious streams, a linear ombi-nation has been adopted as the fusion sheme.However, in this researh work, we limit our sope to visual attention modelsonly. Chen et al. have adopted a similiar visual attention model for adapt-ing images on small displays [6℄. The MPEG7 attention model has beenproposed by Wolf et al. that an be used for ranking images [69℄. One thesalient region is found, global interest value an be alulated that an beused to organize image olletions and to prioritize data for further proess-ing. The existing bottom-up based attention models are generi sine theyrely on the salieny map without a spei�ed goal. The disadvantages ofthe bottom-up models inlude the following:1. They use the method �rst and then exploit the solution. This meansthat the approah may not be well suited for spei� goal orientedtasks.2. Impliitly or expliitly, these models tend to adopt the low level hu-man attention phenomenon without taking the semanti aspetsinto aount.
28



2.1.2 Top-Down ModelTop-down attention, also alled task dependent proessing model generallyrequires some prior knowledge about the sene, for example, deteting andlassifying the animals in the underwater video [9℄. We note that only [18℄has adopted this approah purely. In fat, there are researh works whihfall under both top-down as well as bottom-up ategories suh as [9, 11, 10,20, 29, 45℄. However, we will briey look into the work of Navalpakkam etal [45℄ in the perspetive of top-down approah as an example.Navalpakkam et al. have aimed for a goal oriented attention guidane model[45℄. Their approah is based on the task dependene graph suh as largeand small objets in whih one of the aims is to prune the searh area.For example, if a person is searhing for a pen then it seems intuitivelyreasonable to look for a ategory of small objets rather than large objets.In fat, Navalpakkam et al. state that there is lot of evidene that ourhuman brain may adopt a need-based approah. A need-based approah isone where only desired objets are quikly deteted in the sene, identi�edand represented [46℄. Given that user needs to �nd the interesting imagesand the need based approah is adopted by human brain, we note that top-down approah also plays vital role along with bottom-up approah.The shared attention model whih is alled so beause of group has beenproposed by Matthew et al. for gaze imitation [18℄. The gaze imitation isfor example, infants as young as one year of age an follow the gaze of anadult to determine the objet the adult is fousing on. Their methodologyonsists of �nding the gaze vetors with bottom-up salieny maps of visualsenes to produe estimates (maximum a posteriori) of objets being lookedat by an observed instrutor. This is used for meeting indexing only andtypially appliable where a group of people gazing at a partiular objet.29



Table 2.1: A omparative table depiting the state of the artReferene Attention Stream Methodology AppliationMa et al. [40℄ Vs,Md,A,C,L BU Video summarizationEdgington et al. [9, 11, 10, 65℄ Vs,Md BU ,TD Detetion, lassi�ationin underwater videoWang et al. [68℄ Vs,Md BU SurveilleneHo�man et al. [18℄ Vs TD Shared ImitationBoiman et al. [2℄ Vs,Md BU Irregularity in images, videoNavalpakkam et al. [45℄ Vs BU ,TD Goal oriented modelHu et al. [20℄ Vs BU ,TD Image TransmissionKankanhalli et al. [29℄ Vs,Md BU ,TD Sampling multimedia streamsNote: In the table 2.1, V,M,A,C,L represent the Visual, Motion, Audio, Camera and Linguisti attention modelrespetively. BU , TD represent Bottom-Up and Top-Down methodology. The suÆx s and d denote nature ofthe attention stream whether it is stati or dynami.2.1.3 Hybrid: Bottom-Up + Top-Down ModelHu et al. have stated that the visual attention is not only a�eted by lowlevel features but also guided by high level information. Hene, it is likely toonsider both the bottom-up as well as top-down methodology while form-ing the attention [20℄.Visual experiene depends on onvolution of bottom-up saliene and top-down modulation spei�ed by behavioral goals. The existing attention basedon both top-down and bottom-up attention models inlude [9, 11, 10, 20, 29,45℄. Kankanhalli et al. have developed the experiential sampling tehnique,whih is a goal oriented dynami attention model for multimedia streams.This framework has been earlier applied to the problems of traÆ monitor-ing, fae detetion and monologue detetion [29, 30℄.This has signi�ant advantages due to:1. its ability to use the prior experienes2. its dynami nature.
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Table 2.2: A omparative table depiting the state of the art - interestingnessReferene Stream Methodology AppliationButter�eld et al. [3, 73℄ visual Soial network analysis Flikr InterestingnessWolf et al. [69℄ visual BU Ranking of imagesDubinko et al. [8℄ visual TD Interesting tagsChen et al. [6℄ visual BU Display Image in mobile devies2.1.4 Appliations of Attention modelsIt is found from the existing literature that visual attention models havebeen deployed for a variety of appliations suh as:1. Video summarization: Finding the signi�ant video frames using anattention model and summarizing aordingly [39℄,2. Detet Surprise events/irregularities in video: Finding the surpriseevents [2, 24℄,3. Real time surveillane video display with saliene: Using salieny mapfor surveillene [68℄,4. Image transmission: Sending the oarse version of the image �rst [20℄,5. Meeting Indexing : Estimating head pose gazing [18℄ and6. Deteting Visual Events in Underwater Video: Finding visual eventsusing an bottom-up attention model [9, 11, 10℄.Disussion: As it an be seen, in all of the above mentioned/ited appli-ations, the bottom-up attention model has been used. This is also evidentfrom the table 2.1. In table 2.1, we provided a omparative table depit-ing state of the art whih summarizes the researh work, type of attentionstream, the adopted methodology and its appliation.A signi�ant amount of work [2, 9, 11, 10, 20, 45, 67℄ have been done on31



omputational models based on bottom-up methodology, in partiular Itti-Koh salieny method. The brief details about Itti-Koh salieny methodhas been explained in setion 2.6. We did a survey and found that atten-tion is the better aid to semanti image understanding that an be used inadaptive ontent delivery and region based image retrieval. Navalpakkamet al. suggested the task dependeny graph methodology for goal orientedtask whih requires high level semanti understanding [45℄. Edgington andWalther et al. proposed a neuromorphi salieny based model whih is basedon both bottom-up and top-down [65℄. However, their goal is just detetingthe moving objets in underwater video. The work whih is lose to ourintention of �nding interesting images is [69℄. However, their methodologyis only based on bottom-up approah and does not onsider user spei�interest.2.2 InterestingnessThe patent by Butter�eld et al. [3℄ desribes the use of ranking media objetsin determining interestingness through soial network analysis. In Flikr[73℄, the notion of interestingness has been introdued to show the pituresthat are seen by the people at that instant depending on a sore based on theideas in [3℄. This sore is based on the soial network whih is a measure ofsome ombination of how many times a piture has been viewed, how manyomments it has and how many times it has been tagged or marked as afavorite. In partiular, Flikr interestingness is based on tags, omments,annotations or favorites. It is noted that no attention based modeling or anyontent based analysis has been done in Flikr's interestingness. MPEG-7attention model whih is based on a bottom-up methodology approah hasbeen adopted by Wolf et al. to rank images [69℄. In [8℄, Dubinko et al. have32



attempted the problem of identifying most interesting tags over time. Theirde�nition of interestingness has the following properties [8℄:� A more interesting objet during a partiular interval will our morefrequently within the interval, and less frequently outside the interval.� A highly infrequent objet need not be the most interesting objet forthat time interval.The most attended region of an image is found using bottom up methodologyand further used for display in mobile devies [6℄. Based on the fat thatpeople are interested in images whih ontains faes at the entre, Ma et al.have proposed fae attention model [40℄. Atually, we have disussed thisin earlier setion also sine it is viewed as a attention model. It is also truethat people would also be interested in senes and hene we used the SIFTmethod whih is better for deteting textured senes Mikolajzyk et al. [42℄.The more details an be found in setion 2.9.The reason for hoosing Ma group's Itti-Koh attention model is of twofold as stated below:1. Firstly, it makes use of neuromorphi based salieny information thatis inline with the human ognition system and2. Seondly, the model uses a fat that human eye has fairly little olorsensitivity than luminane omponent.As it an be seen in equation 3.1, we use brightness information of thesalieny regions obtained from Itti-Koh salieny method desribed in se-tion 3.2.1.Also, the reasons for using fae based attention model as mentioned insetion 3.2.2 is based on the fat that human tend to onentrate at theentre portion of the image than towards the edge.33



A notion of \boring" video frames is developed by deteting whether ornot there is an interesting andidate objet for an animal present in a par-tiular sequene of underwater video [9℄. This is determined by omparingeah sanned loation of the salieny map with the events that are alreadybeing traked. If it does not belong to any of these events, a new traker forthe deteted objet is initiated.The existing researh work based on interestingness is summarized in table2.2. Though interestingness is based on many attributes, we would desribesurprise in a detailed manner sine we intend to perform non idential du-pliate removal suh that surprise an be inreased while maintaining userintention. Surprise is one of the attributes that triggers interest in humanbeings. Aording to Itti et al., the key fator to our survival is surprisewhih is our ability to rapidly attend to, identify and learn from surprisingevents, to deide our present and future ourses of ation [21℄. They statethat there would be usually no surprise from the data that does not hangeprior beliefs. More details about prior beliefs is provided at the end of thissetion. Now, we present three examples for surprise.1. Even the most liked TV programs, when teleasted for long time,beome boring.2. The other example ould be, let us assume that there is more or lesssome ontinuous movement on a busy freeway. Here, one is surprisedwhen there is no suh movement deteted at some time instant orduring some spei� interval of time.3. In our photo album, onsider the following senario where and howsurprise an be inreased. Suppose if a person is interested in someategory of photos in his mind, but in spite of many rounds of relevane34



feedbak proess (refer setion 2.3), if the system still shows totallyunrelated photos that is of not of the user's interest, then it is surpris-ing. For example, if a user is seleting images related to sene basedphotos, but if the system responds with totally unrelated images, thenit is surprising. However, assume that the user poses same query andthe system returns retrieved images. Now, within those retrieved im-ages, surprise an be inreased by removing non idential dupliates.In this ase, surprise an be inreased while the user intention is stillretained.Finding the attended regions is primarily based on \wow" fator i.e., unitof Bayesian surprise (refer to setion 2.7). The attentive level where to lookis based on the intermediate level that analyzes the ontent of the foveaand the assoiative level that integrates the information in time (temporal).This is similiar to people's tendeny to look bak into past experienes, attemporal as well as attentive level. The fovea is a part of the eye whih hashigh onentration of one ells that are responsible for olor vision in humanbeings. Also, it is noted that sine fovea does not have rod ells, it is notsensitive to dim lights. As seen in �gure 1.3 earlier, neural ativity withinthe area V4 of the human brain system also indexes the degree to whih astimulus within the neuron's RF expresses a target-de�ning feature reetingattentional modulations inuened by the prior knowledge of target identity.The two elements that are essential for a formal de�nition for surprise [21℄are:1. Surprise exists in the presene of unertainty and2. Surprise is related to the expetations of the observer. (single synapse,neuronal iruit, organism or omputer devie)35



Disussion: It is understood from the literature survey that there stillexists a need to develop a framework for de�ning interestingness suh thatboth bottom-up and top-down approahes are adopted. To be spei�, auser's individual interest that varies from person to person need to be on-sidered.2.3 Relevane Feedbak:In the ontext of image retrieval, the proess of seleting those images thatappear to be relevant to the query image is known as relevane feedbak. Aomprehensive review about relevane feedbak has been given in [77℄.In general, it is better to use the relevane feedbak mehanism beauseof the following reasons: [77℄1. More ambiguity arises when interpreting images than words2. Judging a doument takes time while an image reveals its ontentalmost similar to a human observer.It is found that relevane feedbak generally improves retrieval perfor-mane by improving searh riteria in ontext of retrieval through user inter-ation [62℄. The authors inferred that by using the relevane feedbak, theauray is signi�antly inreased about 6% to 30% in retrieval preision.Pseudo relevane feedbak (PRF), also known as blind feedbak refers to amethodology where instead of relying on the user to hoose the top k rele-vant douments, the system simply assumes that its top-ranked doumentsare relevant, and uses these douments to augment the query with a rele-vane feedbak ranking algorithm. Yan et al. desribes PRF as the proessof identifying potential positive and negative lass labels of unlabeled im-ages in the olletion with aid of hints from the initial searh results [72℄.36



Yu et al. have used pseudo relevane feedbak for information retrieval [75℄.The authors have explored the advantage of partitioning the web pages intosegments so that better expansion terms ould be seleted whih in turnboost the retrieval performane. In spite of many works done using rele-vane feedbak, we are interested in this approah beause we assume ourattended regions are analogous to segments in web pages.Sine we are interested in showing photos by apturing user interest via rel-evane feedbak in partiular pseudo relevane feedbak, we would disussit in setion 2.8.The feedbak is in the form of questions by the user to obtain results. Thesystem learns from the training examples to ahieve improved performanenext round, iteratively if the user desires [77℄. To ahieve this, the authors[75℄ have used VIPS (Vision based Page Segmentation) algorithm whih isused for the purpose of seletion of query expansion terms in pseudo rele-vane feedbak. Here, the query expansion is used to bring some relevantdouments missed in the initial round that an then be retrieved to inreasethe overall performane. The VIPS method depends on vision based uesand DOM (Doument Objet Model). This is done for grouping semanti-ally related ontent of webpage into a single segment for web proessing.Disussion: Relevane Feedbak is widely used in ontent based imageretrieval. It has many advantages inluding failitation of top down method-ology or goal based approah. It is found that most widely used formula forquery re�nement is Rohio formula [33℄.2.4 Non-Idential Dupliate DetetionDupliate media ontent an exist beause of two reasons -37



� �rst, for transoding purposes or for illegal opying of potential on-tent;� seond, the onsumers often shoot multiple photos and videos of thesame sene.The problem of dupliate detetion in the �rst ase is the problem of math-ing exatly two similar media ontents, the solutions for whih have beenproposed using various digital signature / watermarking based methods [17℄.In the seond ase, the dupliate detetion is performed by mathing twomedia ontents whih are not exatly idential but almost similar (suh me-dia are alled \non-idential dupliates."[26℄)Disussion: We have earlier applied this tehnique to identify nonidential dupliates in video [64℄. The video is a sequene of frames that havea high degree of temporal orrelation among them. Eah frame is an image inthe two-dimensional spatial plane. Sine image is analagous to video frames,indeed it an be applied to our data set. Sine we assume that interestingnessis related to surprise and surprise originates from unertainty of data, ouridea is to inrease in surprise as well as Shannon entropy information loallyby removing non idential dupliates.As said earlier, we would provide some bakground information abouteah of the methodology in upoming setions.2.5 General DisussionFrom our survey, to the best of our knowledge, it appears that so far noattention modeling system has been done for the purpose of interestingnessin partiular for home based hroniles whih might be entered around peo-ple, events, loations et. The interestingness needs to be de�ned preisely38



whih potentially should onsider the past experienes as well. Sine rele-vane feedbak an apture the dynami attention and use past experienes,a omputational model based on the relevane feedbak tehnique oupledwith interestingness would be useful. Also, it is noted that most of the visualattention-based researh works suh as [2, 9, 11, 10, 20, 45, 67℄ are enteredaround this model.In a work by Ma et al. [39℄, the authors have used the above Itti-Kohmodel to �nd the stati salieny value of images whih an be used for suit-able appliations. Further, the fae entri attention model has also beenproposed by them whih assumes that people are interested in images hav-ing people at the entre. We have used and explained this model in setion3.2.2. Sine people would also be interested in senes, we used SIFT methodwhih is better for deteting textured senes Mikolajzyk et al. [42℄. Wehave provided a brief introdution to the SIFT method in setion 2.9.We also noted from the Bayesian surprise theory that by removing re-dundant information, surprise an be inreased. We intend to make use ofthis idea and inrease the surprise by removing the non idential dupliates.2.6 The Itti-Koh Visual attention modelThe pitorial representation of Itti-Koh salieny model is as shown in �gure2.2. The input image is subsampled into a dyadi Gaussian pyramid byonvolution with a Gaussian �lter [67℄. This an be learly understood fromthe shemati diagram of Gaussian pyramid onstrution as shown in the�gure 2.3.Eah level of the image pyramid is then deomposed into maps for Red-Green (RG), Blue-Yellow (BY ), Intensity (I) and loal orientation (O). The39
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intensity map is alulated asMI = (r + g + b)3 (2.1)Here dyadi denotes the pyramids with downsampling by a fator of 2 (de-fault) and r; g; b denote the red, green and blue values of the olor imagerespetively. MRG = (r � g)max(r; g; b) (2.2)MBY = b�min(r; g)max(r; g; b) (2.3)The enter surround feature maps obtained from all the above mentionedhannels are summed using aross sale addition (point to point addition)and the sums are normalized again.Fl = N(�4=2 �+4s=+3 Fl;;s)8l 2 LI [ LC [ LO (2.4)where LI = fIg, LC = fRG;BY g and LO = f0o; 45o; 90o; 135o:g The arosssale addition denoted by � represents the point to point addition followedby redution of map to sale 4.  and s represent the enter and surround-ing levels of respetive feature pyramids [66℄. N denotes the iterative nonlinear normalization operator. Equation 2.4, 2.5 and 2.6 are also known asonspiuity map for intensity(I), olor(C) and orientation(O) respetively.CC = N(Xl2LC Fl) (2.5)CO = N(Xl2LO Fl) (2.6)42



It an be seen that CI = Fl (refer to equation 2.4).Here CI , CC and CO represent the the onspiuity map for intensity,olor and orientation respetively. This is followed by the ombination of allonspiuity maps into a single salieny map (S) as follows:S = 1=3 Xk2fI;C;OgCk (2.7)The loations in the salieny map ompete for the highest salieny valueby winner�take�all network to integrate and �re neurons. The winningloation (xw; yw) of this proess is attended to and the salieny map is in-hibited within a given radius of (xw; yw). Itti-Koh model is suessful inidentifying the salient loation. The extent to whih the loation is salient isattempted by Rutishauser et al. [56℄. The authors have provided an exten-sion to the formal framework of Itti-Koh model, aiming objet reognition.The overall brief desription of Itti-Koh model is summarized below:1. Feature Extration: The visual features from the entire visual seneare extrated parallely in several multisale feature maps. Featureextration is ahieved through linear �ltering for a given feature type(example: intensity, olor, orientation et).2. Center Surround Operation: The linear �ltering is followed by a enter-surround operation whih extrats loal spatial disontinuities for eahfeature type. The enter-surround di�erene is determined by param-eter basis (example: dyadi).3. Supervised Learning : The importane of olor disontinuity over ori-entation or intensity disontinuity or vie-versa is found by involv-ing supervised learning using manually de�ned target regions (\binary43



target mask"). As stated in [22℄, the supervised learning proedureis used when there is a need to detet spei� targets. Eah featuremap is globally multiplied by a weighting fator. The �nal input tothe salieny map is the point-wise sum of all feature maps. The learn-ing proedure for the weight w(�) of a feature map � onsists of thefollowing:(a) Compute the global maximum maxglob and minimum minglob ofthe feature map �.(b) Compute its maximummaxin inside the manually outlined targetregions [22℄ and its maximum maxout outside the target regions.() Update the weight following an additive learning rule independentof the map's dynami range: w(�)  � w(�) + � maxin�maxoutmaxglob�minglobhere � > 0 determines the learning speed. As said earlier, thismethod is adopted if there is a needed to �nd spei� targets.Only positive or zero weights are allowed. Here, maxin andmaxout are the maximum values inside and outside the manuallyoutlined target regions respetively. Also, maxglob and minglobare the global maximum and global minimum values of the fea-ture map respetively.(d) The learning proedure promotes through an inrease in weights,the partiipation to the salieny map of the feature maps whihshow higher peak ativity inside the target regions than outside.This means that the priority is given preferably inside the targetregions and then try to �nd the salieny objet.As inhibition of return an be seen in the �gure 2.2, it basially rep-resents a brief (about 300 milliseonds) period of failitating the pro-44



essing at a loation where attention is direted at.4. Maximum Detetor/WTA (Winner-Take-All Rule): After suh ombi-nation is omputed, a maximum detetor selets the most salient loa-tion in the salieny map and shifts attention towards it. The salienymap is sequentially sanned in the order of dereasing salieny by fousof attention whih is ahieved by the Winner-Take-All Rule (WTA)that selets the most salient loation at any given time. Mozer et al.desribes about WTA that the salieny units ompete with eah otherand the unit that is most ative will inhibit others [43℄. Also, only oneattentional unit is ative at a time - orresponding to the seletion of apartiular loation. Then this loation is inhibited (suppressed) to al-low the system to fous on the next most salient loation. Commonly,the time period during whih attention is inhibited from returningto the previously attended loation is alled as Inhibition of Return(IOR). IOR usually lies in between 300 milliseonds and 3 seonds.Whenever a portion of an image is attended, salieny region is in theshort term memory for the time mentioned as above.Also, it is noted that Itti et al. have made a omparison of the followingfeature ombination strategies for salieny based system [22℄ suh as1. simple normalized summation,2. linear ombination with learned weights,3. global non linear normalization followed by summation and4. loal non linear ompetition between salient loations.It is stated that the above mentioned 3rd and 4th method yielded signi�antperformane whereas 2nd one yielded poor generalization.45



2.7 Bayesian Surprise theoryWe provide bakground information about Bayesian surprise theory, pro-posed by Itti et al. [21℄ in order to show how surprise is primarily basedon the prior information a person or model possess. Based on the priorprobability, bakground of an information is known, say P (M)M2< over thehypotheses or models M in a model spae <. The fundamental e�et of anew data distribution D on the observer is to hange the probability distri-bution into the posterior distribution via Bayes theorem8M 2 <; P (M=D) = (P (D=M) � P (M))P (D) (2.8)New data observation D arries no surprise if it leaves the observer beliefsuna�eted, i.e if the posterior is idential to the prior; onversely, D is sur-prising if the posterior distribution resulting from observing D signi�antlydi�ers from the prior distribution.Surprise is de�ned by the average of log odd ratioS(D;M) = KL((P (M)jD); P (M)) = ZM P (M jD)logP (M jD) � dMP (M) (2.9)In the above equation, KL denotes (Kullbak-Leibler) divergene whih isthe distane measure between prior and posterior distribution. Itti et al.have formulated a unit of surprise as \wow". The de�nition of wow isprovided as follows: wow is de�ned for a single model M as the amount ofsurprise orresponding to a two-fold variation between P (M jD) and P (M),i.e., as logP (M jD)=P (M) (with log taken in base 2).The integration over model lass denotes the total number of \wows"(refer setion 2.2) experiened onsidering all models.46



In the next setion, we present a pseudo relevane feedbak algorithmused by Yu et al. [75℄.2.8 Pseudo Relevane Feedbak AlgorithmThe steps in VIPS (Visual based Page Segmentation) are as given below:� Initial Retrieval: - An initial list of ranked web pages is obtainedby using any traditional information retrieval methods.� Page Segmentation: - In this step, the VIPS algorithm is appliedto divide retrieved web pages into segments. After the vision-basedontent struture is obtained, all the leaf nodes are extrated as seg-ments. Sine it is very expensive to proess all retrieved web pages, afew top pages are seleted for segmentation. The andidate segmentset is made up of these resulting segments.� Segment Seletion: - This step hooses most relevant segmentsfrom the andidate segment set. Some ranking methods [53℄ are usedto sort the andidate segments and the top (eg :20 ) segments are se-leted for expansion term seletion in the next step.� Expansion Term Seletion: - This approah is used to selet ex-pansion terms. The di�erene is that expansion terms are seletedfrom the seleted segments instead of from the whole web pages. Allterms exept the original query terms in the seleted segments areweighted aording to the following Term Seletion Value TSV:TSV = w(1) � rR (2.10)where w(1) is the Robertson/Spark Jones weight; R is the number of47



seleted segments; and r is the number of segments whih ontain thisterm. They have onsidered top 10 terms are seleted to expand theoriginal query.� Final Retrieval: - The term weights for the expanded query are setas the following: For original terms, the new weight is tf * 2 wheretf is its term frequeny in the query; For expansion terms, the newweight is 1 � (n�1)10 if the urrent term ranks nth in TSV rank. 10terms are seleted to expand the query. The expanded query is usedto retrieve the data set again for the �nal results.Now, we disuss SIFT method in the next setion.2.9 SIFT methodSIFT (Sale Invariant Feature Tehnique) has been proposed by Lowe [37℄ for�nding distintive feature points in an image. SIFT features whih have beenwidely used in many objet reognition appliations, possess the followingproperties:� they are sale invariant� they are resistant to translation, rotation and saling.It maps an image data into sale-invariant oordinates relative to loal fea-tures. In a paper by Mikolajzyk et al., it is found that senes are of twotypes: strutured sene and textured sene. The authors have inferred thatSIFT is best for textured sene [42℄. Also, indoor environments often havelarge homogeneous textured objets, suh as walls and furniture [36℄. Ouridea is that by apturing suh homogeneous textured images from images ofthe whole dataset, interestingness might be aptured. Though it has been48



used widely in many objet reognition oriented appliations, we proposeone more appliation for �nding user interest. The major steps in SIFTmethod inlude the following [37℄:1. Detetion and Loalization: The detetion and loalization of key-points are done as follows:� Sale-spae extrema detetion: The �rst stage identify potentialinterest points by using a Di�erene of Gaussian (DOG) funtionin the image sale spae.� Keypoint loalisation: The loation and sale of eah andidatepoint is determined and keypoints are seleted based on measuresof stability.2. Orientation assignment: This is based on the major gradient diretionaround eah keypoint at the seleted sale.3. Keypoint desriptor: A desriptor is generated for eah keypoint fromloal image gradients information at the sale found in step 2.An important aspet of the algorithm is that it generates a large number offeatures over a broad range of sales and loations. The number of featuresgenerated is dependent on image size and ontent.Thus, in this Chapter 2, we have explained the state of the art made on� Attention models,� Interestingness, and� Non Idential Dupliate detetion.Now, we would provide our framework / algorithm / tehnique for attentionbased interestingness next in Chapter 3.49



Chapter 3
Attention-basedInterestingness
This thesis proposes a novel framework for browsing interesting images inthe eChroniles Attention system. We shall start the disussion by desrib-ing the typial user interation ow with the system. This is followed bydetailed desription of the framework and system arhiteture. In orderto provide better understanding of the system, we present the attentionand relevane feedbak algorithms in detail whih takes advantage of bothbottom-up attention as well as top-down (goal-based) methodologies.Now, we would provide our overview of the framework for attention basedinterestingness.3.1 Overview of the FrameworkInitially, the user selets images from the olletions that are displayed ran-domly (refer �gure 3.1,3.2). The images whih losely math the featurevalues of the seleted images are displayed as the result set. From the result50
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set of displayed images, the user is asked one again to selet images that areinteresting within this displayed set. The key issue is that user is allowedto selet di�erent images of her own interest repeatedly until the preiseinterest of user is suintly aptured and she is able to view all the imageswhih are of interest to her. To have a better understanding of the system,graphial user interfae of the system is shown in �gure 3.2. Our frameworkonsists of three important omponents1. Salieny Feature Extration proess: This part studies how people pro-vide attention to images. The salieny attention values are arrived atfrom four attention models, namely Itti-Koh based attention, Faeentri based attention, SIFT based attention and Group based atten-tion. (more details provided in setion 3.2.1 to 3.2.4). The reason forhoosing Ma group's Itti-Koh attention model is of two fold as statedbelow:(a) Firstly, it makes use of neuromorphi based salieny informationthat is inline with the human ognition system and(b) Seondly, the model uses a fat that human eye has fairly littleolor sensitivity than luminane omponent.As it an be seen in equation 3.1, we use brightness information of thesalieny regions obtained from Itti-Koh salieny method desribed insetion 3.2.1.Also, the reasons for using fae based attention model as mentioned insetion 3.2.2 is based on the fat that human tend to onentrate at theentre portion of the image than towards the edge. The group basedattention is based on the fat that people are interested in images thatontain group of people. 52



2. Query proessing and retrieval results: The query is formed from theset of relevant images seleted by the user. The query is formed by thefeature vetor obtained from the seleted images. Based on the queryonstraints, the similiarity measure is done between the query ve-tor (feature obtained from user seletion) against the entire databasefeature vetor and the result is displayed. (more details provided insetion 3.4)3. Non Idential Dupliates Removal: This is a proess of removing nonidential dupliate images in the retrieved results. (for details refer tosetion 3.3)The salieny feature extration undertakes the o�ine preproessing onthe image database to prepare it to provide the relevant information to therelevane feedbak omponents. The omponent is the online omponentwhih identi�es ommon features aross seleted images and displays imageswhih are most likely to be interesting to the user. We shall look at eah ofthese three omponents in further detail in the following setions.3.2 Salieny Feature Extration proess:Salieny Feature extration is the important omponent of the frameworkwhih aids the system in identifying the important features of the vari-ous images present in the database. This proess omprises four attentionmethodologies.3.2.1 Itti-Koh Based AttentionEah image an be represented in YUV model where Y stands for the lu-minane omponent (brightness) and U and V are the hrominane (olor)53



Figure 3.2: GUI of the system
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omponents. Bi;j represents the luminane omponent at pixel (i; j)th po-sition. The brightness information of the luminane omponent has moreimpat on the image than that of the other two olor omponents sine theeye has less olor sensitivity. This is one of the reasons it is pereived asattention model.The entre of Itti-Koh salieny region is found and a Gaussian templateis entered around mean of the frame and the weightage is given aordinglyas shown in equation 2.7. As explained in setion 2.6, a number of visualues are extrated from the sene by omputing the ue maps Fl. The useof ues is motivated by a study on primate visual systems. It uses twohromati hannels that are inspired from human vision namely Red/Green(RG) and Blue/Yellow (BY). Eah map Fl is transformed in its onspiuitymap Cl. Eah onspiuity map highlights the parts of the sene that po-tentially di�ers aording to a spei� ue, from their surroundings. Then,the onspiuity maps are integrated together to form a salieny map S withrespet to the earlier mentioned equation 2.7. The detail steps to alulatesalieny value is given in algorithm given below.Algorithm : Stati salienyInput: Images DatabaseOutput: Stati Salieny attention valuesMethod:1. for all images in the database, obtain the salieny attention value � asfrom equation 3.1.� = 1Aframe NXk=1 Xi;j2RkBi;j � wi;jpos (3.1)55



Aframe is the area of the framek is an integer that denotes the number of salieny regions wherek : 1� > NN denotes number of salieny regions in an imagei; j denotes the pixel position in salieny regionsBi;j denotes brightness of the pixels in salieny regionsRk denotes the salieny regionwi;jpos is a normalized Gaussian template with the mean loated at en-ter of the frame.2. endNow, we would disuss the fae based attention model in setion 3.2.2.3.2.2 Fae Based AttentionTo �nd fae attention value, we adopt an approah as desribed in [40℄. Thefae is the salient region in an image and to be spei�, the size and positionof a fae usually reet the importane of the fae. We used the OpenCVfae detetor and obtained the fae information in eah image of the entiredataset suh as number of faes, sizes and positions. A fae deteted onsample image of our dataset with position weight is shown in �gure 3.3. Asit an be learly seen from the formula and the �gure 3.3 that if the fae isdeteted at the entre, then a full weightage of 1 is given (sine weightageof the entre blok 8 is divided by 8). Based on where the entre of the faeoverlaps with the index of the blok, it is mutiplied with the orresponding56
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Face Detection and Position Weights Figure 3.3: Fae detetion and position weightsindex weight, If the deteted fae entre is say within the 5th blok, thenthe full weightage 1 is given. The intuitive idea is that if the fae is detetedat the entre position, then more weightage is given omparitively to faesdeteted at other positions.The detailed steps to alulate fae attention value is given in algorithm.Algorithm : Fae Attention modelInput: Images DatabaseOutput: Fae Attention valuesMethod:1. for all images in the database, obtain fae attention value � as fromequation 3.2. � = NXk=1 AkAframe � wposi8 (3.2)where Ak denotes the size of kth fae in a frame57



Aframe denotes the area of framewposi is the weight of position de�ned in �gure 3.3i::[0; 8℄ is the index of position.2. endNow, we provide SIFT based attention algorithm in setion 3.2.3.3.2.3 SIFT based attentionAs disussed in setion 2.9, SIFT is onsidered to be useful in �nding tex-tured sene suh as walls and furniture [36℄. Our idea is that by apturingsuh homogeneous textured images from images of the whole dataset, inter-estingness might be aptured. In other words, we an �nd images similiarto those seleted by the user and be able to display images whih are in-teresting to him. We de�ne SIFT-based attention as the number of saleinvariant feature keypoints in an image.Æ = #SAframe (3.3)
where Aframe denotes area of the frame (image).S is the number of SIFT points in an image. Now, we let us disuss groupbased attention algorithm in setion 3.2.4.3.2.4 Group based attentionWe de�ne user's group-based attention � as the number of faes in an image.The reason behind why we all it as attention is as follows :� fae is the natural andidate that an guide features.58



� fae is onsidered as a probable non - attribute that guide attention(refer �gure 2.1). � = (nf) (3.4)where nf represents the number of faes in image. Thus as a whole, wedenote the obtained Itti-Koh attention value, fae attention value, numberof faes and number of SIFT points in an image as �; �; �; Æ respetively.Thus as a whole, eah image is represented by the attention feature vetoras [�; �; �; Æ℄where � represents Itti-Koh attention value, � represents fae basedattention value, � represents number of faes in an image and Æ representsnumber of SIFT points in an image. Now we would disuss about NonIdential Dupliate Detetion in setion 3.3.3.3 Non Idential Dupliate DetetionThis is yet another omponent of the framework whih helps in inreasingthe surprise while retaining the intention of the user. Now, we shall disusshow non-idential dupliates are deteted using the SIFT method [37℄. Letmij be the number of math points between the images i and j, Pi and Pjbe the number of key points found using SIFT method for the image i andimage j, respetively. Then, the similarity mathes between all the Imagepairs (Ii; Ij), 1 � i � n1, 1 � j � n2 are obtained using the SIFT method[37℄. As a result of this, we obtain a matrix Mij, 1 � i � n1, 1 � j � n2.
59



The math sore Mij is omputed using the following equation -Mij = 2� mijPi + Pj (3.5)Algorithm : Non Idential Dupliate Detetion1. for all image pairs (Ii; Ij), 1 � i � n1; 1 � j � n2,2. alulate similiarity math (NID metri) as follows: obtain a matrixMij , 1 � i � n1; 1 � j � n2 Mij = 2� mijPi+Pj where mij is the numberof math points between the image i and image j, Pi and Pj are thenumber of key points in image i and j respetively.3. endNow, we shall disuss relevane feedbak mehanism used in our ehronileattention system in setion 3.4.3.4 Query Analysis and Retrieval (Relevane Feed-bak)This is an vital omponent whih helps to apture the user interest dy-namially that evolves over time. We make a set of assumptions as givenbelow:� A1 : That user selets images that have some ommon attributesamong them.� A2 : That people might not selet all images that seem interesting tothem.Attention Feature Extration: Initially, we proessed all of our im-ages in the dataset and the set of attention features extrated from eah60



image aording to the attention models is stored in feature vetor formatas 2666666664 ���Æ
37777777754�1 (3.6)

where � represents the Itti-Koh attention value, � represents the fae basedattention value, � represents the number of faes in an image and Æ representsthe number of SIFT points in an image.The steps in our pseudo feedbak algorithm inlude:1. Initial retrieval: Initially, a list of ranked photos an be obtained byusing any of the reasonable method. This, we have done by randomlyseleting photos from the database. Atually, from this set, the userneeds to selet the images that appear interesting to him.2. User seletion: This step selets the most relevant attended imagesfrom andidate image set seleted by user in the initial set as disussedin step 1. Let i represents the index of the images in the databasewhere i = 1 � � � n. Here n = 2023 where n is the total number of imagesin the dataset. Let C be the number of images shown in the displaywindow. Here C = 30. Let R represent the relevant images (imagesseleted by the user) and NR represent the non-relevant images thatare not seleted by the user. Then, jRj � jCj < jDjwhere jRj, jNRj and jDj represents the ardinality of relevant images,non relevant images and whole image database respetively. ThenjNRj = 30� jRj holds true sine we onsider 30 images for displayingimages in photo album interfae. Let us assume that query is posedby the user at time instant t1, t2, t3, t4..tn respetively.61



3. Query Formulation: The �rst results before any query are thirtyimages, randomly seleted from the database of 2023 images. Thequery is formulated as follows:First retrieval: Let us assume that �rst retrieval f1 is obtainedfrom q1 whih is the set of feature vetors obtained from user seletedimages. We represent q1 as the ombination of the query terms suhas q1 = qt1 ^ qt2 ^ qt3 ^ qt4 (3.7)Here ^ represents the AND operator. So, we an denote q1 as theombination of query terms qt1, qt2, qt3 and qt4.2666666664 qt1qt2qt3qt4
3777777775t =

2666666664 min < � < maxmin < � < max� � maxmin < Æ < max
3777777775 (3.8)

min andmax represent the minimum and maximum number of imagesseleted by the user.The �rst retrieval that ours at time instant 1 is denoted by f1. Forthe �rst retrieval f1 = q1. We an oneptually view the generalizedquery q1 as a ompound query whih is the omposition of 4 atomiqueries (qt1,qt2,qt3,qt4) .Seond retrieval: Let the seond retrieval be denoted by f2 thathappens at time instant 2. This is alulated as follows:f2 = �� q2 + (1� �)� f1 (3.9)
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Now, q2 represents the query formed from the set of images seletedfrom f1. The user selets set of images (feedbak) and the featurevetor values obtained orresponding to those seleted images at thispartiular time instant t2 be represented by q2.Third retrieval: The third retrieval f3 at time instant t3 is formedfrom the set of displayed images f2.Now, f3 = �� q3 + (1� �)� f2 (3.10)General feedbak retrieval: The general feedbak query for �nalretrieval at time instant tn an be represented as The query for nthretrieval denoted by qn is the query formed from the displayed imagesof fn�1. The �nal retrieval isfn = �� qn + (1� �)� fn�1 (3.11)where n � 2 (3.12)In the ase where n = 1; f1 = q1� represents the weightage given to the query term values at that timeinstant. The number of images displayed on the interfae depends onthe the number of images whih meet the query onstraints. The rea-son why we all it as pseudo relevane feedbak is that initial retrievalis based on images that are seleted randomly where surprise is high.This is in aordane with Bayesian theory. This is explained as fol-lows: There is no redundant information in the initial retrieval whihmeans that it is highly unlikely that there would be similar type of63



images in the �rst round. However, as the relevane feedbak proessgoes on, the images are grouped together based on user seletion ofimages. Sine we know from the Bayesian surprise theory that redun-dant information arries no surprise, the surprise is high in the initialretrieval.The key idea is to �x a bound from the initial user seletion and narrowit down to apture the user's interest. The query re�nement is basedon giving mutual weightage to the minimum and maximum values ofthe urrent and previous feedbak values. In this way, one an �ndthe interesting images in minimal time. Sine we assume that peopleselets images that have ommon attributes, we use the min and maxvalues of eah of the individual features in the images seleted by userand use it for our further term reweighting. Based on the imagesseleted, an initial query is formed from whih it is then re�ned basedon further seletion. The query mathing is done with the databasewhere the value meets the query onstraints and results are displayed.One limitation of this approah is that user interest is dependent onthe initial set of random number of images displayed from whih heselets the images. However, one has the option to hoose di�erenttypes of images until he is willing to attend and then followed by theseletion suh that user interest an be narrowed down.
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Chapter 4
Implementation andResults
In the preeding hapter, we disussed our framework. In this hapter,we shall look into the implementation details and results. Preliminaryexperiments have been performed on the dataset using the developedsystem to analyze the quality, auray and eÆieny of our frame-work in �nding the interesting images. This is done by evaluation ofthe results of our system by quantitative performane of eah adoptedmethod as well as for the whole system and qualitative subjetiveanalysis through an user study. This analysis aims at investigatingthe user's pereption on whether the system is able to meet qualityattributes or not.Now we shall explain the implementation details with respet to soft-ware struture of the system.
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Layer1: Application Layer 

Presentation, Interface Design, User selection 

Layer2: Function Layer 

Saliency Feature Extraction, Relevance Feedback,
Query formulation, Retrieval, Non Identical Duplicate 
Detection 

Layer3: Storage Layer 

        Picture Files :  Image dataset Figure 4.1: Software Struture of Ehroniles Attention System4.1 Software strutureThe software struture of the system onstitutes three layers suh asappliation layer, funtion layer and storage layer as given in the dia-gram 4.1.(a) Appliation layer: It is onerned with interfae design issues,presentation, results viewing and result seletion et.(b) Funtion layer: It onstitutes three main funtional modules suhas salieny feature extration, Relevane feedbak mehanism andNon Idential Dupliate Detetion.() Storage layer: It omprises the images related information (2023images dataset).
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4.1.1 Implementation PlatformThe appliation layer whih inludes GUI interfae design, presenta-tion, results viewing and result seletion is implemented using ASP(Ative Server Pages) and a VB Sript environment that ats as front-end. As a bak-end tool for storage layer, we used MS Aess. Theplatform is Windows, ASP (Ative Server Pages) and VB Sript en-vironment as front-end and MS aess as bak end. We used IntelOpen CV (Visual C++ environment) for fae detetion, Matlab foralulation of SIFT and salieny points of images.Data-set: We olleted a data-set of 2023 images (a ombination ofpersonal olletions and downloaded pitures from Flikr) and we usedPentium-IV 2.4 GHz with 512 MB RAM for our experiments.4.2 Desription about interfaeWe used ASP and designed a user interfae whih has a hek buttonfor eah of the images that are displayed initially as shown in �gure4.2. The hekbutton enables the user to selet any number of imagesranging from 1 to 30. The relevane feedbak will be initiated onethe user on�rm the details returned by the system suh as how manyimages that user has seleted et. The relevane feedbak modulestake are of query analysis and retrieval and return the set of images.Then, the user an one again selet any number of images using whihthe system will extrat ommon attentive information, then proessand display the new set of images based on the information extratedfrom the seleted images. This proess is aomplished in an iterative67



manner until the user is satis�ed with the returned results. The aim ofthe system is to grasp the relevant information need from the user andproess the salieny features in the database on user interest-basis.To have a lear piture about our implementation interfae in theinitial round and further subsequent rounds, we provide the sreenshotof our system at various time instants.A. Fig 4.2 represents the sreenshot of the system in the time step 0where 30 images are displayed initially from whih user is allowed toselet images of his interest. Here, the user has seleted images 1 and4. Then the system performs query analysis and retrieval after whihthe results are displayed at the seond stage.B. The displayed results are shown in the �gure 4.3. At this time step1, it an be seen that user has seleted the images 2 and 4.C. After the ompletion of query analysis and retrieval part, the resultsare displayed by the system as shown in sreen shot refer �gure 4.4.Though the system GUI an display 30 images, only 10 images aredisplayed in the sreenshot for visual larity purpose.4.3 Experimental Results and DisussionIn this setion, we present our experimental results followed by a de-tailed disussion how visual attention model along with relevane feed-bak aids in improving the proess of apturing user interest.
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Figure 4.2: Ehroniles Attention system : Initial Round

Figure 4.3: Ehroniles Attention system : Seond Round
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Figure 4.4: Ehroniles Attention system : Third Round
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Table 4.1: Attention values for a sample of 10 images from our datasetSampleImageIndex Image IV FA SIFT GV(1) Building1.JPG 0.014029 0 0.0092 0(2) Building2.JPG 0.134954 0 0.0183 0(3) Building3.JPG 0.149079 0 0.0132 0(4) Pradeepfamily.JPG 0.030523 0.190644 0.0042 0.4(5) Pranjal.JPG 0.018136 0.403447 0.0116 0.6(6) Akansha.JPG 0.028184 0.062493 0.0083 0.2(7) Pranjalfriend.JPG 0.1184 0.012428 0.004 0.2(8) Sene1.JPG 0.177858 0 0.0129 0(9) Sene2.JPG 0.060937 0 0.0134 0(10) Sene3.JPG 0.063202 0 0.009 04.3.1 Illustration of alulated salieny attention valuesNow, we shall have a look at the alulated attention values for sampleimages of the dataset (refer table 4.1) and have a disussion pertainingto how eah of the attention features are useful in apturing user inter-est. The attention values and images orresponding to peak attentionvalues an be seen in the graph (refer �gure 4.5).In the �gure, IV represents Itti-Koh Stati Attention value, FA rep-resents Fae Attention value, SIFT represents Sale Invariant Featurevalue and GV represents Group Attention value. The following obser-vations are made from the attention value graph.The attention value graph is explained using 10 images that belong tofour groups. The purpose of the graph is to show the utility of eah ofthe attention value features in identifying eah of these groups. TheSIFT based attention value as shown in yellow olor arrow representsthe images whih has textured senes suh as buildings. The faebased attention value whih is shown in pink olor arrow representsthe images where the fae is in enter or more number of faes inthe enter. The group based attention value whih is shown by greenolor arrow represents the images with more number of faes ignoring71



whether the fae is at the enter or not. The Itti-Koh attentionvalue whih is shown in blue olor represents the images whih havemore brightness information in the salieny regions obtained throughItti-Koh stati salieny attention model underlying human ognitionsystem.It an be learly seen that SIFT attention value has its higher val-ues entered around sene based images (suh as buildings). Indeed,it works well for identifying user interest images related to texturedsenes (refer �gure 4.5, table 4.1).The fae user attention model for Ma et al. works well to identifythe images where fae is at the entre underlying the hypothesis thatpeople often attend images where the fae is at entre. This is evidentfrom the images index 4,5,6 and 7. The ombination of SIFT andItti-Koh helps to �nd the sene images (refer sample images index8,9,10). The ombination of fae attention value and group attentionvalue help together to apture group images with people at entre (re-fer image index 5). The SIFT points alone helps to apture texturedimages suh as buildings (refer sample image index 2). The good andbad examples of salieny map is shown in the �gure 4.6. It an be no-tied that the salieny map of images b, j, q seems not to be reasonablethough it is omputed based on Itti-Koh attention model.Group based attention value is good enough to identify the groupimages. (refer sample images index 5,4). So, as a whole it an belearly seen that eah of these features help together to apture interestvia a relevane feedbak. In this way we use both bottom up as wellas top down methodology. Now let us provide the illustration of eahof attention feature extration with an example.72
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(a) Image : AkanshaPranjal.jpg

color conspicuity map Intensity conspicuity map

Orientation  conspicuity map Saliency map 

(b) Color, Intensity and Orientation Map, Saliency Map

Figure 4.7: Example Salieny map4.3.2 Illustration of attention feature extration withexamplesHere we would take an example image as shown in �gure 4.7. We usedstati salieny method to �nd the salieny map (refer �gure 4.7(a))whih is the ombination of olor, ontrast and orientation map (refer�gure 4.7(b)). The area of the salieny region is alulated and bright-ness information for the salieny region is found. So ultimately thismethod will help to �nd the images whih has the salieny region withmore brightness information. This is based on the fat that peoplewill attend more towards the region whih has brightness informationaording to human ognition system and Ma attention model.[39℄The salieny map an be seen as shown in the �gure 4.7(b). Forthe above example, the obtained Itti-Koh stati attention value is0.030158388. The fae attention value for the sample �gure 4.10 is0.062492672. The entre of the deteted fae is found and multipliedwith the orresponding index of position (0:8) as seen in earlier �gure74



3.3. The idea is that if the fae is at the entre, then the weightageis given more. This is atually a normalized Gaussian template withmean entered around the area of the frame. If the number of faesis more than 2, then the individual weights are onsidered. The SIFTattention value of the image shown in �gure 4.12 is 0.0081. The groupattention value of the image shown in �gure 4.11 is 0.6. The attentionvalue takes the maximum value of 1 to 5 faes in our database and 0to zero faes.To show how attention values are useful in identifying the image lus-ters, we piked 100 images with 25 images for eah ategory suh asbuildings, portraits, group images and senaries. The sample set im-ages from eah of those ategories is shown in �gure 4.9 A, B, C andD respetively. In the �gure, IV represents Itti-Koh Stati Attentionvalue, FA represents Fae Attention value, SIFT represents Sale In-variant Feature value and GV represents Group Attention value. Theattention values for eah of those ategories are shown (refer to �g-ure 4.8). It is noted that SIFT value is useful in identifying buildingimages, GV value in �nding the group based images, FA in identify-ing portraits and IV in �nding the salieny regions based on ognitionsystem. Also, it is noted that fae attention value is higher thangroup based attention value though they are based on faial informa-tion. This is due to fators suh as size of the fae deteted, numberof faes and position of the fae whether it is at enter or at ornerends of the image. Though it is seen that IV does not have peak val-ues signi�antly, it aids the system in retaining ognition based visualinformation suh as brightness of the pixels assoiated with salienyregions. 75
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Figure 4.8: Attention values for di�erent image ategories
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   (A)

(B)

(C)

(D)Figure 4.9: Sample image set from di�erent image ategories
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(x1,y1) = (144,54)

(x2,y2) = (296,205)

Coordinate positions of face in an image Figure 4.10: Fae oordinate position

Figure 4.11: Group photo sample image
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Figure 4.12: SIFT points of an image4.4 PerformaneAverage time for omputation:The graph is plotted for eah of attention method vs average ompu-tation time in �gure 4.13. The time taken for alulation of Itti-Kohregion, SIFT points, FA (fae attention) and number of faes are 2355se, 16588.6 se, 2200 se and 5249 se respetively.Average time for omputation for RFB Query: The time takenfor 1R (First Round), 2R (Seond Round), 3R (Third Round) aregiven as follows: We onduted 4 trials and the average run time for1 R is 2.25 se, 2R is 1.45 se and 3R is .8 se. The average run timeis plotted as shown in the �gure 4.14.Average time for omputation of NIDs: For the sample 20 nidimages, the omputation time for �nding non idential dupliates is 179
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3

(sec)

Figure 4.13: Average time for omputation Vs. Attention methods
Run time (sec)

Number of trials Figure 4.14: Runtime for omputation of RFB
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hrs 01 min i.e 3660 se.Conlusion: Thus, the following observations are made from the per-formane study.� The feature omputation is time-onsuming and hene needs tobe done o�ine,� Pre-omputation leads to aeptable runtime performane and� The omputation for NID is also time-onsuming.4.5 User StudyWe have olleted a data-set of 2023 images (a ombination of per-sonal olletions and downloaded pitures from Flikr). To assess oursystem, we performed subjetive analysis of our system through a userstudy. The aim of the user study is to understand the synergy betweenpeople expetations, need and the real time experiene that the systemgives. We prepared a questionaire that aims at judging the image qual-ity attribute via subjetive sores ranging from 1 whih is minimumto 7 whih is maximum. The questionaire is shown in Appendies.Experiment 1: In the �rst user study, twenty three human subjetspartiipated and are asked seven questions as shown in the questionairepertaining to quality attributes of our system as well as Flikr. Theusers are asked to give IAQ (Image Attribute Quality) sore rangingfrom 1 (lowest) to 7 (highest) purely based on the attributes suh asa) enjoyability b) surprise ) aesthetis d) desirability e) RFB qualityf) RFB usefulness and g) ease of use et. Eah user is given a gift as81



Table 4.2: User Study Results: Part ISystem IQA1 IQA2 IQA3 IQA4 IQA5 IQA6 IQA7Flikr 4.5 4.4 4.9 4.3 N/A 5.5 5.4EChroniles 4.7 3.9 5.2 4.8 4.8 5.2 6.3a token of appreiation for spending his/her time in the survey. Theuser study I results are provided in table 4.2.IQA1 - Enjoyability IQA2 - Surprise IQA3 - Aesthetis IQA4 - De-sirability IQA5 - RFB Quality IQA6 - RFB usefulness IQA7 - easeof use.Experiment 2: In the seond user study, ten subjets partiipatedand are asked same set of 7 questions. The di�erene is that the useris shown random number of images without relevane feedbak (queryanalysis and retrieval) omponent. To be fair, we informed the userthat relevane feedbak is available but it atually was non-funtionalin the system and the user study is subsequently made to �nd imageattribute quality. The user study results for our system with andwithout relevane feedbak are as seen in table 4.3.Disussion: Soial network analysis (as used in Flikr) is useful in�nding interesting photos for most people in a large group. However,it does not imply a personalized interest. It is interesting to note thatboth of the results for Flikr as well as EChronile Attention systemare omparable. It an be noted that interest an be at a personal levelor a generi level. The former strategy has been used in EChronileAttention system while later in Flikr. The study results from table4.2 revealed that surprise is higher for Flikr than our system. Thiswe understand to be orret sine Flikr has wide variety of olletionsof unique images marked as interesting. Also this is true sine it is82



not based on ontent based proessing and hene likely of having lessredundant information (similiar kind of pitures i.e obtained via rel-evane feedbak in our ehronile attention system). A ontent basedmethodology ombined with RFB (as used by our system) an provideomparable performane to soial network analysis. People valued theutility of RFB. RFB Quality (sore sale 4.8 out of 7). Aesthetis andenjoyability in EChronile attention system is high due to(a) Attention features(b) RFB (Relevane feedbak mehanism)People valued the utility of RFB. Personalized interest an be ahievedvia a Relevane Feedbak mehanism. Bottom up approah + topdown (pseudo-relevane feedbak) methodology is deployed for esti-mating user's interestingness. Soial network analysis is better forsurprise. Use of multiple attention features an inrease the variety ofuser's interestingness whih an be aptured. Soial network analysis+ attention features would be better. But the enjoyability and aesthet-is are slightly higher for our attention system than Flikr. However, itis to be noted that about half of our dataset omes from Flikr. Thus,the potential reasons we believe for this slightly higher value is dueto relevane feedbak mehanism and salieny features. This is alsoon�rmed with the RFB usefulness sore. However, people ranked thequality of RFB as 4.8 in the sale out of 7. This is basially the userintention sore. Overall our system is able to apture user intentionas indiated by the sore for RFB quality.The desirability is higher with RFB than without RFB. This is alsohigher when ompared with Flikr as it an be seen in the �rst user83



Table 4.3: User Study Results: Part IISystem IQA1 IQA2 IQA3 IQA4 IQA5 IQA6 IQA7EChronile (without RFB) 2.9 4.3 3.8 3.1 1.9 2.2 6.1EChronile (with RFB) 4.7 3.9 5.2 4.8 4.8 5.2 6.3

IQA Index 

IQA Score 

Figure 4.15: Results: User Study EChronile Attention System Vs. Flikrstudy. This shows that people do like to have images based on atten-tion features and relevane feedbak mehanism.The study reveals the importane of RFB usefulness as 5.5 out of sale7 in Flikr. The users are asked to give RFB usefulness sore basedon how useful the system would be if RFB is used in the system.RFB usefulness refers to the extent to whih RFB would be useful inthe Flikr. Surprise, whih is de�ned as unexpetedness in terms ofquality, may not arise when there is redundany of information. Theinterestingness in the sense of surprise an be inreased by removingnon idential dupliates while still retaining the intention of the user.84



IQA Index 

IQA Score 

Figure 4.16: Results: User Study EChronile Attention with and withoutRFB 4.6 Illustration of Non Idential Dupliate De-tetionWe disussed how surprise an be inreased by removing Non-IdentialDupliates (refer to example 3 of setion 2.2). Though Relevane feed-bak and NIDs (Non-Idential Dupliates) are at odds with eah other,we try to remove the NIDs suh that surprise is inreased while user in-tention is maintained. For example, onsider the senario as mentionedin third example of setion 2.2 . As the relevane feedbak proess goeson, the images fall under one of the mentioned attention ategories andgiven the assumption people selet images either belonging to sene,people or group based ategory, the images move towards the lus-ter. Now, we would show the utility of SIFT method in deteting non85



idential dupliates. As introdued in setion 2.4, non idential imagesare not exatly similiar but almost similiar, (for example refer �gure4.17). Here, one an notie that the number of key points in imagea) AkanshaPranjal1.jpg and image b) AkanshaPranjal2.jpg are 14468and 10079 keypoints and the math between them is 490 sine they areNIDs. However, if one onsider the image Pradeep.jpg whih has 18785keypoints and the image AkanshaPranjal2.jpg, number of mathes be-tween them is as less as 5. Thus it an be inferred that the numberof mathes between NID pairs is high whereas for non-NID pairs, it issigni�antly less. We have examined the eÆay of SIFT method indeteting the non idential dupliates of videos [64℄. An sample imagewith sale invariant points has been shown in �gure 4.10.Now, we we will show how NID metri varies for NID images andnon-NID images.Though there are many NID images available in our dataset, we haveonsidered 10 pairs of images to demonstrate the NID utility (refer�gure 4.20). The NID metri is obtained by the equation 3.5 as dis-ussed in setion 3.3. The NID metri has been plotted for our sampledataset as shown in �gure 4.18 and 4.19. The peak value representsthe highest math sore between the images. The diagonal representsthe NID metri obtained between the image pairs (1; 1), (2; 2).. up to(20; 20) respetively. The key point values and the mathes obtainedbetween orresponding key points are given in the table 4.4.In the table 4.4, the pairs (1; 2), (3; 4), (5; 6), (7; 8) and (9; 10) are NIDpairs.Now, we would provide the onlusions and futurework in the last86



(a) AkanshaPranjal1.jpg 
P1 = 14468 

m = 490 (b) AkanshaPranjal2.jpg 
P2 = 10079 

(a) AkanshaPranjal1.jpg 
P1 = 14468 

(b)Pradeep.jpg 
P2 = 18785 

m = 5Figure 4.17: Mathing NIDs and Non-NIDs using SIFT
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Table 4.4: SIFT mathes for NIDS : Sample ImagesNID image index pair Keypoints1 Keypoints2 Mathes1,1 420 420 4201,2 420 406 101,3 420 21 11,4 420 21 01,5 420 300 42,2 406 406 4062,3 406 21 12,4 406 21 03,3 21 21 213,4 21 21 43,5 21 300 13,6 21 311 03,7 21 194 03,8 21 225 04,4 21 21 214,5 21 300 05,5 300 300 3005,6 300 311 1176,6 311 311 3116,7 311 194 17,7 194 194 1947,8 194 225 98,8 225 225 2258,9 225 394 19,9 394 394 3949,10 394 286 929,11 394 555 010,10 286 286 28610,11 286 555 010,12 286 682 0
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Image Set1 Index Image Set2 Index Figure 4.18: NID metri for sample image set
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(a1) (a2) (b1) (b2)

(c1) (c2) (d1) (d2)

(e1) (e2) (f1) (f2)

(g1) (g2) (h1) (h2)

(i1) (i2) (j1) (j2)Figure 4.20: NID Images in our datasethapter5.
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Chapter 5
Conlusion and FutureWork
5.1 SummaryIn this work, we have proposed a framework for �nding \interest-ing" images by deploying visual attention and feedbak mehanism.We implemented a system known as \EChroniles Attention system"based on the proposed framework. EChroniles Attention system isan integration of attention models and a pseudo relevane feedbakmehanism.� Sine interesting objets are often attended to by human be-ings, we built a system based on visual attention features.� Sine interestingness also depends on his/her own interpretationand his/her aumulation of experiene, we obtained the nees-sary information by asking user itself what he needs by a relevanefeedbak. 91



The attention models deployed in the system are suh as Itti-Kohsalieny attention model for �nding bottom up salieny attention value,fae entri attention model for �nding whether fae is at entre, groupbased attention model for �nding whether user is interested in morenumber of faes, and SIFT based attention model for �nding imagesthat have sale invariant feature points.The limitations of this work inlude:(a) limited number of visual attention ues, for example urrent modelonly onsiders sene based, group based, fae based and itti-kohbased attention values. As disussed earlier, the system is �xedwith attention features but dynamially hanges based on howuser selets the images.(b) simple query analysis and retrieval part to identify how top downapproah an be used. The idea is to use user's information toidentify user's interest information.() a relatively small database of 2023 images was used.A relevane feedbak method is adopted based on the feature weightsobtained from seleted images. For evaluation purposes, we ondutedan user study and it is ompared with Flikr (whih atually intro-dued the notion of interestingness) in terms of our own interestingnessquality attributes. The attributes that we onsider for de�ning inter-estingness notion are a) interpretation and experiene, b) surprise, )beauty, d) aesthetis and e) desirability.Our omparison with Flikr is entered around the above mentionedinterestingness attributes. From the user study results, it is inferredthat ombination of attention features and relevane feedbak meh-92



anism is better for showing \interesting" images rather than usingany adho methodology. We propose a new appliation using a novelombination of attention models and relevane feedbak mehanism toidentify \user interest" of images.The soial network analysis would be better hoie if higher value ofsurprise attribute needs to be obtained. Also, interestingness in the no-tion of surprise an be aptured by removing non idential dupliatesaording to Bayesian surprise theory. The idea is that when there isno information redundany, surprise might be high. Thus as a whole,in this researh work, we investigated whether ontent based interest-ingness oupled with relevane feedbak mehanism would be usefulor not. Typially, this is ahieved by an user study on our system withand with out having relevane feedbak. We �nally onlude that byusing both attention features and relevane feedbak mehanism, userinterest an be identi�ed in an even better manner.5.2 Reommendations for Future workOne possible diretion of future work ould be extending our frame-work to handle ombination of both soial network analysis and ourmethodology. In terms of framework itself, the system is �xed withprede�ned attention features while it an adapt and learn the environ-ment. The other potential attention features whih ould over otheraspets of user interest an be explored. Fae reognition an be doneto �nd the exat person and then searh for interestingness with inthat luster or groupings. A more omprehensive user study an beperformed on a realistially sized database.93
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Appendix
Part 1: User Study for EChroniles Attention System:Please irle the sale 1-7 for the following questions1. How will you rate the system in terms of enjoyability? EhronilesAttention System1 2 3 4 5 6 7where 1 is less enjoyable and 7 is highly enjoyable2. Can you rate the system in terms of surprise (unexpetedness in termsof quality)?Ehroniles Attention System1 2 3 4 5 6 7where 1 is low surprise and 7 is highly surprise3. How will you rate the system in terms of beauty/aesthetis (*sensoryemotional values) while browsing the system?Ehroniles Attention System1 2 3 4 5 6 7where 1 is low on aesthetis and 7 is high on aesthetis4. How will you rate the system in terms of desirability ?104



Ehroniles Attention System1 2 3 4 5 6 7where 1 is low desirability and 7 is high desirability5. How well does the relevane feedbak proess work?Ehroniles Attention System1 2 3 4 5 6 7where 1 is very bad and 7 is extremely well6. How useful is the Relevane feedbak in the system?Ehroniles Attention System1 2 3 4 5 6 7where 1 is useless and 7 is very useful7. How easy is the system to use?Ehroniles Attention System1 2 3 4 5 6 7where 1 is very diÆult and 7 is very easy* - modern aesthetis attribute (refer: http://en.wikipedia.org/wiki/Aesthetis)Part 2: User study for Flikr:1. How will you rate the system in terms of enjoyability?Flikr 1 2 3 4 5 6 7where 1 is less enjoyable and 7 is highly enjoyable2. Can you rate the system in terms of surprise (unexpetedness in termsof quality)?Flikr 1 2 3 4 5 6 7where 1 is low surprise and 7 is highly surprise105



3. How will you rate the system in terms of beauty/aesthetis( sensoryemotional values) while browsing the system?Flikr 1 2 3 4 5 6 7where 1 is low on aesthetis and 7 is high on aesthetis4. How will you rate the system in terms of desirability ?Flikr 1 2 3 4 5 6 7where 1 is low desirability and 7 is high desirability5. Do you think RFB will be useful to have in Flikr?Flikr 1 2 3 4 5 6 7where 1 is useless and 7 is highly useful6. How easy is the system to use?Flikr 1 2 3 4 5 6 7where 1 is not easy and 7 is extremely easy
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