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Summary

Wireless multi-hop ad hoc networks suffer from time-varying network resources, limited

power supply, dynamic topologies, etc. However, more and more applications which

require quality of service (QoS) challenge the existing mechanisms of service provisions

in wireless multi-hop ad hoc networks. Efficient resource allocations between different

applications to satisfy as many users as possible in wireless ad hoc networks are really

desirable.

This thesis proposes a general cross layer framework for wireless multi-hop ad hoc

networks to support proportional differentiation in end-to-end QoS, which is able to

achieve efficient network resource allocation via quantitative control on end-to-end

QoS. In the framework, four mechanisms and three monitors in different layers of the

protocol stacks adaptively cooperate via information exchanged between them so as to

achieve the desired end-to-end QoS.

Based on the general framework, a specific realization called PDMED, is proposed

based on a CSMA/CA medium access pattern to provide a consistent and accurate

proportional differentiation on the average end-to-end packet delay. PDMED requires

a distributed scheduler to adapt to the information from a QoS monitor and dynami-

cally adjusts the contention window of a flow based on its instantaneous deviation from

the maximum on normalized average end-to-end packet delay by weights among neigh-



x

boring flows. This is done such that a flow with a larger deviation from the maximum

normalized delay is given a longer backoff duration to give way to transmissions from

other flows with smaller deviations. PDMED has been extensively evaluated through

random event simulations using OPNET. The results confirm that it is capable of

providing a consistent and accurate proportional differentiation in end-to-end packet

delay, which is otherwise not achievable under various traffic conditions. A benchmark

against the IEEE802.11e using video traces shows that PDMED is significantly more

flexible in providing an accurate and controllable end-to-end proportional differentia-

tion.

In order to improve the performance of PDMED in wireless multi-hop ad hoc net-

works, A improvement, called PDMED+ has been also proposed. Based on the finding

of self-similar characteristic in signal-to-noise ratio (SINR) under the random waypoint

mobility model, PDMED+ utilizes the predicted SINR to increase efficiency of channel

utilization so as to improve the total throughput of the network with the condition

of maintaining the proportional differentiation on average end-to-end delay. Concep-

tually, PDMED+ predicts whether the head of line (HOL) packet will be successfully

transmitted firstly. Then if the transmission will not be successful, PDMED+ adjusts

the transmission time of the packet to the time when the channel quality becomes good

for a successful packet transmission, so as to avoid occupancy of wireless channels by

unsuccessful transmissions and to transmit the packet as soon as good channel quality

is available. Random event simulations has also been conducted to evaluate the perfor-

mance of PDMED+ using OPNET. The evaluation results exhibit that PDMED+ is

capable of increasing the total throughput of the network when providing an accurate

proportional differentiation on average end-to-end delay.
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Chapter 1

Introduction

1.1 Challenge of QoS Provision in Wireless Multi-Hop Ad

hoc Network

These days, wireless networks have become increasingly popular in the network in-

dustry. They can provide mobile users with ubiquitous communication capability and

information access regardless of locations. However, conventional wireless networks are

often connected to a wired network and require a fixed wire-line backbone infrastruc-

ture. All mobile hosts in a communication cell can reach a base station on the wired

network in one hop radio transmission. In parallel with the conventional wireless net-

works, another type of wireless network model, based on radio to radio multi-hopping,

has neither fixed base stations nor a wired backbone infrastructure. This kind of

network is called wireless ad hoc network. For example, without specifying any appli-

cation, wireless sensor networks [1], wireless multi-hop hotspots LAN can be generally

considered as such kind of networks in network infrastructure, constituted of mobile

nodes which act as both mobile hosts and mobile routers. So wireless ad hoc network

is expected to play an important role in civilian and military forums in future.
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Naturally a wireless ad hoc network is an autonomous system of mobile routers (and as-

sociated hosts) connected by wireless links — the union of which form on an arbitrary

graph. The routers are free to move randomly and organize themselves arbitrarily;

thus, the network’s wireless topology may change rapidly and unpredictably. Such a

network may operate in a stand-alone fashion, or may be connected to the larger In-

ternet [2].

Being self-organized and not relying on existing infrastructure, wireless ad hoc net-

works have several salient and unique features [3]. First, their topologies are dynamic

and change often rapidly because of unpredictable and arbitrary movement of nodes.

Thus, node inter-connectivity and link properties such as capacity and bit error rate

cannot be predetermined. Next, the transmission medium has a bandwidth-constrained

and time-varying capacity because of unstable wireless link. In addition, distance be-

tween the ends of the link, obstacles in the environment, externally generated noise

and interference caused by other transmissions also make the capacity of the wireless

communication be reduced and apt to be highly variable. Finally, wireless ad hoc

networks are only able to support power-constrained operation because of lightweight

batteries to support portability. The limited power supply constrains the transmission

range, data rate, communication activity and processing speed of the devices. With-

out centralized administration, distributed operations on every node are also important

characteristics of wireless ad hoc networks.

In spite that above mentioned features of wireless ad hoc networks make the networks

with less resources and vulnerable for operations, because of rising popularity of mul-

timedia applications and potential commercial usage of wireless ad hoc networks, data

with different requirements of timely delivery are needed to be supported in a network.

Thus, quality of Service (QoS) support in wireless ad hoc networks has become an
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unavoidable task. For example, real-time image information requires to be delivered

immediately so that the image of illegal intruder can be detected and help guards take

action promptly. However, measured temperature data can be delivered with some

delay, such as 5 minutes, to the control center for processing.

However, the vulnerable, highly time-varying and limited resources of wireless ad hoc

network make it have limited capacity to satisfy the delivery requirements of users’ ap-

plications. Therefore, the network resource should be allocated between applications

in an efficient way, i.e. trying the best to satisfy as many users as possible. We think

that a quantitatively balanced network resource allocation between applications based

on their QoS performances is the way to achieve this objective.

1.2 Motivation

Having insight of ”tune knob” feature of proportional differentiation model to quanti-

tatively control service spacings between users, we think that this feature is desirable

for efficient network resources allocation between QoS requirements of users. Using

this function, we can delicately adjust the resource allocations between flows so as to

achieve an optimized situation. Suppose that there are two real-time video flows that

both expect 0.05 second as the maximum of end-to-end packet delay. If a packet is

unable to reach destination before the deadline time, the packet may be dropped. And

two flows are able to tolerate the packet drop ratios with 0.01 and 0.05 respectively.

The flow with 0.01 drop ratio has higher priority, whereas the other has lower priority.

When the network resource is so limited that if we allocate network resource to higher

priority flow first to guarantee its requirement (thus its drop ratio is 0), the drop ratio

of lower priority flow will be over 0.05, such as 0.06. And, if the higher priority flow

is allocated less resource such that its drop ratio becomes 0.01, the lower priority flow
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will get more resource such that its drop ratio can be reduced to 0.05. In this situation,

guaranteed service and relative differentiation methods sacrifice the lower priority flow

in order to satisfy the higher priority flow. Service assurance methods alternatively try

to satisfy one flow if its requirement is not satisfied. All of these ways are unable to

quantitatively control the resource allocation so as to keep the network in optimized

situation, i.e. 0.01 drop ratio for higher priority flow and 0.05 drop ratio for lower

priority flow. However, if using ”tune knob” function in proportional differentiation

QoS provisioning, we may quantitatively set the ratio between the drop ratios of two

flows and allocate the network resource aiming to achieve the ratio on end-to-end QoS

of two flows. Thus, the optimized solution with 0.01 and 0.05 drop ratios on higher

and lower priority traffics respectively can be achieved.

In the literature, we learned that there are numerous mechanisms across the protocol

layers and time scales for QoS delivery in multi-hop ad hoc networks. Among these

mechanisms are QoS routing protocols, admission control policies, resource reservation

schemes, packet scheduling algorithms, QoS capable MAC protocols, etc., as investi-

gated in Chapter 2. Unfortunately, none of these existing mechanisms is alone capable

of providing satisfactory end-to-end proportional differentiations over multi-hop sce-

narios. Although some works have implemented the proportional differentiation model

over one-hop behavior, time-varying topology and wireless medium’s capacity of ad hoc

network spoil accurate quantitative differentiation after transmissions through multi-

ple hops. Therefore, the ”tune knob” function to control the service quality spacing

among users is unable to achieve so as to lose the significance of implementing pro-

portional differentiation model. Thus, it is significant to research on a mechanism to

allocate network resources between users with proportionally differentiated control on

their end-to-end QoS performances.
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In addition, mobility of nodes and time-varying wireless channel are factors that greatly

affect the network capacity in wireless multi-hop ad hoc network. Usually, the exist-

ing methods either provide service assurance on end-to-end QoS, which only allocates

available network resources to users according to their priority order without caring

about the quantitative end-to-end performance of the traffics of every user, or provides

guaranteed service which ignores quantitative variation of network capacity because

it only admits the traffics into network whose requirements of network resources in

total are definitely below the minimum network capacity. Thus, these methods do not

need to particularly handle the effects generated by mobility of nodes and time-varying

channel because these factors won’t destroy their QoS goals. However, in order to in-

crease the efficiency of the network resource utilization while providing proportional

differentiation on end-to-end QoS, the effects on end-to-end QoS of flows generated

by mobility of nodes and channel variation cannot be ignored and have to be handled

quantitatively.

In wireless multi-hop ad hoc networks, movement of nodes may lead to variation of

signal strength and interference strength from other simultaneous transmissions in net-

works and link breakage. Thus, movement of nodes generates both errors on packet

transmission due to variation on wireless link transmission and delay overhead due to

re-routing process intrigued by link breakage. In addition, in CSMA/CA based net-

works, the wireless medium is shared by nodes in a distributed pattern. Because of

the broadcasting feature of wireless channels in ad hoc networks, interference is a fac-

tor largely affecting variation in wireless channels, compared to other noise factors in

wireless medium environments. Thus, mobility of nodes also generate time-variation

of wireless channel in CSMA/CA based wireless multi-hop ad hoc networks. In or-

der to achieve proportional differentiation in end-to-end QoS in the environment with
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mobility of nodes and time-varying wireless channel, a scheme to detect the effects on

packet transmissions due to mobility of nodes is necessary. After surveying research

works in the literature that studied variation of wireless channels or mobility of nodes

for improving the network performance, they either intensively analyzed time-varying

characteristic of wireless channel and its effects on packet transmissions in cellular

networks, or achieved good algorithms to track mobility of nodes in order to improve

hand-over and routing performance, etc. None of the existing works studied the effects

of mobility of nodes on packet transmissions in wireless multi-hop ad hoc networks

based on CSMA/CA access protocol.

In addition, from the motivations above, it is obvious that a combination of several

mechanisms with different network functions have to work collaboratively to achieve

our QoS goal. For example, we may need a packet scheduling algorithm that trans-

forms the QoS requirements into medium access priorities and works with a MAC

protocol that provides the multiple priorities. Also, we need a channel monitor cap-

turing the instantaneous channel quality so as to compensate its negative effects on

the QoS schemes. Therefore, a framework in which different mechanisms relying on

different protocol stacks are able to collaborate together with the purpose of providing

proportional differentiation on end-to-end QoS is also desirable.

1.3 Contribution and Organization of the Thesis

This thesis first contributes in developing a cross layer framework for end-to-end pro-

portional differentiation in wireless multi-hop ad hoc networks. While it is designed

with proportional differentiation in mind, we realize that the framework is also ap-

plicable to achieve other general QoS requirements. With the framework, the thesis

also contributes a specified realization called Proportionally Differentiated Multi-hop
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End-to-end Packet Delay (PDMED), which is evaluated through simulations. The sim-

ulation results indicate that an accurate end-to-end proportional differentiation across

multi-hop ad hoc network which cannot be achieved otherwise, can now be achieved.

This thesis also discovers self-similar characteristics of signal-to-noise ratio in CSMA/CA

based wireless multi-hop ad hoc network with the condition that nodes move under

random waypoint model. Cooperating with a method to forecast the channel quality

based on observed self-similar characteristic in signal-to-noise ratio, the thesis further

suggests an improvement to the proposed realization called PDMED+, which is verified

by random event simulations to be able to achieve proportional end-to-end differenti-

ation in the environment with node mobility and channel variation and also increase

the total end-to-end throughput of the whole network.

The remainder of the thesis is organized as follows. In Chapter 2, we give the literature

review on the existing methods and mechanisms for QoS provisioning in multi-hop ad

hoc networks and for handling channel variation and mobility in wireless networks.

Chapter 3 presents the cross layer framework and PDMED to provide accurate pro-

portional differentiation in multi-hop ad hoc networks. The performance is evaluated

via simulations. Chapter 4 proposes a method to predicting signal-to-noise ratio of

packet transmissions due to nodes mobility and channel errors and the improved scheme

(PDMED+). Performance is also evaluated by simulations. Chapter 5 concludes the

thesis and points out future research directions.



8

Chapter 2

Literature Review

2.1 QoS Provision by Resource Allocation in Wireless Ad

Hoc Networks

In the literature, a large number of research activities on QoS support in MANETs

have been done, including QoS models, QoS resource reservation signaling, admission

control, QoS routing and QoS medium access control (MAC), etc. They did a lot of

endeavors to realize various kinds of QoS support. With our motivation, we intensively

studied the mechanisms that allocate different network resources to different applica-

tions in a wireless ad hoc network. Basically, according to the QoS goals they achieved,

we classified the studied mechanisms in four categories: guaranteed services, relative

differentiation, proportional differentiation and QoS over multiple hops.

2.1.1 Guaranteed Services

In order to provide different guaranteed QoS to different types of applications, various

distributed MAC protocols have been proposed in the literatures. Specifically, these

MAC protocols can provide different upper bounds in packet access delay. For example,
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([4],[5]) propose distributed TDMA protocols that can guarantee at least one collision

free time slot for each node in a given duration. This guarantee is possible in the

absence of a central controller by using discrete mathematics mapping function to

pseudo-randomly arrange the transmission and reception at each node. In the same

spirit of bounding access delay, [6] proposes a distributed CSMA/CA MAC protocol

that can guarantee access to a node by emulating a round robin algorithm. This round

robin algorithm is enforced by making each node to send a Black Burst, i.e., pulses of

energy at the end of back-off and the duration of Black-Burst is proportional to the

packet access delay. The node can only transmit its packet if the channel remains idle

after its Black-Burst. Otherwise, the node has to perform another back-off which will

increase the duration of its Black-Burst.

While the two MAC protocols above are capable of providing guaranteed QoS in a

distributed wireless ad hoc network, some forms of resource reservation are required.

Due to unpredictable capacity, the reservation often means resource over-provisioning

and thus makes the guaranteed QoS not scalable and efficient. Compared to guaranteed

QoS, differentiated QoS is not to deliver a hard assurance in the perceived performance

but to give different resources to different flows such that different levels of performance

can potentially be achieved at the flows. This flexibility of differentiated QoS makes it

suitable for wireless ad hoc network with volatile capacity.

2.1.2 Relative Differentiation

As a mechanism to provide differentiated QoS, prioritized channel access has been

extensively studied. In [7], a MAC protocol is proposed such that different priori-

ties are achieved by assigning different fixed Black-Burst durations to different traffic

classes. Within a priority class, a randomized initialization protocol is used to enforce
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a round robin sequence of transmissions among distributed nodes so that collision can

be avoided. While Black-Burst is indeed a practical method to achieve prioritiza-

tion, the priority is only local among all nodes within the region of one hop where

there is no hidden node. In the presence of hidden nodes, high priority node may be

marginalized compared to a node with lower priority. Hence, [8] proposes to tackle this

mis-scheduling problem among all nodes within a region of two hops. According to [8]

before sending a Black-Burst at the end of a back-off, the high priority node sends a

busy tone which will be echoed by its receiver. All low priority nodes that hear the

busy tone defer their transmissions.

Compared to Black-Burst, differentiating back-off duration is another technique in

providing different priorities. This technique has been adopted in [9] to provide QoS

differentiation in IEEE 802.11 where a higher priority node has a shorter back-off dura-

tion. It has been shown that this technique does not work well in a noisy environment

with prevalent propagation impairments. Also, a shorter back-off duration cannot re-

ally provide a higher priority to TCP flow where its throughput is measured on an

end-to-end basis. Under these conditions, [9] indicates that a better differentiation

can be achieved by using a shorter distributed inter-frame spacing(DIFS) duration,

instead of back-off duration for a higher priority node. This finding has also been re-

ported in [10]. Further, [10] reveals that, while a combination of back-off duration and

DIFS duration can provide good QoS differentiation, the differentiation can be dra-

matically affected by channel condition and number of active nodes. Specifically, when

the number of nodes is large, an accurate differentiation is harder to achieve by merely

controlling the back-off duration because of more frequent transmission collisions. On

the other hand, with a smaller number of nodes, adjusting only DIFS duration is not

efficient in achieving the desired differentiation due to a waste of transmission times.
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In view of the individual deficiencies of both back-off duration and DIFS duration tech-

niques, IEEE 802.11 working group has taken the effort to define a standard mechanism

to use them collectively to achieve efficient QoS differentiations [11]. The effort yields

802.11e which has been extensively studied in the literatures ([12],[13]). From the stud-

ies, controlling back-off duration is effective in introducing throughput differentiation

while adjusting DIFS duration amplifies the differentiation. The studies also show that

802.11e can provide differentiation when there is a fixed number of active nodes within

a radio range in an idealistic channel even though the traffic load is at a saturated

level. However, the differentiation is vulnerable to changes in the number of nodes

and traffic load. This vulnerability is partly due to the definition of its differentiation

where a flow can choose one amongst a small number of service classes (or priorities)

that best meet its QoS requirement, based on the assurance that the perceived QoS of

higher classes will be better, or at least no worse that that of lower classes. This type

of differentiation is called relative differentiation compared to proportional differentia-

tion which offers predictable and controllable differentiations between different service

classes [14].

2.1.3 Proportional Differentiation

A simple form of proportional differentiation in throughput has been termed fairness.

Let gi and φi be respectively the throughput and proportional differentiation parameter

for node i. Then, unfairness may be expressed as follows:

F̄ = max
∀i,j

{
| gi

φi
− gj

φj
|
}

(2.1)

where a smaller F̄ means a better fairness. In order to achieve good fairness, [15] has

proposed a distributed fair MAC protocol to ensure a minimum fair share of medium

to a node while maximizing the spatial channel reuse for throughput improvement.
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This is achieved by mapping the virtual clock of weighted fair queuing into the back-

off duration of a contending node and by allowing a lookahead window in the range

of virtual clock eligible for service. While [15] uses weighted fair queuing, similar

works in achieving fairness by mapping virtual clock of other fair queuing models,

such as start time fair queuing and worst-case-fair fair queuing, into back-off duration

have been reported in ([16],[17],[18],[19]). Unfortunately, all these works can only

achieve proportional differentiation (fairness) locally or globally between two nodes over

one hop. With multiple hops in a wireless network, we argue that the proportional

differentiations should be achieved in an end-to-end manner across all hops but not

limited to a concatenation of local proportional differentiations at each hop.

2.1.4 QoS over Multiple Hops

In order to provide QoS across multiple hops, [20] has proposed a distributed packet

scheduling algorithm for CSMA/CA based MAC protocols to achieve an accurate trans-

mission order as if in a centralized scheduler that provides QoS differentiation. Based

on the desired transmission order, the scheduling algorithm assigns to every packet

an appropriate priority. With the priority of a head packet, each node can rank itself

against all its neighboring nodes after overhearing their head packets’ priorities which

are piggy-backed on other transmissions. According to the rank, a node will determine

its back-off duration to achieve the desired transmission order. Although the algorithm

is capable of ensuring an accurate transmission order in a multi-hop setting, it is for

packet and not flow. Further, there is no end-to-end QoS across multiple hops.

To provide to a flow an end-to-end QoS across multiple hops, [21] has proposed a simple

modification to CSMA/CA MAC protocol so that DATA and ACK frames will carry

piggy-backed channel reservation for the next transmission and thus, no RTS/CTS ex-
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change is required except for the first packet of a traffic burst at the first hop. As such,

as long as the first DATA frame manages to acquire the channel at the first hop, the

subsequent packets are guaranteed channel access without further reservation delay in

the absence of channel error. This scheme is able to provide a better QoS to a real-time

flow, compared to a best-effort flow along a multi-hop path. However, it is not easy to

support multiple real-time flows at a same time, especially when the different real-time

flow have different QoS requirements.

In an effort to provide different QoS to different flows across multiple hops, [22] proposes

a coordinated multi-hop packet scheduling algorithm that requires some modifications

to and co-operations from the CSMA/CA MAC protocol. In [22], the end-to-end

QoS requirement of a flow is transformed into an instantaneous priority by the packet

scheduling algorithm. Here, a packet that has not been offered sufficient service in the

previous hop will be given a higher priority in the future hops and vice versa. The

priority of the current and the next packets will be piggy-backed onto RTS/CTS and

DATA/ACK packets, respectively. Hence, all nodes within a hop know each other’s in-

stantaneous priorities and only the node with the highest relative priority will contend

for the channel while the other nodes defer their transmissions. It is the mechanism

of adjusting a packet’s priority at a hop based on its experience in previous hops that

enables end-to-end QoS across multiple hops. However, it is obvious that the oppor-

tunities of compensating a packet in downstream hops is limited by the number of

downstream hops and the competition situations in downstream hops. These limita-

tions make this scheme only capable of providing coarse QoS provision.

In order to have more adjustment space for QoS provision, Reference [23, 24] proposed

DCS-NPDD-MAPS framework to adjust network access for a packet of a flow according

to the end-to-end performance of previous packets so as to compensate to the previ-
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ous bias resource allocation promptly and achieve end-to-end assurances in multi-hop

wireless networks. In the framework, Dynamic Class Selection (DCS) gives a way to

dynamically choose the priority for flows according to their instant end-to-end perfor-

mances. Neighborhood Proportional Delay Differentiation (NPDD) scheduler ensures

to differently allocate the access of the medium resources in a proportional ratio in

queuing delay between flows in a node according to their priority. Medium Access Pri-

ority Selection (MAPS) supports the priority order of packets of flows in a contending

area in MAC layer. IEEE 802.11e is used to realize the priority in competing to access

the medium. These algorithms also achieve end-to-end service assurance for flows via

mapping end-to-end QoS targets into priority indexes. This similar service compensa-

tion mechanism has been adopted by [25] for the same goal. More aggressively, [25]

intends to provide a guarantee in end-to-end packet delay through admission control.

Since there is no intuitive way to compute the capacity of a multi-hop ad hoc network,

the admission control is done using an admit-then-test method. Specifically, a flow

with end-to-end delay requirement is first admitted and then, its impact on the chan-

nel idle time is monitored. If the idle time becomes too short as a result of the new

flow, another flow that has no end-to-end delay requirement is selected for rejection.

2.1.5 Summary

Among all above schemes which provide various forms of QoS in wireless ad hoc net-

work, we found that none of them is capable to supporting the proportional differ-

entiations in end-to-end QoS. We intensively studied the schemes that either adopt

proportional differentiation model or provide end-to-end QoS over multiple hops in

order to investigate their potentials of providing proportional differentiation in end-to-

end QoS. We summarized the results in Table 2.1. The table shows the QoS goals of
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Ref. QoS Goals Methods Problems

[18]

[19]

Accurate fairness of

network resources be-

tween every node in

the network.

1)Approximate STFQ via setting ap-

propriate back off time. 2)Using round

number to control accuracy of fairness.

One hop fairness. Can-

not support end-to-end

QoS of flows with multi-

ple hops.

[20] Fairness according to

an ideal scheduling al-

gorithm in multi-hop

network.

1)Priority medium access(Non-

persistent CSMA/CA): hearing

priorities from neighbor nodes. Priority

access to the node with the highest

priority.

Cannot support end-to-

end QoS of flows with

multiple hops.

[21] Guaranteed service for

a real-time flow over

multi-hop networks.

Piggy-backing channel reservation on

DATA/ACK frames.

Reserving network re-

source completely for a

flow cannot support mul-

tiple flows with diverse

QoS requirements.

[22] Service assurances for

flows in multi-hop net-

work.

1)Priority medium access: hearing pri-

orities from neighbor nodes. Priority

access to the node with the highest

priority. 2)Coordination mechanisms

to adjust priority of packets in down-

stream hops.

Coarse QoS with quanti-

tative control.

[23]

[24]

Service assurance of

flows in multi-hop

wireless networks.

DCS-NPDD-MAPS framework. 1)Dy-

namically adjust flows’ priorities

according end-to-end performances.

2)proportional queuing delay be-

tween neighbors. 3)IEEE 802.11e for

prioritized medium access.

Unable to quantitatively

control the network re-

sources between flows.

[25] Guarantee services

flows in multi-hop

wireless networks.

1)Partitioning end-to-end requirement

into a single hop. Adjust contention

windows according to the performance

of satisfying the requirement in previous

packets. 2)Admission control of low-

priority traffics via monitoring conges-

tion of channel.

Unable to quantitatively

control network resource

allocation between flows.

Sacrificing low-priority

flows to guarantee high-

priority cannot efficiently

utilize network resources

Table 2.1: Problems of existing schemes for providing proportional differentiation in
end-to-end QoS

the studied schemes, their methods and the problems that they may suffer if provid-

ing proportional differentiation in end-to-end QoS. Conclusively, the main problems

are: 1) Only providing guaranteed service, prioritized access, proportional differenti-

ation over one hop is unable to provide proportional differentiation over multi-hop in

wireless multi-hop ad hoc networks. A coordinated method to support proportional

differentiation over multiple hops is necessary. 2) A support which merges end-to-end

QoS of every flow into medium access protocols on every hop is a must. 3) Too strict
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QoS provision methods, such as strict prioritized access or guaranteed service may re-

duce the number of QoS-expected flows supported, and are not desirable for efficient

utilization of network resources allocation.

2.2 Mobility and Channel Variation in Wireless Networks

Mobility and wireless channel variation are factors greatly affecting the performance

in physical layer. Both mobility and wireless channel variation generate errors in

transmitting packets. Mobility also lead to link breakage. In order to support the

performance of upper layer, such as scheduling and routing, a QoS support method in

physical layer to capture the effects on packet transmission due to nodes’ mobility and

time-varying wireless channel is necessary to cooperate to QoS provision scheme in in

wireless multi-hop ad hoc networks.

2.2.1 Channel Characteristic and Prediction

Because channel quality directly reflects whether a transmission is successful or not,

some of work have been done to model and predict the channel quality in wireless

environment. Some methods have been proposed to predict the signal using statistic

characteristic methods. Reference [26] proposed a decision-directed channel predictor

for orthogonal frequency-division multiplexing (OFDM) communications over time-

varying channels. Basically, this method uses demodulated receive data to yield an

minimum mean-square error(MMSE) predictor so as to get up-to-date channel state

information for decoding and equalization. This method is an estimation way, based

on characteristic of OFDM systems. Reference [27] proposed a prediction method

for forecasting the fractal signal strength based on the fact that the signal strength

exhibits self-similar characteristic over sea clutters. This method is able to predict
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the future signal strength through the parameter, the Hurst Parameter, reflecting the

long-range dependent characteristic. However, above methods are based on the case

that communication is carried over the separate channel completely used by for a user.

Thus, these methods capture the continous characteristic of wireless link of a user.

In order to predict the instantaneous channel quality in scenario that several users share

a wireless link by different time slots, [28] proposed a pilot-based scheme to detect the

channel state in wireless networks with a centralized control on transmissions. Through

probing the channel via pilot packet to collect information about channel status, the

duration of channel being good or bad for transmissions is able to be estimated and

constructed. The results benefit for packet scheduling so as to improve QoS provision

and network performance. But, this scheme is used for cellular networks with a central

controller for packets from several users. It is difficult to use in multi-hop ad hoc

networks. Thus, the interference effect on wireless link due to transmissions of nearby

nodes that exists in multi-hop ad hoc networks cannot be handled by this method.

2.2.2 Mobility Tracking and Prediction

Because mobility is a key factor that affects wireless channel in wireless ad hoc net-

work, in literatures some works have been done to handle the mobility of nodes in order

to improve QoS provision in wireless networks. [29] proposed a hierarchical mobility

model to catch the characteristics of the mobile nodes’ movement and a hierarchical

location prediction algorithm to improve hand-offs, relieve congestion, etc., so as to

improve QoS provision cooperated with reservation and routing protocols in wireless

ATM networks. The main features of this scheme is two-level mobility model for nodes

movement, cell location and movement trajectory in a cell, and two-level location pre-

diction, global prediction for cell location and local prediction for movement in a cell for
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a node. For global prediction, the authors proposed an approximate pattern matching

algorithm to abstract the geometric similarity between two cell sequences to predict

which cell is a node located. For local prediction, the authors tracked trajectory of a

node and used an extended self-learning Kalman filter to predict its movement in a

cell. Although this scheme is able to predict the location of a mobile node specifically,

the two hierarchical prediction is complex for implementation. [30] also proposed a

prediction scheme which is much simpler. This scheme predict the probabilities that

a mobile node will be active in nearby cells in DS/CDMA wireless network so as to

help resources reservation and achieve maximum resource utilization. Adaptive fuzzy

inference approach is used to estimate the mobility information based on the real-time

measurements of received pilot signal power. A recursive least square algorithm under-

take prediction for probability of moving to neighbor cells of a node in next moment.

However, both of above two schemes are based on cellular networks with support of

base stations. They are difficult to be implemented in mobile ad hoc networks.

In order to solve the problem of node positioning in ad hoc networks, a infrastructure-

free positioning and distributed algorithm that does not rely on GPS (Global Position-

ing System) is proposed in [31]. This scheme is to build a relative coordinate system

for a node using the distances between this node and other nodes in the networks so as

to find its own location compared to other neighbor nodes. Through choosing several

nodes to form the Location Reference Group, all of nodes in the network adjust their

local coordinate systems consistently so as to locate their own positions in the networks.

Indeed, the accuracy and stability of this scheme are much dependent on stability of

Location Reference Group formed by several nodes. If the movement of these nodes is

fast and dynamic, it is hard to compute the correct location in the network for a node.

And, this scheme provides only position information. Although it is able to reflect
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movement of nodes, which is able to give information for routing protocols, it is not

sufficient to show the transmission channel quality due to mobility of nodes, especially

the variation of signal strength and interference strength generated by movements of

nodes in networks.

2.2.3 Interference Estimation

Reference [32] proposed a model to calculate interference levels in wireless multi-hop ad

hoc networks. This model is based on honey-grid lattice to capture the expected value

of carrier-to-interference ratio by taking into account the number of nodes, density of

nodes, radio propagation aspects, the amount of relay traffic and multi-hop character-

istic in multi-hop ad hoc networks. This work is able to reflect the effects of variations

in network size, network density and traffic load on carrier-to-interference ratio gener-

ally. However, it is unable to give us the instantaneous carrier-to-interference, which

is determined by movement pattern of nodes in networks.

2.2.4 Summary

In wireless multi-hop ad hoc networks with CSMA/CA access protocols, mobility of

nodes is a key factor which dramatically affects the network performance in routing

and packet transmission. The factor varies signal strength and the wireless transmis-

sion environment due to interferences, increases errors in transmitting packets and

even breaks the transmission links. Therefore, the transmission time of a packet and

whether a packet is transmitted successfully both are affected by mobility of nodes.

From above investigations, none of existing works provides a way to capture the charac-

teristic of the effects on packet transmissions due to mobility of nodes and broadcasting

wireless mediums in wireless multi-hop ad hoc networks based on CSMA/CA access
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protocol. Thus, it is significant to study on the effect on packet transmissions due to

mobility of nodes in CSMA/CA based wireless multi-hop ad hoc networks.



21

Chapter 3

Cross Layer Framework for

Proportional Differentiation in

End-to-end QoS and a

Realization Scheme

3.1 Introduction

In chapter 2, we have found that only one component in ad hoc networks is difficult to

provide proportional differentiation on end-to-end QoS among flows. In this chapter,

we propose a cross layer framework for end-to-end QoS in wireless multi-hop ad hoc

networks and contribute a realization of the framework to achieve an accurate propor-

tional differentiation on average end-to-end packet delay among flows in a network.

The remainder of this chapter is organized as follows. First, we will present the network

model and problem statement. Next, we propose a cross layer framework for providing

end-to-end proportional differentiation in multi-hop ad hoc networks. Then, we give a
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realization of the framework, PDMED. Finally, we evaluate PDMED through random

event simulations. The conclusion is given in the end of the chapter.

3.2 The Network Model and Problem Statement

We consider a multi-hop wireless network without access points for infrastructure net-

works. Nodes enter or leave the network at will. They move around in a geographic

area. Any user can host applications towards other users via some nodes as interme-

diate routers. Thus, all users form connections of a path with one or multiple hops to

another node (destination) with the underlying routing protocol. The medium access

for each node is based on content-based protocol (CSMA/CA). We focus on a multi-hop

scenario. Not all users are within each other’s transmission and carrier sensing range.

In this network, the end-to-end QoS proportional differentiation problem is formulated

as follows:

Applications at any node request their packets to be transmitted to another node that

is not in the transmission and carrier sensing range of the source node. The network

is able to provide services in the quality spacing of the end-to-end metrics between the

applications according to a proportional ratio.

3.3 Introduction of Cross Layer Framework

As illustrated in Fig. 3.1, the framework consists of four mechanisms, namely traf-

fic policing, centralized scheduler, distributed scheduler and admission control. These

mechanisms in turn are assisted by three monitors, namely QoS monitor, route monitor

and channel monitor. We will next describe these mechanisms and monitors as well as

explain the interactions among them.
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Figure 3.1: Cross layer framework for proportional end-to-end QoS in wireless multi-
hop ad hoc networks

In Fig. 3.1, the traffic policing is to ensure that the traffic arrival of a flow is in ac-

cordance to the declared traffic profile. For the arrived packets that have exceeded the

profile, the traffic police will either discard them or mark them so the marked traffic

can be discriminated when the need arises later.

The traffic profile component of traffic policing is also used in the other mechanism,

i.e., admission control. Generally, admission control needs to derive the resource re-

quirement of a flow based on the traffic profile before deciding if the flow should be

admitted into the system. Normally, the flow is admitted only when the required re-

source is not more than the available resource in a route. Thus, routing is an integral

part of the admission control and directly affects the admission decision. The failure
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of admitting a flow to a route will prompt the routing component to search for another

route before submitting the flow for admission decision again in an iterative approach.

Despite rejecting a flow on a route due to insufficient resource, the available resource

is not always known with certainty at the time of making admission decision. This is

due to the time-varying characteristics of link quality which also affects the instanta-

neous actual end-to-end QoS and quality of a route. Thus, the admission control in

the proposed framework needs to provide for and dynamically evaluate the impacts of

the time-varying factors. As such, when the current route becomes unusable to a flow,

the routing component may dynamically re-route the flow to another route that meets

the flow’s original performance requirements.

In order to dynamically evaluate the time-varying characteristics, the framework uses

a channel monitor, a route monitor and a QoS monitor. The channel monitor spans

across both physical and MAC layers. In the physical layer, the channel monitor mea-

sures the link quality. In the literature, the link quality can be given in terms of bit

error rate, received signal strength, signal to noise and interference ratio, etc. In the

MAC layer, the channel monitor keeps track of the actual throughput as well as the

channel traffic. In the framework, channel traffic is a general term which includes all

received packets. It is based on these received packets which may be erroneous or error

free that other components in the framework may derive various information, such as

the traffic load, actual QoS, current topology, etc.

Different from channel monitor which spans across the lowest two protocol layers, route

monitor appears only in the network layer. Here, route monitor may quantify the route

quality in terms of the effective end-to-end bit error rate, remaining time to a broken

route, etc. Hence, the route quality is determined partly based on the mobility infor-

mation and the qualities of its component links which can be provided, among others
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by the channel monitor. In the proposed framework, the route monitor also keeps track

of the current topology which can be affected by mobility.

Similar to the route monitor, QoS monitor is in the network layer where the actual

end-to-end QoS can be measured. The actual QoS can be compared against the target

QoS where an obvious difference suggests a failure in meeting performance requirement

and thus, triggers a sequence of activities in various mechanisms, such as re-routing

and adjustments in transmission schedule.

Thus far, we have described the traffic policing and admission control, which are two

mechanisms working on different time scales. Specifically, traffic police must make a

policing decision on each newly arrived packet while the admission control needs to de-

cide on re-routing only after a sufficiently large number of packet has been transmitted

or monitored such that the statistics collected by all the monitors are meaningful. Now,

we introduce another mechanism, i.e., the centralized scheduler will decide among a

set of the local flows, which to serve after considering inputs from all the monitors. For

example, while making decision, the centralized scheduler needs to consider the target

and actual end-to-end QoS of a flow that are provided by the QoS monitor.

In the centralized scheduler, the chosen flow will have its head packet sent from the

network layer to its distributed scheduler in the MAC layer. Here, the distributed

scheduler will decide which one from a set of neighboring nodes, should transmit its

packet to physical medium using what parameters. These parameters which include

but not limited to modulation scheme, carrier frequency, transmission power, packet

length, etc., are decided by the distributed arbitrator, i.e., a component of the dis-

tributed scheduler. Note that the distributed arbitrator spans across two protocol

layers because some of the transmission parameters it decides are physical layer pa-
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rameters. All the transmission parameters are decided by the distributed arbitrator

after taking into account the inputs from all the monitors, collision avoidance func-

tion and collision resolution function. The two collision related functions are needed

as part of the distributed scheduler because collisions are likely to happen when the

distributed arbitrator lacks a perfect global information when making transmission de-

cision. While the distributed arbitrator works on a packet-by-packet basis, collision

resolution and collision avoidance may or may not work on a packet time scale. As an

example of collision avoidance, the CSMA/CA senses for the carrier and reserves the

medium using RTS/CTS exchange for each packet. For the same purpose, TDMA uses

a deterministic time slot allocation which is performed only once for many packets.

Up to this point, we have described the mechanisms and monitors together with their

interactions as illustrated in Fig.3.1. We understand that the figure is not perfect be-

cause it does not show all the existing interactions. For example, the route quality in

the route monitor is related to the link quality in the channel monitor but this is not

shown in the figure. We argue this is to avoid overcrowding the figure while keeping

it conceptually correct. The key concept brought up by the framework is summarized

as follows: In providing end-to-end QoS in a wireless multi-hop ad hoc network, we

need the four mechanisms that are provided with feedback and dynamics by three

monitors. These mechanisms and monitors operate across different protocol layers and

time scales, and a change in any of the components will directly or indirectly affect the

others. For the same purpose to avoid overcrowding, the interactions between the four

mechanisms are only shown indirectly through the monitors. For example, the admis-

sion control will affect the distributed scheduler by affecting actual QoS measured in

the QoS monitor.
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3.4 A Realization Scheme: PDMED

In this section, we present a realization of the proposed framework (see Fig.3.1),

PDMED, to provide an accurate end-to-end proportional QoS differentiation across

multiple hops in a wireless ad hoc network. In PDMED, we have made a few as-

sumptions so that we can focus on the problem of providing an accurate end-to-end

proportional differentiation while leaving the other issues such as mobility of nodes,

channel errors, re-routing and dynamic admission decision to future research.

3.4.1 Assumptions

We assume that all the traffic flows are self-disciplined such that no traffic policing is

required. We further assume that all the nodes are not mobile and have a deterministic

route quality so that the static shortest path routing protocol can be adopted. We also

assume the use of CSMA/CA MAC protocol. This implies the collision avoidance func-

tion consists of RTS/CTS exchange and carrier sensing. Also, the collision resolution

function is based on the paradigm that each flow has its own contention window size.

Thus, collisions can be resolved by dynamically adjusting the contention window size

based on which the back-off duration of a flow is determined. Let Wi be the contention

window size of a flow i. Then, the back-off duration of a flow i, ∆i in terms of number

of discrete intervals is decided as follows:

∆i = U [0,Wi − 1] (3.1)

where U [x, y] is a function that generates random integer numbers within the range

[x, y]. In (3.1), Wi is adjusted depending on the number of retransmission, m, the

current flow i’s packet has experienced such that Wi = 2m ×Wmin, where Wmin is the

minimum contention window size of all flows. While Wi increases with the number of

retransmissions, it is upper bounded by Wmax. The adoption of CSMA/CA also means
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that the centralized scheduler is implicit. Specifically, with CSMA/CA, only the local

flow that has finished first counting down its back-off duration can contend for medium

access with the other flows from neighboring nodes.

As a result of the few assumptions given above, the task of providing an accurate end-

to-end proportional differentiation falls mainly on a distributed scheduler instead of the

other three mechanisms. Thus, we will thereafter focus on designing the distributed

scheduler and specifying how the QoS monitor, route monitor and channel monitor

should support the scheduler.

3.4.2 Distributed Scheduler and QoS Monitors

In designing the distributed scheduler, we let the QoS be defined in terms of average

end-to-end packet delay. Thus, target end-to-end QoS of the QoS monitor to achieve

proportional differentiation in Fig.3.1 can be written as follows:

di(t)
φi

=
dj(t)
φj

; ∀i, j, t (3.2)

where φi has been defined earlier in (2.1) and di(t) is the actual average end-to-end

packet delay for flow i at time t. In practice, di(t) must be measured at the destination

node of flow i. From the expression above, the target QoS can be interpreted as

achieving among all flows an equality in their normalized end-to-end packet delays and

the deviation of a flow i from the target QoS at time t can be quantified by βi(t) as

follows:

βi(t) = max
∀j/i

{
dj(t)
φj

}
− di(t)

φi
(3.3)

From the equation, βi(t) is a positive real number where the smaller value means that it

is closer to the QoS target, i.e., βi(t) = 0. Thus, βi(t) is also used as the measurement

for the actual QoS of flow i at time t.
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In order to make βi(t) as close as possible to its target value 0, we propose to dynam-

ically adjust the back-off duration of a flow based on its instantaneous deviation from

the equality such that a flow with a relatively smaller βi(t) is given a shorter back-off

duration to reduce its end-to-end packet delay. On the other hand, a flow with a rela-

tively larger βi(t) is given a longer back-off duration to give way to transmissions from

other flows with a smaller βi(t). However, there is no intuitive best known method

to perform the adjustment because of the following two problems: (a) The average

end-to-end packet delay, di(t) that is measured at the destination node is not readily

available to the intermediate nodes and source node of the flow, and (b) The normalized

end-to-end packet delay of a flow is only known to the flow itself but the computation

of βi(t) requires the normalized delays of other contending flows.

Solving the two problems are the functions of the QoS monitor and channel monitor

(refer to Fig.3.1), respectively. In the QoS monitor, a backward propagation scheme

is proposed so that di(t)/φi computed at the destination node will be known by the

flow’s intermediate and source nodes. According to the backward propagation scheme,

when a packet arrives at a flow i’s destination node at time t, its average end-to-end

delay is updated as follows:

di(t) =
τi(t) + (n(t)− 1)× di(t′)

n(t)
(3.4)

where τi(t) is the end-to-end delay of the packet arrives at time t, n(t) is the total

number of packets including the newly arrived one up to time t, and di(t′) is the

previous average packet delay. Through the updating process, the destination node

always has the latest value of normalized average end-to-end packet delay, i.e., di(t)/φi.

The latest value together with its respective flow identity will be piggy-backed onto the

MAC ACK frames that are transmitted in response to each successfully received MAC

DATA frame of the flow. At the intermediate nodes, the piggy-backed information
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will be extracted from the received MAC ACK frames and stored locally before being

similarly piggy-backed onto the upcoming MAC ACK frames of the flow. As such,

the actual normalized end-to-end packet delay of each flow can be propagated from the

destination node to the source node. We notice that there will be a time lag between the

computation of an instantaneous normalized average end-to-end delay and its arrival

at the intermediate and source nodes. In practice, the extend of the time lag depends

on the number of hops and its impact on the QoS target will be extensively studied

through simulation in the next section.

In the channel monitor, a sniffer is proposed to read all the transmitted MAC ACK

frames within a broadcast region. With the sniffer, each node can maintain a table

containing the identities of all neighboring flows and their respective latest normalized

average end-to-end delays. The table is updated each time a MAC ACK frame is

received. With the up-to-date table, βi,k(t), i.e., the value of βi(t) (refer to (3.3)) at

the k-th hop of flow i can be computed as follows:

βi,k(t) = max
∀j∈Ii,k/i

{
dj(t)
φj

}
− di(t)

φi
(3.5)

where Ii,k is the set of flow i’s neighboring flows at its k-th hop. Based on the computed

βi,k(t), flow i can rank itself among all its neighboring flows. Specifically, the flow will

be given the rank l if its βi,k(t) is the l-th highest among all the neighboring flows.

Let ri,k be the rank of flow i at its k-th hop when it has a packet to transmit there but

sense a busy channel. In case no ranking can be performed, the default value for ri,k

is unity. Also, let Wi,k = 2mi,k ×Wmin be the flow’s contention window size at its k-th

hop when the packet is making the mi,k-th retransmission attempting and mi,k = 0 for

a fresh packet. Then, instead of the using the original CSMA/CA method in (3.1), the
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distributed scheduler will decide the flow’s back-off duration, ∆i,k as follows:

∆i,k =





U [0,Wmin − 1] + Iri,k≥2 × γi,k ×Wmin if mi,k = 0

U [0, Wi,k−1
hi

] + Wi,k × (hi−k
hi

+ ri,k − 1) otherwise,
(3.6)

where hi is the total number of hops for flow i and it is provided to the distributed

scheduler by the route monitor in Fig.3.1. In (3.6), the term IA is an indicator function

defined as follows:

IA =





1 if A is true

0 otherwise,
(3.7)

where A represents any condition. And γi,k is a dynamic control parameter for flow i at

its k-th hop. The control parameter has an initial value of unity and it is dynamically

adjusted only for a fresh packet at time t based on the actual normalized average

end-to-end delay as follows:

γi,k =





γ′i,k(t
′) + 1 if 0 < βi,k(t′) < βi,k(t)

γ′i,k(t
′)− 1 if βi,k(t) = 0 and γi,k(t) > 1

γ′i,k(t
′) otherwise,

(3.8)

where βi,k(t′) and γ′i,k are the previous values of βi,k(t) and γi,k, respectively.

Comparing (3.6) and (3.1), we notice that the proposed distributed scheduler gives

priority to a flow that is experiencing excessive normalized average end-to-end delay

by allowing a smaller back-off duration. In order to ensure a high responsiveness of the

proposed mechanism, γi,k provides an additional degree of freedom when ranking and

prioritization alone are not sufficient to quickly bring down a high normalized delay.

Also, the proposed method gives priority to a retransmitted packet compared to a

fresh packet. This is to avoid the situation where multiple packets from a same flow

are contending with each other arbitrarily. Among all the retransmitted packets, based

on the heuristic disclosed in [33], the packet that is closer to the destination node will
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be given the priority to transmit so that the overall end-to-end delay can be reduced.

In PDMED, the message overhead is only the QoS performance value in QoS monitor

at the destination which is fed back to the source. The value is a float number that

only requires 2 bytes in ACK frame. No other message and separate frame are needed.

3.5 Performance Evaluation

We have evaluated the proposed PDMED through random event simulations using

OPNET [40]. For the purpose of simulation, the general static network topology as

illustrated in Fig.3.2 is used first. In the network, there are only two flows, namely

Flow 1 (S1 → D1) and Flow 2 (S2 → D2). From the figure, Flow 1 and Flow 2 have

3 and 2 hops, respectively. For the flows, their differentiation parameter are denoted

by φ1 and φ2, respectively.

S1


S2


D1


D2


Figure 3.2: Topology of simulation scenario with different hops

In the simulations, traffic for each flow is generated using a Poisson arrival process with

a fixed packet size, Lm and a packet arrival rate, λ. Hence, the packet inter-arrival time

is exponentially distributed with mean λ−1. Hereafter, Lm is fixed at 500 bytes unless

specified otherwise. In the evaluation, the raw bit rate of communication channel is 1

Mbps. Also, refer to (3.1), Wmin and Wmax for the proposed realization are fixed at 16

and 1024 time slots, respectively. Here, the duration of each time slot, Tslot = 50µs.



Chapter 3 Cross Layer Framework and a Realization Scheme 33

In addition, the delay of a packet is the time elapsed since the packet’s arrival at the

MAC layer of its source node until the packet’s subsequent arrival at the MAC layer

of its destination node. These packets from their respective traffic sources are queued

above but not in the MAC layer to avoid distortion in packet delay at high traffic

rate, λ−1 when the delays of all flows increase exponentially making any difference in

their values not noticeable. Different φ2/φ1 ratios are achieved by fixing φ1 at 1 while

varying φ2.

3.5.1 Backward Propagation Scheme

First of all, we perform simulations to study the usefulness of the backward propaga-

tion scheme adopted by the QoS monitor to inform the nodes of a flow’s instantaneous

normalized end-to-end delay. Recall that the backward propagation is achieved by

piggy-backing the latest delay value onto the MAC ACK frames. We disable the

piggy-backing in some simulations and compare the results with those of the normal

PDMED. The comparison is depicted in Fig.3.3 which shows the performance in terms

of average end-to-end packet delay. The results show that PDMED can indeed pro-

vide a proportional differentiation in packet delay despite the flows are going through

different numbers of hops. When there is an increase in φ2/φ1, the proportional differ-

entiation is indicated by the more rapid increase in Flow 2’s end-to-end delay compared

to that of Flow 1 although Flow 2 has fewer hops. Also, Flow 2’s delay increases faster

than that of Flow 1 with respect to a decrease in λ−1.

Fig.3.3 has confirmed the importance of the backward propagation scheme because,

without it, the difference between the two flow’s delays is not obvious at various φ2/φ1

ratios. This is further verified in Fig.3.4 where the difference between the two flow’s

normalized average end-to-end packet delay is plotted. Ideally, the difference should
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Figure 3.3: Average end-to-end packet delay with/without backward propagation
scheme
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Figure 3.5: Total end-to-end throughput of two flows with/without backward propa-
gation scheme

be zero because, as stated in (3.2), the performance goal is to achieve equality in the

normalized delays. From Fig.3.4, PDMED can indeed approximate the performance

goal regardless of the traffic rate and φ2/φ1 ratio. On the other hand, the performance

goal is not achievable when there is no backward propagation. This happens because,

in the absence of the backward propagation, the intermediate nodes do not know the

actual end-to-end delay and thus, cannot adjust its back-off duration appropriately to

meet the performance goal.

In the evaluation above, the backward propagation scheme is disabled by simply not

piggy-backing the computed normalized delay on ACK frames. While this leads to a

failure in accurate proportional differentiation, there is a noticeable gain in total end-

to-end throughput of the two flows as depicted in Fig.3.5. This is because, without

the instantaneous normalized delay, an intermediate node cannot correctly compute

βi,k(t) according to (3.5) and consequently, will not perform the ranking mechanism

and adjust γi,k according to (3.8). Without the ranking and adjustment, ri,k and γi,k
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stay at their default values of unity. Thus, the back-off duration will always be selected

from a range upper bounded by Wmin−1 compared to a potentially much larger range

adjusted by ranking and γi,k according to (3.6). The smaller back-off duration is the

cause of the better end-to-end throughput when there is no back-off propagation. In

the presence of backward propagation, we treat the reduction in throughput as the cost

to pay for the accurate proportional differentiation.

The ranking in PDMED may not always be based on the latest instantaneous normal-

ized delay because the backward propagation scheme takes time to distribute the delay

across multiple hops after it is computed at the destination node. Specifically, there

is always a time lag before the latest normalized delay is available at an intermediate

node. Fortunately, this time lag has no significant impact in achieving an accurate

proportional differentiation in average end-to-end delay as illustrated in Fig.3.4. In

the figure, there is no obvious difference in performance when PDMED is equipped

with an idealized backward propagation scheme. Compared to the original scheme, the

idealized scheme does not require piggy-backing of the latest delay on ACK frames.

Instead, the simulation program makes the delay known to all the intermediate nodes

as soon as it is computed. Without piggy-backing, the idealized propagation scheme

consumes less bandwidth. However, as shown in Fig.3.5, there is no obvious throughput

difference between the original and idealized back propagation schemes. This implies

the backward propagation scheme is efficient as it introduces only very small overhead.

3.5.2 γ Adjustment

Thus far, we have shown the importance and effectiveness of the backward propagation

scheme in PDMED. In short, the backward propagation is needed so that intermediate

nodes can obtain the instantaneous normalized delay for ranking and γi,k adjustment



Chapter 3 Cross Layer Framework and a Realization Scheme 37

to achieve an accurate proportional differentiation. Next, we want to show that the

ranking itself, without γi,k adjustment is not sufficient. For this purpose, we have

repeated the simulations after disabling the adjustment algorithm in (3.8). Fig.3.6

shows the difference between the two flows’ normalized average end-to-end packet de-

lay. Compared to the normal PDMED, the difference is much larger which indicates a

less accurate proportional differentiation when there is no γi,k adjustment. This means

the ranking mechanism alone is not enough in the channel monitor.
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Figure 3.6: Difference between the normalized end-to-end packet delay of two flows
with/without γ adjustment and dynamic retransmission

Although the absence of γi,k adjustment cannot produce an accurate proportional dif-

ferentiation, it results in higher total end-to-end throughput as illustrated in Fig.3.7.

Refer to (3.6), this is because the back-off duration tends to be smaller when γi,k is

not dynamically adjusted but fixed at its initial value of unity. The better throughput

without γi,k adjustment also leads to a lower end-to-end packet delay as illustrated in

Fig.3.8. Despite a lower delay, when there is no γi,k adjustment, the difference in delay

does not follow the φ2/φ1 ratio and thus does not constitute an accurate proportional
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differentiation.
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Figure 3.7: Total end-to-end throughput of two flows with/without γ adjustment and
dynamic retransmission
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3.5.3 Retransmission Scheme

In Fig.3.9 we show the impact of the dynamic retransmission scheme in PDMED. As

given in (3.6), a retransmission is indicated by mi,k > 0 and the dynamic retransmission

scheme gives higher priority to transmissions from a node closer to a flow’s destination

node. As such, PDMED can deliver a smaller end-to-end delay compared to the case

without the dynamic retransmission scheme. The simulations without the retransmis-

sion scheme have been performed by simply selecting the back-off duration, i.e., ∆i,k

in (3.6) from the range [0,Wi,k − 1] when mi,k 6= 0. While the dynamic retransmission

scheme in PDMED is capable of reducing end-to-end delay, it does not compromise the

accuracy of proportional differentiation and total throughput as illustrated in Fig.3.6

and Fig.3.7, respectively.
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Figure 3.9: Average end-to-end packet delay with/without dynamic retransmission
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3.5.4 Video Traffics and Benchmark to IEEE 802.11e

After verifying the importance of various components in PDMED, we next study its

performance under different traffic conditions. For this purpose, we replace the Pois-

son traffic source with video traces from [42]. Specifically, we use video traces coded

by H.263 at 265 Kbps. Each of the coded video frames can be few thousand bytes

and thus, potentially larger than the supported maximum MAC DATA frame payload

size, i.e. 2000 bytes. When this occurs, the oversized video frame is fragmented into

multiple smaller frames of 2000 bytes with the final frame contains the residual bytes.

The calculated average end-to-end delay of a packet is the time between the generation

of the packet to its arrival at the destination.

To begin with, we use the video trace from movie Jurassic Park. Although both Flow

1 and Flow 2 use the same video trace, they have different time offsets. The offsets

for Flow 1 and Flow 2 are 0 and 300 seconds, respectively. This means Flow 2 starts

playing the movie from its 300-th second. Fig.3.10 shows the average end-to-end packet

delay for different ratios of φ2/φ1. From the figure, the average packet delay for Flow

1 equals that of Flow 2 when φ2/φ1 = 1. Similarly, when φ2/φ1 = 2, the average delay

of Flow 2 is double compared to that of Flow 1. This is a clear indication of an accu-

rate proportional differentiation when the multi-hop ad hoc network is loaded with the

actual video trace from movie. As depicted in Fig.3.10, this accuracy in proportional

differentiation is consistent when the evaluation is repeated using different video traces

from other movies, namely Silence of the Lams and Star War.

Next, we benchmark PDMED against IEEE 802.11e which is designed to provide QoS

differentiation in a wireless ad hoc network. Different from PDMED, IEEE 802.11e

achieves its goal by selecting an appropriate traffic class and setting different mini-
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Figure 3.10: Average end-to-end packet delay with different video traces

0

1

2

3

4

5

6
x 10

5

Jurassic Park

To
ta

l E
nd

−t
o−

en
d 

Th
ro

ug
hp

ut
 (b

its
/s

ec
)

0

1

2

3

4

5

6
x 10

5

Silence of the Lambs
0

1

2

3

4

5

6
x 10

5

Star War

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 1

)  
   

   
   

   
   

 

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 1

)  
   

   
   

   
   

 

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 1

)  
   

   
   

   
   

 

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 2

)  
   

   
   

   
   

 

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 2

)  
   

   
   

   
   

 

pr
op

os
ed

 re
al

iz
at

io
n

(φ
2 / 

φ 1 =
 2

)  
   

   
   

   
   

 

IE
EE

 8
02

.1
1e

   
   

   
   

   
 

IE
EE

 8
02

.1
1e

   
   

   
   

   
 

IE
EE

 8
02

.1
1e

   
   

   
   

   
 

Figure 3.11: Total end-to-end throughput of two flows with different video traces
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mum and maximum contention window sizes, which are denoted by Wmin and Wmax

in (3.1) for different flows within the selected traffic class. For this benchmark, we let

both flows be from the same traffic class because PDMED does not have the concept

of traffic classification and achieve its performance goal only by adjusting contention

window size of a flow. Unfortunately, there is no standardized method in IEEE 802.11e

on how to set the contention window sizes to achieve its performance goal. Recall the

finding in [13] which suggests that the one-hop average delay of an IEEE 802.11 flow

is proportional to its minimum contention window size. Hence, we fixed the maximum

contention window size at 1024 time slots while setting the minimum contention win-

dow sizes for Flow 1 and Flow 2 to 16 and 32 time slots, respectively. This is for the

wish to make Flow 2’s average end-to-end packet delay two times of that of Flow 1’s.

For the evaluation described above, Fig.3.10 shows that IEEE 802.11e is not capable

of providing an accurate proportional differentiation in end-to-end packet delay for

all the three movies. In the figure, despite failure in accurate proportional differen-

tiation, IEEE 802.11e gives a lower average end-to-end delay. This is because IEEE

802.11e tends to have a smaller back-off duration compared to PDMED, especially

when γi,k grows to a bigger value to provide accurate differentiation. For the same

reason, Fig.3.11 shows that PDMED yields a lower throughput compared to IEEE

802.11e. The smaller throughput and higher delay are the cost incurred by PDMED

in achieving the accurate proportional differentiation.

3.5.5 Video Traffics in Mobility Scenario

Above video traffics evaluations are conducted based on static node positions and net-

work topology although different flows have different hops in their transmission paths.

Now, we continue to evaluate PDMED with video traffics in mobility scenario via sim-
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Figure 3.12: An example of network topology with mobile nodes

ulations.

When building a mobility scenario, a routing protocol support is necessary. AODV

routing protocol which is widely adopted in evaluations of ad hoc network is used in

our simulations. We define nodes moving within a 2000 × 2000 m2 area and put 12

nodes, which are denoted by 0− 11, in this area . Nodes are distributed arbitrarily in

the area initially. Fig. 3.12 shows an example of this network topology.

All of nodes move according to random waypoint model with speeds defined by a uni-

form distribution function, U [0, y] that refers to a uniform distribution between 0 and

y. This time, we only use the video traces from movie Jurassic Park, which is coded

by H.263 at 265 Kbps. The same as before, the frame which is larger than 2000 bytes,

maximum DATA frame payload size that MAC layer supports, is fragmented into sev-

eral frames of 2000 bytes and the final frame containing the residual bytes. Two flows,

denoted as F1 and F2, are deployed in such a network. We define that F1 initiated

by node 0 destines at node 10 and F2 initiated by node 1 destines at node 11. F1 and

F2 are both video traffics of Jurassic Park, but with different offsets of start time, 0

and 300 seconds respectively. The differentiation ratio, φ2/φ1, is set as 2 : 1 between
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F1 and F2. We choose five speed scenarios for evaluation, U [0, 20], U [0, 40], U [0, 60],

U [0, 80] and U [0, 100] (m/s).

In Fig.3.13, good differentiation ratios between the average end-to-end delay of two

flows are exhibited in all speed scenarios. This shows that PDMED is still able to

achieve good proportional differentiation in end-to-end QoS between flows even if nodes

move at randomly with various speeds. Although the transmission hops of every flow

change randomly due to random movement of nodes, PDMED also accurately control

the ratios of resource utilization between flows. The accuracy of proportional differen-

tiation is also shown in Fig. 3.14. We also see in Fig. 3.13 that the average end-to-end

packet delay becomes larger when the moving speed increases from U [0, 20] (m/s) to

U [0, 40] (m/s), and then becomes smaller slowly after the moving speed increases over

U [0, 40] (m/s). The reason is that, when moving speeds of nodes are slow, the link

between nodes are stable. Thus re-routing seldom happens so that the end-to-end

packet delay is low. When speed increases, link break happens more and more. Then

the end-to-end packet delay increases due to waiting for re-routing actions. However,

when speed keeps increasing, although re-routing may happen more often, it is easier

to re-route a path for a flow because nodes are faster to move close to each other.

Although re-routing action can be faster to find a new path when nodes move in high

speeds, it is impossible to tradeoff the packet delay due to waiting for a new path.

Therefore, we see such a trend of the average end-to-end packet delay in Fig.3.13.

Actually, besides the moving speed of nodes, the density of nodes in the network also

affects the link stability. If there are less nodes move in a network, it is more difficult

in finding a new path. Thus, we also repeat the above simulation in a 3000× 3000 m2

area. Because the moving area is increased by 1.5 times, it is obvious that the number

of hops of a flow is potentially increased. Thus, the average end-to-end packet delay
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Figure 3.13: Average end-to-end delay by different speed scenarios
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Figure 3.14: Ratios of average end-to-end delay between flows by different speed sce-
narios
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should increase. In following, we focus on comparing the proportional differentiation

performance between two scenarios of moving area. In Fig. 3.14, we compare the

achieved differentiation ratio, D2/D1, between two scenarios. Here, D2 and D1 are the

average end-to-end packet delay of Flow 2 and Flow 1. Obviously, when the moving

area of nodes increases to 3000 × 3000 m2, the accuracy of proportional differentia-

tion performance is affected. Although there is still differentiation between two flows,

the ratio is far from the target ratio, φ2/φ1. Because lower density of nodes in the

network increases the difficulty of finding a new path, the duration of link break is

also increased. Thus link break happening can dynamically vary the end-to-end packet

delay greatly. The figure shows that PDMED is not capable enough to compensate

this variation completely. And this phenomenon also indicates that, the effect of link

break on proportional differentiation of PDMED is much larger than the dynamical

changing transmission hops. In order to support proportional differentiation in such

kind of networks with long time of link break, another mechanism, such as in QoS

routing in our framework or a controller on node distribution in network, is needed to

co-operate to PDMED. This problem is out of scope of this thesis.

Because the link break definitely reduce the network resources, the total end-to-end

throughput of two flows in 3000×3000 m2 scenario is reduced, compared to 2000×2000

m2 scenario, as shown in Fig.3.15. From the figure, we also see the trend of total

throughput of network with the increasing of nodes’ moving speeds. When the moving

speeds of nodes are low, the total throughput of network is the highest because the

wireless links between nodes are robust. With the increasing of the moving speeds,

the total throughput of network is reduced due to more happenings of link breaks.

The packets have to wait for establishing a new path. When the moving speed keeps

increasing, the total throughput of network becomes high again because of faster es-
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Figure 3.15: Total throughput by different speed scenarios

tablishment of a new path. However, after then, with the continuous increasing of the

moving speed, the total throughput decreases. The reason is, frequently changes of

transmission pathes increase happening of packet to wait for re-routing a new path

and thus reduces the network resource.

3.6 Conclusions

Noticing the lack of support in providing end-to-end proportional differentiation in

a wireless multi-hop ad hoc network, this chapter first presents a generic cross layer

framework to do so. The framework suggests that meeting QoS objective requires 4

mechanisms and 3 monitors which operate across different protocol layers and time

scales, and a change in any of the components will directly or indirectly affect the

others. Given the framework, a specified realization, PDMED, has been presented for

proportional differentiation in end-to-end average packet delay. PDMED has been ex-

tensively evaluated through random event simulations. The results indicate that an

accurate and consistent proportional differentiation which cannot be achieved other-
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wise, can now be achieved. Benchmark against IEEE 802.11e using various video traces

shows that the accurate proportional differentiation is achieved at a small cost in terms

of a higher packet delay and a lower throughput. The evaluation results in mobility

scenarios show that PDMED still achieve a good proportional differentiation in mo-

bility scenario when the node density of network is high enough. And its performance

may be degraded by low node density in network.
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Chapter 4

An Improvement Scheme in

Mobility and Time-varying

Channel Scenario

4.1 Introduction

In chapter 3, although we have achieved the goal of proportional differentiation on

average end-to-end delay in a wireless multi-hop ad hoc network, in which nodes move

according to random waypoint model. However, obviously mobility of nodes and time-

varying channel quality are two factors that greatly reduce the available network re-

source and affect the performance of flows in wireless multi-hop ad hoc networks.

Time-varying wireless channel quality can affect signal-to-noise ratio of a packet trans-

mission and whether it can be transmitted successfully. Mobility of nodes can lead to

link breakage, variation of hops of a flow path and variation of the signal strength of

a packet transmission. In the networks based on broadcasting transmission pattern of

wireless mediums, mobility of nodes also instantaneously vary the interferences because
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some other nodes may transmit packets simultaneously.

Recall that PDMED dynamically adjusts the scheduling parameters based on the in-

stantaneous end-to-end QoS performances of all flows in networks in order to achieve

the proportional differentiation between flows. The variation of the end-to-end per-

formance of one flow will bring variation on the end-to-end performances of its neigh-

boring flows and even all other flows in the network. Thus, when mobility of nodes

and time-varying channel affect the instantaneous end-to-end QoS value of one flow,

the end-to-end QoS values of other flows are also affected soon after. And, the more

variations of wireless channel happen due to mobility and time-varying channel, the

larger deviation of the instantaneous proportional differentiation ratio among flows

from the target ratio is generated. In PDMED, in order to compensate this effect and

achieve proportional differentiation accurately, the performance of flows, such as delay

or throughput, has been traded off. An support for PDMED that handles variations

on packet transmissions due to mobility of nodes and time-varying channel in physical

layer is quite necessary for increasing utilization of network resource, robustness and

accuracy of PDMED in the environment with mobile nodes and time-varying channel

quality.

In chapter 2, we have investigated the existing methodologies to handle mobility of

nodes and time-varying channel quality. Among them, some track and predict mobil-

ity of nodes ([26], [27], [28]). Others capture time-varying channel quality based on

cellular wireless networks ([29], [30], [31]). Otherwise, some work gives an estimation of

the upper bound of signal-to-noise ratio in the point of view of a whole ad hoc network

[32]. No one is able to capture instantaneous effects of mobility of nodes and time-

varying channel on packet transmissions in wireless multi-hop ad hoc networks based

on CSMA/CA. Thus they are unable to help improving the performance of PDMED
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in the environment with mobility of nodes and time-varying wireless channel.

In this chapter, we will intensively study the effects on packet transmissions generated

mainly by movements of nodes in wireless ad hoc networks because mobility generates

more variation factors which affect packet transmissions, such as signal strength, num-

ber of interference nodes and interference strength, hops of transmission path, duration

of link break, etc., compared to time-varying characteristics of wireless medium envi-

ronment. After that, utilizing the result of our study, we will propose an improvement

of PDMED, PDMED+.

Our contributions in this chapter are: 1) we discovered that, based on random way-

point mobility model, the SINR value we defined for a packet transmission exhibits

self-similar characteristic. 2) Based on the self-similarity of SINR, we suggested a fore-

casting method to predict the value of SINR series in one-step ahead. Then we proposed

an improvement scheme of PDMED, PDMED+, to improve network throughput while

providing proportional differentiation with the support of predictable SINR values in

physical layer in wireless multi-hop ad hoc networks.

In the remainder of this chapter, we will first present our study on SINR in wireless

multi-hop ad hoc network in which nodes move under random waypoint model. Next,

we will introduce a way to predict the value of SINR series and analyze the accuracy

of the predicted SINR series. Finally, we will focus on an improvement of PDMED,

PDMED+, and evaluate its performance via simulations.

4.2 Self-similarity of SINR in Ad Hoc Networks

In order to capture the instantaneous effects of mobility on packet transmission in

wireless link, we studied how the movement of nodes changes the SINR of a packet
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received at the receivers because SINR is the parameter directly reflecting whether

a packet is transmitted successfully after being transmitted through wireless channel.

We proposed a simple scenario and studied SINR via simulations.

4.2.1 Network Model and Assumptions

We choose the widely adopted random waypoint mobility model to define the movement

of nodes as it appears to create realistic mobility patterns for the way people might

move [34]. The same network scenario is adopted here as in Fig. 3.12 in the last

chapter. There are 12 nodes whose movement is limited in an area of 3000× 3000m2.

We also denote all the nodes by numbers from 0− 11, as node ID.

Because in random waypoint model the nodes move in a straight line from a current site

to the next site, no obstacle is considered between two sites. So we choose free space

propagation model [35] to define the received signal strength as (4.1), which assumes

that transmitter and receiver have a clear, unobstructed line-of-sight path.

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(4.1)

where Pr is the received power which is a function of the T-R (transmitter to receiver)

separation, Pt is the transmitted power. Gt and Gr are the transmitter antenna gain

and the receiver antenna gain, d is the T-R separation distance in meters, L is the sys-

tem loss factor not related to propagation (L ≥ 1), and λ is the wavelength in meters.

In order to simplify our model to focus on mobility and wireless channel characteristic,

we set all of Gt, Gr and L as 1.

Because of the shared wireless channel in ad hoc networks, the interference for a trans-

mitting packet is related to the traffic pattern and MAC protocols. With the purpose

to utilize the channel characteristic to improve medium access of packets, we cannot
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study SINR using the real interference calculated according to the traffic generation

and medium access patterns. In order to eliminate the relation between interference

and medium access of packets, we proposed an estimation model for SINR definition.

Based on the definition of received signal strength in (4.1), we define SINR as the ratio

of the received signal strength of a target packet transmission divided by the sum of

received signal strength of the other packet transmissions simultaneously (i.e. inter-

ference) including background noise, at the point of view from a receiver. However,

we assume that all the nodes, whose locations are out of the broadcasting coverage

of the transmitter of the target transmission, transmit packets simultaneously so that

there is no relation between interference and medium access of packet transmissions. In

this way, the calculated interference may be larger than the interference that happens

in reality. Thinking of a threshold of SINR which is used to decide whether a packet

transmission is successful, we can adjust the threshold to make the decision on a packet

transmission approximately consistent to the reality. Thus, this definition of SINR is

still meaningful for collecting information about packet transmission in wireless chan-

nel. The following formula shows the definition of SINR of a transmission from node i

to node j:

SINR(i, j) =
Pr(i, j)∑

k/∈Bt,Br

Pr(k, j) + Nb

(4.2)

where Pr(i, j) is the received power of a packet from node i to node j. k denote the

nodes that are out of radio coverage of transmitter of target transmission. Bt is the

set of the nodes located in the radio coverage of receiver node of a target transmission.

Br is the set of nodes located in the radio coverage of transmitter node of a target

transmission. Nb is background noise.
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4.2.2 Simulation Results and Analysis

With the SINR definition, we conducted a simulation experiment to study the charac-

teristic of SINR due to mobility of nodes. We used the example network scenario in

Fig.3.12, 12 nodes in the area of 3000 × 3000(m2). The nodes move in random way-

point model with random speeds defined by uniform distributions. We chose 5 speed

scenarios for our experiment, U [0, 20], U [0, 40], U [0, 60], U [0, 80] and U [0, 100](m/s)

respectively for analysis. Here, U [x, y] represents a uniform distribution between x

and y. We recorded the position of every node, and calculated the distance and the

SINR between any two nodes with a sampling interval of 0.01 second for a period of

1000 seconds. The SINR value is calculated for a transmission from a transmitter node

and a receiver node. Thus, for any two nodes, we collect two sets of SINR series for

one acting as a transmitter and the other acting as a receiver, and vice versa.

We used variance-time plot methodology [36] to analyze the data. Specifically, a data

series X with a length of N is divided into N/m blocks by a block size, m. And the

average value of each block, X̄m
k , and the estimation of variances of data in each block,

V̄ m
Xk

, are calculated, k = 1, 2, ..., N/m. Using these X̄m
k and V̄ m

Xk
, we can obtain the

variance of the whole data series as following:

V m
X =

1
N/m

N/m∑

k=1

(V̄ m
Xk

)2 − (
1

N/m

N/m∑

k=1

V̄ m
Xk

)2 (4.3)

With the logarithm of the different block size, m, and the logarithm of corresponding

V m
X , we can use least squares line fitting to calculate the estimated slope of the fitting

line and the correlation coefficient, r, which is calculated by following formula:

r =

n∑

i=1

V mi
X mi − nV̄ m

X m̄

√√√√
(

n∑

i=1

m2
i − nm̄2

)(
n∑

i=1

(V mi
X )2 − n(V̄ m

X )2
) (4.4)
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where n is the number of different block sizes, m. We denote the block sizes from the

smallest to the largest as mi = m1,m2, ...,mn. m̄ is the average of mi. V̄ m
X is the

average of V mi
X for every mi. r expresses how a perfect linear fit exists betweens the

discrete points. In general, a reasonable fit requires, 0.75 ≤ |r| ≤ 1.

We showed three numeric results, the slope of the fitting line by log-log correlogram,

hurst parameter and correlation coefficient of least square line fitting of any two nodes

for every speed scenario of U [0, 20], U [0, 40], U [0, 60], U [0, 80] and U [0, 100](m/s) re-

spectively in Appendix (shown in Table 1, 2, 3, 4, 5). In the tables of Appendix, n-n

denotes the a pair of nodes (transmitter node to receiver node) by its ID number. β

denotes the slop of log-log correlogram (The log of the sample variance against the log

of the sample size). H denotes the Hurst Parameter that is given by H = 1 − β/2. r

is the correlation coefficient for least square line fitting.

From the analysis results, we can see that the SINR series between any two nodes in the

network exhibits self-similar because the Hurst parameters calculated are all between

0.5 and 1.0. This means that the SINR series between any two nodes have short or

long-range dependency characteristics. Therefore, through signal processing methods,

we are able to find out the parameters of the characteristics of the SINR series and

forecast the values of SINR ahead. We are also able to predict the value of SINR

before transmitting a packet which provides the information of condition of physical

layer before putting the packet into physical layer from MAC layer. This discovery

serves a good basis for designing an improved scheme later.
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4.3 Prediction Method and Estimation of Prediction Er-

ror

From the results in previous section, we discovered that SINR between a transmitter

node and a receiver node exhibits self-similar characteristic. Thus, it is feasible to

forecast the SINR value based on the history data in a SINR series. We use fraction-

ally integrated autoregressive moving average process (F-ARIMA) time-series to model

our SINR series . There are a lot of prediction methods based on F-ARIMA process

in literatures, such as ([37], [38], [39]). We choose the method in [37] for prediction

because of its simplicity.

The steps of this prediction method are as following:

1) Estimate Hurst parameter of the SINR series (denoted as x(n)), thus, get value of

the differential factor, d.

2) Convert SINR series from F-ARIMA(p, d, q) process to an ARMA(p, q) process (de-

noted as w(n)), as formula:

w(n) = ∇d(x(n)− µ) (4.5)

where µ is the expected value of x(n). And,

∇d = (1−B)d =
∞∑

k=0

(
d

k

)
(−1)kBk (4.6)

here, B is a lag operator, x(n− 1) = Bx(n). In addition,

(
d

k

)
=

Γ(d + 1)
Γ(k + 1)Γ(d− k + 1)

(4.7)

where, Γ represents the gamma function.

3) Estimate φ(B) and θ(B) of w(n) using Prony method [41].

φ(B) = 1− φ1B − φ2B
2 − · · · − φpB

p (4.8)
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θ(B) = 1− θ1B − θ2B
2 − · · · − θqB

q (4.9)

4) Convert F-ARIMA(p, d, q) process to F-ARIMA(0, d, 0) process (denoted as y(n))

through y(n) = θ(B)−1φ(B)x(n)

5) Predict one-step ahead value of y(n) by applying formula:

ŷ(n) =
k∑

j=1

βkjy(n− j) (4.10)

where

βkj = −
(

k

j

)
Γ(j − d)Γ(k − d− j)
Γ(−d)Γ(k − d + 1)

(4.11)

6) Compute the predict value of F-ARIMA(p, d, q) process, x(n) according to ŷ(n)

through x̂(n) = θ(B)−1φ(B)ŷ(n)

Using the method mentioned above, we take the SINR series from node 0 to node 1

of the speed scenario by U [0, 20](m/s) as an example, to do the prediction and show

the performance of the prediction method. We predict the one-step ahead value of

SINR series by Matlab and compare the predicted values, as shown in Fig.4.2, to the

original SINR series, as shown in Fig.4.1. The two figures show that the method is

able to accurately predict the value of SINR series so as to track the trend of variation

of SINR series.

In addition, we calculate the values of differences between predicted values and original

ones (predicted value minus original value) as shown in Fig.4.3. From the figures,

it is obvious that the difference values between predicted values and original ones,

which may lead to a wrong decision when predicting whether a packet is transmitted

successfully, are mostly within the range of ±0.5 × 10−4. In order to capture the

characteristics of the difference, we estimate the probability density of the difference.

The estimation method is that, we separate the range of the difference values into

continuous intervals with 1× 10−6, which is the accuracy degree of numeric data. And
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Figure 4.1: Performance of real SINR series
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Figure 4.2: Performance of predicted SINR series in one-step ahead
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Figure 4.3: Difference between predicted and real SINR values

we count the number of difference values which fall into every interval from all of the

data and calculate the probability of an interval as the number of difference values in

it minus the total number of data. With the probabilities of these continuous intervals,

we can approximate the shape the probability density function (PDF) of the difference,

which is shown in Fig.4.4.

Actually, the value of the prediction error is dependent on the prediction method and

the number of available history data for prediction. In order to simplify the problem

and to focus on improving our scheme of QoS provision, here we present a way to

estimate the error in predicting SINR values based on our example data so that the

predicted SINR values in later simulation evaluations of our improved scheme can be

approximated by the original SINR value plus this estimated error.

From the shape of Fig.4.4, we find that the shape of probability density of all the values

of the difference can be approximated by the PDF of a modified normal distribution.

Therefore, according to the values in the figure, we propose the following function to
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estimate the variance error:

% =
1

σ
√

2π
e−

(εx)2

2σ2 (4.12)

here, variance, σ, is 5.0 which makes sure that the probability density is 0.08 at x = 0.

And ε is 5 × 105, which makes the probability density drop to around 0.01 when x

equals to ±2× 10−5. The performance of this estimation method is shown in Fig.4.5.

4.4 An Improvement Scheme: PDMED+

In the previous two sections, we have seen that, based on our proposed SINR model,

SINR series can be predicted. Thus, we are able to have the information about time-

varying effects of wireless channel on packet transmission due to mobility of nodes.

Whether a packet is able to be transmitted successfully can be acquired ahead of its

transmission.

With the predicted SINR on packet transmissions in physical layer, now we are going

to design an improved scheme of PDMED. In order to simplify our work, we just set

the SINR threshold to decide whether a packet is transmitted successfully to receivers,

instead of modulation methods. In addition, to focus on scheme design, we assume

that our SINR model generates real SINR value. A method to adjust the threshold in

order to get correct decision on successful packet transmissions is left for our future

work. Thus, in following simulations, the threshold of SINR for deciding successful

transmissions is decided arbitrarily. Moveover, for simplifying the expression, in the

following, good channel quality means that the SINR is above the threshold, or bad

channel for the SINR that is below the threshold.

First, let us look at how PDMED works with mobile nodes moving randomly. In

PDMED, when a transmitter node suffers a bad wireless channel quality during trans-
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mitting a packet, no matter due to mobility or channel error, it still transmits the

packet because it does not know the channel quality. Then, after waiting for a time-

out period after transmitting a packet, the transmitter does not receive ACK from the

receiver node and assumes that it fails to transmit the packet due to collisions. Then

the transmitter node will double its contention window size, generate a back-off dura-

tion and start to back off in order to retransmit the packet. However, indeed, there is

no collision happening, just a bad channel quality. It is wasteful for the transmitter

node to back off again with a doubled contention window. Getting this insight, we

proposed a simple modification of PDMED, namely PDMED+, as following.

When a transmitter node is going to transmit a packet, it predicts the SINR that the

packet will suffer in the point of view at the receiver node and decides whether the

packet is able to be successfully transmitted or not according to a threshold to SINR.

If the node predicts that the transmission will fail, it defers the packet’s transmission

until the environment makes SINR the packet will suffer be over the threshold, i.e. the

channel turns to be good and the packet is able to be successfully transmitted.

However, this method also has two drawback situations. First, if the channel is bad for

such a longer time than the total duration of retrying seven times in IEEE 802.11, the

delay of a packet is increased tremendously. However, in PDMED which is based on

retransmission algorithm in IEEE 802.11, the packet will be dropped if it is not able

to transmit successfully after seven retransmissions. Therefore, the delay of a packet is

controlled with an upper limit. Second, when there are two nodes deferring itself wait-

ing for good channel, during their deference period, there is one of their neighboring

transmitters successfully transmits a packet. During the period of the transmission,

the channel becomes good for both of the two deferring nodes. After the transmission

finishes, two deferring nodes will begin to transmit their packets at the same time.
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At this time, collision happens definitely. Two nodes have to double their contention

windows and back off for retransmission.

We proposed the following methods to handle above mentioned drawbacks. In order

to overcome the first drawback, we also set a limit period for deferring a packet trans-

mission because of bad channel quality. Borrowing the retransmission mechanism in

IEEE 802.11, we set the similar long time for the total deferring period as:

T = 27 ×Wmin × δ (4.13)

where, δ is the slot time. After the time, the packet is dropped.

For the second drawback, when two deferring nodes predict good channel quality after

hearing a transmission, we give differentiated periods for the two nodes before they

transmit the deferred packets. We set the differentiated period as following formula:

σi = U [0, ri ×Wmin]× δ (4.14)

where U [x, y] is a uniform distribution function that generates random integer numbers

within the range [x, y]. σi is the time for differentiated period of flow i. ri is the rank

of flow i. Wmin is the minimum contention window size of all flows. δ is the slot time.

This improvement scheme, PDMED+, is illustrated in Fig. 4.6.

Compared to PDMED, PDMED+ can definitely contribute benefits in the following

situations: 1) When a packet is going to be transmitted at a node, the channel quality

is bad (i.e. the SINR that it will suffer is below the threshold). Then, the channel

quality will become good soon (e.g. the next time slot immediately) before the end of

back off period if the node takes a retransmission action in PDMED. In this situation,

PDMED+ will transmit the packet earlier than PDMED and help to reduce the delay

that the packet suffers. 2) When a packet is going to be transmitted at a node, the
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Figure 4.6: Illustration of the methods in PDMED+

channel quality is bad. In PDMED, the node will transmit the packet no matter how

because the transmitter node does not know whether the packet will be transmitted

successfully. Then, the shared wireless medium is occupied by this failed transmission.

However, in PDMED+, the node will hold on its transmission and leave the wireless

medium for other nodes. If at this time, there is another neighboring transmitter node

which has a packet to transmit and has a good channel, it is able to utilize the shared

wireless channel and transmit a packet. Thus, the total throughput of the network can

be increased.

4.5 Performance Evaluation

We evaluated PDMED+ by simulations using OPNET as well. The topology shown

in Fig. 3.12 is also used. Two flows, flow 1(S1 → D1) and flow 2(S2 → D2), are

transmitted in the network as illustrated in Fig. 3.12. All the nodes move according

to Random Waipoint model. The AODV routing protocol is adopted. We also adopt

the video traces of movie, Jurassic Park, as the traffic for evaluation, which is coded by

H.263 at 265 kbps. The large packets whose sizes are over 2000 bytes are fragmented
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into several fragments with 2000 bytes and the residual bytes. Two flows adopt the

same video trace, but with the different off-set of starting time. The off-set times of

flow 1 and 2 are 0 and 300 seconds respectively. In addition, we fix the differentiation

ratio between flow 1 and 2 at 1.0 : 2.0 in all of simulation scenarios, i.e. φ2/φ1 = 2.

And, we define the ratio of average end-to-end delays between two flows as D2/D1,

which D2 is average end-to-end delay of flow 2 and D1 is average end-to-end delay of

flow 1. In MAC layer, Wmin and Wmax are fixed at 16 and 1024 time slots, respectively.

The duration of each time slot, Tslot = 20µs seconds. In following figures, F1 denotes

flow 1 and F2 denotes flow 2.

In order to make sure that the following comparisons for evaluations are under the

same mobility conditions, we first record the trajectories of all the nodes which move in

random waypoint model with a sampling interval of 0.01 second for five different speed

scenarios (U [0, 20], U [0, 40], U [0, 60], U [0, 80], U [0, 100]) by simulations. The results

are saved into a file for every node in every speed scenario. In all of the following

simulation experiments, all the nodes read their files and move according to their

recorded trajectories respectively so that the comparison experiments of our scheme

between different settings can be conducted under the same situation of mobility of

nodes. We also recorded the SINR series according to mobility into a file for every node

(as a receiver node) in every speed scenario with the sampling interval, 0.01 second. In

addition, the threshold for deciding the channel quality according SINR values is just

chosen at will as long as it makes sure that the channel quality experiences some time

of bad quality. Thus, for all nodes, the thresholds chosen in our following simulations

are 0.04, 0.018, 0.006, 0.06 and 0.015 respectively for the speed scenarios of U [0, 20],

U [0, 40], U [0, 60], U [0, 80] and U [0, 100].
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4.5.1 Benchmark to PDMED

First we evaluate PDMED+ with ideal SINR information, which benchmark to PDMED

with the nodes moving by Random Waypoint model. The transmitter node reads the

SINR files of its receiver node and acquire SINR value with the same interval as the

sampling interval so that it gets the ideal SINR values.

Fig.4.7 shows the comparison on average end-to-end packet delay between two schemes.

We can see that, in all of the speed scenarios, the average end-to-end packet delays of

PDMED+ are roughly close to the average end-to-end packet delays in PDMED. That

means, even though we defer the packet transmissions when channel is bad, PDMED+

does not increase much of the average end-to-end delay and sometimes achieves the

smaller average end-to-end delay, compared to the performance of PDMED. In the sce-

narios of U [0, 20], U [0, 40] and U [0, 100], the average end-to-end delays of PDMED+

are a little bit higher than those of PDMED. But in the scenarios of U [0, 60] and

U [0, 80], PDMED+ achieves the smaller average end-to-end delays.
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Figure 4.7: Average end-to-end delay by different speed scenarios
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Figure 4.8: Total throughput by different speed scenarios

0

0.5

1

1.5

2

2.5

3

3.5

U[0,20] (m/s)

D
iff

er
en

tia
te

d 
R

at
io

 b
et

w
ee

n 
D

el
ay

s 
of

 T
w

o 
F

lo
w

s

0

0.5

1

1.5

2

2.5

3

3.5

U[0,40] (m/s)
0

0.5

1

1.5

2

2.5

3

3.5

U[0,60] (m/s)
0

0.5

1

1.5

2

2.5

3

3.5

U[0,80] (m/s)
0

0.5

1

1.5

2

2.5

3

3.5

U[0,100] (m/s)

Target 
 Ratio 

P
D

M
E

D
+ 

P
D

M
E

D
 

P
D

M
E

D
+ 

P
D

M
E

D
 

P
D

M
E

D
+ 

P
D

M
E

D
+ 

P
D

M
E

D
+ 

P
D

M
E

D
 P
D

M
E

D
 

P
D

M
E

D
 

Figure 4.9: Ratios of average end-to-end delay between flows by different speed sce-
narios



Chapter 4 An Improvement in Mobility and Time-varying Channel Scenario 68

Fig.4.8 shows the total throughput of two flows of two realizations. From the figure, it

is obvious that PDMED+ is able to increase the total throughput of two flows, com-

pared to PDMED. This confirms that compared to retransmission method in PDMED,

the way of deferring the packet until the channel becomes good in PDMED+ is able to

utilize the channel ability more efficiently. Although PDMED+ may increase a little

bit of average end-to-end delay sometimes, it achieves more accurate differentiated ra-

tio (D2/D1) between two flows as shown in Fig.4.9. In the figure, the achieved ratio of

PDMED+ is closer to the line of target ratio (φ2/φ1 = 2), compared to PDMED. The

reason is that more packets are able to be transmitted by PDMED+ so as to increase

the chances to adjust the differentiation ratio between two flows.

4.5.2 Packet Expiry Policy

After evaluating the overall performance of PDMED+, we now study the usefulness of

the expiry policy in PDMED+. We disable the expiry policy in PDMED+ so that it

only defers packets when meeting bad channel quality until the channel becomes good.

Then, through simulations, we compared the performance of PDMED+ without expiry

policy to that of the normal PDMED+.

In Fig.4.10, which shows the comparison of the average end-to-end delay of two flows,

we can see that without the policy, the average end-to-end packet delay increases. The

result confirms that the expiry policy does help to avoid packets being deferred too

long time in order to wait for a good channel when meeting the situation that the

channel becomes bad for a long time. It controls packet delay and drops the useless

packets which are delayed too long time so that network resources are saved for up-

coming packets. It also helps to reduce queuing delay of packet in queues due to a

long-delayed HOL packet which waits for good channel quality.
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Figure 4.10: Average end-to-end delay with/without expiry policy by different speed
scenarios

Although expiry policy has no differentiated parameters, it does not destroy the pro-

portional differentiation performance, as illustrated in Fig.4.11. In the figure, four

scenarios among all five scenarios (U [0, 20], U [0, 40], U [0, 60], U [0, 100]), exhibit that

the normal PDMED+ achieves closer differentiated ratio to target ratio compared to

PDMED+ without expiry policy. Even in the speed scenario of U [0, 80](m/s) in which

the ratio of normal PDMED+ deviate a little bit larger than the ratio of PDMED+

without expiry policy, the value of achieved ratio of normal PDMED+ is still close to

the target ratio.

Fig.4.12 shows that expiry policy does not have any obvious good or bad perfor-

mance on total end-to-end throughput of two flows between the normal PDMED+

and PDMED+ without expiry policy. In the scenarios with the speeds of U [0, 20],

U [0, 80] and U [0, 100], PDMED+ without expiry policy achieves less total throughput

than the normal PDMED+, whereas it achieves better total throughput than the nor-

mal PDMED+ in the scenarios with speeds of U [0, 40] and U [0, 60]. The reason is that,
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Figure 4.11: Ratios of average end-to-end delay between flows with/without expiry by
different speed scenarios
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Figure 4.12: Total throughput with/without expiry by different speed scenarios
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expiry policy drops packets that are deferred for a too long time so that less packets

reach the destination nodes, but it also saves network resources for other packet trans-

missions so that the throughput of other flows may be increased. In addition, when

the channel remains bad for a long time, without expiry policy, deferring transmission

of packets may lead to a deadlock of a flow so as to sacrifice its throughput. However,

if the period of the bad quality channel is just a little longer than the expiry period,

PDMED+ without policy finally transmits the packet successfully, whereas the nor-

mal PDMED+ will drop the packet and back off to prepare for next transmission. In

this situation, PDMED+ without expiry policy may increase the throughput of a flow.

Thus, the effect of expiry policy on total throughput is dependent on the situation of

network.

4.5.3 Differentiated Period Policy

In this section, we evaluate the usefulness of differentiated period policy through sim-

ulations using the same method as expiry policy. We disable the differentiated period

policy and compared its performance to that of the normal PDMED+.

In Fig.4.13, we can see that the average end-to-end packet delay of PDMED+ without

differentiated period is larger than or almost the same as that of the normal PDMED+

in the speed scenarios of U [0, 20], U [0, 60] and U [0, 80], but lower in the speed scenarios

of U [0, 40] and U [0, 100]. This result exhibits that the differentiated period policy does

reduce the possibility of collision between neighbor nodes when they begin to transmit

in a good period after a neighboring transmission most of time. However, if no such

kind of collisions happened, this differentiated period is a delay overhead, although

it is a short time. This is why we see the differentiated period may increase a little

on the average end-to-end packet delay. However, in overall, the results show that the
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differentiated period contributes relevantly larger benefits and less harm on the average

end-to-end packet delay.
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Figure 4.13: Average end-to-end delay with/without differentiated period policy by
different speed scenarios
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Figure 4.14: Ratios of average end-to-end delay between flows with/without differen-
tiated period policy by different speed scenarios

For achieved differentiation ratio, the differentiated period has no definite good or bad
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Figure 4.15: Total throughput with/without differentiated policy by different speed
scenarios

contributions on the accuracy of achieved differentiated ratio between two flows as

shown in Fig.4.14. In the figure, the ratio of PDMED+ deviates larger from the target

ratio than PDMED+ without differentiated period policy in the speed scenarios of

U [0, 20], U [0, 80]. In the other three scenarios, the normal PDMED+ achieves more

accurate ratios. However, in overall, the achieved ratios of the normal PDMED+ are

close to our target ratios. Thus, we can say that the differentiated period does not

have much effect on the accuracy of achieving our proportional differentiation.

In Fig.4.15, we also do not see any obvious contribution of the differentiated period

policy on total end-to-end throughput of two flows. In the scenarios with the speeds of

U [0, 20], U [0, 40] and U [0, 100], the normal PDMED+ and PDMED+ without differ-

entiated period policy have almost the same throughput. In the scenario with speed of

U [0, 60], the normal PDMED+ achieves less throughput than PDMED+ without differ-

entiated period policy does, whereas the normal PDMED+ achieves more throughput

in the scenario with speed of U [0, 80]. So the differentiated period policy also does not
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affect total throughput of network.

4.5.4 PDMED+ with Predicted SINR

Finally, we evaluate the performance of PDMED+ with the predicted SINR value by

the suggested prediction method. As we mentioned in Section 4.3, we approximate

the predicted SINR values through adding estimated error on accurate SINR values in

our simulations. The estimation method as mentioned in (4.12) generates the random

error values for SINR value which is roughly consistent with the shape of probability

density of the difference between original and estimated SINR generated by our sug-

gested prediction method. We focus on evaluating the effect generated by the error of

predicted SINR on the performance of PDMED+.
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Figure 4.16: Average end-to-end delay with ideal SINR and predicted estimated pre-
diction by different speed scenarios

Fig.4.16 shows the comparison on the average end-to-end packet delay between PDMED+

with ideal SINR and predicted SINR. We can see that although the estimated error

of the predicted SINR is very small, it still affects the average end-to-end delays dif-
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ferently in different speed scenarios. In the scenario with speed of U [0, 20], U [0, 40],

U [0, 80] and U [0, 100], the average end-to-end delay of PDMED+ with ideal predicted

SINR is larger than that of PDMED+ with estimated predicted values. In the scenario

with speed of U [0, 60], the results are opposite. Thus, according to our experiment

data, the error of prediction method generates some variation of the average end-to-

end delay, compared to PDMED+ with ideal SINR values. And, time-varying wireless

channel due to mobility and random access method of MAC protocol also enlarges the

variation.
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Figure 4.17: Ratios of average end-to-end delay between flows with ideal and estimated
prediction by different speed scenarios

Diverse effects are also shown in differentiated ratio on average end-to-end delay be-

tween two flows, as illustrated in Fig.4.17. Compared to PDMED+ with ideal SINR

values, PDMED+ with predicted SINR values achieves less accurate differentiated ra-

tios. This is also because of the variation on average end-to-end delay that estimated

error generates. And, in the scenario with speed of U [0, 20], the ratio of PDMED+ with

predicted SINR values deviates far from the line of target ratio because the data are
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Figure 4.18: Total throughput with ideal and estimated prediction by different speed
scenarios

collected at the time when difference of normalized average end-to-end delay becomes

large. But overall, in all the scenarios, the ratios of PDMED+ with predicted SINR

values deviate farther from the target ratio than PDMED+ with ideal SINR values.

Finally, Fig.4.18 shows the performance of total throughput of two flows. In all of

the scenarios, the total throughput of PDMED+ with ideal SINR is close to that of

PDMED+ with predicted SINR. This means that the error of SINR value generated by

prediction method does not effect total throughput of two flows. Therefore, PDMED+

using predicted SINR is also able to improve the total throughput in the environment

with nodes’ mobility.

4.6 Conclusions

With the motivation of improving the performance of PDMED in the environment with

mobile nodes and time-varying wireless channel, we studied the characteristic of SINR

in wireless multi-hop ad hoc network based on CSMA/CA access protocol. We pro-
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posed a simple model to analyze the SINR between any two nodes in a network in which

nodes move freely in random waypoint model. Through our study, we found the SINR

between any two nodes exhibit self-similar characteristics. Based on our discovery, we

suggested a prediction method which is able to predict accurate SINR value so as to

function as a channel monitor to provide transmission information in physical layer for

distributed scheduler on proportional differentiation provision. And, we also proposed

an improvement of PDMED, namely PDMED+, to utilize the information from the

channel monitor to achieve better performance in wireless multi-hop ad hoc network.

Through random event simulations, the results prove that PDMED+ achieves better

total end-to-end throughput while it still maintains a good proportional differentiation

on average end-to-end packet delay in the network in which nodes move by random

waypoint model.
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Chapter 5

Conclusions and Future Works

5.1 Conclusions

Wireless multi-hop ad hoc networks which are demanded by more and more appli-

cations with different QoS requirements suffer from time-varying and limited network

resources. Thus, it is not easy to deploy QoS provisions to satisfy the expectations of all

users. An efficient network allocation between users according to their end-to-end QoS

performances would be desirable. Due to the time-varying characteristic of network

topology and wireless link capacity, several network components have to cooperate to

achieve this kind of optimization.

This thesis first contributed a cross layer framework to provide a conception of provid-

ing proportional differentiation on end-to-end performances of users in wireless multi-

hop ad hoc networks. Through four mechanisms in different layers and three monitors,

the necessary information is exchanged between layers and adapts the functions of dif-

ferent network components so as to achieve proportional differentiation on end-to-end

performance between users.

After proposing the framework, a realization, PDMED, was contributed to focus on
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designing a mechanism to provide a consistent and accurate proportional differentia-

tion on the average end-to-end delay based on CSMA/CA medium access. Specifically,

the distributed scheduler dynamically adjusts the backoff duration of a flow based on

its instantaneous deviation from the maximum average end-to-end packet delay. QoS

monitor functions via a feedback method and information sharing due to broadcast-

ing wireless medium together with the store-and-forward multi-hop transmission. The

destination nodes feedback its instantaneous average end-to-end packet delay along

the transmission path in backward. And neighbor nodes along the path monitor the

feedback information. Rich random event simulations have been done to evaluate the

performance of PDMED and prove the ability of the realization to achieve a consistent

and accurate proportional differentiation on end-to-end packet delay in wireless multi-

hop ad hoc network when the node density of network is not low.

However, time-varying network topology and wireless link capacity due to mobility

of nodes reduce network resource utilization while providing QoS in wireless ad hoc

networks. In order to monitor the time-varying effects on packet transmissions due

to wireless channel quality and increase utilization efficiency of the wireless channel

capacity, we studied the characteristic of SINR between any two nodes in CSMA/CA

based wireless multi-hop ad hoc networks and contributed to a discovery that SINR

between two nodes in multi-hop ad hoc network under random waypoint model exhibits

self-similarity. Based on our discovery, a channel monitor method is suggested to pre-

dict the SINR by one-step ahead. After that, we proposed an improvement scheme,

PDMED+, cooperating to channel monitor to increase the total throughput of the net-

work, while maintaining the proportional differentiation on average end-to-end delay.

Through simulation evaluations, we indeed see an improvement on total throughput of

the network. Although PDMED+ costs a little extra average end-to-end packet delay,
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it still maintains a good consistent and accurate proportional differentiation on average

end-to-end packet delay.

5.2 Future Works

Because PDMED and PDMED+ cannot function well if nodes suffer long time of re-

routing a new path when the density of nodes in network is low, how to guide the

density of nodes in network is necessary to study. With the same objective, a method

to guide the movement of the nearby nodes which have no traffic load to breaking link

area so as to quickly recover the link is also valuable to study.

In addition, considering dynamically varying network conditions, an adaptive QoS rout-

ing protocol is also necessary to reduce the cost of re-routing and cooperate to scheduler

to deliver packets faster. And an admission control may also provide cooperation help

to achieve proportional differentiation when it is necessary.

In addition, in our model of studying signal-to-noise ratio in CSMA/CA based multi-

hop ad hoc network, the interference is adopted at an upper bound. The future work

has to design a method that can use this upper bound value to approximate the real

SINR values so as to reflect the real instantaneous situation of packet transmissions in

physical channels. In addition, it is also meaningful to research on how to utilize the

SINR information to support proactive routing.
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Appendix

Results of Variance Time Plot Analysis:

Table 1: Speed Scenario of U[0, 20] (m/s)

Table 2: Speed Scenario of U[0, 40] (m/s)

Table 3: Speed Scenario of U[0, 60] (m/s)

Table 4: Speed Scenario of U[0, 80] (m/s)

Table 5: Speed Scenario of U[0, 100] (m/s)
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n-n β H r n-n β H r n-n β H r

0-1 -0.056 0.972 0.821 1-0 -0.074 0.963 0.841 2-0 -0.608 0.696 0.975

0-2 -0.629 0.686 0.974 1-2 -0.052 0.974 0.857 2-1 -0.040 0.980 0.890

0-3 -0.008 0.996 0.814 1-3 -0.008 0.996 0.835 2-3 -0.065 0.967 0.851

0-4 -0.014 0.993 0.901 1-4 -0.008 0.996 0.858 2-4 -0.043 0.979 0.881

0-5 -0.095 0.953 0.855 1-5 -0.009 0.995 0.858 2-5 -0.046 0.977 0.873

0-6 -0.015 0.992 0.749 1-6 -0.043 0.978 0.800 2-6 -0.045 0.977 0.864

0-7 -0.014 0.993 0.902 1-7 -0.020 0.990 0.853 2-7 -0.199 0.901 0.891

0-8 -0.026 0.987 0.866 1-8 -0.022 0.989 0.812 2-8 -0.031 0.985 0.915

0-9 -0.072 0.964 0.759 1-9 -0.008 0.996 0.847 2-9 -0.026 0.987 0.812

0-10 -0.319 0.841 0.841 1-10 -0.084 0.958 0.899 2-10 -0.042 0.979 0.885

0-11 -0.009 0.995 0.818 1-11 -0.017 0.991 0.864 2-11 -0.044 0.978 0.901

3-0 -0.031 0.985 0.779 4-0 -0.008 0.996 0.887 5-0 -0.131 0.935 0.845

3-1 -0.022 0.989 0.749 4-1 -0.004 0.998 0.845 5-1 -0.007 0.996 0.874

3-2 -0.039 0.980 0.752 4-2 -0.028 0.986 0.738 5-2 -0.022 0.989 0.782

3-4 -0.022 0.989 0.776 4-3 -0.006 0.997 0.877 5-3 -0.005 0.998 0.883

3-5 -0.025 0.988 0.792 4-5 -0.012 0.994 0.849 5-4 -0.012 0.994 0.842

3-6 -0.028 0.986 0.776 4-6 -0.063 0.969 0.808 5-6 -0.022 0.989 0.816

3-7 -0.034 0.983 0.772 4-7 -0.012 0.994 0.827 5-7 -0.046 0.977 0.822

3-8 -0.016 0.992 0.774 4-8 -0.012 0.994 0.806 5-8 -0.072 0.964 0.714

3-9 -0.033 0.984 0.744 4-9 -0.205 0.897 0.886 5-9 -0.044 0.978 0.838

3-10 -0.019 0.990 0.779 4-10 -0.012 0.994 0.801 5-10 -0.006 0.997 0.870

3-11 -0.018 0.991 0.748 4-11 -0.011 0.995 0.799 5-11 -0.032 0.984 0.778

6-0 -0.016 0.992 0.752 7-0 -0.046 0.977 0.775 8-0 -0.085 0.958 0.747

6-1 -0.038 0.981 0.877 7-1 -0.062 0.969 0.810 8-1 -0.018 0.991 0.795

6-2 -0.008 0.996 0.810 7-2 -0.185 0.907 0.868 8-2 -0.034 0.983 0.857

6-3 -0.014 0.993 0.826 7-3 -0.036 0.982 0.757 8-3 -0.006 0.997 0.837

6-4 -0.059 0.970 0.817 7-4 -0.034 0.983 0.768 8-4 -0.016 0.992 0.838

6-5 -0.015 0.992 0.830 7-5 -0.053 0.974 0.792 8-5 -0.008 0.996 0.846

6-7 -0.018 0.991 0.809 7-6 -0.037 0.982 0.800 8-6 -0.007 0.997 0.865

6-8 -0.016 0.992 0.879 7-8 -0.031 0.985 0.808 8-7 -0.008 0.996 0.871

6-9 -0.111 0.945 0.724 7-9 -0.041 0.979 0.800 8-9 -0.006 0.997 0.883

6-10 -0.350 0.825 0.848 7-10 -0.033 0.984 0.778 8-10 -0.008 0.996 0.822

6-11 -0.010 0.995 0.778 7-11 -0.044 0.978 0.806 8-11 -0.139 0.930 0.866

9-0 -0.072 0.964 0.756 10-0 -0.004 0.998 0.859 11-0 -0.005 0.998 0.847

9-1 -0.012 0.994 0.862 10-1 -0.014 0.993 0.876 11-1 -0.013 0.993 0.857

9-2 -0.024 0.988 0.906 10-2 -0.006 0.997 0.827 11-2 -0.013 0.994 0.838

9-3 -0.042 0.979 0.846 10-3 -0.065 0.968 0.750 11-3 -0.006 0.997 0.854

9-4 -0.225 0.888 0.886 10-4 -0.006 0.997 0.862 11-4 -0.030 0.985 0.783

9-5 -0.073 0.963 0.861 10-5 -0.004 0.998 0.830 11-5 -0.007 0.997 0.824

9-6 -0.015 0.992 0.795 10-6 -0.004 0.998 0.818 11-6 -0.009 0.996 0.806

9-7 -0.012 0.994 0.856 10-7 -0.012 0.994 0.812 11-7 -0.058 0.971 0.797

9-8 -0.106 0.947 0.797 10-8 -0.001 1.000 0.231 11-8 -0.140 0.930 0.863

9-10 -0.060 0.970 0.852 10-9 -0.002 0.999 0.760 11-9 -0.031 0.985 0.827

9-11 -0.027 0.986 0.865 10-11 -0.002 0.999 0.851 11-10 -0.009 0.996 0.860

Table 1: Variance-Time Plot Analysis on data of speed scenario of U[0, 20] (m/s)
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n-n β H r n-n β H r n-n β H r

0-1 -0.048 0.976 0.820 1-0 -0.253 0.873 0.909 2-0 0.001 1.000 0.101

0-2 -0.080 0.960 0.833 1-2 -0.240 0.880 0.899 2-1 -0.028 0.986 0.789

0-3 -0.127 0.936 0.845 1-3 -0.232 0.884 0.898 2-3 -0.004 0.998 0.786

0-4 -0.071 0.964 0.832 1-4 -0.236 0.882 0.901 2-4 -0.066 0.967 0.817

0-5 -0.083 0.959 0.846 1-5 -0.745 0.627 0.996 2-5 -0.079 0.960 0.825

0-6 -0.128 0.936 0.847 1-6 -0.232 0.884 0.899 2-6 -0.068 0.966 0.728

0-7 -0.078 0.961 0.833 1-7 -0.232 0.884 0.898 2-7 -0.037 0.981 0.891

0-8 -0.080 0.960 0.825 1-8 -0.238 0.881 0.901 2-8 -0.078 0.961 0.838

0-9 -0.077 0.961 0.830 1-9 -0.232 0.884 0.898 2-9 -0.147 0.927 0.793

0-10 -0.093 0.954 0.829 1-10 -0.040 0.980 0.874 2-10 -0.672 0.664 0.978

0-11 -0.098 0.951 0.832 1-11 -0.232 0.884 0.898 2-11 -0.032 0.984 0.861

3-0 -0.040 0.980 0.835 4-0 -0.421 0.790 0.902 5-0 -0.233 0.884 0.844

3-1 -0.030 0.985 0.778 4-1 -0.420 0.790 0.899 5-1 -0.367 0.816 0.990

3-2 -0.005 0.997 0.809 4-2 -0.423 0.788 0.899 5-2 -0.241 0.880 0.829

3-4 -0.031 0.984 0.776 4-3 -0.420 0.790 0.899 5-3 -0.172 0.914 0.891

3-5 -0.262 0.869 0.900 4-5 -0.277 0.861 0.857 5-4 -0.177 0.912 0.903

3-6 -0.016 0.992 0.834 4-6 -0.420 0.790 0.889 5-6 -0.175 0.912 0.848

3-7 -0.017 0.991 0.869 4-7 -0.053 0.973 0.782 5-7 -0.203 0.899 0.888

3-8 -0.023 0.988 0.866 4-8 -0.243 0.879 0.890 5-8 -0.197 0.902 0.885

3-9 -0.005 0.997 0.850 4-9 -0.422 0.789 0.899 5-9 -0.175 0.913 0.896

3-10 -0.021 0.990 0.818 4-10 -0.429 0.786 0.890 5-10 -0.090 0.955 0.897

3-11 -0.062 0.969 0.780 4-11 -0.420 0.790 0.899 5-11 -0.237 0.881 0.833

6-0 -0.031 0.985 0.789 7-0 -0.010 0.995 0.881 8-0 -0.303 0.848 0.890

6-1 -0.146 0.927 0.857 7-1 -0.024 0.988 0.873 8-1 -0.303 0.848 0.895

6-2 -0.054 0.973 0.752 7-2 -0.025 0.988 0.890 8-2 -0.304 0.848 0.890

6-3 -0.010 0.995 0.838 7-3 -0.020 0.990 0.907 8-3 -0.302 0.849 0.892

6-4 -0.027 0.986 0.817 7-4 -0.009 0.996 0.849 8-4 -0.312 0.844 0.902

6-5 -0.027 0.987 0.816 7-5 -0.039 0.981 0.770 8-5 -0.303 0.849 0.891

6-7 -0.453 0.773 0.943 7-6 -0.444 0.778 0.942 8-6 -0.302 0.849 0.894

6-8 -0.017 0.991 0.872 7-8 -0.010 0.995 0.818 8-7 -0.252 0.874 0.856

6-9 -0.015 0.993 0.782 7-9 -0.013 0.994 0.800 8-9 -0.302 0.849 0.891

6-10 -0.707 0.647 0.982 7-10 -0.003 0.999 0.838 8-10 -0.106 0.947 0.877

6-11 -0.019 0.991 0.852 7-11 -0.009 0.995 0.841 8-11 -0.303 0.849 0.891

9-0 -0.110 0.945 0.785 10-0 -0.272 0.864 0.793 11-0 -0.037 0.982 0.844

9-1 -0.053 0.973 0.879 10-1 -0.243 0.878 0.780 11-1 -0.070 0.965 0.893

9-2 -0.151 0.925 0.825 10-2 -0.434 0.783 0.934 11-2 -0.087 0.957 0.843

9-3 -0.052 0.974 0.944 10-3 -0.267 0.866 0.784 11-3 -0.062 0.969 0.781

9-4 0.029 1.015 0.286 10-4 -0.276 0.862 0.795 11-4 -0.091 0.955 0.839

9-5 -0.630 0.685 0.972 10-5 -0.200 0.900 0.794 11-5 -0.063 0.969 0.693

9-6 -0.019 0.990 0.781 10-6 -0.390 0.805 0.912 11-6 -0.016 0.992 0.824

9-7 -0.082 0.959 0.849 10-7 -0.059 0.971 0.791 11-7 -0.065 0.968 0.874

9-8 -0.016 0.992 0.895 10-8 -0.264 0.868 0.777 11-8 -0.022 0.989 0.840

9-10 -0.015 0.993 0.783 10-9 -0.128 0.936 0.808 11-9 -0.014 0.993 0.796

9-11 -0.077 0.961 0.829 10-11 -0.264 0.868 0.777 11-10 -0.019 0.990 0.792

Table 2: Variance-Time Plot Analysis on data of speed scenario of U[0, 40] (m/s)
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n-n β H r n-n β H r n-n β H r

0-1 -0.067 0.966 0.859 1-0 -0.089 0.955 0.826 2-0 -0.015 0.992 0.839

0-2 -0.020 0.990 0.829 1-2 -0.593 0.703 0.980 2-1 -0.584 0.708 0.978

0-3 -0.149 0.925 0.793 1-3 -0.143 0.929 0.877 2-3 -0.585 0.708 0.970

0-4 -0.006 0.997 0.657 1-4 -0.265 0.868 0.894 2-4 -0.177 0.912 0.880

0-5 -0.295 0.852 0.914 1-5 -0.025 0.988 0.808 2-5 -0.036 0.982 0.786

0-6 -0.017 0.991 0.838 1-6 -0.018 0.991 0.837 2-6 -0.112 0.944 0.794

0-7 -0.009 0.995 0.859 1-7 -0.275 0.863 0.911 2-7 -0.087 0.956 0.865

0-8 -0.008 0.996 0.894 1-8 -0.014 0.993 0.814 2-8 -0.109 0.945 0.626

0-9 -0.017 0.991 0.871 1-9 -0.070 0.965 0.828 2-9 -0.047 0.976 0.768

0-10 -0.060 0.970 0.756 1-10 -0.034 0.983 0.807 2-10 -0.039 0.980 0.834

0-11 -0.015 0.992 0.834 1-11 -0.032 0.984 0.794 2-11 -0.043 0.978 0.923

3-0 -0.144 0.928 0.815 4-0 -0.238 0.881 0.940 5-0 -0.056 0.972 0.781

3-1 -0.027 0.987 0.894 4-1 -0.128 0.936 0.802 5-1 -0.070 0.965 0.758

3-2 -0.590 0.705 0.969 4-2 -0.173 0.913 0.907 5-2 -0.054 0.973 0.779

3-4 -0.038 0.981 0.786 4-3 -0.101 0.950 0.827 5-3 -0.056 0.972 0.781

3-5 -0.016 0.992 0.791 4-5 -0.116 0.942 0.848 5-4 -0.053 0.973 0.771

3-6 -0.035 0.982 0.905 4-6 -0.264 0.868 0.890 5-6 -0.055 0.973 0.774

3-7 -0.002 0.999 0.275 4-7 -0.167 0.916 0.879 5-7 -0.054 0.973 0.775

3-8 -0.012 0.994 0.863 4-8 -0.133 0.934 0.866 5-8 -0.054 0.973 0.777

3-9 -0.008 0.996 0.874 4-9 -0.759 0.620 0.991 5-9 -0.043 0.979 0.783

3-10 -0.007 0.997 0.910 4-10 -0.105 0.947 0.848 5-10 -0.056 0.972 0.773

3-11 -0.011 0.995 0.900 4-11 -0.229 0.885 0.905 5-11 -0.031 0.985 0.830

6-0 -0.182 0.909 0.771 7-0 -0.358 0.821 0.925 8-0 -0.008 0.996 0.828

6-1 -0.190 0.905 0.772 7-1 -0.174 0.913 0.827 8-1 -0.008 0.996 0.540

6-2 -0.183 0.908 0.770 7-2 -0.236 0.882 0.883 8-2 -0.087 0.956 0.780

6-3 -0.182 0.909 0.771 7-3 -0.070 0.965 0.899 8-3 -0.019 0.991 0.823

6-4 -0.182 0.909 0.794 7-4 -0.443 0.778 0.947 8-4 -0.015 0.992 0.803

6-5 -0.032 0.984 0.859 7-5 -0.299 0.851 0.929 8-5 -0.029 0.986 0.790

6-7 -0.183 0.909 0.771 7-6 -0.183 0.908 0.810 8-6 -0.007 0.997 0.895

6-8 -0.022 0.989 0.755 7-8 -0.165 0.918 0.851 8-7 -0.067 0.967 0.757

6-9 -0.184 0.908 0.770 7-9 -0.347 0.826 0.920 8-9 -0.024 0.988 0.547

6-10 -0.176 0.912 0.775 7-10 -0.182 0.909 0.824 8-10 -0.009 0.996 0.813

6-11 -0.182 0.909 0.772 7-11 -0.170 0.915 0.806 8-11 -0.005 0.998 0.691

9-0 -0.311 0.844 0.889 10-0 -0.028 0.986 0.778 11-0 -0.020 0.990 0.828

9-1 -0.260 0.870 0.859 10-1 -0.012 0.994 0.844 11-1 -0.459 0.771 0.932

9-2 -0.303 0.848 0.894 10-2 -0.064 0.968 0.803 11-2 -0.037 0.982 0.232

9-3 -0.139 0.930 0.844 10-3 0.003 1.001 0.177 11-3 0.003 1.002 0.087

9-4 -0.611 0.695 0.974 10-4 -0.805 0.598 0.991 11-4 -0.127 0.937 0.886

9-5 -0.124 0.938 0.900 10-5 -0.025 0.988 0.799 11-5 -0.008 0.996 0.871

9-6 -0.331 0.835 0.889 10-6 -0.008 0.996 0.824 11-6 0.010 1.005 0.233

9-7 -0.461 0.769 0.945 10-7 -0.220 0.890 0.885 11-7 -0.003 0.998 0.170

9-8 -0.304 0.848 0.889 10-8 -0.008 0.996 0.839 11-8 -0.004 0.998 0.194

9-10 -0.301 0.850 0.890 10-9 -0.010 0.995 0.817 11-9 -0.015 0.993 0.813

9-11 -0.300 0.850 0.887 10-11 -0.051 0.975 0.754 11-10 -0.037 0.981 0.783

Table 3: Variance-Time Plot Analysis on data of speed scenario of U[0, 60] (m/s)
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n-n β H r n-n β H r n-n β H r

0-1 -0.107 0.946 0.907 1-0 -0.103 0.948 0.746 2-0 -0.087 0.957 0.857

0-2 -0.103 0.948 0.841 1-2 -0.034 0.983 0.779 2-1 -0.034 0.983 0.787

0-3 -0.068 0.966 0.748 1-3 -0.029 0.985 0.722 2-3 -0.067 0.966 0.845

0-4 -0.138 0.931 0.812 1-4 -0.091 0.955 0.795 2-4 -0.998 0.501 1.000

0-5 -0.078 0.961 0.768 1-5 -0.063 0.969 0.859 2-5 -0.038 0.981 0.765

0-6 -0.466 0.767 0.953 1-6 -0.122 0.939 0.878 2-6 -0.015 0.992 0.858

0-7 -0.025 0.988 0.803 1-7 -0.469 0.765 0.927 2-7 -0.062 0.969 0.790

0-8 -0.178 0.911 0.885 1-8 -0.044 0.978 0.864 2-8 -0.061 0.970 0.811

0-9 -0.204 0.898 0.817 1-9 -0.075 0.963 0.729 2-9 -0.028 0.986 0.952

0-10 -0.146 0.927 0.908 1-10 -0.181 0.910 0.879 2-10 -0.072 0.964 0.810

0-11 -0.064 0.968 0.670 1-11 -0.045 0.977 0.850 2-11 -0.011 0.994 0.834

3-0 -0.085 0.958 0.829 4-0 -0.057 0.971 0.766 5-0 -0.100 0.950 0.775

3-1 -0.200 0.900 0.741 4-1 -0.086 0.957 0.775 5-1 -0.108 0.946 0.732

3-2 -0.195 0.902 0.737 4-2 -0.976 0.512 1.000 5-2 -0.123 0.938 0.782

3-4 -0.197 0.901 0.737 4-3 -0.086 0.957 0.844 5-3 -0.110 0.945 0.737

3-5 -0.047 0.977 0.870 4-5 -0.131 0.935 0.834 5-4 -0.182 0.909 0.886

3-6 -0.196 0.902 0.738 4-6 -0.040 0.980 0.874 5-6 -0.107 0.946 0.729

3-7 -0.183 0.909 0.740 4-7 -0.040 0.980 0.818 5-7 -0.111 0.944 0.743

3-8 -0.196 0.902 0.740 4-8 -0.037 0.981 0.907 5-8 -0.119 0.941 0.766

3-9 -0.204 0.898 0.745 4-9 -0.034 0.983 0.767 5-9 -0.037 0.981 0.706

3-10 -0.221 0.890 0.772 4-10 -0.331 0.835 0.924 5-10 -0.206 0.897 0.908

3-11 -0.196 0.902 0.737 4-11 -0.040 0.980 0.816 5-11 -0.121 0.940 0.775

6-0 -0.465 0.768 0.953 7-0 -0.010 0.995 0.877 8-0 -0.025 0.987 0.823

6-1 -0.361 0.819 0.925 7-1 -0.371 0.814 0.922 8-1 -0.092 0.954 0.823

6-2 -0.066 0.967 0.869 7-2 -0.018 0.991 0.922 8-2 -0.301 0.849 0.860

6-3 -0.210 0.895 0.876 7-3 -0.012 0.994 0.927 8-3 -0.019 0.991 0.896

6-4 -0.053 0.973 0.853 7-4 -0.021 0.989 0.927 8-4 -0.082 0.959 0.918

6-5 -0.089 0.956 0.869 7-5 -0.016 0.992 0.920 8-5 -0.063 0.969 0.887

6-7 -0.107 0.947 0.872 7-6 -0.017 0.992 0.802 8-6 -0.014 0.993 0.902

6-8 -0.027 0.986 0.868 7-8 -0.022 0.989 0.899 8-7 -0.019 0.991 0.857

6-9 -0.089 0.955 0.825 7-9 -0.136 0.932 0.774 8-9 -0.066 0.967 0.874

6-10 -0.094 0.953 0.848 7-10 -0.009 0.995 0.905 8-10 -0.027 0.986 0.842

6-11 -0.069 0.966 0.879 7-11 -0.094 0.953 0.889 8-11 -0.029 0.986 0.821

9-0 -0.115 0.943 0.808 10-0 -0.024 0.988 0.795 11-0 -0.008 0.996 0.753

9-1 -0.106 0.947 0.819 10-1 -0.186 0.907 0.873 11-1 -0.025 0.987 0.792

9-2 -0.075 0.962 0.838 10-2 -0.015 0.993 0.838 11-2 -0.038 0.981 0.817

9-3 -0.076 0.962 0.837 10-3 -0.010 0.995 0.869 11-3 -0.021 0.989 0.828

9-4 -0.035 0.982 0.899 10-4 -0.450 0.775 0.938 11-4 -0.042 0.979 0.814

9-5 -0.033 0.984 0.823 10-5 -0.339 0.830 0.922 11-5 -0.026 0.987 0.812

9-6 -0.050 0.975 0.821 10-6 -0.030 0.985 0.862 11-6 -0.024 0.988 0.833

9-7 -0.029 0.985 0.844 10-7 -0.014 0.993 0.823 11-7 -0.101 0.949 0.792

9-8 -0.036 0.982 0.843 10-8 -0.013 0.993 0.822 11-8 -0.029 0.985 0.835

9-10 -0.043 0.978 0.729 10-9 -0.041 0.979 0.719 11-9 -0.065 0.968 0.804

9-11 -0.034 0.983 0.839 10-11 -0.040 0.980 0.824 11-10 -0.013 0.993 0.822

Table 4: Variance-Time Plot Analysis on data of speed scenario of U[0, 80] (m/s)
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n-n β H r n-n β H r n-n β H r

0-1 -0.044 0.978 0.915 1-0 -0.046 0.977 0.825 2-0 -0.070 0.965 0.815

0-2 -0.038 0.981 0.898 1-2 -0.033 0.984 0.902 2-1 -0.012 0.994 0.920

0-3 -0.061 0.970 0.901 1-3 -0.051 0.974 0.726 2-3 -0.141 0.930 0.905

0-4 -0.027 0.987 0.911 1-4 -0.071 0.965 0.905 2-4 -0.577 0.712 0.965

0-5 -0.043 0.978 0.923 1-5 -0.072 0.964 0.877 2-5 -0.686 0.657 0.979

0-6 -0.043 0.978 0.919 1-6 -0.053 0.973 0.811 2-6 -0.053 0.973 0.833

0-7 -0.044 0.978 0.922 1-7 -0.048 0.976 0.834 2-7 -0.034 0.983 0.892

0-8 -0.045 0.978 0.926 1-8 -0.076 0.962 0.875 2-8 -0.117 0.941 0.854

0-9 -0.055 0.973 0.924 1-9 -0.129 0.936 0.886 2-9 -0.038 0.981 0.867

0-10 -0.046 0.977 0.910 1-10 -0.065 0.967 0.806 2-10 -0.024 0.988 0.876

0-11 -0.044 0.978 0.926 1-11 -0.093 0.953 0.847 2-11 -0.016 0.992 0.933

3-0 -0.055 0.972 0.821 4-0 -0.335 0.833 0.890 5-0 -0.049 0.976 0.824

3-1 -0.092 0.954 0.783 4-1 -0.436 0.782 0.941 5-1 -0.039 0.981 0.753

3-2 -0.162 0.919 0.926 4-2 -0.220 0.890 0.921 5-2 -0.028 0.986 0.703

3-4 -0.063 0.968 0.851 4-3 -0.333 0.833 0.889 5-3 -0.035 0.983 0.752

3-5 -0.061 0.969 0.829 4-5 -0.373 0.813 0.923 5-4 -0.179 0.910 0.973

3-6 -0.102 0.949 0.916 4-6 -0.331 0.834 0.889 5-6 -0.987 0.506 1.000

3-7 -0.058 0.971 0.875 4-7 -0.334 0.833 0.890 5-7 -0.028 0.986 0.704

3-8 -0.079 0.960 0.816 4-8 -0.190 0.905 0.837 5-8 -0.037 0.981 0.740

3-9 -0.071 0.965 0.891 4-9 -0.335 0.833 0.891 5-9 -0.017 0.991 0.772

3-10 -0.061 0.970 0.849 4-10 -0.030 0.985 0.905 5-10 -0.033 0.983 0.720

3-11 -0.050 0.975 0.856 4-11 -0.332 0.834 0.889 5-11 -0.108 0.946 0.960

6-0 -0.044 0.978 0.715 7-0 -0.058 0.971 0.880 8-0 -0.151 0.924 0.908

6-1 -0.056 0.972 0.758 7-1 -0.049 0.976 0.753 8-1 -0.173 0.913 0.922

6-2 -0.039 0.981 0.678 7-2 -0.056 0.972 0.700 8-2 -0.116 0.942 0.866

6-3 -0.055 0.972 0.752 7-3 -0.046 0.977 0.792 8-3 -0.110 0.945 0.899

6-4 -0.022 0.989 0.666 7-4 -0.065 0.968 0.811 8-4 -0.071 0.964 0.755

6-5 -0.990 0.505 1.000 7-5 -0.045 0.978 0.728 8-5 -0.211 0.894 0.914

6-7 -0.043 0.978 0.691 7-6 -0.035 0.982 0.845 8-6 -0.148 0.926 0.917

6-8 -0.043 0.978 0.681 7-8 -0.080 0.960 0.875 8-7 -0.094 0.953 0.843

6-9 -0.049 0.975 0.651 7-9 -0.782 0.609 0.991 8-9 -0.290 0.855 0.911

6-10 -0.053 0.974 0.761 7-10 -0.051 0.975 0.860 8-10 -0.062 0.969 0.844

6-11 -0.045 0.978 0.670 7-11 -0.049 0.976 0.769 8-11 -0.068 0.966 0.813

9-0 -0.503 0.749 0.907 10-0 -0.028 0.986 0.903 11-0 -0.053 0.973 0.882

9-1 -0.370 0.815 0.946 10-1 -0.019 0.991 0.831 11-1 -0.106 0.947 0.917

9-2 -0.110 0.945 0.920 10-2 -0.011 0.994 0.892 11-2 -0.047 0.977 0.873

9-3 -0.492 0.754 0.912 10-3 -0.361 0.820 0.911 11-3 -0.042 0.979 0.837

9-4 -0.506 0.747 0.910 10-4 -0.145 0.928 0.833 11-4 -0.043 0.979 0.867

9-5 -0.505 0.747 0.906 10-5 -0.303 0.848 0.923 11-5 -0.302 0.849 0.987

9-6 -0.285 0.858 0.851 10-6 -0.037 0.981 0.811 11-6 -0.056 0.972 0.882

9-7 -0.809 0.596 0.990 10-7 -0.262 0.869 0.883 11-7 -0.051 0.975 0.882

9-8 -0.514 0.743 0.906 10-8 -0.682 0.659 0.972 11-8 -0.056 0.972 0.881

9-10 -0.304 0.848 0.932 10-9 -0.376 0.812 0.944 11-9 -0.077 0.961 0.888

9-11 -0.507 0.747 0.905 10-11 -0.024 0.988 0.825 11-10 -0.059 0.970 0.895

Table 5: Variance-Time Plot Analysis on data of speed scenario of U[0, 100] (m/s)


