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SUMMARY 

 

An adaptive algorithm is proposed in this thesis to remove in-phase and quadrature 

(I/Q) mismatch, direct current (DC) offsets, flicker noise and inter-symbol 

interference (ISI) simultaneously in a direct conversion receiver (DCR). I/Q mismatch 

is cancelled by a real valued adaptive mismatch canceller and DC offsets are removed 

with one complex tap. In addition, flicker noise is modeled as a complex 

autoregressive (AR) random process so the system to be identified transforms to an 

Auto Regressive with eXternal input (ARX) model. After estimating the coefficients 

in the model during training period, the desired signal can be estimated by using 

decision feedback method. To accelerate the convergence of the algorithm and to 

mitigate the interactions among the adaptations of the different groups of the taps of 

the filters, an internal iterative algorithm is introduced. Moreover, the analysis of the 

convergence in the mean of the taps of the proposed filters is given. Simulation results 

are provided to verify the superior performance of the proposed algorithm. 
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CHAPTER 1 
 

INTRODUCTION 
 

1.1 Outline 

 

In this chapter the motivations, the challenges and the previous works of the topics 

involved in the thesis are given, followed by the contributions and the organization of the 

thesis. The background is introduced in Section 1.2. Then the challenges of the direct 

conversion receiver (DCR) design and the previous works on DCR design are given in 

Section 1.3 and Section 1.4, respectively. In addition, the contributions of the thesis are 

given in Section 1.5. Moreover, the organization of the thesis is given in Section 1.6.     

 

 

1.2 Background 

 

Nearly all existing radio receivers are designed based on a super heterodyne architecture. 

They filter the received radio frequency (RF) signal and convert it to a lower intermediate 

frequency (IF) by mixing with an offset local oscillator (LO1) as shown in Fig. 1-1 [1]. 

The IF filter is used to suppress out-of-channel interferers, performing channel selection. 

During the down conversion of the signal from RF to IF, an unwanted signal which is 

situated at an intermediate frequency above the LO1 frequency is also translated to the IF. 

This undesired signal is called image signal and should be removed. The principal issue 

 1



in super heterodyne receivers is the tradeoff between the image signal rejection and the 

adjacent channel suppression [2]. 

 

ADC

ADC D 
S 
P 

RF 
filter 

IF 
filter 

LO1

( )carrier IFf f−  LO2 ( )IFf  

 

Fig. 1-1: Physical model of super heterodyne receiver. 

 

As shown in Fig. 1-2, if the amplitude of the IF signal is high, the image is greatly 

attenuated but the nearby interferers remain at significant levels. On the contrary, if the 

amplitude of the IF signal is low, the interferers are suppressed but the image corrupts the 

down converted signal significantly. Consequently, both the image reject filter and the IF 

filter required highly selective transfer functions that are impractical in today’s integrated 

circuit (IC) technologies. In practice, most systems utilize dual-conversion (two IF’s) or a 

triple-conversion (three IF’s) in order to achieve an acceptable compromise between the 

two rejections, which is at the expense of added receiver complexity and size [1] [2]. In 

addition, because the image reject filter is placed off-chip, a 50- Ω  load is needed for the 

low noise amplifier (LNA) before the image reject filter. This adds another dimension to 

the tradeoffs among noise, linearity, gain, and power dissipation of the amplifier [2]. 
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Fig. 1-2: Image rejection and adjacent channel suppression. 

 

As shown in Fig. 1-3, If the IF signal is designed to be at frequency zero, it is called 

direct conversion [1] [2]. Compared to the receiver based on a super heterodyne 

architecture, the direct conversion receiver (DCR) has superior advantages in power 

dissipation, size and cost because in DCR no image reject filter is required and all IF 

analog components are eliminated [1] [2]. But DCR is rarely used so far due to some 

issues such as in-phase and quadrature (I/Q) mismatch, direct current (DC) offsets, 

even-order distortion and flicker noise [1] - [4]. Among these issues, DC offsets and 

flicker noise are generally considered more serious and challenging to the designers [2] 

[5]. In addition, the mismatch between the in-phase (I) and quadrature (Q) channel 

always exists [6]. Consequently, the methods to cancel I/Q mismatch, DC offsets and 

flicker noise cancellation are more frequently discussed than other issues. 

 

 3



baseband 
filter

baseband 
filter 

LO ( )carrierf  

ADC

ADC D 
S 
P 

RF 
filter 

 
Fig. 1-3 Physical model of DCR. 

 

 

1.3 Challenges of DCR Design 

 

In a DCR, an offset voltage may appear in the signal spectrum at DC. This offset voltage 

value dominates the signal strength by as much as 50~100 times in amplitude and, if not 

removed, may substantially degrade the bit-error probability [2]. As the receiver shown in 

Fig. 1-4, where the low pass filter (LPF) is followed by an amplifier and an 

analog-to-digital converter (ADC), there are two phenomena causing DC offsets. Because 

the isolation between the LO port and the inputs of the mixer and the LNA is not perfect, 

there is a finite amount of feedthrough from the LO port to points A and B [1]. The 

leakage signal appearing at the inputs of the LNA and the mixer is now mixed with the 

LO signal, which is called self-mixing, thus producing a DC component at point C as 

shown in Fig. 1-4(a). Similarly, DC offset occurs if a large interferer leaks from the LNA 

or mixer input to the LO port and is multiplied by itself [1], as shown in Fig. 1-4(b). In 

addition, DC offset also can be caused by the transistor mismatch in the signal path, but 

DC offsets caused by this reason and the self-mixing of the interferer leakage can be 
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reduced to some extent by careful front-end receiver design together [7]. The 

comprehensive DC offsets caused by all these reasons are time-varying. 

 

LNA 
CB A

LOLO Leakage 

ADC LPF 

Amplifier 

 
(a) 

LNA 
CB A

LOInterferer 
Leakage 

ADC LPF 

Amplifier 

 
(b) 

 
Fig. 1-4 Self-mixing of (a) LO. and (b) Interferers. 

 

The flicker noise, also known as 1/f noise or pink noise, is an intrinsic noise phenomenon 

found in semiconductor devices. As the term “1/f” suggests, the noise is characterized by 

a power spectral density (PSD) that is inversely proportional to frequency, as shown in 

Fig. 1-5. In a DCR, since the downconverted spectrum is located around zero frequency, 

the 1/f noise of devices has a profound effect on the signal, a severe problem in metal 

oxide semiconductor (MOS) implementations. For example, in typical submicron MOS 

technologies, the total flicker noise power in a bandwidth from 10 Hz to 200 kHz can 

increase the noise power by 16.9 dB [1]. 
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Fig. 1-5 PSD of flicker noise. 
 

s shown in Fig. 1-6, for most phase and frequency modulation schemes, a DCR must 

 do

A

incorporate quadrature downconversion, which requires shifting the LO output by 90o . 

Due to the finite tolerances of capacitor and resistor values used to implement the an  

components [6], the errors in the nominally 90o  phase shift and mismatches between the 

amplitudes of the I and Q signals corrupt the wnconverted signal constellation [1]. The 

imbalance between the amplitudes of I and Q channels and the phase shift error are 

totally called I/Q mismatch. 

 

alog
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Fig. 1-6 Direct conversion architecture. 
 
 

.4 Previous Works on DCR Design 

any papers have proposed various methods to solve DC offsets and flicker noise [2] [3] 

 

1

 

M

[7] [8]. In [2] the DC offset is removed by employing an alternate current (AC) coupling 

which may distort the signals’ DC components due to its high corner frequency [1] [8]; in 

addition, the flicker noise is regarded as equivalent in its effect to inter-symbol 

interference (ISI) and mitigated only by employing a finite-impulse response (FIR) 

minimum mean-square-error linear equalizer (MMSE-LE); moreover, it is difficult to 

design a suitable AC coupling because the exact 1/f roll-off frequency is unknown in 

practice. In [7] the varying DC component is not considered when making joint 

estimation of the DC offset and the radio channel. In [8] an extra averaging circuit is 

needed to do long-term averaging of the baseband signal to remove the DC offsets by 

subtracting the estimated DC value, which will increase the cost and the size of the 

receivers.  

 

LNA

LPF I 

Q LPF 

  

0  

0sinω  

0cosω  
ω0ω ω 
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1.5 Contributions of the Thesis 

 this thesis, a novel method to estimate the transmitted signal corrupted by ISI, I/Q 

.6 Organization of the Thesis 

 Chapter 2, the received signal model which is the transmitted signal corrupted by 

 

In

mismatch, DC offsets and flicker noise is proposed. A real valued adaptive mismatch 

canceller is employed to cancel I/Q mismatch and the varying DC offsets are removed by 

one complex tap simultaneously [9] [3]. In addition, the flicker noise is modeled as a 

complex auto regressive (AR) random process, so the system transforms to an Auto 

Regressive with eXternal input (ARX) model [10]. By estimating the coefficients of the 

model during training period, the desired signal then can be estimated by decision 

feedback method. To accelerate the convergence of the algorithm, an internal iterative 

algorithm is introduced [9]. Moreover, the analysis of the convergence in the mean of the 

taps of the proposed algorithm is given. Simulation results are provided to verify the 

superior performance of the proposed algorithm 

 

 

1

 

In

channel ISI, I/Q mismatch, DC offsets and flicker noise is given. In Chapter 3, the 

architecture of the proposed adaptive filters is illustrated and the detailed algorithm to 

cancel all the previously mentioned distortions is derived.  To accelerate the 

convergence of the algorithm, an internal iterative algorithm is introduced. In Chapter 4, 
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the convergence analysis in the mean of the taps is discussed. In Chapter 5, simulation 

results are illustrated to verify the proposed algorithm. Finally, conclusions and future 

work are given in Chapter 6. 

 

 

1.7 Summary 

early all existing radio receivers are designed based on a super heterodyne architecture. 

 

N

The principal issue in super heterodyne receivers is the tradeoff between the image signal 

rejection and the adjacent channel suppression, which makes the implementation 

complicated. Compared to the receiver based on a super heterodyne architecture, the 

DCR has superior advantages in power dissipation, size and cost because in DCR no 

image reject filter is required and all IF analog components are eliminated. But DCR is 

rarely used so far due to some issues such as I/Q mismatch, DC offsets, even-order 

distortion and flicker noise. In DCR design, the methods to cancel I/Q mismatch, DC 

offsets and flicker noise cancellation are more frequently discussed than other issues. 

There are two phenomena causing DC offsets. One is caused by self-mixing of LO and is 

regarded as a constant. The other is caused by self-mixing of interferers and is time 

varying. The flicker noise is an intrinsic noise phenomenon found in semiconductor 

devices and is characterized by a PSD that is inversely proportional to frequency. The I/Q 

mismatch is caused by the imbalance between the amplitudes of I and Q channels and the 

phase shift error. In this thesis, a novel method to estimate the transmitted signal distorted 

by ISI, I/Q mismatch, DC offsets and flicker noise is proposed. In the following chapters, 
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the architecture of the proposed adaptive filters, the detailed algorithm to cancel all the 

previously mentioned distortions, the convergence analysis, the simulation results and the 

conclusions are given. 
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CHAPTER 2 

RECEIVED SIGNAL MODEL 

2.1 Outline 

 this chapter the received signal model is given. In Section 2.2 the background to model 

.2 Introduction 

s mentioned in Section 1.2, in DCR design, DC offsets and flicker noise are generally 

s discussed in Section 1.3, there are two kinds of DC offsets. One is caused by 

 

 

 

In

the DC offsets, flicker noise and I/Q mismatch is discussed. Then the DC offsets model, 

flicker noise model and I/Q mismatch model are given in Section 2.3, Section 2.4 and 

Section 2.5, respectively. 

 

 

2

 

A

considered more serious and challenging to the designers [2] [5]. In addition, the 

mismatch between I and Q channel always exists [6]. So this thesis focuses on I/Q 

mismatch, DC offsets and flicker noise cancellation. 

 

A

self-mixing of LO and the other is caused by self-mixing of the interferences. The DC 

offset caused by LO changes slowly, so it is can be regarded as constant value over a 

packet duration. But the self-mixing caused by the signal leakage from RF input signal to 
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LO port generates a distortion signal whose amplitude is proportional to the RF input 

signal’s power envelope. Consequently, these issues should be considered when 

modeling DC offsets. 

 

As shown in Fig. 1-5, since flicker noise is a highly colored noise, its samples are highly 

ll the received signal including the transmitted signal, DC offsets and flicker noise will 

.3 DC Offsets Model 

s mentioned in Section 1.3, there are two kinds of DC offsets. DC offset caused by self 

ssume that the equivalent low-pass transmitted signal has the form 

.              (2-1) 

correlated with one another. According to Section 1.6.3 in [11], the flicker noise can be 

modeled as an AR random process [12] [10]. 

 

A

be corrupted by I/Q mismatch. In this thesis a matrix similar to [4] generating I/Q 

mismatch is adopted. 

 

 

2

 

A

mixing of LO can be regarded as a constant value and is easily modeled. DC offset 

caused by self mixing of interferers is time varying and is modeled as below. 

 

A

 

( ) ( ) ( )
0m

v t m g t mT
∞

=

= −∑ t
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Here the transmission rate is 1/T , ( ){ }mt  represents the discrete information-bearing 

( )g t  sequence of symbols and is a pulse which is assumed to have a band-limited 

frequency response characteristic ( )G f . In this thesis bold lower case letters represent 

complex variab itted over a channel having a band-limited 

frequency response characteristic 

les. This signal is transm

( )C f . Consequently the equivalent low-pass received 

signal can be represented as 

 

T
=

= −∑�x t h ,               (2-2) 

 

where 

d

( ) ( ) ( )
0m

t m t m
∞

 

( ) ( ) ( )t g tτ τ τ
+∞

−∞
= −∫h c .               (2-3) 

 

Here is the channel response in time domain. The equivalent low-pass received 

signal can be regarded as the transmitted signal corrupted by ISI. The received 

signal can be written in a band-pass representation as  

 

( )tc  

( )t�x  

( ) ( ){ }2Re cj f tπ= �� x  px t t e

( ) ( ) ( ) ( )cos 2 sin 2I c Q     cx t f t x tπ π= −� � f t .           (2-4) 
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( )Ix t�  and ( )Qx t�  denote the I and Q parts of ( )tx� , respectively. cfHere  denotes 

the carrier frequency. In the thesis the subscript “ I ” a Q ” represent the real and 

imaginary parts of the variables, 

nd “

{ }Re •  represents t e real part of the variable. 

 

h

( )ps tAssume that the band-pass interference signal  is  

 

( ) ( ) ( ){ }02Re cj f f t
ps t t e π += s  

     ( ) ( ) ( ) ( )0 0cos 2 sin 2  I c Q cs t f f t s t f f tπ π⎡ ⎤ ⎡ ⎤= + − +⎣ ⎦ ⎣ ⎦ .        (2-5) 

ere  denotes the equivalent low-pass interference signal,  and 

 

H ( )ts ( )Is t ( )Qs t  

denote the I and Q parts of ( )ts , respectively. 0f  denotes the offset frequency away 

from cf . 

 

To simplify the representation, the signals of I and Q channels of LO can be combined 

into a complex valued signal ( )tu  as 

 

( ) 2 cj f tt e π−=u  

    ( ) ( )cos 2 sin 2c cf t j f t= − .             (2-6) 

hen incorporating the interference signal, the received signal becomes 

π π

 

W
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( ) ( ) ( )p p px t x t s t= + .               (2-7) 

 

ue to the leakage of the received signal 

�� �

( )px t��  D from the RF port into the LO port as 

illustrated in Fig. 1-4(b), ( )tu  is contam ted by the leakage signal which is 

proportional to ( )

ina

px t��  by a leakage factor k  ( 1k � ). Then the signal at the LO port 

becomes 

 

( ) ( ) ( ) ( )p pt t k x t jx t⎡ ⎤= + × −⎣ ⎦
� �� � �u u .             (2-8) 

 

ere the I and Q channels of the LO signal contaminated by the leakage signal are H

regarded as the real and imaginary parts of a complex valued variable ( )t�u , 

respectively. Then the signal after the mixer is 

 

( ) ( ) ( )pt x t t′ = ×� �� ��x u  

     ) ( ) ( ) ( ){ }( ) (p p p px t s t k x t jx tt ⎡ ⎤⎡ ⎤= + × + × −⎣ ⎦ ⎣ ⎦
� �� � �u  

     ( ) ( ) ( ) ( ) ( ){ }2 2

p p p px t s t t k x t j x t⎡ ⎤ ⎡ ⎤⎡ ⎤= + × + × −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
� �� �u � .       (2-9) 

he detailed expansions of (2-9) are given as below. 

 

T

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) (cos 2 sin 2 cos 2 sin 2p I c Q c c )ct t x t f t x t f t f t j f tπ π π π⎡ ⎤x ⎡ ⎤× = − × −⎣ ⎦⎣ ⎦� � �u  
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          ( ) ( ) ( ) ( ) ( )* *1 cos 4 sin 4
2 ct t f t j t f tπ⎡ ⎤= + −⎣ ⎦� � �x x x cπ ,     (2-10) 

( ) ( ) ( ) ( ) ( ) ( ) 2
0 0cos 2 sin 2 cj f t

p I c Q cs t t s t f f t s t f f t e ππ π −⎡ ⎤ ⎡ ⎤× = + − + ×⎣ ⎦ ⎣ ⎦u  

          ( ) ( ) ( ) ( ){ }* *
0 0

1 cos 2 2 sin 2 2
2 c ct f f t j t f fπ π⎡ ⎤ ⎡ ⎤= + −⎣ ⎦ ⎣ ⎦s s t+  

           ( ) ( ) ( ) ( )0
1 cos 2 sin 2
2

t f t j t fπ⎡+ +⎣s s 0tπ ⎤⎦ ,       (2-11) 

( ) ( ) ( )2 2

p p px t x t s t⎡ ⎤ ⎡ ⎤= +⎣ ⎦⎣ ⎦
�� �  

        ( ) ( ) ( ) ( )2 2
2p p p px t s t x t s⎡ ⎤ ⎡ ⎤= + +⎣ ⎦ ⎣ ⎦� � t

c

,         (2-12) 

( ) ( ) ( ) ( ) ( )2 2
cos 2 sin 2p I c Qx t x t f t x t f tπ π⎡ ⎤ ⎡= −⎣ ⎦ ⎣� � � ⎤⎦  

        ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 21 1 cos 4 sin 4
2 2 I Q c I Qt x t x t f t x t x t f tπ π⎡ ⎤= + − −⎣ ⎦� � � � �x c ,  (2-13) 

( ) ( ) ( ) ( ) ( )2 2 2 2
0

1 1 cos 4
2 2p I Qs t t s t s t f f tπ⎡ ⎤⎡ ⎤ c⎡ ⎤= + − +⎣ ⎦⎣ ⎦ ⎣ ⎦s  

         ( ) ( ) ( )0sin 4I Q cs t s t f f tπ⎡− ⎣ ⎤+ ⎦ ,          (2-14) 

( ) ( ) ( ) ( ) ( ) ( ) ( )02 cp p I I Q Q cos 2 2x t s t x t s t x t s t f f tπ⎡ ⎤ ⎡ ⎤= − +⎣ ⎦⎣ ⎦� � �  

            ( ) ( ) ( ) ( ) ( )0sin 2 2I Q Q I cx t s t x t s t f f tπ⎡ ⎤ ⎡ ⎤− + +⎣ ⎦⎣ ⎦� �  

            ( ) ( ) ( ) ( ) ( )0cos 2I I Q Qx t s t x t s t f tπ⎡ ⎤+ +⎣ ⎦� �  

            ( ) ( ) ( ) ( ) ( )0sin 2Q I I Qx t s t x t s t f tπ⎡ ⎤+ −⎣ ⎦� � .       (2-15) 
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In the thesis the superscript “*” denotes complex conjugation. The signals with high 

frequency in (2-9) are eliminated by LPF. Here assume 0f  is outside the LPF band. So 

the remaining signal after passing LPF becomes 

 

( ) ( ) ( ) ( ) ( ) ( ){ }2 2 2

b t t k t t j t t⎡ ⎤ ⎡′ = + + − +⎢ ⎥ ⎢⎣ ⎦ ⎣
�� � � �x x x s x s

2 ⎤
⎥⎦

.      (2-16) 

 

It is seen in (2-16) that the mixing of ( )px t�  with the LO signal  after LPF 

produces the ISI distorted low-pass signal 

( )tu

( )t�x , and the mixing of ( )px t��  and 

 after LPF produces a varying DC offset which is denoted as a 

complex stochastic signal 

( ) ( )p pk x t jx t⎡× −⎣
� �� � ⎤⎦

( )td� . ( )td�  can be represented as 

 

( ) ( ) ( ) ( ) ( ){ }2 2 2 2
t k t t j t t⎡ ⎤ ⎡= + − +⎢ ⎥ ⎢⎣ ⎦ ⎣

� � �d x s x s ⎤
⎥⎦

.        (2-17) 

 

Similar result is given in [3]. The right hand side of (2-16) is doubled to make the factor 

of ( )t�x  as unity. 

 

Denote ( )td  as the DC offset caused by the self-mixing of the LO. Then the received 

signal in the baseband corrupted by ISI and two kinds of DC offsets can be represented 

as 
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( ) ( ) ( ) ( ) ( )
0m

t m t mT t
∞

=

′ = − + +∑ ��x t h d d t .          (2-18) 

 

 

2.4 Flicker Noise Model 

 

Denote ( )tf  as the flicker noise, then the demodulated baseband signal ( )tx  before 

the ADC in Fig. 1-3 is the summation of ISI corrupted signal, DC offsets and flicker 

noise, i.e., ( ) ( ) ( ) ( ) ( ) ( )
0m

t m t mT t t
∞

=

= − + + +∑ �x t h d d tf . After sampling by the ADC, 

it can be written as  

 

( ) ( ) ( ) ( ) ( )
1

0

hN

s i s s s s
i

nT n i T nT nT nT
−

=

⎡ ⎤= − + + +⎣ ⎦∑ �x h t d d f   ( )0 1=h .    (2-19) 

 

Here  denotes the discrete time index, n 1/s sf T=  denotes ADC sampling rate and 

st nT= ( )sT T= ; { }ih   are the coefficients of the combined channel 

discrete time impulse response;  is the order of channel response. (2-19) can be 

represented in a discrete time form as 

( 0,1, , 1hi N= " )−

hN

  

1

0

hN

n i n i n n n
i

−

−
=

= + + +∑ �x h t d d ( )0 1f   =h .           (2-20) 

 

In the thesis, for the convenience, we will use the time index in parentheses instead of the 
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subscript “n” to denote the discrete sampled variables. Then (2-20) is written as 

 

( ) ( ) ( ) ( ) ( )
1

0

hN

i
i

n n i n n n
−

=

= − + + +∑ �x h t d d f   ( )0 1=h .       (2-21) 

 

Since ( )nf  is a highly colored noise, it can be modeled as an AR random process as [10] 

[11] [12] 

 

( ) ( ) ( ) ( )
1

1

aN

i
i

n n i
−

=

= − − +∑f a f nv .            (2-22) 

 

Here  is the order, 1aN − { }ia  ( )1, 2, , 1ai N= −"  are the coefficients and  is the 

innovation. The coefficients 

( )nv

{ }ia  are chosen to make the PSD of the generated ( )nf  

close to the PSD of flicker noise. Denote ( )A z  as 

 

( )
1

1
1

aN
i

i
i

A z z
−

−

=

= + ∑ a .               (2-23) 

 

Then the z − transform of ( )nf  can be represented as 

 

( ) ( )
( )

V z
F z

A z
= .                (2-24) 
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Here  is the ( )V z z − transform of ( )nv  in (2-22). 

 

 

2.5 I/Q Mismatch Model 

 

Now we take the transceiver I/Q mismatch into consideration. Assume that α  and β  

denote the amplitude gains of the I and Q channels, respectively; φ  denotes the phase 

splitter mismatch and is split equally between the I and Q channels for symmetry; ( )nm  

denotes the equivalent transceiver I/Q mismatch induced signal; and ( )Im n  and 

( )Qm n  denote its real and imaginary parts, respectively. Then ( )Im n  and ( )Qm n  can 

be modeled by using a matrix notation according to [4] as 

 

( )
( )

( ) ( )
( ) ( )

( )
( )

cos /2 sin /2
sin /2 cos /2

I I

Q Q

m n x n
m n x n

α φ β φ
α φ β φ

⎛ ⎞ ⎛⎛ ⎞
=⎜ ⎟ ⎜⎜ ⎟⎜ ⎟ ⎜⎝ ⎠⎝ ⎠ ⎝

⎞
⎟⎟
⎠
 

( )
( )

I

Q

x n
x n

⎛ ⎞
= ⎜⎜

⎝ ⎠
M� ⎟⎟ .              (2-25) 

 

Here  represents mismatch matrix, M� ( )Ix n  and ( )Qx n  represent the real and 

imaginary parts of ( )nx , respectively. 

 

Considering the effect of additive white Gaussian noise (AWGN) ( )nn , the digitized 
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baseband signal after the ADC to be processed by the proposed adaptive algorithm is 

 

( ) ( ) ( )I Qn x n jx n= +x  

( ) ( )n n= +m n  

( ) ( ) ( ) ( )cos / 2 sin / 2I Qx n xα φ β φ⎡ ⎤= +⎣ ⎦n  

( ) ( ) ( ) ( ) ( )sin / 2 cos / 2I Qj x n x nα φ β φ⎡+ +⎣ n n⎤ +⎦ .      (2-26) 

 

When 0φ = ° , (2-26) becomes 

 

( ) ( ) ( ) ( )I Qn x n j x n nα β= + +x n .            (2-27) 

 

If α β= , then there is no I/Q mismatch; If α β≠ , it is seen that only amplitude 

imbalance exists.  

 

When 0φ ≠ ° , it is seen in (2-26) that in I channel the signal contains ( ) ( )sin / 2 Qx nβ φ  

and in Q channel the signal contains ( ) ( )sin / 2 Ix nα φ  due to the phase imbalance 

between I and Q channels. In this case, a mismatch canceller is needed to remove the 

distortion. 

 

 

2.6 Summary 
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As mentioned in Section 1, there are two kinds of DC offsets due to the self mixing of 

LO and the interferers respectively. Then a constant DC offset ( )td  and a time varying 

DC offset  are modeled respectively according to these two kinds of self mixings. 

Based on the detailed derivations, the time varying DC offset 

( )td�

( )td�  can be modeled as in 

(2-17). Because flicker noise is a highly colored noise, its samples are highly correlated 

with one another, consequently it can be modeled as an AR random process as (2-22). 

Because the I/Q mismatch can be caused by the imbalance between the amplitude gains 

of the I and Q channels and the phase splitter mismatch, the equivalent transceiver I/Q 

mismatch induced signal ( )nm  can be modeled as (2-25) in which the ( )Im n  and 

( )Qm n  are its real and imaginary parts, respectively. After considering the AWGN, the 

received signal model is given as in (2-26). 
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CHAPTER 3 
 

THE ADAPTIVE FILTERS AND ALGORITHM 
 

3.1 Outline 

 

Based on the signal model in Chapter 2, the introduction of the algorithm is given in 

Section 3.2. The architecture of the adaptive filters proposed according to the signal 

model is illustrated in Section 3.3. In addition, the detailed algorithm is given in Section 

3.4. To accelerate the convergence of the algorithm and to mitigate the interactions 

among the adaptations of the different groups of the filters’ taps, an internal iterative 

algorithm is given in Section 3.5. Moreover, the implementation complexity of the 

algorithm is discussed in terms of multiplication in Section 3.6.  

 

 

3.2 Introduction 

 

According to the I/Q mismatch model in Section 2.5, when α β≠  or 0φ ≠ ° , I/Q 

mismatch will occur. Based on this model, the mismatch can be mitigated by inverse 

modeling proposed in Section 3.6.4 in [11]. Considering that there are four elements in 

the matrix  and the assumption that the phase splitter error has been distributed 

equally between I and Q channels for symmetry [4], here a four real tap equalizer is 

M�
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employed to model the inverse of it. Denote 1−M�  as the inverse of . According to 

(2-25) and (2-26), the received signal with mismatch cancelled can be represented as 

M�

 

( )
( )

( )
( )

( )
( )

1
ˆ

ˆ
I I I

Q QQ

x n x n n n
x n nx n

−
⎛ ⎞ ⎛ ⎞ ⎛ ⎞

= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠
M�

n
 

( )
( )

( )
( )

I I

Q Q

x n n n
x n n n

′⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟′⎝ ⎠ ⎝ ⎠

.          (3-1) 

 

Here ( )ˆ
Ix n  and ( )ˆ

Qx n  denote the real and imaginary parts, respectively, of the signal 

( )ˆ nx  with mismatch cancelled; ( )In n  and ( )Qn n  denote the real and imaginary parts, 

respectively, of ( )nn  in (2-26). 

 

According to [9] [3], the varying DC offsets can be removed by one complex tap 

simultaneously. The signal with mismatch and DC offsets cancelled can be represented as 

 

( ) ( ) ( ) ( )
1

0

hN

i
i

n n i n n′
−

=

′ = − + +∑x h t f n   ( )0 1=h .         (3-2) 

 

Here ( )n′n  is a white Gaussian noise with ( )In n′  as its real part and ( )Qn n′  as its 

imaginary part. 

 

We ignore ( )n′n  here. Since ( )nf  is modeled as an AR random process, the 
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transmitted signal in (3-2) can be recovered by filtering ( )n′x  with a complex feed 

forward equalizer (CFFE) and a complex decision feedback equalizer (CDFE) in 

sequence. The reason that ( )n′n  can be ignored will be given later. 

 

 

3.3 Architecture of the Adaptive Filters 

 

Based on the system model in Chapter 2 and the discussions in Section 3.2, an integrated 

adaptive filter and equalizer is proposed in Fig. 3-1. It is composed of a mismatch 

canceller, a DC offsets canceller, a CFFE and a CDFE in sequence. The mismatch 

canceller is a four real tap equalizer which is to model the inverse of . The taps  

and  are used to cancel the amplitude imbalance. Because phase shift error causes 

M� 1m

4m

( )Ix n  to contain ( )Qx n  and ( )Qx n  to contain ( )Ix n , as shown in (2-26), the tap 

 is used to cancel the component of 2m ( )Qx n  in ( )Ix n  and  is used to cancel the 

component of 

3m

( )Ix n  in ( )Qx n . The output of the mismatch canceller  is treated 

as a complex valued signal with the signal in I channel as its real part and signal in Q 

channel as its imaginary part. In addition, DC offsets are cancelled by a complex valued 

tap 

( )ny

*w  with 1 as the input [9] [3]. Moreover, CFFE and CDFE are employed to mitigate 

ISI and flicker noise. 
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_ 

1−z  
1−z  1−z

"

1−z  1−z  

1
*

1k −w�  *
1w�

 

CFFE 

CDFE 

2m  3m  1m
 

4m  

( )ny  

*
0w�

( )nz

( )1 1n k′ − +y( )1n′ −y
 

( )ˆ 1n −t  

2
*

1k −w�  *
1w�

 

( )2ˆ 1n k− +t  

( )ne  

( )ˆ nt  
+ 

2
j

e
π

 

( )n′y  

*w
 

Output 

( )Qx n  ( )Ix n  

1  

 
 

Fig. 3-1  Signal flow and the proposed adaptive filter. 
 
 
 
 
3.4 Adaptive Algorithm for Distortion Mitigation 

 

According to the model of ( )nx  in (2-26), the output of the mismatch canceller as 

shown in Fig. 3-1 is 
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( ) ( ) ( ) I Qn y n jy n= +y ,           (3-3) 

( ) ( ) ( ) ( ) ( )1 2 I I Qy n m n x n m n x n= × + × ,          (3-4) 

( ) ( ) ( ) ( ) ( )3 4 Q I Qy n m n x n m n x n= × + × .          (3-5) 

 

Here { }im ( 1, , 4i = " )  denote the taps of the mismatch canceller. Denote ( )* nw  as 

the tap of the DC offsets canceller, then the output ( )n′y  can be represented as: 

 

( ) ( ) ( )*n n′ = +y y w n  

( ) ( ) ( ) ( ) I I Q Qy n w n j y n w n⎡ ⎤⎡ ⎤= + + −⎣ ⎦ ⎣ ⎦ .          (3-6) 

 

Here ( )Iw n  and ( )Qw n  denotes the real and imaginary parts of ( )nw , respectively. 

In this thesis all the taps of the filters are given in their complex conjugation form as 

shown in Fig. 3-1. During the derivation of the algorithm, AWGN is dropped. When 

doing simulations to verify the proposed algorithm, the simulation results are still very 

good when AWGN exists. In addition, in practical situation the input SNR for receiver is 

normally high, so neglecting AWGN here is reasonable. As shown in Fig. 3-1, ( )n′y  

can be regarded as  with mismatch and DC offsets cancelled. Drop ( )nx ( )nd�  and 

( )nd , replace ( )nx  with ( )n′y  in (2-21) and take  transform. Then according to 

(2-22)-(2-24), we obtain 

z

 

( ) ( ) ( ) ( ) ( )A z Y z B z T z V z′ = + .          (3-7) 
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Here ( ) ( ) ( )B z A z H z= , and ( )Y z′ , ( )T z  and ( )H z  are  transform of z ( )n′y , 

 and , respectively. ( )nt ( )nh ( )B z  can also be represented as 

 

( )
1

1
1

bN
i

i
i

B z z
−

−

=

= − ∑ b ( 1b a hN N N= + − ) .          (3-8) 

 

Since (3-7) is an ARX model, given ( )n′y  and ( )nt , the coefficients of ( )A z  and 

( )B z  can be estimated as { }ˆia ( )1, 2, , 1ai N= −"  and { }ˆ
ib ( )1, 2, , 1bi N= −"  

respectively during training period. Then the desired signal can be estimated during 

decision period by [9] [10] [13]: 

 

( ) ( ) ( ) ( )
1 1

1 1

ˆˆ ˆ
a bN N

i i
i i

n n n i n i
− −

= =

⎛ ⎞
′ ′= + − +⎜ ⎟

⎝ ⎠
∑ ∑t y a y b t̂ − .          (3-9) 

 

Here  denotes the estimated transmitted sequence ( )ˆ nt ( )nt . As shown in Fig. 3-1, the 

output ( )nz  and the filtering error signal ( )ne  during training period are 

 

( ) ( ) ( ) ( ) ( )
1 21 1

* *

0 1

k k

j k
j k

n n n j n n
− −

= =

′= − +∑ ∑z w y w t� � k−

n

,         (3-10) 

( ) ( ) ( )n n= −e t z .          (3-11) 
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Here  and  denote the orders of the CFFE and CDFE taps, respectively, 1k 2k

( )*
j n�w ( )10,1, , 1j k= −" , ( )*

k n�w ( )2, 2, , 1k k= −"  and ( )nt  denote the CFFE tap 

values, CDFE tap values and the training signal, respectively. In this thesis the 

coefficients of  and ( )A z ( )B z  in (3-7) are estimated by the taps { }*
j
�w  and { }*

k
�w , 

respectively, in (3-10) by using least mean square (LMS) algorithm [10] [14]. Without 

loss of generality, assume 1 ak N=  and 2 bk N= . 

 

Denote mμ , dμ , fμ  and bμ  as the step sizes for adjusting { }im ( )1, , 4i = " , *w , 

{ }*
j
�w ( )10,1, , 1j k= −"  and { }*

k
�w ( )2, 2, , 1k k= −"  respectively. According to LMS 

algorithm, the taps are updated as 

 

( ) ( ) ( )1i i m i ( )1, , 4i = " ,         (3-12) m n m n m nμ+ = − ×∇   

( ) ( ) ( )* *1 dn n μ+ = − ×∇w w w* n ,         (3-13) 

� ( ) ( ) ( )* * *
j n1j j fn n μ+ = − ×∇� �w w w   ( )10,1, , 1j k −" ,       (3-14) =

( ) ( ) ( )* * *
k n1k k bn n μ+ = − ×∇� � �w w w   ( )21, 2, , 1k k −" .       (3-15) =

 

{ }im∇ , *∇w , { }*
j∇ �w  and { }*

k∇ �w  can be derived by taking partial derivatives of 

( ) 2
ne  with respect to { }im , *w , { }*

jw�  and { }*
kw� , respectively. For example 

 

( ) ( ) ( )n n= −e t z n  
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( ) ( ) ( ) ( ) ( )
2 11 1

* *

1 0

k k

k j
k j

n n n k n n
− −

= =

′= − − − −∑ ∑t w t w y� � j ,       (3-16) 

( )
( ) 2

1
1

n
m n

m
∂

∇ =
∂

e
 

( ) ( )*

1

n n
m

⎡ ⎤∂ ⎣ ⎦=
∂

e e
 

( ) ( ) ( ) ( )
*

*

1 1

n n
n n

m m
∂ ∂

= +
∂ ∂
e e

e e ,         (3-17) 

( ) ( ) ( )1 1
*

01 1

k

j
j

n n
n

m m

−

=

′∂ ∂
= −

∂ ∂∑
e y

w�
j−

 

( ) ( )
1 1

*

0

k

j I
j

n x n j
−

=

= − −∑w� ,         (3-18) 

( ) ( ) ( )1* *1

01 1

k

j
j

n n
n

m m

−

=

′∂ ∂
= −

∂ ∂∑
e y

w�
j−

e

 

( ) ( )
1 1

0

k

j I
j

n x n j
−

=

= − −∑w� ,         (3-19) 

( ) ( ) ( ) ( ) ( ) ( ) ( )
1 11 1

* *
1

0 0

k k

j I j I
j j

m n n x n j n n x n j n
− −

= =

∇ = − − − −∑ ∑� �w e w  

( ) ( ) ( ) ( ) ( ){ }
1 1

0

2
k

I I jI Q jQ
j

x n j e n w n e n w n
−

=

⎡= − − × × − ×⎣∑ � � ⎤⎦ .     (3-20) 

 

Here  and  denotes the real and imaginary parts of , respectively; ( )Ie n ( )Qe n ( )ne

( )jIw n�  and ( )jQw n�  denotes the real and imaginary parts of ( )j n�w , respectively. 

Similarly, it can be obtained that 
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( ) ( ) ( ) ( ) ( ) ( ){ }
1 1

2
0

2
k

Q I jI Q jQ
j

m n x n j e n w n e n w n
−

=

⎡∇ = − − × × − ×⎣∑ � � ⎤⎦

⎤⎦

⎤⎦

,      (3-21) 

( ) ( ) ( ) ( ) ( ) ( ){ }
1 1

3
0

2
k

I I jQ Q jI
j

m n x n j e n w n e n w n
−

=

⎡∇ = − − × × + ×⎣∑ � � ,      (3-22) 

( ) ( ) ( ) ( ) ( ) ( ){ }
1 1

4
0

2
k

Q I jQ Q jI
j

m n x n j e n w n e n w n
−

=

⎡∇ = − − × × + ×⎣∑ � � .      (3-23) 

 

Similarly, we obtain 

 

( ) ( ) ( ) ( ) ( )
*

* *
* *

n n
n n

∂ ∂
∇ = +

∂ ∂
e e

w e
w w

ne ,         (3-24) 

( ) ( )
( ) ( )1

*1
*

*
0

k

j
j

n nn
n

−

=

⎡ ⎤∂ +∂ ⎣= −
∂ ∂∑

y we
w

w w
�

*
⎦ ,         (3-25) 

( ) ( )
( ) ( )1

** 1

*
0

k

j
j

n nn
n

−

=

⎡ ⎤∂ +∂ ⎣= −
∂ ∂∑

y we
w

w w
�

*
⎦ .         (3-26) 

 

According to (6.127) and (6.128) in [11], it can be obtained that: 

 

( ) ( ) ( )* * *

*
I Q

n n
j

w w
∂ ∂ ∂

= −
∂ ∂ ∂
w w w

w
n

 

0= ,          (3-27) 

( ) ( ) ( )
*

I Q

n n
j

w w
∂ ∂ ∂

= +
∂ ∂ ∂
w w w
w

n
 

2= .          (3-28) 
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Then we get 

 

( ) ( ) ( )
1 1

*

0
2

k

j
j

n n
−

=

∇ = − ∑w w� ne .         (3-29) 

 

Similarly ( )*
j n∇ �w  and ( )*

k n∇ �w  can be obtained too. But according to the principle of 

orthogonality [11] [14], it is can be easily obtained that 

 

( ) ( ) ( )* *2j n n j n′∇ = − − ×w y e�   ( )10,1, , 1j k= −"

∇ = − − ×w t e�

,        (3-30) 

( ) ( ) ( )* *2k n n k n   ( )21, 2, , 1k k −" .         (3-31) =

 

 

3.5 Internal Iterative Algorithm 

 

According to (3-20)-(3-22) and (3-29)-(3-31), it is seen that there are interactions among 

the adaptations of { }im , *w , { }*
j
�w  and { }*

k
�w . Because of the interactions among the 

adaptations of the different groups of taps, the proposed algorithm is nonlinear, so the 

filter may result in biased optimum coefficients for CFFE and I/Q mismatch canceller. In 

other words, the coefficients of the filters may converge to the local optimum values 

instead of the global optimum values. The analysis of the issue may be prohibitively 

complicated and is left as the future work, so in the thesis this issue is not discussed in 

details. In addition, in practical applications, the I/Q mismatch is not very high, so the 
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initial values of  and  are set to one and  and  are set to zero. In this 

condition, the biased optimum coefficients do not have much negative influence. To 

mitigate the interactions among the adaptations of the different groups of taps, an internal 

iterative algorithm is proposed in the following [9]. A similar iterative algorithm can be 

found in [15]. Simulation results show that the mismatch canceller can mitigate I/Q 

mismatch very well and the internal iterative algorithm can accelerate the convergence 

dramatically. To simplify the representation, (3-16), (3-20)-(3-23) and (3-29)-(3-31) can 

be represented by using the general symbolic functions 

1m 4m 2m 3m

( )G • , , ( )H • ( )I • , ( )J •  and 

 as: ( )K •

 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )* * *, , , , ,i j kn G n j m n j n j n n n k= − − − −� �e x w w w t  

( ) ( ) ( )( )10,1, , 1 , 1, , 4 , 1,2, , 1j k i k k= − = =" " " 2 − ,        (3-32) 

( ) ( ) ( ) ( )( )*, ,i i jm n H n j n n∇ = − �x e w  ( ) ( )( )11, , 4 , 0,1, , 1i j k= =" " − ,   (3-33) 

( ) ( ) ( )( )* * ,jn I n n∇ = �w w e  ( 10,1, , 1j k )= −" ,         (3-34) 

( ) ( ) ( ) ( ) ( )( )* *, , ,j in J n j m n j n j n∇ = − − −�w x w e   

( ) (( 11, , 4 , 0,1, , 1i j k= =" " ))− ,         (3-35) 

( ) ( ) ( )( )* ,k n K n k n∇ = −�w t e  ( )21, 2, , 1k k= −" .         (3-36) 

 

Let  denote the total number of internal iterations. Let N� ( ) ( )l
im n , ( ) ( )* l nw , ( ) ( )* l

j n�w , 

( ) ( )* l
k n�w  and ( ) ( )l ne  denote the updated values of ( )im n , ( )* nw , ( )*

j n�w , ( )*
k n�w  
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and ( )ne , respectively, after  l ( )0,1, , 1l N= −�"  internal iterations at time . The 

same notation is applicable to other variables. To reduce the complexity of the algorithm, 

 and 

n

(im n j− ) ( )* n j−w  ( 11, 2, , 1j k )= −"  do not take part in the internal iterations 

at time , so they are dropped in n ( )G •  and ( )J •  and only  and ( )im n ( )* nw  are 

updated in the internal iterations at time . Simulation results show that whether 

 and 

n

(im n j− ) ( )* n j−w  ( 11, 2, , 1j k )= −"  take part or not in the internal iterations 

makes little difference in the performance. Then for an arbitrary time , the initial 

values of 

n

{ }im , *w , { }*
j
�w  and { }*

k
�w  are given as 

 

( ) ( ) ( )0
i im n m n=   ,         (3-37) ( )1, , 4i = "

( ) ( ) ( )* 0 *n n=w w ,          (3-38) 

( ) ( ) ( )* 0 *
j jn n=� �w w   ( ,         (3-39) )10,1, , 1j k= −"

( ) ( ) ( )* 0 *
k kn n=� �w w   ( ,         (3-40) )21, 2, , 1k k= −"

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 * 0 * 0 * 0, , , ,i jn G n j m n n n n= − k
� �e x w w w .       (3-41) 

 

Hence the internal iterations can be continued as below. 

 

For  0,1, , 1l N= −�"

 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )*, ,l l
i i jm n H n j n n∇ = − l�x e w , 
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( ) ( ) ( ) ( ) ( ) ( )1l l l
i i m im n m n m nμ+ = + ×∇ ;         (3-42) 

( ) ( ) ( ) ( ) ( ) ( )( )* * ,l l l
jn I n n∇ = �w w e , 

( ) ( ) ( ) ( ) ( ) ( )* 1 * *l l l
dn n μ+ = + ×∇w w w n ;         (3-43) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )* 1 *, , ,l l l
j in J n j m n n n+∇ = − l�w x w e , 

( ) ( ) ( ) ( ) ( ) ( )* 1 * *l l
j j f jn n μ+ = + ×∇ l n� � �w w w ;         (3-44) 

( ) ( ) ( ) ( ) ( )( )* ,l l
k n K n k n∇ = −�w t e , 

( ) ( ) ( ) ( ) ( ) ( )* 1 * *1l l
k k bn n μ+ + = + ×∇� � �w w w l

k n ;         (3-45) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 1 * 1 * 1 * 1, , , ,l l l l l
i jn G n j m n n n+ + + + += − k n� �e x w w w .       (3-46) 

 

End 

 

At time , the initial tap values are the latest updated tap values at time , i.e. 1n + n

 

( ) ( ) ( ) ( )10 1 N
i im n m n−+ =

�
,          (3-47) 

( ) ( ) ( ) ( )* 1* 0 1 Nn n−+ =
�

w w ,          (3-48) 

( ) ( ) ( ) ( )* 1* 0 1 N
j jn n−+ =

�� �w w ,          (3-49) 

( ) ( ) ( ) ( )* 1* 0 1 N
k kn n−+ =

�� �w w .          (3-50) 

 

The next internal iteration goes so forth. After all the taps converge to their optimum 

values, the training sequence ( )nt  is replaced by the estimated sequence . ( )ˆ nt

 35



 

 

3.6 Implementation Complexity 

 

As we know, the eminent feature of the LMS algorithm is its simplicity. The algorithm 

proposed in the thesis is based on the LMS algorithm and has a simple implementation. 

There are 4  multiplications for computing ( )ny , as shown in Fig. 3-1, 1 21 k k+ +  

multiplications for computing output signal ( )nz ,  multiplications for updating 12

{ }im ,  multiplication for updating 1 *w , 11 k+  multiplications for updating { }*
j
�w , 

 multiplications for updating 21 k+ { }*
k
�w , so generally there are ( )1 220 2 k k+ +  

multiplications per iteration. Considering the internal iteration, there are 

 multiplications per iteration involved in the implementation. ( ) ( 1 21 2 )2N k k⎡ ⎤+⎣ ⎦
� 0+ +

 

 

3.7 Summary 

 

In this chapter, the structure of the adaptive filters and the adaptive algorithm are given. 

According to the received signal model in Chapter 2, an I/Q mismatch canceller is 

employed first to cancel the I/Q mismatch in the received signal. In the thesis, the output 

of the mismatch canceller ( )ny  is treated as a complex valued signal with the signal in 

I channel as its real part and signal in Q channel as its imaginary part. Hence the DC 

offsets can be cancelled by a complex valued tap *w  with 1 as the input. Since the 
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flicker noise  is modeled as an AR random process, the transmitted signal ( )nf ( )nt  

can be recovered by filtering ( )n′y  with a CFFE and a CDFE in sequence. The detailed 

derivations of the adaptive algorithm are given in Section 3.4. The proposed algorithm is 

based on LMS algorithm. Due to the interactions among the adaptations of the taps { }im , 

*w , { }*
j
�w  and { }*

k
�w , an internal iterative algorithm is introduced in Section 3.5 to 

mitigate the interactions and to accelerate the convergence of the algorithm. In addition, 

the implementation complexity of the algorithm is discussed in terms of multiplication in 

Section 3.6. It should be noted that because the interactions among the adaptations of the 

different groups of taps, the proposed algorithm is nonlinear, so the filter may result in 

biased optimum coefficients for CFFE and I/Q mismatch canceller. The analysis of the 

issue may be prohibitively complicated and is left as the future work, so in the thesis this 

issue is not discussed in details. In addition, in practical applications, the I/Q mismatch is 

not very high, so the initial values of  and  are set to one and  and  are 

set to zero. In this condition, the biased optimum coefficients do not have much negative 

influence. Simulation results in Chapter 5 show that the mismatch canceller can mitigate 

I/Q mismatch very well and the internal iterative algorithm can accelerate the 

convergence dramatically. 

1m 4m 2m 3m
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CHAPTER 4 
 

CONVERGENCE ANALYSIS 
 

4.1 Outline 

 

In this chapter, the convergence analysis of the proposed algorithm is given in Section 

4.2. Due to the complicated structure of the filters, in the thesis only the convergence in 

the mean of the taps is discussed. 

 

 

4.2 Convergence Analysis 

 

As described in Chapter 3, the proposed algorithm is based on LMS algorithm, and the 

adaptive filters are composed of several concatenated adaptive filters. As a result, there 

are four step sizes involved in the taps’ adaptations. Consequently the stability analysis of 

the algorithm is very important. Because the structure of the proposed adaptive filters is 

very complicated, it is difficult to derive the convergence of the variances of the elements 

of the taps to some limited values. In this section, only the convergence of the mean of 

the taps is discussed. As we know, the independent assumption is based on the 

assumption that the step size is very small, thus the results obtained based on the 

independent assumption are also questionable. But the aim of this section is that based on 

the results derived, we can find the step sizes within the requirements to guarantee the 

convergence of the algorithm accordingly. 
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Denote 

 

( ) ( ) ( ) ( )* * *
0 1 1a

H

NW n n n n−⎡= ⎣ ⎤⎦
� � � �"w w w ,          (4-1) 

( ) ( ) ( ) ( )* * *
1 2 1b

H

NW n n n n−⎡= ⎣
� � � �"w w w ⎤⎦

1

,          (4-2) 

( ) ( ) ( ) ( )* * *1
H

aY n n n n N′ ′ ′ ′⎡= − −⎣ …y y y ⎤+ ⎦ ,        (4-3) 

( ) ( ) ( ) ( )* * *1 2 1
H

bT n n n n N′ ⎡= − − − +⎣ …t t t ⎤⎦ .        (4-4) 

 

In the thesis, the upper case letters represent vectors and the bold upper case letters 

represent matrices. The superscripts “ ” and “T ” denote Hermitian and transpose 

respectively. During training period, according to (3-10), 

H

( )nz  can be written as 

 

( ) ( ) ( ) ( ) ( )H Hn W n Y n W n T n′ ′= +z
� �

 

( ) ( ) ( )
( )

H H Y n
W n W n

T n
′⎡ ⎤

⎡ ⎤= ⎢⎣ ⎦ ′⎣ ⎦
⎥

� �
.          (4-5) 

 

Denote 

 

( ) ( )
( ) ( ) ( )ˆ H HY n

n Y n T
T n

′⎡ ⎤
′ ′⎡ ⎤= ⎢ ⎥ ⎣ ⎦′⎣ ⎦

R n ,          (4-6) 

( )ˆE n⎡= ⎣R R ⎤⎦ .           (4-7) 
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It should be noted that  is a function of R { }im ( )1, , 4i = "  and *w  because of 

, and {( )Y n′ }im ( )1, , 4i = "  and *w  are adjusted according to the algorithm in 

Chapter 3. Assume maxλ  is the maximum eigenvalue of R . When { }im ( )1, , 4i = "  

and *w  are kept fixed,  can be regarded as a kind of channel response of input 

 and 1. So when only considering CFFE and CDFE, according to Section 6.2 in 

[11], it is easy to obtain that CFFE and CDFE converge in the mean only when 

( )n′y

( )nx

fμ  and 

bμ  meet the following requirements. 

 

0 1/f maxμ λ< < ,           (4-8) 

0 1/b maxμ λ< < .            (4-9) 

 

(4-8) and (4-9) guarantee the convergence of CFFE and CDFE. When ( )HW n
�

 and 

 are adapted to two sets of values ( )HW n
� H

cW
�

 and H
cW
�

 (not necessarily the optimum 

convergence values), respectively, the algorithm will converge when { }im ( )1, , 4i = "  

and *w  converge. In the following convergence analysis of { }im ( )1, , 4i = "  and *w , 

( )HW n
�

 and  are regarded as constant values ( )HW n
� H

cW
�

 and H
cW
�

, respectively. The 

convergence requirements of { }im ( )1, , 4i = "  and *w  are given in the following 

paragraphs.  
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Denote 

 

( ) ( ) ( )n n= −e t z n  

( ) ( ) ( ) ( )
( )

H H Y n
n W n W n

T n
′⎡ ⎤

⎡ ⎤= − ⎢ ⎥⎣ ⎦ ′⎣ ⎦

� �
t  

( ) ( )
( )

H H
c c

Y n
n W W

T n
′⎡ ⎤

⎡ ⎤= − ⎢⎣ ⎦ ′⎣ ⎦
⎥

� �
t .           (4-10) 

( ) ( ) ( )
( ) ( )

*

*
ˆ Y n n
P n

T n n
′⎛ ⎞

= ⎜ ⎟⎜ ⎟′⎝ ⎠

t
t

,          (4-11) 

 

Here (4-10) is obtained based on the assumption that ( )HW n
�

 and  have been 

adapted to two sets of values 

( )HW n
�

H
cW
�

 and H
cW
�

. From (3-4)-(3-6) in Chapter 3, it can be 

obtained that 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )*
1 2 3 4   I Q I Qn m n x n m n x n j m n x n m n x n n′ ⎡ ⎤ ⎡= × + × + × + × +⎣ ⎦ ⎣y w⎤⎦  

( ) ( ) ( ) ( ) ( ) ( ) ( )*
1 3 2 4I Qm n jm n x n m n jm n x n n⎡ ⎤ ⎡ ⎤= + + + +⎣ ⎦ ⎣ ⎦ w ,    (4-12) 

( ) ( ) ( ) ( )1 3 In k m n k jm n k x n k′ ⎡ ⎤− = − + − −⎣ ⎦y  

( ) ( ) ( ) ( )*
2 4 Qm n k jm n k x n k n k⎡ ⎤+ − + − − + −⎣ ⎦ w .     (4-13) 

 

The inputs of CFFE at time n  are ( )n k′ −y  ( )10,1, , 1k k= −" . To simply the 

derivation, the input of CFFE at time  and n 1n +  can be assumed as 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) (*
1 3 2 4I Qn k m n jm n x n k m n jm n x n k n k′ ⎡ ⎤ ⎡ ⎤− = + − + + − + −⎣ ⎦ ⎣ ⎦y w )  (4-14) 

( ) ( ) ( ) ( )1 31 1 1 In k m n jm n x n k′ ⎡ ⎤+ − = + + + + −⎣ ⎦y 1  

( ) ( ) ( ) ( )*
2 41 1 1 1Qm n jm n x n k n k⎡ ⎤+ + + + + − + + −⎣ ⎦ w    (4-15) 

 

Because the step size mμ  is very small, the changes in { }im ( 1, , 4i = " )  are small 

especially when they are near convergence. So this assumption is reasonable in 

convergence analysis. 

 

Denote 

 

( ) ( ) ( ) (* * *1
T

aW n n n n N⎡= − −⎣ "w w w )1 ⎤+ ⎦

1 ⎤+ ⎦

1 ⎤+ ⎦

,        (4-16) 

( ) ( ) ( ) ( )1
T

I I I I aX n x n x n x n N⎡= − −⎣ … ,        (4-17) 

( ) ( ) ( ) ( )1
T

Q Q Q Q aX n x n x n x n N⎡= − −⎣ … .        (4-18) 

  

It can be obtained that 

 

( )
( ) ( ) ( ) ( ) ( ) ( ) ( ){ } ( )

( ) ( )

*
1 3 2 4

*
ˆ I Qm n jm n X n m n jm n X n W n n
P n

T n n

⎛ ⎞⎡ ⎤ ⎡ ⎤+ + + +⎣ ⎦ ⎣ ⎦⎜ ⎟=
⎜ ⎟′⎝ ⎠

t

t
. (4-19) 

 

The square error is 
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( ) ( ) 2ˆ n nξ = e  

( ) ( ) ( ) ( )2 ˆ ˆ ˆ
H H

Hc c c

c c c

W W W
n P n P n n

W W W
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞

= − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜
⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

c

c

W
W ⎟

� � � �
� � �t R � .     (4-20) 

 

Then 

 

( ) ( ) ( ) ( )
1 1 1

ˆ ˆ ˆ ˆH HH
c c c

c c c

n P n P n nW W W
m m m mW W W

ξ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂
= − − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠1

c

c

W
W ⎟

� � � �
� � �

R
� .     (4-21) 

 

According to (4-19), it can be obtained 

 

( ) ( ) ( )
( )

*

1 11

ˆ

b

I

N

X n nP n
m − ×

⎛ ⎞∂
= ⎜ ⎟⎜ ⎟∂ ⎝ ⎠

t
0

.          (4-22) 

( ) ( ) ( ) ( )( 1 1
1

ˆ
b

H
T T

I N

P n
n X n

m × −

∂
=

∂
t 0 ) .         (4-23) 

 

In the thesis  denotes a m n×0 m n×  null matrix. From (3-3)-(3-6), it can be obtained 

 

( ) ( ) ( ) ( ) ( ) ( )* * *n k n l n k n k n l n l′ ′ ⎡ ⎤ ⎡− − = − + − − + −⎣ ⎦ ⎣y y y w y w ⎤⎦  

                ( ) ( ) ( ) ( )*n k n l n k n l= − − + − −y y y w  

                 ( ) ( ) ( ) ( )* * *n k n l n k n l+ − − + − −w y w w .     (4-24) 
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Here  and ( )10,1, , 1k k= −" ( )10,1, , 1l k= −" . From (4-14), it can be obtained 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }*
1 3 2 4I Qn k n l m n jm n x n k m n jm n x n k⎡ ⎤ ⎡ ⎤− − = + − + + −⎣ ⎦ ⎣ ⎦y y  

( ) ( ) ( ) ( ) ( ) ( ){ }1 3 2 4I Qm n jm n x n l m n jm n x n l⎡ ⎤ ⎡ ⎤× − × − + − × −⎣ ⎦ ⎣ ⎦  

( ) ( ) ( ) ( )2 2
1 3 I Im n m n x n k x n l⎡ ⎤ ⎡ ⎤= + × − −⎣ ⎦⎣ ⎦  

                                      ( ) ( ) ( ) ( )2 2
2 4 Q Qm n m n x n k x n l⎡ ⎤ ⎡ ⎤+ + × − −⎣ ⎦⎣ ⎦  

                ( ) ( ) ( ) ( ) ( ) ( )1 3 2 4 I Qm n jm n m n jm n x n k x n l⎡ ⎤⎡ ⎤ ⎡ ⎤+ + × − × − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦  

( ) ( ) ( ) ( ) ( ) ( )1 3 2 4 I Qm n jm n m n jm n x n l x n k⎡ ⎤⎡ ⎤ ⎡ ⎤+ − × + × − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ .(4-25) 

 

( ) ( ) ( ) ( ) ( ) ( )* *

1 1

n k n l n k n l n k n l
m m

′ ′⎡ ⎤ ⎡ ⎤∂ − − ∂ − −

1m
⎡ ⎤∂ − −⎣ ⎦ ⎣ ⎦ ⎣= +

∂ ∂ ∂

y y y y y w ⎦  

( ) ( ) ( ) ( )* * *

1 1

n k n l n k n l
m m

⎡ ⎤ ⎡∂ − − ∂ − − ⎤⎣ ⎦ ⎣+ +
∂ ∂

w y w w ⎦ . (4-26) 

 

From (4-25) it can be obtained 

 

( ) ( )
( ) ( ) ( )

*

1
1

2 I I

n k n l
m n x n k x n l

m

⎡ ⎤∂ − −⎣ ⎦ = −
∂

y y
−  

( ) ( ) ( ) ( )2 4 I Qm n jm n x n k x n l⎡ ⎤⎡ ⎤+ − × − −⎣ ⎦ ⎣ ⎦  

( ) ( ) ( ) ( )2 4 I Qm n jm n x n l x n k⎡ ⎤⎡ ⎤+ + × − −⎣ ⎦ ⎣ ⎦ .   (4-27) 
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From (4-14), it can be obtained: 

 

( ) ( )
( ) (

1
I

n k n l
)x n k n l

m
⎡ ⎤∂ − −⎣ ⎦ = − −

∂

y w
w ,         (4-28) 

( ) ( )
( ) (

* *
*

1
I

n k n l
n k x n l

m

⎡ ⎤∂ − −⎣ ⎦ = − −
∂

w y
w ) ,         (4-29) 

( ) ( )*

1

0
n k n l

m

⎡ ⎤∂ − −⎣ ⎦ =
∂

w w
.         (4-30) 

 

Combining (4-27)-(4-30), it can be obtained 

 

( ) ( )
( ) ( ) ( ) ( )

*

1
1

ˆ2 I I kl

n k n l
m n x n k x n l m n

m

′ ′⎡ ⎤∂ − −⎣ ⎦ = − − +
∂

y y
1

)1 −

.     (4-31) 

 

Here  represents the remaining parts which do 

not contain .  

( )1ˆ klm n ( 10,1, , 1; 0,1, , 1k k l k= − =" "

( )1m n

 

Denote 

 

( ) ( ) ( )ˆ H
Y n Y n Y n′ ′ ′=R ,          (4-32) 

( ) ( ) ( )ˆ H
T n T n T n′ ′ ′=R ,          (4-33) 

( ) ( ) ( )ˆ T
XI I In X n X n=R ,          (4-34) 
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( ) ( ) ( )ˆ T
XQ Q Qn X n X n=R .          (4-35) 

 

From (4-31), it can be obtained 

 

( ) ( ) ( ) ( )1 1
1

ˆ
ˆ ˆ2Y

XI

n
m n n n

m
′∂

= +
∂

R
R M .         (4-36) 

 

Here  is the ( )1
ˆ nM 1k k1×  matrix with the elements of ( )1ˆ klm n  

. From (4-14) and (4-33), we can obtain ( 10,1, , 1; 0,1, , 1k k l k= − =" " )1 −

 

( ) ( )
( ) ( )

1

H
H

I

Y n T n
X n T n

m

′ ′⎡ ⎤∂ ⎣ ⎦ ′=
∂

,         (4-37) 

( ) ( )
( ) ( )

1

H
T
I

T n Y n
T n X n

m

′ ′⎡ ⎤∂ ⎣ ⎦ ′=
∂

,         (4-38) 

( )
( ) (1

1

ˆ
b b

T
N N

n
m
′

− × −

∂
=

∂
R

0 )1 .          (4-39) 

 

From (4-21)-(4-23) and (4-36)-(4-39), it can be obtained 

 

( ) ( ) ( )
( )

( ) ( ) ( )( )
*

1 1
1 11

ˆ
b

b

H
I T Tc c

I N
Nc c
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n X n

m W W
ξ

× −
− ×

⎛ ⎞⎛ ⎞ ⎛ ⎞∂
= − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ⎝ ⎠ ⎝ ⎠⎝ ⎠

� �
� �

t
t 0

0
 

       
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1

1 1

ˆ ˆ2

b b

H H
XI Ic c

T
I N Nc c

m n n n X n T nW W
T n X nW W− × −

⎛ ⎞′+⎛ ⎞ ⎛ ⎞
+ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟′⎝ ⎠ ⎝ ⎠⎝ ⎠

� �
� �

R M
0
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     ( ) ( ) ( ) ( )*H T T
c I IW X n n n X n W= − − c

� �
t t  

      ( ) ( ) ( )1 1
ˆ ˆ2H H

c XI c cW m n n W W n W+ + c

� � � �
R M  

      ( ) ( ) ( ) ( )H T H H
c I c c IW T n X n W W X n T n W′+ +
� � �

c′
�

.       (4-40) 

 

According to LMS algorithm, it can be obtained 

 

( ) ( ) ( )
1 1

1

ˆ
1 n m

n
m n m

m
ξ

μ
∂

+ = −
∂

.         (4-41) 

 

As we know, LMS on average follows the same trajectory as the steepest-descent 

algorithm [11]. According to Section 6.2 in [11], we can get the convergence 

requirements of { }im  from the method of steepest descent: 

 

( ) ( ) ( )
1 1

1

ˆ
1 n m

n
E m n E m E

m
ξ

μ
⎡ ⎤∂

⎡ ⎤ ⎡ ⎤+ = − ⎢ ⎥⎣ ⎦ ⎣ ⎦ ∂⎢ ⎥⎣ ⎦
 

                    ( ) ( ) ( ){ }1 1
ˆn 2H

m c XI cE m W E m n nμ ⎡ ⎤⎡ ⎤= −⎣ ⎦ ⎣ ⎦W
� �

R  

                        ( ) ( ) ( ) ( ) ( ){ }*
1

ˆH T T H
m c I I c c cW E X n n E n X n W W E n Wμ ⎡ ⎤⎡ ⎤ ⎡ ⎤+ + −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
� � � �

t t M  

                         ( ) ( ) ( ) ( ){ }H T H H
m c I c c I cW E T n X n W W E X n T n Wμ ′ ′⎡ ⎤ ⎡− +⎣ ⎦ ⎣
� � �

⎤⎦
�

.  (4-42) 

 

Setting ( )
1

ˆ n
E

m
ξ⎛ ⎞∂

⎜⎜ ∂⎝ ⎠
⎟⎟  to zero,  can be obtained which satisfies the equation 1om
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( ) ( ) ( ) ( ) ( )*
1

ˆ2H H T
c o XI c c I IW m E n W W E X n n E n X n W⎡ ⎤ T

c⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦⎣ ⎦
� � � �

R t t  

                                       ( ) ( ) ( )1
ˆH H

c c c IW E n W W E T n X n W⎡ ⎤ ′ T
c⎡ ⎤− − ⎣ ⎦⎣ ⎦

� � � �
M  

                                       ( ) ( )H H
c IW E X n T n W′ c⎡ ⎤− ⎣ ⎦
� �

.        (4-43) 

 

Denote . In the thesis the subscript “ ” represents the optimum. It 

can be obtained from (4-42) and (4-43) that 

( ) ( )
1 1mv n m n m= − 1o

c

o

 

( ) ( ) ( ) ( )
1 1 1

ˆ1 2 H
m m m c m XIE v n E v n W E v n n Wμ ⎡ ⎤⎡ ⎤ ⎡ ⎤+ = −⎣ ⎦ ⎣ ⎦ ⎣ ⎦

� �
R .      (4-44) 

 

By employing the independence assumption (pp.142 in [11]), it can be obtained that 

 

( ) ( ) ( )
1 1

1 1 2 H
m m c XI cE v n W W E v nμ⎡ ⎤ ⎡+ = −⎣ ⎦ ⎣ m ⎤⎦

� �
R .         (4-45) 

 

Here . Similarly, we can obtain ( )ˆ
XI XIE n⎡= ⎣R R ⎤⎦

 

( ) ( ) ( )
2 2

1 1 2 H
m m c XQ c mE v n W W E v nμ⎡ ⎤ ⎡+ = −⎣ ⎦ ⎣ ⎤⎦

� �
R .         (4-46) 

 

( ) ( ) ( )
3 3

1 1 2 H
m m c XI cE v n W W E v nμ⎡ ⎤ ⎡+ = −⎣ ⎦ ⎣ m ⎤⎦

� �
R .         (4-47) 
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( ) ( ) ( )
4 4

1 1 2 H
m m c XQ cE v n W W E v nμ⎡ ⎤ ⎡+ = −⎣ ⎦ ⎣ m ⎤⎦

� �
R .         (4-48) 

 

Here . Consequently ( )ˆ
XQ XQE n⎡= ⎣R R ⎤⎦ { }im  converge when 

 

( ) (( )1
0 min ,H H

m c XI c c XQ cW W W Wμ
−

< < ) 1−� � � �
R R .         (4-49) 

 

Because the step size dμ  is very small, the change in *w  is small too especially when 

it is near convergence. So ( )* n k−w  in (4-14) and ( )* 1n k+ −w  in (4-15) can be 

replaced by ( )* nw  and ( )* 1n +w , respectively. Based on this assumption, the vector in 

(4-16) can be written as ( )*
1aNn ××w I . In this thesis m n×I  denotes a  matrix with 

all elements as 1. By similar derivation, it can be obtained 

m n×

 

( ) ( ) ( )* * *1 2
a a

H
d NE n E n E n Wμ ×⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ = −⎣ ⎦ ⎣ ⎦ ⎣ ⎦w w wv v v I N W

� �
 

           ( ) ( ) ( )
1 1

* *

0 0
1 2

a aN N

d i i
i i

E n n nμ
− −

= =

⎧ ⎫⎡ ⎤⎪⎡ ⎤= −⎨
⎪
⎬⎢ ⎥⎣ ⎦ ⎪ ⎪⎣ ⎦⎩ ⎭

∑ ∑wv w� �w .      (4-50) 

 

Here ( ) ( ) on n= −wv w w , ow  is obtained by setting ( )
*

ˆ n
E

ξ⎡ ⎤∂
⎢ ⎥

∂⎢ ⎥⎣ ⎦w
 to zero. Then the 

convergence condition of DC canceller is 
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( ) ( )
11 1

*

0 0

0
a aN N

d i i
i i

n nμ
−− −

= =

⎡ ⎤
< < ⎢ ⎥

⎣ ⎦
∑ ∑w w� � .         (4-51) 

 

Because we can always find fμ , bμ , mμ  and wμ  to satisfy (4-8), (4-9), (4-49) and 

(4-51) simultaneously, the mean convergence of the algorithm is guaranteed. 

 

 

4.3 Summary 

 

In this chapter the convergence of the mean of the taps is discussed. The adaptive filters 

are composed of several concatenated adaptive filters and there are four step sizes 

involved in the taps’ adaptations, so it is difficult to derive the convergence of the 

variances of the elements of the taps to some limited values. In this chapter, only the 

convergence of the mean of the taps is discussed and the ranges of the four step sizes to 

meet the convergence in the mean are derived, respectively. As we know, the 

requirements of the step sizes obtained based on the independent assumption are 

questionable. But within the requirements, we can find the step sizes to guarantee the 

convergence of the algorithm. 
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CHAPTER 5 
 

SIMULATION RESULTS 
 

5.1 Outline 

 

In this chapter, various simulation results are given to verify the proposed algorithm. In 

Section 5.3 and Section 5.4, the performances of mismatch canceller and DC offsets 

canceller, respectively, are given. When I/Q mismatch and DC offsets exist 

simultaneously, the performance of mismatch canceller and DC offsets canceller is given 

in Section 5.5. In addition, the performances of CDFE and the internal iterations are 

given in Section 5.6 and in Section 5.7, respectively. Moreover, the comprehensive 

performance of the proposed is given in Section 5.8. 

 

 

5.2 Introduction 

 

The algorithm proposed in this thesis is aimed to simultaneously cancel I/Q mismatch, 

DC offsets, flicker noise and ISI by complex adaptive filters. In order to verify the 

performance of each canceller and equalizer respectively, other cancellers or equalizers 

and distortions should not exist when doing simulations to test the efficiency of one 

canceller. For example, when doing simulations to verify the efficiency of mismatch 

canceller, the received signal is only corrupted by I/Q mismatch, ISI and AWGN, and the 

tap of DC offsets canceller is set to zero, so other distortions and factors such as DC 
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offsets and flicker noise will not influence the performance of the mismatch canceller; 

when doing simulations to verify the efficiency of DC offsets canceller, the received 

signal is only corrupted by DC offsets, ISI and AWGN,  and  of the mismatch 

canceller are set to one, and  and  are set to zero, so I/Q mismatch and flicker 

noise will not influence the performance of the DC offsets canceller. In the following 

sections, the simulation results for these cancellers and equalizers are illustrated and 

discussed. 

1m 4m

2m 3m

 

 

5.3 Performance of Mismatch Canceller 

 

To verify the efficiency of the mismatch canceller, the tap of the DC offsets canceller 

should be set to zero and the received signal to be processed should be only corrupted by 

ISI, I/Q mismatch and AWGN, so other distortions do not influence its performance. As 

shown in Fig. 5-1, five curves are illustrated to show the efficiency of the mismatch 

canceller. In the thesis the signal to noise power ratio (SNR) represents the power ratio of 

the transmitted signal to AWGN. In the simulations, 16 QAM signals are passed through 

a channel ( ) 1(0.36 0.21 )H z z j z−= + +  and then corrupted by I/Q mismatch and AWGN. 

The algorithm parameters are chosen as: 69 10mμ −= × , 69 10fμ −= × , , 68 10bμ −= × 1 6k = , 

, . In condition 1, 2 5k = 3N =� 1.5α = , 0.5β = , 10φ = ° , and in condition 2, 1.5α = , 

0.5β = , 20φ = ° . It is seen that without the mismatch canceller, the bit error rates 

(BERs) of the two curves are around 110−  , but with the canceller, they decrease 
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dramatically. Especially in condition 1, the curve is close to the lower bound that is 

obtained without any mismatch. So the mismatch canceller meets the requirement very 

well because normally the gain imbalance is 2 3%−  and the phase imbalance is 2 3− ° , 

which is smaller than that in the condition 1. 
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Fig. 5-1  BER performance of the mismatch canceller. 

 

 

5.4 Performance of DC Offsets Canceller 

 

In the simulations, 16 QAM signals are passed through a channel 

 and then corrupted by varying DC offset , constant DC 

offset 

( ) 1(0.36 0.21 )H z z j z−= + + ( )nd�

( )nd  and AWGN. Because there is no I/Q mismatch,  and  are set to one 1m 4m
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and  and  are set to zero. The varying DC offset 2m 3m ( )nd�  and the transmitted 

signal have similar energy according to the model in Section 2.3. The other algorithm 

parameters are chosen as: 69 10fμ −= × , 39 10dμ −= × , 68 10bμ −= × , , , 1 6k = 2 5k = 1N =� . 

Four curves are illustrated in Fig. 5-2 to show the performance of the DC offsets 

canceller. Here SDR represents the power ratio of the desired signal to the constant DC 

offset ( )nd , and the lower bound is obtained without any DC offsets. As shown in Fig. 

5-2, the three BER curves of different SDR are very close to each another, robust to the 

DC offsets especially when SNR is less than 20 dB. Furthermore, the algorithm 

performance only degrades 2 dB compared to the lower bound when BER is around 

 and SDR=30dB, indicating that the canceller can successfully cancel the DC 

offsets very well. 

510−
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Fig. 5-2  BER performance of the DC offsets canceller. 
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5.5 Performance of Mismatch Canceller and DC Offsets Canceller 

 

Comprehensive simulation results are given to show the performance of the proposed 

algorithm when both I/Q mismatch and DC offsets distortions exist. In the simulations, 

the algorithm parameters are chosen as: 1.2α = , 0.8β = , 5φ = ° , 69 10mμ −= × , 

, , 69 10fμ −= × 29 10dμ −= × 68 10bμ −= × , 1 6k = , 2 5k = , 5N =� . BPSK, QPSK and 16 

QAM signals are passed through a channel ( ) 1(0.36 0.21 )H z z j z−= + +  and then are 

corrupted by I/Q mismatch, DC offsets and AWGN, as modeled in Chapter 2. All the 

taps converge within  times of adaptations. The BER performance of the proposed 

algorithm at different SNR and SDR is shown in Fig. 5-3 – Fig. 5-5. Here SDR 

represents the power ratio of the desired signal to the time varying DC offset 

310

( )nd�  and 

constant DC offset ( )nd . The varying DC offset ( )nd�  and the transmitted signal have 

similar energy according to the model in Section 2.3. The SNR varies from 0 to 25 dB 

and SDR takes values ,  and dB. In addition, the lower bound curves are 

obtained when transmitted signals are only corrupted by ISI and AWGN. As shown in 

Fig. 5-3 – Fig. 5-5, the three BER curves for different SDR in each figure are close to 

each other and robust to DC offsets. Furthermore, even for 16 QAM shown in Fig. 5-5, 

the algorithm performance only degrades by 2 dB with respect to the lower bound when 

BER=  and SDR= dB, indicating that the adaptive filter can successfully cancel the 

comprehensive distortions generated by mismatch, DC offsets and ISI. 

3− 3 6

510− 6
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Fig. 5-3  BER performance of BPSK 
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Fig. 5-4  BER performance of QPSK 
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Fig. 5-5  BER performance of 16 QAM 
 

 

5.6 Performance of CDFE 

 

As shown in Fig. 1-5 in Chapter 1, the PSD of the flicker noise is inversely proportional 

to frequency. Because in this thesis, the flicker noise is modeled as an AR process and the 

algorithm is proposed according to this model, and the proposed algorithm can mitigate 

any noise modeled as AR process, so in the simulations, a low pass Butterworth filter is 

introduced to generate the colored flicker noise. The orders of the numerator and 

denominator coefficients of the filter are 0 and 4, respectively. The PSD of the generated 

flicker noise is shown in Fig. 5-6. In the simulation, the sampling frequency is 512 Hz. 
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Fig. 5-7 is obtained when QPSK signals are passed through a channel 

. In the simulation, the flicker noise is generated by passing a 

white noise through the low pass Butterworth filter mentioned above. The power ratio of 

the signal to the flicker noise is 0 dB. So the power of the flicker noise is much higher 

than the one in practice. It is seen in Fig. 5-7 that when only flicker noise and ISI exist, 

by only employing the CFFE, the BER is around 

( ) 1(0.36 0.21 )H z z j z−= + +

110− . But after employing the CDFE, 

the BER reaches  at SNR410− 20=  dB. So it is obvious that based on the signal model in 

Chapter 2, CFFE and CDFE can mitigate the flicker noise and ISI efficiently. When ISI, 

flicker noise, mismatch ( 1.2α = , 0.8β = , 10φ = ° ), varying DC offsets with the similar 

energy of the transmitted signal and constant DC offsets (SDR=15 dB) exist 

simultaneously and the internal iteration number takes 6, the BER reaches 410−  at 

SNR  dB. Here SDR represents the power ratio of the desired signal to the constant 

DC offset 

26=

( )nd . 
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Fig. 5-6  PSD of flicker noise and transmitted signal. 
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Fig. 5-7  BER performance of CDFE. 
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5.7 Performance of the Internal Iterations 

 

In Section 3.5 an internal iterative algorithm is introduced to accelerate the convergence 

of the algorithm and to mitigate the interactions among the adaptations of { }im , w , 

{ }jw�  and { }kw� . Simulations are done to demonstrate the performance enhancement of 

the internal iterative algorithm. In the simulations, QPSK signals are corrupted by ISI, 

I/Q mismatch, DC offsets, flicker noise and AWGN as modeled in Chapter 2. The 

algorithm parameters are chosen as: 1.05α = , 0.95β = , 5φ = ° , 68 10mμ −= × , 

, , 63 10fμ −= × 41 10dμ −= × 63 10bμ −= × , 1 6k = , 2 5k = , SFR 10=  dB and SDR=10 dB. 

Here SFR represents the power ratio of the desired signal to the flicker noise and SDR 

represents the power ratio of the desired signal to the constant DC offset ( )nd . Flicker 

noise is generated by passing white noise through a low pass Butterworth filter. The 

orders of the numerator and denominator coefficients of the filter are 0 and 2, 

respectively. In the simulations the transmitted signal is corrupted by the varying DC 

offsets with the similar energy of the transmitted signal and the constant DC offsets. The 

internal iterative number 6N =� . The learning curve of the algorithm is obtained by an 

ensemble average of the sequence ( ) 2
e n  over 100 independent runs. As shown is Fig. 

5-8, the learning curve with internal iterations converges much faster than that without 

internal iterations does. 
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Fig. 5-8  Learning curve of the proposed algorithm without and with internal iterations. 

 

 

5.8 Comprehensive Performance of the Proposed Algorithm 

 

In this section, comprehensive simulation results are given when BPSK, QPSK and 

16QAM signals are passed through a channel ( ) 1(0.36 0.21 )H z z j z−= + +  and are corrupted 

by all the distortions such as I/Q mismatch, DC offsets, flicker noise and AWGN. As 

shown in Fig. 5-9 – Fig. 5-11, the lower bound is obtained when the transmitted signal is 

only corrupted by ISI and AWGN. The algorithm parameters are chosen as: 69 10mμ −= × , 

, , 63 10fμ −= × 21 10dμ −= × 63 10bμ −= × , 1 6k = , 2 5k = , 6N =� , SDR  dB. SDR 10=
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represents the power ratio of the desired signal to the constant DC offset ( )nd . The 

varying DC offset  and the transmitted signal have similar energy according to the 

model in Section 2.3. The flicker noise is generated the same as in Section 5.7, but its 

power is changed accordingly. In condition 1, 

( )nd�

1.05α = , 0.95β = , 5φ = ° , and SFR=20 

dB. Here SFR represents the power ratio of the desired signal to the flicker noise. In 

condition 2, 1.05α = , 0.95β = , 5φ = ° , and SFR=10 dB. In condition 3, 1.1α = , 

0.9β = , 10φ = ° , and SFR=10 dB. As shown in Fig. 5-9 – Fig. 5-11, the BER curves of 

the three conditions are close to one another, robust to mismatch and flicker noise. It is 

also seen that when BPSK and QPSK signals are transmitted, the BER curves of the three 

conditions are close to the lower bound too, which indicates that the proposed algorithm 

can remove all the distortions including ISI very well.  
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Fig. 5-9  Comprehensive BER performance of BPSK. 
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Fig. 5-10  Comprehensive BER performance of QPSK. 
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Fig. 5-11  Comprehensive BER performance of 16QAM. 
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5.9 Summary 

 
In this chapter various simulation results are illustrated to verify the proposed algorithm. 

When the received signal to be processed is only corrupted by ISI, I/Q mismatch and 

AWGN, the I/Q mismatch canceller can remove the I/Q mismatch very well and improve 

the BER performance dramatically compared to no I/Q mismatch canceller, as shown in 

Fig. 5-1. When the received signal is only corrupted by varying DC offset ( )nd� , 

constant DC offset ( )nd  and AWGN, by employing the DC offsets canceller, these two 

kinds of DC offsets can be removed successfully, as shown in Fig. 5-2. When the 

received signal is corrupted by ISI, I/Q mismatch, varying and constant DC offsets and 

AWGN, the performance of the I/Q mismatch canceller and the DC offsets canceller still 

can work very well, as discussed in Section 5.5. The importance of the CDFE in the 

proposed algorithm is illustrated in Section 5.6. In addition, the efficiency of the internal 

iterative algorithm which is used to accelerate the convergence and to mitigate the 

interactions among the adaptations of { }im , w , { }jw�  and { }kw�  is illustrated in 

Section 5.7. It is seen that the internal iterative algorithm can accelerate the convergence 

dramatically, as shown in Fig. 5-8. Moreover, when the received signal is corrupted all 

the mentioned distortions, the comprehensive performance of the proposed algorithm is 

discussed in Section 5.8. These simulation results show that the proposed algorithm can 

mitigate all the distortions very well. 
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CHAPTER 6 
 

CONCLUSIONS AND FUTURE WORK 
 

6.1 Conclusions 

 

In this thesis, an adaptive algorithm is proposed to remove I/Q mismatch, DC offsets, 

flicker noise and ISI simultaneously in a direct conversion receiver. I/Q mismatch is 

cancelled by a real valued adaptive mismatch canceller according to the model in Chapter 

2. In addition, DC offsets are removed with one complex tap. The method has been 

verified by some papers and the simulations in Section 5.4 verify it too. Moreover, flicker 

noise is modeled as an AR random process, so the system to be identified transforms to 

an ARX model. After estimating the coefficients in the model during training period, the 

desired signal can be estimated by using decision feedback method. As illustrated in 

Chapter 5, the proposed algorithm is robust to I/Q mismatch, DC offsets and flicker 

noise. 

 

Because of the interactions among the adaptations of { }im , w , { }jw�  and { }kw� , as 

shown in Section 3.4, an internal iterative algorithm is introduced to accelerate the 

convergence of the algorithm and to mitigate the interactions among the adaptations of 

the different groups of the taps in Section 3.5. As illustrated in Section 5.7, the learning 

curve of the MSE can converge much faster due to the proposed internal iterative 

algorithm. 
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In addition, the convergence of the mean of the taps is discussed in Chapter 4. 

 
 

6.2 Future Work 

 

In this thesis an integrated adaptive filter and equalizer is proposed to mitigate the 

distortions caused by I/Q mismatch, DC offsets, flicker noise and ISI. The proposed 

adaptive filter and equalizer is composed of a mismatch canceller, a DC offsets canceller, 

a CFFE and a CDFE in sequence. Due to the complicated structure of the filter, there are 

many mathematical analyses that are not covered by this thesis within the limited time. 

 

Firstly, because the interactions among the adaptations of the different groups of the taps, 

the proposed algorithm is nonlinear, so the filter may result in biased optimum 

coefficients for I/Q mismatch canceller and CFFE. This biased estimation of the taps may 

degrade the performance of the algorithm. The analysis of the issue should be done to 

find the negative influence of the biased estimation on the performance of the algorithm. 

 

Secondly, in the thesis an internal iterative algorithm is introduced to accelerate the 

convergence of the algorithm and to mitigate the interactions among the adaptations of 

the different groups of the taps. Simulation result shows that the internal iterative 

algorithm can accelerate the convergence of the algorithm dramatically. Mathematical 

analysis of the internal iterative algorithm to reduce the negative influence caused by the 
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interactions among the adaptations of the different groups of taps should be done in the 

future. 

 

Thirdly, in this thesis, only the convergence of the mean of the taps is discussed. As we 

know, the independent assumption is based on the assumption that the step size is very 

small, thus the results obtained based on the independent assumption are also 

questionable. It is more meaningful to derive the convergence of the variances of the 

elements of the taps to some limited values. 

 

Finally, the mathematical derivation of the minimum mean-square-error (MMSE) is 

needed in the future work. In addition, the expression of the misadjustment is also 

needed. According to the misadjustment, we can choose suitable step sizes to adjust the 

taps of the filter. 
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