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Summary

We performed data clustering on a set of DNA sequences with active promoter regions.

Super Paramagnetic Clustering method which is inspired by statistical physics model of

a disordered ferromagnet is employed. With this method, we were able to mine some

important clusters and capture correlations contained within the clusters. Besides suc-

cessfully separating arthropod and vertebrate class, we found two human viral genome

clusters: EBV and HSV-1. Their members were gene sequences which expressed proteins

in lytic and latent cycles of infection. Another important result is the separation of the

vertebrate class into two big clusters. We deduced that these two clusters correspond

to housekeeping and tissue-specific genes by conducting a rigorous analysis of consensus

octa-nucleotides of transcription factor binding sites (some part of the results of this

thesis are also submitted for publication). The biological significance of these clusters

are discussed.
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Chapter 1

Introduction

1.1 Motivation

In recent years, huge amount of data are generated due to dramatic rise of biotech indus-

try, rapid development in information technology, and improvement in communication

in general. It has been estimated that information will double every 20 months [54].

The outburst in biotechnology itself can be seen from the growing number of biological

databases and the enormous data generated, e.g. from human genome project. These

caused rapid accumulation of biological data, and in such a way made useful information

difficult to extract. As a result, there is a strong urge in scientific community to develop

new methods for dealing with avalanche of available data.
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1.2 Aim of This Work

The study of DNA sequences as building blocks of living multicellular organisms pro-

vides opportunities to understand potentially any biological activity in the body system.

Residing inside the nucleus of cells, DNA carries genetic information necessary for the

organization of cells and controls the inheritance of characteristics. Nevertheless, even

though massive amounts of genome-related information is now available due to the

increasing number of genes sequenced and the use of new technologies such as DNA

microarrays, extracting information from such data is still a challenging task. New re-

liable methods of analyzing a wide variety of genomic data are therefore preferred. In

this work, we apply a novel clustering technique to analyze and extract the correlated

behavior of gene sequences based on their expression function and classes division.

1.3 Thesis Outline

This thesis consists of 6 chapters and is organized as follows:

Chapter 2 covers some basic biological background about our work such as central

dogma of molecular biology. Introduction of DNA as the source of genetic information

and nucleotides as its building block are discussed in this section. Finally, we talk

about the importance of transcription process as the initial step in gene expression

as well as promoter regions and transcription factors as two major components in the

transcription process.
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Chapter 3 describes the big picture of data mining and knowledge discovery. In

particular, it defines the connection between them. Paradigm of machine learning as

the basis for information extraction is explained. We summarize the concept of cluster

analysis in this chapter by defining the clustering task and the taxonomies of clustering

methods.

Chapter 4 covers detail explanation about Super Paramagnetic Clustering (SPC)

algorithm, especially the main idea behind the method, which is inhomogenenous

ferromagnetic Potts model; how this model is incorporated into data clustering problem,

and how the Swendsen-Wang cluster algorithm is utilized to simulate the model. All

details are discussed in this chapter.

Chapter 5 presents the applications of SPC method. First, we applied SPC to Iris

dataset; a well known problem in cluster analysis to demonstrate how the method

works. In the second part, which is our main work, we test SPC to analyze a large

dataset of active DNA sequences.

Chapter 6 concludes our work. We restate the algorithm that is used and main clus-

tering result. Some suggestions for possible future research improvement is also included.
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Chapter 2

Biological Background

2.1 Central Dogma of Molecular Biology

The flow of genetic information is explained by the central dogma, the paradigm in

molecular biology. It is based on the principle that genetic information travels from

DNA to RNA, and finally to protein. Basically, the whole process consists of two main

stages.

The first step is the transfer of genetic information from DNA to messenger

RNA (mRNA) by transcription process that takes place in cell’s nucleus. During tran-

scription one template of DNA strand is copied into a complimentary sequence of RNA.

This process, which is facilitated by enzyme RNA polymerase, creates an assembled

piece of mRNA. In prokaryote cells, the mRNA that being produced is ready to be used

due to the non-existent of a membrane that separates nucleus and cytoplasm. How-
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ever, in eukaryote cell, the primary transcript (pre-mRNA) must undergo complex post-

transcriptional processing. Pre-mRNA is transcribed from genes that contain introns

and exons; prior to be biologically active, introns must be removed from the primary

transcript. The process of removing intron and combining exons is called RNA splicing

(Figure 2.1). The mRNA that carries the coded information leaves the nucleus and
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Figure 2.1: RNA splicing in eukaryote cells.

migrates to the cytoplasm. The second important stage is translation; in cytoplasm,

one of cell’s organelle, the ribosomes decode information from the combined exons and

translate them into a sequence of amino acids as protein is formed. The proteins that
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Figure 2.2: Main principle in the flow of genetic information as stated by Francis Crick

in 1958.
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play important roles in biological process will then perform most cell functions. Never-

theless, not all exons will be translated into protein. These exons are wholly or part of

the 5’ untranslated region (5’ UTR) or 3’ untranslated region (3’ UTR) located in both

end of the sequence.

Finally, to transmit the genetic information from one cell to another or from par-

ents to progenies, DNA must duplicates its information in a replication process, in which

a double stranded DNA is duplicated to produce an identical copy of DNA. This process

involves many enzymes that unwind and copy the DNA strands. The cycle then contin-

ues in a new generation of cells or organisms. Figure 2.2 illustrates the central dogma

(Figure is taken from http://www.accessexcellence.org/RC/VL/GG/central.html [2]).

2.2 Deoxyribonucleic Acid (DNA)

DNA contains the complete genetic information that defines the characteristics of an or-

ganism. Since the biochemical techniques for DNA sequencing were first developed more

than three decades ago, the genomes of dozens of organisms have been sequenced. For

example, one of the most important project in genome sequencing was human genome

project, which took 13 year to complete the entire human genome (estimated to be 3

billion letters long) and finished in April 2003. Even though the human genome project

has been completed, analysis of data generated will continue for many years.

DNA is formed by long linear polymer made up of nucleotides (nucleic acids).

7
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Figure 2.3: Four different nucleotides as bases for the construction of DNA sequences.

Each nucleotide has three parts: deoxyribose (a five carbon sugar), a phosphate group,

and a nitrogenous base. Alternating of sugar and phosphate group creates a backbone

for nucleic acids. There are four different types of nucleotide bases: adenine, thymine,

guanine, and cytosine. The difference takes place in the nitrogenous base that is attached

to the sugar-phospate unit. Adenine (A) and guanine (G) which have similar two-ring

heterocyclic bases are called purines, whereas thymine (T) and cytosine (C) are called

pyrimidines because they have similar one-ring structure.

In 1953 James Watson and Francis Crick proposed three dimensional structure

of DNA molecule. The form is double helix composed of two twisted chains of nu-

cleotides such that the backbone lies on the outside and the nitrogenous base lies on

the inside. The key to this structure is specific base pairs (bp) arrangement between

adenine with thymine (A-T), and guanine with cytocine (G-C) which is stabilized by

hydrogen bonds. Because of this special property, the nucleotides sequence along one

strand can completely determine the nucleotides sequence along the other strand.
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2.3 Ribonucleic Acid (RNA)

RNA molecule acts as direct template for protein synthesis. As an intermediate agent

in the flow of genetic information, RNA has same building block as DNA which consists

of long linear polymer of nucleotides. The main difference is RNA only has single-

stranded chain. RNA also contains the bases adenine (A), cytosine (C) and guanine

(G); however, thymine base is absent and replaced by uracil (U). The uracil base lacks

the methyl group and has an hydrogen atom instead (Figure 2.3). Cells contain three

different classes of RNA based on its function:

1. Messenger RNA (mRNA)

is the main coding template for protein synthesis or translation. It operates as a

carrier of genetic information from nucleus to cytoplasm.

2. Transfer RNA (tRNA)

is a type of RNA molecule that facilitates translation by carrying amino acids in

activated form to the ribosome for peptide-bond formation as instructed by the

mRNA template. Typically about 75–95 nucleotides long, tRNA is considered as

one of the smallest RNA molecules.

3. Ribosomal RNA (rRNA)

is a major component of ribosomes. It has several roles in protein synthesis, such

as acts as a catalyst, recognizes as well as brings mRNA and tRNA to the correct

9



position. The number is the most abundant among three types of RNA molecules.
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Figure 2.4: nucleotide base in RNA that replaces thymine base

2.4 Promoter Sites and Transcription Factors

Recall that transcription is the synthesis of RNA from a DNA template and is an im-

portant process in the flow of genetic information. During transcription, the initial step

of gene expression, the transformation of DNA information into functional molecules,

occurs. It works as the central mechanism by which the cell regulates proteins that are

to be produced.

Viewing the mechanism in a more detailed scale, DNA template contains regions

of initiation sites or promoter sites which work as the simplest regulatory element in the

process of transcription. The promoters function as switches and code words that direct

enzyme RNA polymerase to the proper transcription initiation site. In prokaryotes,

RNA is synthesized by a single type of RNA polymerase, whereas RNA polymerase in

eukaryotes can be categorized into three classes: type I, II, and III (Table 3.1). The RNA

10



Type Location Synthesizes

I Nucleolus precursors of rRNA

II Nucleoplasm precursors of mRNA and small RNA

III Nucleoplasm tRNA and 5S rRNA

Table 2.1: Eukaryotic RNA polymerases.

polymerase act as a catalyst in transcription and perform multiple tasks such as search

promoter sites, select the correct ribonucleoside triphosphate, and detect a termination

signal that specify end of transcript. Additionally, RNA polymerase also interact with

activator and repressor proteins that control the rate of transcription (sigma factor in

prokaryotes or transcription factor in eukaryotes). Transcription factors (TF) or also

called DNA binding proteins are principally responsible for recognizing promoter regions

and essentially required by RNA polymerase for binding to its promoter. This scheme

(Figure 2.5) ensures that RNA polymerase in cooperation with TF specifically recognizes

the corresponding region of the genome that needs to be decoded.

In biology, promoters and transcription factors are considered as cis-acting and

trans-acting regulatory elements in the regulation of gene expression [12]. A compre-

hensive study of DNA sequences together with promoters and its TFs can therefore help

us to understand gene co-regulation on the transcription level.

11
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Figure 2.5: Interaction of TF, promoter sites, and RNA polymerase provide basic mech-

anism of transcription.
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Chapter 3

Data Clustering Methods

3.1 Data Mining and Knowledge Discovery

Before we talk about Super Paramagnetic Clustering and its application in DNA se-

quence analysis in more detail, first we discuss the essence of this work which is mainly

associated with data mining and knowledge discovery. Knowledge discovery is the task

of identifying, exploring data to extract potentially useful information or discover pat-

terns. Basically, its purpose is to help make sense of the data in a more understandable

and applicable format. Data mining on the other hand is a process in knowledge dis-

covery. It is developed as a means of identifying and extracting knowledge from data

that is not evident [21]. The relationship between data mining and knowledge discovery

is illustrated in figure 3.1.

Currently data mining techniques have drawn lots of attentions from industry

13
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Figure 3.1: Main general scheme in knowledge discovery and data mining as one crucial

process in understanding data.

and scientific communities. Both practitioners and researchers are trying to fully utilize

sophisticated data mining techniques in order to have better understanding of raw data.

Moreover, the abundance of raw data available has boosted data mining’s popularity

as a method of discovery. Very often it is used to support human decision-making or

to explain observed phenomena. Data mining covers extensive range of well established

methods, among them are evolutionary computing, neural network, machine learning,

fuzzy sets, and Bayesian methods. This work involved with cluster analysis, one of the

most fundamental technique in data mining. In the next section, a brief overview about

machine learning is given to describe how clustering fit into the bigger framework.

14



3.2 Machine Learning

As an approach in data analysis and processing, machine learning provides the technical

basis of data mining [57]. In the paradigm of machine learning, methods are generally

divided into three sub-fields: supervised, unsupervised and reinforcement learning.

3.2.1 Supervised Learning

In supervised learning or learning by examples, the algorithm is provided with training

set S, consists of both the cases and the predefined labels (response), that represent the

concept to be learned.

S = {(xi, cj)|i, j = 1, . . . , N}.

These N -training pairs are often called examples, where xi is an d-dimensional pattern

vector, whose component are called features, and cj is a known label. The algorithm

searches for a mapping function f , which approximates the unknown target function

c = f(x). It specifies relationship between the cases and the labels as in regression

analysis. The goal is when applied to new cases, the function will be able to predict

their corresponding labels. In other words, the function works as a classifier, which

assigns a class to an object. The key challenge for supervised learning is the problem

of generalization: After analyzing only a (usually small) sample of cases, the learning

system should output a classifier that works well on all possible cases [7]. In order

15



to achieve good function approximation, sufficient amount of training examples are

therefore required. To test the quality of the function, the outcomes of this class of

algorithms are usually evaluated on a disjoint set of examples from the training set,

called the testing set. Methods fall into this category range from traditional statistics

approaches, neural network, Bayesian network, nearest-neighbors method, and support

vector machines.

3.2.2 Unsupervised Learning

This type of machine learning method is called unsupervised because there is no explicit

teacher involved. In unsupervised learning or learning from observation, the algorithm

receives only input data and uses an objective function (such as a distance function) to

extract particular patterns. In complement to supervised learning, the system explores

structure of data and directly discovers the classes on its own. Unsupervised technique

is therefore more desirable if the classes are unknown or new classes are expected in the

data. This learning method has been applied in wide variety of fields, few most common

of which are cluster analysis, self-organizing map, and hebbian learning.

3.2.3 Reinforcement Learning

The idea of reinforcement learning system is learning by direct interaction with the

environment. Similar with supervised learning, reinforcement learning approximates a

16



mapping function from situations to actions by trial-error interactions with a dynamic

environment [31]. Given a scenario, the learner makes actions and receives rewards from

environment based on his actions. The task is to select action according to a strategy

that maximizes the total amount of payoff. One central idea in reinforcement learning is

temporal-difference method, which is introduced by Sutton [48]. It combines both Monte

Carlo and dynamic programming ideas. The differences of supervised, unsupervised, and

reinforcement learning are summarized in table 3.1.

Supervised Unsupervised Reinforcement

Trainer User input data – Dynamic environment

Approximate Function Classifier – Strategy

Assigned class User Method Method

Data Incremental Non-incremental Incremental

Table 3.1: Differences of unsupervised, supervised, and reinforcement machine learning

methods.

17



3.3 Definition of Clustering

Cluster analysis is an important technique in exploratory data analysis. Within the

framework of machine learning, cluster analysis falls into category of unsupervised learn-

ing and is regarded as a fundamental technique in data mining. Cluster analysis has

long track record and has been applied successfully in wide range of areas and disciplines

such as economy, biology, medicine, computer vision, database, pattern recognition and

remote sensing. Its broad range of applications reflects clustering’s appeal and usefulness

in many different fields.

Cluster analysis or simply clustering is a generic term for a range of numerical

methods for exploring multivariate data. Its aim is to assign a group of objects (usually

represented as a vector of measurements, or a point in a multidimensional space) into

several compact groups (classes) called clusters. Since the classes are unknown a priori,

the goal is to discover these classes from the data. This differentiates cluster analysis

with classification (supervised learning), where the classes are predefined and the goal is

to approximate a function for future unlabelled observations. Within a cluster, ideally

objects should have similar patterns with high degree of observations, whereas objects

that belong to different clusters indicate distinct category in measurement. As stated

in [27], the problem of clustering can be mathematically formulated as follows: let

X ∈ Rm×n a set of data items representing a set of m patterns xi in Rn. Determine

the partition of X into K different groups Ck called clusters, such that every data that

18



belong to the same cluster are more alike than data in different groups. The result of

the algorithm is an injective mapping X → C of data items xi to cluster Ck.

3.4 Clustering Algorithms

There are many different approaches to clustering available in the literature; essentially

partitional clustering methods can be divided into two different classes: parametric and

non-parametric approach.

3.4.1 Parametric Methods

Parametric methods require some knowledge or assumptions about the data. For exam-

ple knowledge that the data follows normal distribution or has specific clusters struc-

ture represented by a center of mass points. Based on this information, we may apply

a more specific and suitable method that fit data requirement. In many cases, these

assumptions are incorporated into a global criterion which subject to minimization by

parametric methods [9]. For instance, statistical method K-means algorithm assumes

that each cluster structure has spherical shape with a centroid, which is the mean of all

the samples in that cluster. The algorithm iteratively assigning objects to K clusters by

using the distances to the centroids until an optimum value of criterion is found. The

difficulty in this class of algorithms is for user in supplying parameter details such as a

set of K seed points. These variables become crucial since the results are sensitive to the

19



initial partition and total number of centroids supplied [29]. Other classes of parametric

methods include variance minimization, maximum likelihood, deterministic annealing,

and fitting gaussian mixtures.

3.4.2 Non-Parametric Methods

Non-parametric methods make no assumptions about the underlying data structure

and literally follow some local criterion for the construction of the clusters. When

there is no a priori knowledge about distribution of data, it is more suitable to employ

nonparametric approaches. Typical example of non-parametric method is agglomerative

and divisive algorithm. Both algorithms are similar and produce a hierarchical structure.

Agglomerative algorithm proceeds with original data and treats each point as a separate

cluster. It merges each point repeatedly based on its relationship with other patterns.

The divisive algorithm works in the opposite direction: one starts with a single cluster

and continuously splits it into smaller clusters.

20



Chapter 4

Super-Paramagnetic Clustering

In recent years, many physicists have shown significant interest to domains that were not

part of traditional physics. Sophisticated tools of experimental and theoretical physics

were applied to investigate new fields. As the result, new interdisciplinary field such as

biophysics and econophysics emerge [55]. An outstanding development in data mining

is Super-Paramagnetic Clustering (SPC), a method using statistical physics approach

to clustering problem.

The SPC is proposed by Blatt et al [9] and is a novel hierarchical clustering

method inspired by physical behavior of inhomogeneous granular ferromagnet. It be-

longs to a non-parametric class algorithm based on a cost function, where no structure of

the underlying distribution of data is assumed. Clustering of data is achieved by solving

the physical problem of Potts ferromagnetic model. A Potts spin variable is assigned

to each pattern in finite D-dimensional space. Short range interactions are introduced

21



between neighboring spins, whose strength is a decreasing function of the distance. Two

thermodynamic quantities: the susceptibility, and the spin-spin correlation function are

calculated from Monte Carlo simulation and used to determine major phase transition

and to partition patterns in cluster. This method has wide advantages, namely its

robustness against noise and initialization, ability to generate automatic hierarchical

structure, and most importantly the fact that no prior knowledge about distribution of

data or cluster structure is needed.

This method has been successfully tested in various problems, for instance Iris

data, Landsat data, yeast gene expression profiles. Recently, SPC is applied in clus-

tering protein sequences from SwissProt and SCOP databases [50]. Coupled Two-Way

Clustering (CTWC), another variation of SPC algorithm is also introduced for analyzing

gene expression data of breast cancer, colon cancer, and leukemia [16, 22, 23, 24].

4.1 Potts Model

The Potts model was introduced as a generalization of Ising model. It was proposed by

Domb to his research student R. Potts in 1952 and has been extensively studied for many

years [58]. The idea came from the representation of Ising model as interacting spins

which can be parallel or antiparallel. Considered as one of the most influencing model in

statistical mechanics, the Ising model is a simple model of ferromagnet system. It mimics

the behavior of granular ferromagnet in a lattice. Each lattice site, which represent an
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Figure 4.1: q-state Potts model pointing in the q symmetric directions.

atomic magnet, is assigned with a spin variable s. The spin variable has two possible

states; the spin point to either up (+1) or down (–1) direction. The Potts model extends

the number of possible spin variables into q number of states: s = 1, 2, 3, . . . , q. The

spin point to one of the q equally spaced directions specified by the angles θn = 2πn/q,

where n = 0, 1, . . . , q − 1.

In a magnetic Potts model, the spins are located at points vi that reside on

(or off) the sites of some lattice. Denote a configuration of spins for the system by

S = {si}
N
i=1. The energy of such system is given by the Hamiltonian

H (S) = −
∑

<i,j>

Jijδsi,sj
(4.1)

where Jij represents the strength of coupled interacting spins i and j, and < i, j > stands

for neighboring sites vi and vj. The interaction between pairs of spins are therefore
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restricted to nearest neighbors with Jij > 0 and 0 otherwise. Additionally, the energy

contribution of a pair < i, j > to the system H is only when si = sj due to Kronecker

delta function term; that is when the two spins are aligned.

To investigate the behavior of the model, some thermodynamic quantities from

the Hamiltonian need to be calculated. For example, in order to obtain the desired

average quantity A, one need to calculate

< A >=
∑

S

A(s)P (s), (4.2)

where the Boltzmann factor,

P (s) =
1

Z
exp(−

H (s)

T
), (4.3)

plays the role of a probability density function, which describes the statistical weight of

each spin configuration S = {si}
N
i=1 in thermal equilibrium. Z =

∑

S exp(−H (s)/T ) is

called the partition function which works as a normalization constant summing all qN

possible energy states of spin configurations.

An important quantity to measure is the magnetization associated with a spin

configuration S, the ordering parameter for magnetic system, which is defined as
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m(S) =
qNmax(s) − N

(q − 1)N
(4.4)

with

Nmax = maxN1(s), N2(s), . . . , Nq(s),

where Nµ(s) =
∑

i δsi, µ is the total number of spins with state µ. From here, we also

can calculate the susceptibility, which is proportional to the variance of magnetization

χ =
N

T

(

〈m2〉 − 〈m〉2
)

, (4.5)

to detect the thermodynamic phases of the system. Another quantity of interest which

reflect the ordering properties of the system is the thermal average of δsi,sj
or the

spin-spin correlation function,

Gij = 〈δsi,sj
〉, (4.6)

which is the probability of two spins si and sj being aligned.
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4.1.1 Phase Transition in Ferromagnetic Potts Model

A phase transition is the change of a thermodynamic system from one phase to an-

other. The phase transition is characterized by an abrupt sudden change in the physical

properties measured, in particular with a small change in a thermodynamic variable

such as the temperature. For a homogeneous Potts model where spins reside on a lat-

tice, neighboring sites have equal distance a with the same interaction strength Jij = J .

In this framework the Potts system exhibits two phases. At low temperature, indi-

vidual spins have strong interactions with their neighbors; most spins are aligned with

high probability and have high spin-spin correlation function. At very low temperature,

pairs of spins are strongly coupled and interacted as a giant spin with high spin-spin

correlation (Gij ≈ 1) and average magnetization 〈m〉 = 1. In this state, the system

is fully magnetized in ferromagnetic phase (lowest energy state). In contrast, at high

temperature the system is in a disordered paramagnetic phase. As the temperature is

raised, the system starts to undergo phase transition at the critical temperature Tc, in

which the magnetization starts to vanish. At very high temperature, 〈m〉 = 0, with

Nmax(s) ≈ N/q indicating weak interactions among neighboring spins. The indepen-

dent spins change its state randomly, thus pairs of neighboring spins have low spin-spin

correlation function with only 1

q
probability of being aligned (Gij ≈

1

q
).

For a finite system in D-dimensional metric space where the local density varies

(i.e. distances between points differ), it is more suitable to adapt inhomogeneous Potts
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model. In inhomogeneous Potts model, the spins form magnetic grains, with very strong

coupling between neighbors within the same grain and weak interactions between the

grains. Each site i has different local distance with its neighbor j. The strength of

interacting spin Jij must be carefully constructed as a decreasing function of distance,

such that pairs of spins with close distance have stronger interaction and more likely

to be in the same grain. Inhomogeneous Potts model has more interesting properties

than its regular homogeneous part. The system exhibits three phases: ferromagnetic,

super-paramagnetic, and paramagnetic states. Firstly at low temperature, the system

also displays the behavior of ferromagnetic state: strong magnetization and high spin-

spin correlation function among neighboring spins. However, as the temperature is

increased, an intermediate super-paramagnetic phase appears. An interesting property

of super-paramagnetic phase is that only strongly coupled spins are aligned (they are in

their respective ferromagnetic phase), whereas there are no interaction among different

grains. Using mean field approximation, the spin-spin correlation function in super-

paramagnetic phase is estimated to be Gij ≈ 1 − 2

q
O( 1

q2 ) [11]. As the temperature

is raised further, interactions become weak, magnetic grains disintegrate, and spins

changing state independently, thus paramagnetic phase is reached.

The temperature Tfs at which the transition from ferromagnetic to super-

paramagnetic occurs is indicated by a pronounced peak in susceptibility, on the other

hand, temperature Tsp that signaled the transition from super-paramagnetic to para-

magnetic region is indicated by abrupt decrease in susceptibility. Both Tfs and Tsp
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Homogeneous System

Ferromagnetic Paramagnetic

T -low T -high

〈m〉 = 1 〈m〉 = 0

Gij ≈ 1 Gij ≈
1

q

Inhomogeneous System

Ferromagnetic Super-Paramagnetic Paramagnetic

T -low T T -high

〈m〉 = 1 〈m〉 6= 1 〈m〉 = 0

Gij > 1 − 2

q
O( 1

q2 ) Gij ≈ 1 − 2

q
O( 1

q2 ) Gij ≈
1

q

Table 4.1: Phase transitions in Homogeneous and Inhomogeneous Potts model
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serve as lower and upper bounds for super-paramagnetic phase. Take note that there is

a possibility that the super-paramagnetic region has several transitions (peaks in sus-

ceptibility). These happen whenever the spin magnetic grains experience some major

separation.

4.2 Monte Carlo Simulation of Potts model

An efficient way in simulating the Potts model and calculating the thermodynamics

average of quantities is by Monte Carlo simulation. A direct evaluation of equation

4.2 is impractical since the number of configuration S increases exponentially with the

system size N (number of possible configuration is qN), thus it can only be evaluated

for small number of N . The purpose of Monte Carlo is to generate sample with a

proper weight instead calculating direct thermodynamics average of physical quantity.

A series of important spin configuration {S1, S2, . . . , SM} is generated according to the

Boltzmann probability distribution (equation 4.3). The calculation of a thermodynamic

quantity A is then reduced to a simple arithmetic average,

< A >=
1

M

M
∑

i

A(Si), (4.7)

where the total number of sample M is much smaller than qN for large N .
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4.2.1 Swendsen-Wang Algorithm

To do the simulation of Potts ferromagnet model, Swendsen-Wang (SW) algorithm is

employed. Their method (also known as cluster algorithms) is very effective in reducing

critical slowing down. The reason is because the local standard update of Metropolis

algorithm merely flips one spin at a time, but SW flips a magnetic grain in one Monte

Carlo step, which helps exploring a wide configuration space rapidly.

The algorithm starts with a initial spin configuration S = {si}
n
i=1. The initial

state can be set randomly or by assigning each spin variables with a fixed integer

number (i.e 1). Suppose after generating the n-th configurations, we want to generate

the (n + 1)-th configuration. We begin by visiting all neighboring pairs 〈i, j〉, that is

pairs of spins with Jij > 0. If the pair of spins have the same state (si = sj), create a

bond with probability

p = 1 − exp(−
Jij

T
δsi,sj

), (4.8)

and no bond will be present otherwise. Having gone through all the interacting spins, we

have a number of SW clusters formed by connected bonds. Update the spin configuration

by assigning a new spin value independently to all cluster with equal probability from

1 to q. Members of the same cluster should be given the same spin value. Finally,

erase all the bonds and we have a new configuration Sn+1. This defines one Monte
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Carlo step. These procedures are ergodic and satisfy detailed balance [49, 52], as a

result the simulation will produce the desired equilibrium distribution. Iterating this

procedures M times, we omit the first few number of configurations till the memory

of initial configuration vanishes and equilibrium state is reached. From the simulation

we measure all the thermodynamics quantity of interest, namely the magnetization, the

spin-spin correlation function, and the susceptibility.

4.3 Clustering Data with SPC

Our goal is to incorporate the inhomogeneous Potts model into clustering problem. For

a given set of data consist of N number of feature vectors reside in finite real space,

~v1, . . . , ~vN ∈ RD, the detailed clustering procedures are as follow:

1. Construct The Physical Analog of Potts Spin

a.) Assign a spin variable to each point ~vi, i = 1, . . . , N .

We choose an integer number for the number of Potts state and associate

randomly one of q possible Potts spin variables si, i = {1, 2, . . . , q} to each

point ~vi. Blatt et al have found that the clustering result is insensitive to the

parameter q [8, 11]. However, it becomes necessary to run longer simulation as

the number of Potts state increases to attain a good statistical accuracy. The

parameter q mainly determines the sharpness of transition and the temperature

at which the transitions occur.
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b.) Define the neighbors of each point based on selected criterion.

Since our data can be located anywhere in D-dimensional space, we need to

define some conditions for interacting neighbors. Instead of using all ~vj , j =

{1, 2, . . . , N}, choose only a selected number of ~vj as neighbors to limit the

number of interactions according to the mutual neighborhood criterion. With

this criterion, ~vi and ~vj are considered to be neighbors if and only if ~vi is one

of K-nearest neighbors of ~vj , and ~vj is one of K-nearest neighbors of ~vi. Addi-

tionally, we impose the edges from minimum spanning tree to make sure that

a connected graph which links all the data exists. These procedures lessen the

number of interacting spins from O(N2) to O(N); consequently computational

efficiency increases and simulation running time is greatly reduced.

c.) Calculate the interaction Jij between neighboring points.

Introduce a short range interaction to determine the strength of interaction

between neighbors ~vi and ~vj ,

Jij =















1

K̂
exp(−

d2

ij

2a2 ) if vi and vj are neighbors

0 otherwise

(4.9)

Here K̂ is the average number of neighbors and the local length scale a is

the average of all distances dij between neighboring pairs ~vi and ~vj. This
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cost function of distance decreases exponentially fast such that points in high

density regions have stronger interactions than those in low density regions.

To calculate Jij, the required input for the algorithm is therefore N × N

dissimilarity matrix.

2. Locating The Super-Paramagnetic Regions

a.) Calculate the thermodynamic quantities

As has been explained before, the Swendsen-Wang algorithm is used to sam-

ple the thermodynamic physical quantities of interest. For a given range of

temperature 0 ≤ T ≤ Tmax with a temperature increament Tinc, we calculate

the susceptibility χ (equation 4.5) and the spin-spin correlation function as a

function of temperature. The spin-spin correlation function Gij for neighbor-

ing pairs of spins will be used to decide whether two spins belong to the same

grain. Instead making use of equation 4.6, the SW provides an improved way

to estimate this function [43] by averaging the indicator function

cij =















1 if vi and vj ∈ SW cluster

0 otherwise

for each spin configuration. The spin-spin correlation function is estimated by

Gij =
(q − 1)Cij + 1

q
, (4.10)
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where Cij = 〈cij〉 is the probability of ~vi and ~vj belonging to the same

Swendsen-Wang cluster; it is the total number of times ~vi and ~vj are in the

same grain divided by the total number of Monte Carlo iterations M .

b.) Analyze the susceptibility as function of temperature

The system self-organizes into different partitions in various temperatures. Lo-

cation of the three regimes (ferromagnetic, super-paramagnetic, and paramag-

netic) and its transitions can be identified by looking at the susceptibility as

a function of temperature χ(T ). The region of interest is super-paramagnetic

phase, which is characterized by nonvanishing susceptibility. The susceptibil-

ity serves as a detector to monitor changes in phase transitions and major

cluster break up, especially at temperatures where prominent peaks and sud-

den decreases in susceptibility take place. The first peak signals a transition

from ferromagnetic to super-paramagnetic, in which a large cluster breaks into

few macroscopic clusters. On the other hand, abrupt decrease in susceptibil-

ity corresponds to transition state from super-paramagnetic to paramagnetic

region, at where major clusters break up into many smaller one.

3. Constructing Clusters

At selected temperatures of interest clusters are created by:

a.) linking each point ~vi via its neighbors ~vj with Gij > 0.5
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b.) connecting each point ~vi to its neighbors ~vj′ with maximum correlation Gij′

such that for any point ~vi: Gij′ ≥ Gij > 1

q
, j = {neighbors of i}

c.) Clusters are identified as those connected subgraphs obtained in steps a.) and

b.).
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Chapter 5

Applications

In this chapter we applied SPC algorithm to two different real data sets. The first

dataset is a well studied case in cluster analysis. It is used as an example on how SPC

can be applied for clustering problem. The second dataset is more challenging and is

the main work in which SPC is employed to a set of selected DNA sequences.

5.1 Iris Data Analysis

The Fisher’s Iris flower dataset is a popular multivariate data that has been used widely

as a benchmark in discriminant analysis and cluster analysis. The data consists of 150

observations from three different species of Iris flowers: Iris setosa, Iris versicolor, and

Iris virginica. Each specimen has four features including sepal length, sepal width, petal

length, and petal width measured in millimeters. The 150×4 data matrix is normalized
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by dividing each entry with summation of each feature,

x̂ij = xij/
∑

150

i=1
xij , j = 1, 2, . . . , 4.

We measure dissimilarity with Euclidean distance, then follow the steps as described

in the previous chapter by choosing the number of Potts state q = 20, the number of

mutual-neighbors K = 5, and impose edges from minimum spanning tree. Simulation is

done with 105 Monte Carlo sweeps for each sampled temperature. We then obtained the

susceptibility density χT/N curve as in figure 5.1a. The system experience two major

cluster breaks. Initially all 150 data are in a single cluster due to the presence of a

connected graph. All spins flip and change state as one big magnetic grain. However,

at small temperature slightly above T = 0, a sudden increase in susceptibility density

is observed. The system immediately cross ferromagnetic and enter super-paramagnetic

region. The big cluster separates into two clusters of size 50 and 100. The smaller cluster

correspond to the species Iris setosa and another cluster belong to Iris versicolor and

Iris virginica.

The scatterplot graph (Figure 5.2), which compares each feature with the clas-

sification of flower, shows that there are overlapping in sepal length and sepal width,

especially for Iris versicolor and virginica. Projection on the plane of Iris data spanned

by its first and second principal component verifies that Iris setosa is well separated

than the other two species (Figure 5.3). The SPC clearly handles the hierarchical orga-

nization of the Iris data very well, due to the fact that the two species are much closer
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Cluster separation reflects hierarchical organization of Iris data.
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than the third one.

As expected, later at T ≈ 0.3 the bigger cluster is further divided into smaller

clusters. The transition, however, is not as sharp as the first one. Strong interaction

and overlapping among the other two Iris species create a smooth continuous dynamic

transition in the susceptibility density. The success rate of SPC method is reflected from

the result that does not deviate too much from manual classification. We identified three

clusters of size 50, 52, and 46 belong to Iris setosa, versicolor, and virginica respectively.

From the samples, 142 data (≈ 95%) were correctly classified, 6 were wrongly classified

(4 from virginica and 2 from versicolor ), and 2 (virginica) were left unclassified.

Comparatively, this result is better than previous results obtained by other

classification and clustering techniques such as decision tree, genetic algorithm, valley

seeking, complete link, directed graph, k-means, single link, and mutual neighborhood

value [5, 10, 20, 45]. The most accurate result obtained so far is by minimal spanning

tree procedure which divides the Iris data into three equal 50-size clusters [10]. However,

unlike SPC method, to determine which edges in minimum spanning tree should be cut

to split the correct clusters may be a difficult task. In most cases, cutting by edge length

alone may be insufficient and some additional constrains must be imposed on the edges

to be cut.
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5.2 DNA Sequences Analysis

We now test the SPC algorithm on a set of eukaryotic DNA sequences. Since we would

like to extract meaningful information from the gene function, only biologically active

DNA sequences are included. Recall that the most important stage for controlling gene

expression of eukaryotes organisms starts at transcription initiation, which is determined

by the presence of promoter element within a given gene. Therefore, by selecting DNA

sequences that contain strong promoter regions, we collect non-redundant genes for our

dataset.

The set of gene sequences is taken from The Eukaryotic Promoter Database

(EPD), a rigorous genome database containing a collection of eukaryotic RNA Poly-

merase II (POL II) promoters [47]. These promoters have been experimentally deter-

mined to be active in higher eukaryotes with an accuracy of ±5 base pair (bp) for the

transcription initiation sites. We assembled N = 4541 sequences as a data source by

combining 2000 sequences from arthropods (about 99% from Drosophila families) with

2541 from vertebrates (about 74% from Homo sapiens). The sequences also include

a number of viral genes from arthropod and vertebrate. Other divisions, which con-

tributed only a small number of DNA sequences, were removed to eliminate bias in the

data. We then aligned all the sequences beforehand relative to a putative Transcription

Starting Site (TSS).
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5.2.1 Quantitative Measurement of DNA Sequences

Before we apply the SPC method, a suitable genetic distance measure need to be pro-

vided. Recall that a DNA sequence can be represented by string of letters taken from four

symbol alphabet A, C, G, T namely the four nucleotide bases (adenine, cytosine,guanine,

and thymine) which the DNA is composed from. A genetic distance between two in-

dependent organisms is commonly defined as the number of differences in nucleotides

at specific sites of DNA fragment. The disadvantage of such measure is that it does

not take into account displacement of nucleotides fragment and variation rate of nu-

cleotides at different sites [55]. To obtain some numerical measurements from the data,

we thus followed Abe et al ’ [1] approach by counting frequencies of k-nucleotides. This

kind of measurement is useful for characterizing a sequence. Research has shown that

nucleotide frequencies are similar for related organisms and different for unrelated or-

ganisms [1, 13, 32, 33, 42, 44]. Furthermore, the frequencies of nucleotides are relatively

constant over the whole genome, in both coding and non-coding regions of DNA.

We then measure frequencies of tri-nucleotides and tetra-nucleotides by shifting

one nucleotides for each sequence si, i = 1, 2, . . . , N from −9999 to 6000 bp regardless of

its position. Take note that a number of sequences have shorter length than 16000, and

the mean length is 13258. Frequencies of higher nucleotides were not used so as to keep

the problem feasible. This is required to reduce computational complexities because

each combination of nucleotides of length L, which has a one-to-one mapping with the
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number of features (dimension), increases exponentially as function of length. In addi-

tion, by using less stringent conditions redundancies and noise in feature measurement

are removed. Altogether we have a total of 321 features, from where 64 are evaluated

from 3-mers, 256 from 4-mers, and one additional feature which measures the length

of each DNA sequence. This provides a 4541×321 input matrix of measurement. This

is a large and complex multi-dimensional data set. Standard statistical clustering algo-

rithm will face great difficulty to obtain reasonably good results, namely in determining

optimal number of clusters, and initial/cut-off parameter.

Firstly, data entries are normalized for each column, such that all values fall

between zero and one,

m̂ij = mij/ max(mij), j = {1, 2, . . . , 321}.

The Euclidean distance dmn = ‖ ~vm − ~vn ‖ is calculated, and fed into the symmetric

distance matrix in the SPC algorithm. For this particular problem, we still use the

number of Potts state q = 20, set mutual-neighbors K = 10 and impose the edges from

minimum spanning tree for the simulation.

5.2.2 Simulation Results and Analysis

The system behavior at different temperatures is monitored by plotting susceptibility

density. Starting the simulation from initial temperature T = 0, the temperature is
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increased gradually till it reaches 0.16, where the value of susceptibility vanishes (Figure

5.6). For every sampled temperature we did 2 × 105 Monte Carlo sweeps with the

Swendsen-Wang algorithm. Focusing only on main clusters in our analysis, a threshold

is set and only those connected points with at least 20 members are considered as a

cluster. Those clusters with sizes below the cut-off value are left as unclassified points.

At low nonzero T we detected two stable clusters of human viral genes Herpes Simplex

Virus type 1 (HSV-1) and Epstein-Barr Virus (EBV), near T ≈ 0 and T = 0.035

respectively. The DNA sequences in each cluster share same homology and exhibit

more than 50% similarity between −79 and 20 bp [47]. SPC manages to mine all 29

(100%) HSV-1 genes and 22 out of 23 (≈96%) EBV genes. Taking into account their

sizes and threshold value, both clusters are stable because they only dissolve when T

reaches 0.06 and 0.05.

We observe two peaks in the susceptibility density curve (Figure 5.4). Notice

how the cluster sizes changed drastically right after susceptibility density curve reached

maximum position. The first sharp peak around T = 0.05 signals how the system

undergoes major divisions into two separate clusters of arthropod and vertebrate classes

with size 1704 and 2548. We spot 185 entries (9.25%) of arthropod sequences being

misclassified into the vertebrate group. From this group, 36 entries (≈19%) come from

DNA sequences of polyphemus moth and silkworm, whose function is to regulate the

synthesis of chorion related proteins. Interestingly the chorion, secreted by the follicle

cells, is either a protective membrane which surrounds the eggs of insects and fishes,
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or the extra embryonic membrane derived from the trophoblast which surrounds the

embryo of amniote vertebrates [3]. The others (≈15%) include heat shock protein,

ribosomal, histone, and alcohol dehydrogenase family proteins which are also commonly

found in vertebrate cell system.

The first major breaking of clusters suggests that vertebrate and arthropod

genes have strong dissimilarities in their genome pattern arrangement. Our study sug-

gests that some of the normalized frequencies of tri-nucleotides are the determining

factors which separate vertebrate and arthropod gene sequences. We observed high con-

centrations of AGG, CCC, CCT and low concentrations of ACG, CAA, CGA, CGT in

the vertebrate class. On the contrary, high concentrations of AAC, ACG, ATC, CGA,

TCG and low concentrations of AGG, CCC, CCT were present in the arthropod class

(Figure 5.5). This result agrees well with Abe et al ’s result in utilizing self-organizing

map (SOM), an unsupervised neural network algorithm, for analyzing prokaryotic and

eukaryotic genomes [1].

The second phase transition near T = 0.09 has a lower peak; it signals the

breaking of the vertebrate cluster into two separate clusters of size 910 and 1414. The

smaller cluster (Cluster VTB1) displayed high positive correlations within its sequence

expression patterns, whereas the bigger cluster (Cluster VTB2) has diverse variations

in functionality, and is largely dominated by unclassified chromosomal genes. To fur-

ther examine correlations inherent in each respective cluster, we searched for consensus

Transcription Factor Binding Sites (TFBS) motifs [18, 56] in the region −1000 to 1000,
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Figure 5.5: Distinct levels in normalized frequencies of arthropod (blue) and vertebrate

(red) class that contribute significantly to their separation are shown in 16 out of 64

tri-nucleotides.
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given the fact that most binding sites tend to cluster together and take place near

TSS [19, 38]. All chunks of gene sequences with length 2000 bp are divided into 20

smaller fragments of length 100 bp each. The 1st DNA fragment starts from upstream

region −1000 to −901. We then searched every fragment for consensus octa-nucleotides

TFBS and filtered the number of occurrences so that only those consensus motifs with

frequency above a threshold value 40 were kept for the analysis.

Our investigation shows that several TFBS motifs have been clustered together

in certain positions of DNA sequences. A number of groups of Sp1 TFBS positioned

from −200 to 100 bp and TATA box in the upstream region from −100 to TSS were

identified in cluster VTB1. Indeed, the TATA box, as the most important cis-acting

element for most genes transcribed by RNA polymerase II, is usually centered in the

upstream region between −100 and −30 [4]. Similarly we identified Sp1, ETS, NRF-1,

CpG island TFBS packed within region −400 to TSS in cluster VTB2 (Table 5.1).

The most important thing to point out from analysis of consensus motifs TFBS

is the single occurrence of the TATA box motif in cluster VTB1 and the union of ETS,

NRF-1, CpG in cluster VTB2. Firstly, although the TATA box is commonly found

in most eukaryotic genes, it is absent in some genes, particularly housekeeping genes

expressed in all tissues and in some tissue specific genes [12, 34, 53]. This attribute has

been revealed in two independent studies by Fitz et al [19] and Murakami et al [40],

which indicate TATA box association with promoters of tissue-specific genes. In contrast

ETS, NRF-1, CpG motifs are predominantly found in promoters of housekeeping genes
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[19, 35]. Another motif Clus 1: TCTCGCGA, an unknown TFBS which Fitz et al also

pointed out has a strong relationship with promoters of tissue-specific genes, though not

clustered in VTB2, still has very significant occurrence (102 times in total) compared

with VTB1 (12 times in total).

On the other hand, Sp1 is the only motif observed in both clusters. The total

number nevertheless is particularly large in the VTB2 cluster. Sp1, a 105-kDa tran-

scription activator, usually binds with high affinity to promoters that contain CG rich

regions (vertebrate class in this case). It is one of the most frequently found transcription

activators required for the expression of large number regulated genes, and is effectively

conserved in the promoters of most housekeeping genes [14, 15, 30, 46]. The absence of

signature TATA box, the existence of GC rich region, and multiple Sp1 binding sites are

characteristics of housekeeping genes [41, 51, 60]. All of these characteristics are found

in the VTB2 cluster. Comparison of the clustering result with some known housekeeping

genes [17, 28] also showed positive correlations. We are much convinced after search-

ing for gene expression patterns related to ribosomal gene, a typical housekeeping gene

which is essential for general cell function. Examining both clusters; there are 84 en-

tries from ribosomal related gene in cluster VTB2, while only 23 entries are observed in

cluster VTB1.

We attempt to classify the data further by increasing temperature parameter T

till it reaches 0.11 (Figure 5.6 shows the hierarchical organization of cluster break ups).

This is when the number of unclassified points has gone above 38% and the system has
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reached the paramagnetic region. Beyond this temperature all clusters simply disinte-

grate, because strong correlations that characterize members of individual clusters have

disappeared. Since each spin does random flips, we have small spin-spin correlation

functions with neighbors (Gij ≈ 1/q), hence creating many solitary clusters. Between

temperature 0.11 and 0.12 the number of unclassified data in main arthropod cluster

(ATP1) increases drastically, causing this cluster to break up rapidly from 1 into 19

clusters within short temperature range. This phenomenon shows that the arthropod

cluster only has one phase transition from ferromagnetic to paramagnetic and has no

super-paramagnetic region. It merges naturally as single large cluster and therefore

quickly disintegrates into many small grains after reaching a critical temperature. Do-

many et al encounter a similar phenomenon when applying the SPC method to two

simulated datasets generated by uniform and Gaussian distribution. SPC demonstrates

its superiority by not imposing a partition to the data when there are no natural classes

present [10].
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Cluster VTB1

Sp 1

8 CCCGCCCC 91 8 CCCCTCCC 73

8 CCCCGCCC 97 9 CCCGCCCC 154

9 GCCCCGCC 143 9 CGCCCCGC 93

9 CCGCCCCC 76 9 CCCCGCCC 146

9 CCGCCCCG 86 9 CCGCCGCC 41

10 GCCGCCGC 85 10 CCGCCGCC 86

TATA

9 CTATAAAA 48 9 GTATAAAA 54

9 TATAAAAG 71

Cluster VTB2

Sp 1

6 CCCGCCCC 78 7 CCCGCCCC 117

7 CCGCCCCC 69 7 GCCCCGCC 101

7 CCCCGCCC 141 8 CCCGCCCC 277

8 CCGCCCCC 151 8 CCGCCCCT 98

8 GCCCCGCC 205 8 CGCCCCGC 109

8 CCGCCCCG 105 8 CCCCGCCT 72

8 GGCCCCGC 108 8 CCCCTCCC 100

8 CGCCCCCT 75 8 CGCCCCCG 74

8 CCCCGCCC 255 9 CCCGCCCC 361

9 CCCGCCCT 70 9 CCGCCCCC 192

9 GCCGCCGC 134 9 CCGCCCCT 141

9 CGCCCCGC 159 9 CCCCGCCT 103

9 CCGCCCCG 157 9 CGCCGCCC 65

9 CCGCCGCC 138 9 TCCGCCCC 75

9 CGCGCCGC 78 9 CCCCGCCC 373

9 CGCCGCGC 79 9 CGCCGCCG 127

9 GCGCCGCC 79 10 GCCGCCGC 226
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10 CCGCCGCT 59 10 CGCCGCCA 94

10 CCGCCGCC 241 10 CGCCGCCG 156

11 CCCGCCCC 72 11 CCCGCCGC 69

11 GCCGCCGC 104 11 CCGCCGCC 106

12 CCCGCCCC 87 12 GCCGCCGC 79

12 GCCCCGCC 64 12 CCGCCCCC 67

12 CCCGCCCC 73 12 CCCGCCCC 62

ETS

9 GCCGGAAG 89 9 CCCGGAAG 62

9 CCGGAAGC 83 9 CGGAAGTG 81

9 CCGGAAGT 99

NRF-1

9 CGCCTGCG 90 9 GCCTGCGC 94

9 GCGCCTGC 83

CpG

9 GCGCGCGC 56

Table 5.1: Comparison of TFBS motif occurrences within two vertebrate clusters. Start

from left most column, it represents position of n-th DNA fragment which starts from

−1000 to −901, its motif, and the total number of times the motif occur.
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5.2.3 Details of Clustering

Cluster HSV-1

With size 29 this cluster is completely formed by DNA sequences from human viral

genome HSV-1, the pathogen that causes cold sores disease. The genes consist of se-

quences which are involved during the lytic cycle of HSV-1 infection from immediate

early (alpha), delayed early (beta), intermediate late (beta/gamma), and late phases

(gamma).

Cluster EBV

It comprises of 22 members from EBV viral genes. The EBV virus, which also falls

under the herpesvirus family, has two types of genome that express proteins in either

the productive lytic or the latent cycle of infection. During latent infection only a few

viral genes are expressed [36]. As a result, the number of genes established in latent

infection are much smaller (3 genes) instead those in lytic phases (19 genes).

Cluster VTB1

This cluster consists of DNA sequences from different species such as Gallus gallus

(chicken) , Mus musculus (house mouse), Rattus norvegicus (rat), and Homo sapiens

(human). The sequences can be categorized into: a.) small nuclear RNA, b.) structural

protein, c.) storage, transport proteins and apoproteins, d.) enzymes, e.) hormones,

growth factors, regulatory proteins, f.) proteins related to stress, antibody or pathogen
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defense, g.) all transposable elements and retroviruses, especially for long terminal

repeats, h.) all human viral genes from adenoviruses, and. i.) a small number of un-

classified chromosomal genes with various functions. The rest (≈4%) are chromosomal

genes regulating synthesis of structural proteins, storage and transport proteins, en-

zymes, antibodies, and hormones from misclassified arthropods.

Cluster VTB2

This cluster has many genes involved in basic functions needed for the sustenance of

the cell. About 99% of the genes come from human. The sequences are dominated by

unclassified function chromosomal genes, which cover a total of 1293 entries or approxi-

mately 92% of cluster density. Some of their functions which are constitutively expressed

include those associated with ribosomal protein, apolipoproteins, molecules transport,

molecules binding, different families of globin, hypothetical protein, inhibitors, protease,

and zinc-finger protein.

Cluster ATP1

This is the main cluster of the arthropod class, with almost 100% of the clusters members

formed by DNA sequences from fruit fly (Drosophila) families. It has similar structure

composition in gene expression function as VTB1 and VTB2 such as structural proteins,

storage and transport protein, enzymes, hormones and growth factor, and unclassified

function chromosomal genes. The members have combinations of a huge number of

genes for general metabolism and a fair amount of genes for specific functionality.
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Cluster ATP2

This cluster contains mostly DNA sequences from fruit fly (Drosophila melanogaster).

It has 110 sequences of unclassified function, with diverse functionality such as those

responsible for synthesis of histone, protein kinase, serine/threonine, and hypothetical

protein. Others include genes regulating oxidoreductase in both adult and larva forms

of the fruit fly; a type of alcohol dehydrogenase protein useful for catalysis of oxidation-

reduction. These genes are absent in the main arthropod cluster and explain the reason

behind ATP2 separation from the ATP1 cluster.
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Chapter 6

Conclusion

In this work, we performed clustering with Super Paramagnetic Clustering (SPC), a

novel clustering algorithm based on physical properties of an inhomogeneous granular

ferromagnet. This method utilizes Swendsen-Wang cluster Monte Carlo simulations to

distinguish clusters by measuring pairs of correlation function from different resolutions.

The method is first tested on the Iris data and reliability of the method is

confirmed. We obtained three clusters from the simulation; each cluster corresponds to

one of three distinct specimens of Iris flower (Setosa, Virginica, and Versicolor). The

SPC correctly classified around 95% of the data with small error.

The main problem is to mine the correlated behavior of gene sequences. Ap-

plying SPC to 4541 DNA sequences containing active promoter regions from vertebrate

and arthropod classes (including their viral genes), we manage to find high associations

in terms of gene function and classes division in the revealed clusters that shows the
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success rate of this method. From the simulation result, two strongly separated clusters

of human viral genes corresponding to the Epstein-Barr virus and the Herpes Simplex

virus type 1 were revealed. In addition, vertebrate and arthropod sequences were suc-

cessfully separated into two different classes with merely 9.25% of arthropod sequences

being misclassified. By tuning a clustering parameter, Super Paramagnetic Clustering

managed to classify vertebrate class even further into two major clusters, from where a

number of housekeeping genes and tissue-specific genes were found respectively. The in-

dications came from observation of gene expression function and consensus transcription

factors which were found grouped together in specific positions of the DNA sequences.

6.1 Future Directions

• Due to limited number of gene sequences of certain class, we used only two dif-

ferent types of DNA sequences, arthropod and vertebrate class. In future work,

more sequences may be included in the dataset as long as the number is sufficient

to represent a particular class. A better performance could be achieved by modi-

fying the way features being measured. Some statistical technique such as feature

selection or weighting can be applied based on the importance of the features.

• We also did some test of SPC for certain families of protein on another learning

method called semi-supervised learning. The idea of semi-supervised is to incorpo-

rate a working set of unlabelled data (unsupervised) and a training set of labeled
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data (supervised) to obtain better clustering with limited supervision. The output

unlabeled data that is being clustered together by SPC is combined with labeled

data and processed with support vector machine. Initial result was promising with

accuracy 87.29% for sensitivity and 89.13% for specificity.

• Implementation wise, to speed up the performance of SPC method, it has been

proposed that initial configuration of Potts spin at Tn+1 follow the last configu-

ration at Tn. We did not implement this technique in our main code, instead for

every new sampled temperature T , we randomly generate a new spin configuration

and discard about 10% of initial data before we start collecting statistical sample.
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Appendix

The SPC algorithm is implemented in C language and divided into two parts. First

part of the program “nbors.c” is straightforward. It reads data from a file and finds the

list of neighbors based on user specified input. (e.g number of mutual-neighbors K and

whether edges from Minimum Spanning Tree (MST) are imposed). If edges from MST

are included, Kruskal algorithm is used to find a connected graph. Its edges are then

added to initial list of mutual neighbors. The program then writes the list of neighbors

in a separate output file.

The main part of SPC algorithm is executed in “SPC.c”. From first output file,

we have a list of neighbors for each data point. From here the interaction strength can

be directly calculated and Monte Carlo simulation with Swendsen-Wang algorithm is

initiated. To identify SW and final clusters, we implement Hoshen-Kopelman algorithm

for assigning label to connected subgraphs.
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/*****************************************************************/

/* Written by : Sugiarto Radjiman */

/* File name : nbors.c */

/* Project : Super Paramagnetic Clustering */

/* Function : Find List of Neighbors */

/*****************************************************************/

#include <stdio.h>

#include <stddef.h>

#include <stdlib.h>

#include <math.h>

#include "nrutil.h"

#include "nrutil.c"

#include "quicksort.c"

#define N 150 // # of Vectors

#define DM 4 // # of Dimensions

#define K 5 // # of Mutual Neighbor

#define H 50 // # of Additional List for Neighbors

int sort; // Sort Neighbors List

int mst ; // Include Neighboring Points from MST

int R; // Buffer for MST

int interval; // Distance Interval Division

void find_neighbors(double **data, int **nbors);

void MST(int *idx1, int *idx2, double th_d, double th_u, double max_dist,

double **data, int *graph, double *dist, int *mark, int **idx,

int **edge);

main(void)

{

int i, j, k, idx,

**nbors;

double mindist, maxdist,

**data, *temp;

FILE *fp1, *fp2;
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sort = 0;

mst = 1;

R = 1000;

interval = 50;

/* READ DATA FROM FILE

=================== */

data = dmatrix(1,N,1,DM);

fp1 = fopen("irisN.dat","r");

if(fp1 == NULL){

printf("Unable to open file for reading\n");

exit(1);

}

i = 1; j=1;

while(fscanf(fp1,"%lf ", &data[i][j])!=EOF){

j++;

if(j==DM+1){

i++;

j = 1;

}

}

fclose(fp1);

/* FIND NEIGHBORS

=============== */

nbors = imatrix(1,N,1,K+H);

for(i=1; i<=N; i++){

for(j=1; j<=K+H; j++){

nbors[i][j] = 0;

}

}

find_neighbors(data, nbors);

printf("Find Neighbors Complete\n");

/* SORT NEIGHBORS

=============== */

temp = dvector(1,K+H);

for(i=1; i<=N; i++){

for(j=1; j<=K+H; j++){

temp[j] = nbors[i][j];
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nbors[i][j] = 0;

}

if(sort==0){ // Neighbors Not Sorted

idx = 1;

for(j=1; j<=K+H; j++){

if(temp[j]!=0){

nbors[i][idx] = temp[j];

idx++;

}

}

}

if(sort==1){ // Neighbors Sorted

quicksort(K+H,temp);

for(j=1; j<=K+H; j++){

if(temp[j]!=0)

break;

}

idx = 1;

for(k=j; k<=K+H; k++){

nbors[i][idx] = (int) temp[k];

idx++;

}

for(k=idx; k<=K+H; k++){

nbors[i][k] = 0;

}

}

}

free_dvector(temp,1,K+H);

/* WRITE RESULT TO FILE

==================== */

k = K;

for(i=1; i<=N; i++){

for(j=K+1; j<=K+H; j++){

if(nbors[i][j]==0 && j>k){

k = j-1;

break;

}
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if(nbors[i][j]==0 && j<k){

break;

}

}

}

printf("MAX # of Neighbors is %d\n", k);

fp2 = fopen("nbors_irisN.dat","w");

for(i=1; i<=N; i++){

for(j=1; j<=k; j++){

fprintf(fp2, "%d ", nbors[i][j]);

}

fprintf(fp2, "\n");

}

fclose(fp2);

}

void find_neighbors(double **data, int **nbors)

{

int i, j, ii, jj, m, n, k,

*idx1, *idx2, *graph, *vtx, *mark, *elist, **edge, **idx;

double sum, th_d, th_u, inc, max_dist, temp,

*dist;

dist = dvector(1,N);

vtx = ivector(1,N);

for(i=1; i<=N; i++){

dist[i] = 0.0;

vtx[i] = 0;

}

sum = max_dist = 0.0; // Find K-Nearest Neighbors

for(i=1; i<=N; i++){

temp = 0.0;

for(j=1; j<=N; j++){

for(k=1; k<=DM; k++){

sum += (data[i][k]-data[j][k])*(data[i][k]-data[j][k]);
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}

dist[j] = sqrt(sum);

if(dist[j] > max_dist){

max_dist = dist[j];

}

vtx[j] = j;

sum = 0.0;

}

quicksort2(N, dist, vtx);

if(vtx[1]!=i){

for(j=2; j<=N; j++){

if(vtx[j]==i){

temp = vtx[1];

vtx[1] = vtx[j];

vtx[j] = temp;

break;

}

}

}

for(j=1; j<=K; j++)

nbors[i][j] = vtx[j+1];

}

printf("Max distance = %f\n", max_dist);

free_dvector(dist,1,N);

free_ivector(vtx, 1,N);

for(i=1; i<=N; i++){ // Find K-Mutual Neighbors

for(j=1; j<=K; j++){

m = nbors[i][j];

for(k=1; k<=K; k++){

if(i==nbors[m][k]){

break;

}

}

if(k==K+1){

nbors[i][j] = 0;
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}

}

}

if(mst == 1){

graph = ivector(1,N); // Find Minimum Spanning Tree

dist = dvector(1,R); // w/ Kruskal’s Algorithm

mark = ivector(1,R);

elist = ivector(1,N);

idx1 = ivector(1,1);

idx2 = ivector(1,1);

idx = imatrix(1,2,1,R);

edge = imatrix(1,2,1,N-1);

printf("Memmory Allocation Complete\n");

for(i=1; i<=N-1; i++){

graph[i] = 0;

elist[i] = 0;

edge[1][i] = 0;

edge[2][i] = 0;

}

graph[N] = 0;

elist[N] = 0;

inc = max_dist/(double) interval;

printf("inc = %f\n", inc);

idx1[1] = idx2[1] = 1;

for(k=1; k<=interval; k++){

m = 0;

th_d = inc*(k-1);

th_u = inc*k;

MST(idx1, idx2, th_d, th_u, max_dist, data, graph, dist,

mark, idx, edge);

printf("# Cluster Idx = %d # Edges = %d\n", idx1[1], idx2[1]-1);

printf("MST %d complete \n\n", k);

for(i=1; i<=N; i++){

if(graph[i]!=1){

m++;

}
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}

printf("Unconnected = %d data\n",m);

if(m==0){ // Graph are Connected (MST Found)

printf("Connected Graph Found\n");

break;

}

}

free_ivector(graph,1,N);

free_dvector(dist,1,R);

printf("idx2 = %d N-1 = %d\n", idx2[1], N-1);

for(i=1; i<=N; i++){ // Find Empty Place in Array nbors

for(j=1; j<=K+H; j++){

if(nbors[i][j]==0){

elist[i] = j;

break;

}

}

}

for(i=1; i<=N-1; i++){ // Update List of Neighbors

m = edge[1][i];

n = edge[2][i];

for(j=1; j<=K+H; j++){

if(nbors[m][j]==n){ // Neighbors in The List

break;

}

}

if(j==K+H+1){ // Neighbors not in The List

ii = elist[m];

nbors[m][ii] = n;

for(k=ii+1; k<=K+H; k++){

if(nbors[m][k]==0){

elist[m] = k;

break;

}

}

if(k==K+H+1){

printf("Set larger array for neighbors !\n");
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exit(1);

}

jj = elist[n];

nbors[n][jj] = m;

for(k=jj+1; k<=K+H; k++){

if(nbors[n][k]==0){

elist[n] = k;

break;

}

}

if(k==K+H+1){

printf("Set larger array for neighbors !\n");

exit(1);

}

}

}

free_ivector(mark,1,R);

free_imatrix(idx,1,2,1,R);

free_imatrix(edge,1,2,1,N-1);

}

}

void MST(int *idx1, int *idx2, double th_d, double th_u, double max_dist,

double **data, int *graph, double *dist, int *mark, int **idx,

int **edge)

{

int i, j, k, m, ii, jj, I, J,

set, min;

double sum, temp;

for(i=1; i<=R; i++){

mark[i] = i;

dist[i] = 0.0;

idx[1][i] = 0;

idx[2][i] = 0;

}
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m = 1;

sum = temp = 0.0;

printf("Cluster Idx = %d # Edges = %d\n", idx1[1], idx2[1]-1);

for(i=1; i<=N; i++){

for(j=i; j<=N; j++){

for(k=1; k<=DM; k++){

sum += (data[i][k]-data[j][k])*(data[i][k]-data[j][k]);

}

temp = sqrt(sum);

sum = 0.0;

if(temp>=th_d && temp<th_u && i!=j){

dist[m] = temp;

idx[1][m] = i;

idx[2][m] = j;

m++;

}

}

if(m > R) break;

}

printf("Buffer = %d R = %d\n", m, R);

printf("th_d = %f th_u = %f\n", th_d, th_u);

if(m > R){

printf("Use Larger Array or Decrease Threshold Increament\n");

exit(1);

}

for(i=m; i<=R; i++)

dist[i] = max_dist;

quicksort2(R, dist, mark);

for(i=1; i<=m-1; i++){

ii = idx[1][mark[i]];

jj = idx[2][mark[i]];

if(graph[ii]==0 && graph[jj]==0){

graph[ii] = idx1[1];

graph[jj] = idx1[1];

edge[1][idx2[1]] = ii;

edge[2][idx2[1]] = jj;
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idx1[1]++;

idx2[1]++;

}

else if(graph[ii]==0 && graph[jj]!=0){

graph[ii] = graph[jj];

edge[1][idx2[1]] = ii;

edge[2][idx2[1]] = jj;

idx2[1]++;

}

else if(graph[ii]!=0 && graph[jj]==0){

graph[jj] = graph[ii];

edge[1][idx2[1]] = ii;

edge[2][idx2[1]] = jj;

idx2[1]++;

}

else if(graph[ii]!=graph[jj]){

if(graph[ii] > graph[jj]){

min = graph[jj];

set = graph[ii];

}

else{

min = graph[ii];

set = graph[jj];

}

for(j=1; j<=N; j++){

if(graph[j]==set)

graph[j] = min;

}

edge[1][idx2[1]] = ii;

edge[2][idx2[1]] = jj;

idx2[1]++;

}

else{

continue;

}

}

}
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/*****************************************************************/

/* Written by : Sugiarto Radjiman */

/* File name : SPC.c */

/* Project : Super Paramagnetic Clustering */

/* Function : 1. MC Simulation w/ SW algorithm */

/* 2. Measurement of Thermodynamics Quantities */

/* 3. Clustering Data */

/*****************************************************************/

#include <stdio.h>

#include <stddef.h>

#include <stdlib.h>

#include <time.h>

#include <math.h>

#include "nrutil.h"

#include "nrutil.c"

#include "quicksort.c"

#define N 150 // # of vectors

#define DM 4 // # of dimensions

#define NB 6 // # of MAX Neighbors

#define B 5 // # of Biggest Clusters

#define S 100 // # of Total simulation (w/ different T)

#define M 500000 // # of Monte Carlo simulation

#define D 100000 // # of discarded simulation

#define EPS 1.0e-300

int q;

double T, T0, Tmax, Tinc, th;

void interaction_matrix(int **nbors, double **J, double **dist, double **data);

double SW(int q, double T,

int **nbors, int **bond, int *cluster, double **J, double **G);

int HK(int *cluster, int **nbors, int **bond);

int final_cluster(int k, int q, double th,

int **nbors, int **bond, int *cluster, int **cluster_data, double **G);

void find_ClusterSize(int k, int *cluster, int *fcluster, int **cluster_size);

80



main(void)

{

int i, j, k, m, seed, idx,

*cluster, *fcluster, **bond, **cluster_size, **cluster_data, **nbors;

double **data, **dist, **J, **G, *G_max, *X, *temp;

FILE *fp1, *fp2, *fp3, *fp4;

/* PARAMETER

========= */

q = 20; // # of different Potts State Variable

T0 = EPS; // Starting Temperature

Tmax = 0.07; // Highest Temperature

Tinc = (Tmax-T0)/S; // Temperature Increament

th = 0.5; // Threshold Value

/* READ DATA FROM FILE

=================== */

data = dmatrix(1,N,1,DM);

fp1 = fopen("irisN.dat","r");

if(fp1 == NULL){

printf("Unable to open file for reading\n");

exit(1);

}

i = 1; j=1;

while(fscanf(fp1,"%lf ", &data[i][j])!=EOF){

j++;

if(j==DM+1){

i++;

j = 1;

}

}

fclose(fp1);

printf("Reading Data File Complete\n");
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nbors = imatrix(1,N,1,NB);

fp1 = fopen("nbors_irisN.dat","r");

if(fp1 == NULL){

printf("Unable to open file for reading\n");

exit(1);

}

i = 1; j=1;

while(fscanf(fp1,"%d ", &nbors[i][j])!=EOF){

j++;

if(j==NB+1){

i++;

j = 1;

}

}

fclose(fp1);

printf("Reading Neighbor List File Complete\n");

/* CALCULATE INTERACTION MATRIX J

============================== */

dist = dmatrix(1,N,1,NB);

J = dmatrix(1,N,1,NB);

interaction_matrix(nbors, J, dist, data);

free_dmatrix(data ,1,N,1,DM);

free_dmatrix(dist ,1,N,1,NB);

printf("Calculate Interaction Matrix Complete\n\n");

X = dvector(1,S+1);

fcluster = ivector(1,S+1);

cluster = ivector(1,N);

G = dmatrix(1,N,1,NB);

bond = imatrix(1,N,1,NB);

cluster_size = imatrix(1,S+1,1,B);

cluster_data = imatrix(1,N,1,S+1);

//srand48((unsigned int) time (NULL));

//printf("seed = %d\n", (unsigned int) time (NULL));
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seed = 1083354197;

srand48(seed);

for(k=1; k<=S+1; k++){

/* CLUSTERING ALGORITHM

==================== */

T = T0 + Tinc*(k-1);

X[k] = SW(q, T, nbors, bond, cluster, J, G);

printf("T = %f X[%d] = %f\n", T, k, X[k]);

/* FINAL DATA CLUSTERS

=================== */

fcluster[k] = final_cluster(k, q, th, nbors, bond, cluster,

cluster_data, G);

printf("# of clusters[%d] = %d\n", k, fcluster[k]);

/* FIND BIGGEST CLUSTERS

===================== */

find_ClusterSize(k, cluster, fcluster, cluster_size);

}

/* WRITE RESULT TO FILE

==================== */

fp2 = fopen("data_irisN.dat","w");

for(i=1; i<=S+1; i++){

fprintf(fp2, "%f %f %d ", T0 + Tinc*(i-1), X[i], fcluster[i]);

for(j=1; j<=B; j++){

fprintf(fp2, "%d ", cluster_size[i][j]);

}

fprintf(fp2, "\n");

}

fclose(fp2);

fp3 = fopen("cluster_irisN.dat","w");

for(i=1; i<=N; i++){
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for(j=1; j<=S+1; j++){

fprintf(fp3, "%d ", cluster_data[i][j]);

}

fprintf(fp3, "\n");

}

fclose(fp3);

/*fp4 = fopen("G.dat","w");

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

fprintf(fp4, "%f ", G[i][j]);

}

fprintf(fp4, "\n");

}

fclose(fp4);*/

}

void interaction_matrix(int **nbors, double **J, double **dist, double **data)

{

int i, j, k, m, n, num_nbors;

double sum, temp, K_hat, a,

sum_dist, min_dist, max_dist, Jmin, Jmax, Jmean;

num_nbors = 0.0;

sum_dist = 0.0;

max_dist = Jmax = 0.0;

min_dist = Jmin = 100.0;

Jmean = 0.0;

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

dist[i][j] = 0.0;

J[i][j] = 0.0;

}

}
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for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

if(nbors[i][j]!=0){

sum = 0.0;

num_nbors++;

n = nbors[i][j];

for(k=1; k<=DM; k++){

sum += (data[i][k]-data[n][k])*(data[i][k]-data[n][k]);

}

dist[i][j] = sqrt(sum);

sum_dist += dist[i][j];

if(dist[i][j] < min_dist)

min_dist = dist[i][j];

if(dist[i][j] > max_dist)

max_dist = dist[i][j];

}

}

}

K_hat = (double) num_nbors/N; // Average # of Neighbors

a = (double) sum_dist/num_nbors; // Average distances of

// neighboring points

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

if(nbors[i][j]==0){

J[i][j] = 0.0;

}

else{

J[i][j] = 1/K_hat*exp(-dist[i][j]*dist[i][j]/(2*a*a));

Jmean += J[i][j];

if(J[i][j]<Jmin)

Jmin = J[i][j];

if(J[i][j]>Jmax)

Jmax = J[i][j];

}

}

}

Jmean = Jmean/num_nbors;

printf("Total # Neighbors = %d\n", num_nbors);

printf("Total # Interactions = %d\n", num_nbors/2);

printf("Sum Distance = %f\n", sum_dist);
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printf("a = %f K_hat = %f \n",a, K_hat);

printf("Min Dist = %e\n", min_dist);

printf("Max Dist = %f\n", max_dist);

printf("Jmin = %e\n",Jmin);

printf("Jmax = %f\n",Jmax);

printf("Jmean = %f\n",Jmean);

}

double SW(int q, double T,

int **nbors, int **bond, int *cluster, double **J, double **G)

{

int i, j, k, n, kk, kkmax, idx, itr, ns,

Nmax, num_cluster, avg_cluster,

*s, *Ns;

double p, m, m_mean1, m_mean2, **C;

s = ivector(1,N);

Ns = ivector(1,q);

C = dmatrix(1,N,1,NB);

m = p = 0.0;

m_mean1 = m_mean2 = 0.0;

num_cluster = avg_cluster = 0;

for(i=1; i<=N; i++){ // Initial Spin Variable

for(j=1; j<=NB; j++){

C[i][j] = 0.0;

G[i][j] = 0.0;

bond[i][j] = 0;

}

s[i] = drand48()*q + 1;

}

//=========================================
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itr = 0;

kk = 1;

kkmax = M-D+1;

for(; ;){

if(kk==kkmax) break;

for(i=1; i<=N; i++){ // Bond exist with certain probability

for(j=1; j<=NB; j++){ // for neighbors with same state Potts

bond[i][j] = 0; // variable

}

}

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

if(nbors[i][j]==0){

break;

}

n = nbors[i][j];

if(s[i]==s[n] && i<n){

p = 1-exp(-J[i][j]/T);

if(drand48()<=p){

bond[i][j] = 1;

for(k=1; k<=NB; k++){

if(nbors[n][k]==i){

bond[n][k] = 1;

break;

}

}

}

}

}

}

num_cluster = HK(cluster, nbors, bond); // Labelling Cluster

for(i=1; i<=N; i++) // Assign New Spin Value

s[i] = 0;

for(i=1; i<=N; i++){

if(s[i] == 0){

s[i] = drand48()*q + 1;

for(j=i+1; j<=N; j++){

if(cluster[j] == cluster[i])
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s[j] = s[i];

}

}

}

itr += 1;

if(itr > D){

kk++;

Nmax = 0; // Calculate Magnetization Value

for(i=1; i<=q; i++)

Ns[i] = 0;

for(i=1; i<=N; i++)

Ns[s[i]]++;

for(i=1; i<=q; i++){

if(Ns[i] > Nmax)

Nmax = Ns[i];

}

m = (double) (q*Nmax-N)/((q-1)*N);

m_mean1 += m;

m_mean2 += m*m;

avg_cluster += num_cluster;

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

n = nbors[i][j];

if(n==0){

break;

}

if(cluster[i] == cluster[n]){

C[i][j] += 1.0;

}

}

}

}

}

// ===========================================

88



m_mean1 = m_mean1/(M-D);

m_mean2 = m_mean2/(M-D);

printf("avg_cluster = %d\n", avg_cluster);

avg_cluster = avg_cluster/(M-D);

printf("<m> = %f\n", m_mean1);

printf("<m2> = %f\n", m_mean2);

printf("Average # of SW clusters = %d\n", avg_cluster);

for(i=1; i<=N; i++){ // Calculate Spin Correlation Function

for(j=1; j<=NB; j++){

C[i][j] = C[i][j]/(M-D);

G[i][j] = ((q-1) * C[i][j] + 1) / q;

}

}

free_ivector(s,1,N);

free_ivector(Ns,1,q);

free_dmatrix(C,1,N,1,NB);

return (m_mean2-m_mean1*m_mean1);

}

int HK(int *cluster, int **nbors, int **bond)

{

int i, j, n, ns, idx, ncluster,

*stack;

stack = ivector(1,N);

for(i=1; i<=N; i++){

stack[i] = 0;

cluster[i] = 0;

}

ncluster = 0;

for(i=1; i<=N; i++){

if(cluster[i]==0){ // Point i not labeled

ns = 1; // Stack Index
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ncluster++;

cluster[i] = ncluster;

stack[ns] = i;

while(ns >=1){

idx = stack[ns];

ns--;

for(j=1; j<=NB; j++){

n = nbors[idx][j];

if(n!=0 && bond[idx][j]==1 && cluster[n]==0){

cluster[n] = ncluster;

ns++;

stack[ns] = n;

}

}

}

}

}

free_ivector(stack,1,N);

return ncluster;

}

int final_cluster(int k, int q, double th,

int **nbors, int **bond, int *cluster, int **cluster_data, double **G)

{

int i, j, m, n, ii, jj, num_cluster;

double *Gmax;

Gmax = dvector(1,N);

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

bond[i][j] = 0;

}

Gmax[i] = 0.0;

cluster[i] = 0;
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cluster_data[i][k] = 0;

}

for(i=1; i<=N; i++){

for(j=1; j<=NB; j++){

if(nbors[i][j]==0){

break;

}

if(G[i][j] >= th){

bond[i][j] = 1;

n = nbors[i][j];

for(m=1; m<=NB; m++){

if(nbors[n][m]==i){

bond[n][m] = 1;

break;

}

}

}

if(G[i][j] > Gmax[i]){

Gmax[i] = G[i][j];

ii = j;

jj = nbors[i][j];

}

}

if(Gmax[i] > (double)1/q){

bond[i][ii] = 1;

for(m=1; m<=NB; m++){

if(nbors[jj][m]==i){

bond[jj][m] = 1;

break;

}

}

}

}

num_cluster = HK(cluster, nbors, bond);

for(i=1; i<=N; i++){

cluster_data[i][k] = cluster[i];

}

return num_cluster;
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}

void find_ClusterSize(int k, int *cluster, int *fcluster, int **cluster_size)

{

int i, j;

double *temp;

for(i=1; i<=B; i++) // Find the Size of "B" Biggest

cluster_size[k][i] = 0; // Clusters

if(fcluster[k]==1){

cluster_size[k][1] = N;

for(i=2; i<=B; i++)

cluster_size[k][i] = 0;

}

else{

temp = dvector(1,fcluster[k]);

for(i=1; i<=fcluster[k]; i++)

temp[i] = 0.0;

for(i=1; i<=N; i++)

temp[cluster[i]] ++;

quicksort(fcluster[k], temp);

j = (fcluster[k]) > B ? B : fcluster[k];

for(i=1; i<=j; i++)

cluster_size[k][i] = (int) temp[fcluster[k]+1-i];

}

for(i=1; i<=B; i++)

printf("cluster_size[%d][%d] = %d\n",k,i,cluster_size[k][i]);

printf("\n");

}
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