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Abstract 

 

Name:   Zhou Kai Hong 
Degree:       M.Eng 
Department:   Electrical & Computer Engineering 
Thesis Title: Modeling and Characterization of the Quantum Dot Floating Gate 

Flash Memory 
 

Abstract: 
 

This thesis discusses the physics, modeling and design issues of the nanoscale 

quantum dot flash memory. The characteristics of the flash memory device with one 

quantum dot floating gate are predicted successfully for the purpose of design. The 

advantages and applicability of emerging dielectric and quantum dot materials are 

demonstrated and quantified using simulation for the first time.  

The characterization of the quantum dot floating gate flash memory is investigated 

by a self-consistent solution of Schrödinger- Poisson equation. The tunneling current 

of the flash memory is calculated by a semi-classical WKB approximation. The 

programming and retention times are evaluated to the scalability of the tunnel oxide. 

Studies are further extended to the applicability and advantages of high-k dielectrics, 

including HfO2 and HfAlO. The impact of Ge and SiGe quantum dot on the retention 

time of the flash memory is also studied. This research work gives a comprehensive 

and detailed simulation of the quantum dot flash memory device with emerging 

materials. Based on this quantum modelling, ideal quantum dot flash memory device 

is finally proposed. 
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Chapter 1 

Introduction 
 

1.1 Overview 

 

In the late 60’s, solid-state nonvolatile memory devices were first introduced and their 

commercial development followed quickly. As a nonvolatile memory device, the flash 

memory has many ideal memory characteristics and is consequently considered as a 

driver for the semiconductor industry in the next decade. The statistic shows that the 

worldwide market for semiconductor memory was valued at nearly $47 billion in 

2002, and expected to cross $86 billion by 2007[1]. Although there is a huge 

commercial success，conventional floating gate flash memory devices are facing their 

scaling limitation, that is, it is becoming increasingly difficult to shrink flash memory 

chips. Indeed, electrons begin to leak out of an ultra thin tunnel oxide weak spot, 

leading to data corruption or loss. 

 

In order to overcome the scaling problem to improve the memory characteristics, 

nanocrystal-based memories have been proposed [5]. It is believed that they could 

potentially become an evolutionary replacement of conventional polycrystalline 

floating gate flash memories. These new memory devices have been experimentally 

demonstrated and shown excellent memory performance and high scalability. In many 

laboratories, the quantum dot or nanocrystal based flash memory is rapidly 
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approaching length scales of less than 10 nm, in order to yield a higher packing 

intensity and a faster circuit speed.  

 

As the size of the quantum dot flash memory is continually scaled down to nanometer 

regime, many important physical phenomena, especially quantum mechanical effects, 

play important role and become significant[2,4]. For example, the quantum effects 

become significant as the confinement of electrons becomes stronger within a 

nanoscale device [4]. Furthermore, in order to optimize the memory characteristics at 

low voltage, in recent years, high-k dielectrics and metal quantum dot were proposed 

to replace SiO2 and Si, respectively[10,20]. Hence, their performance in the flash 

memory needs to be explored and studied carefully as well with such new materials.  

 

In this context, fundamental physics poses stringent challenges and difficulties on the 

traditional theoretical simulation. In the traditional simulator, it becomes difficult to 

describe and analyse these quantum phenomena which occur in small nanoscale 

dimensions, such as quantum effects, single electron effects and F-N/direct tunneling 

in high-k dielectrics.  

 

For this reason, in this thesis, a device simulation model using new theory and 

approaches is proposed to allow a comprehensive understanding of the memory 

characteristics of the flash memory with various new materials. In this research work, 

we developed a new TCAD (technology computer aided design) tool to accomplish 
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the task of understanding the device physics, designing flash memory devices, and 

predicting their performance limits. The results of modeling and characterization of 

the single Si/SiGe/Ge quantum dot floating gate flash memory device with SiO2, HfO2 

and HfAlO as dielectrics will make up this thesis. 

 

1.2 Objectives 

 

The aims of this research work are to develop a simulation tool to study the quantum 

dot flash memory device and implement the appropriate physical methodologies in 

device modeling. The simulation tool developed investigates characteristics of 

programming and retention phenomena of flash memories and explores the effect of 

new dielectric materials on the memory performance. The impact of the dot size of Si 

and Ge quantum dot on the retention characteristic of memory device is studied and 

discussed. 

 

1.3 Scope 

 

This work mainly focuses on developing a simulation tool to construct an optimized 

quantum dot flash memory structure, including the study of electrons charging 

phenomena of the quantum dot, addressing programming/retention properties, and 

investigating various alternative high-k dielectrics, such as HfO2 and HfAlO. The 

Coulomb Blockade is considered using an approximate method. Both the Si and Ge 
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quantum dots with different dot size are considered and their performance, in 

particular, programming and retention are examined. The self-consistent solution of 

the Poisson-Schrödinger equation and a modified WKB approximation are adopted in 

developing the simulation tool. 

 

Chapter 2 gives a brief review about the current research progress and development in 

the study of quantum dot flash memories. It serves as a background introduction to 

this work, in which essential concepts and the vital methodology are elaborated. The 

new proposed materials and their applications in the flash memory device are also 

introduced. 

 

Chapter 3 is devoted to the theory and methodology implemented in this simulation 

model. The main physical model, theory and methodology are described and 

explained. The method of solving Schrödinger and Poisson equations self-consistently 

is described. Various numerical techniques used in developing this simulator, such as 

Poisson equation boundary conditions and mode-space method, are explained. The 

semi-classical analytical WKB approximation used in the calculation of gate current is 

also described. Finally, the way to estimate the programming and retention times is 

presented. 

 

In chapter 4, the verification of simulation results is presented in order to verify our 

device model. The results are compared and contrasted with published theoretical and 
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experimental data. Good agreement of our results with the reported data is 

demonstrated. The differences between them are discussed and explained as well.  

 

In Chapter 5, we consider the silicon quantum dot flash memory with SiO2 as the 

tunnel dielectric. The developed simulator nanoFM-1.0 is described. Using this 

simulation tool, we examine the performance related characterization of the quantum 

dot flash memory, considering single electron charging effect approximately. The 

tunneling current and the impact of the tunnel oxide thickness on the tunneling current 

are also investigated carefully. The programming and retention characteristics are 

estimated and are used to explore the scalability of the quantum dot flash memory.  

 

In Chapter 6, we model the flash memory with the quantum dot embedded in high-k 

dielectrics and its characteristics are compared to the SiO2 flash memory device. The 

model explores the effect of alternative high-k tunnel dielectrics on the memory 

performance. The advantages of high-k materials, including HfO2 and HfAlO, are 

analysed and their potential of replacing the SiO2 is demonstrated. The efficient 

programming and good retention of the flash memory with high-k dielectrics are 

shown by simulated results.  

 

In Chapter 7, germinum nanocrystal is studied with special attention to the effect of 

trap energy on the retention time. SiGe nanocrystal is considered and the basic 

properties and characteristics are explored. The impact of the trap energy on the 
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retention time is examined using germinum nanocrystal. The effect of dot size on the 

characteristics of flash memory is also discussed briefly. Finally, based on our current 

detailed physical model and through analyzing the results, we propose an optimum 

memory structure which shows close to ideal memory characteristics, if perfect 

materials and interfaces are used.  

 

In Chapter 8, we conclude the work presented in this thesis, and reinforce some of its 

results. Also, some potential directions for future work are suggested. 
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Chapter 2  

Literature Review 
 

2.1 Introduction 

 

This chapter reviews the recent research progress of nonvolatile flash memories, 

including the traditional and innovative memories. The development and applications 

of new materials that can optimize the performance of flash memories are presented. 

An overview to the physical theory and methodology which are implemented for 

describing the new quantum phenomena in innovative memories is given.  

 

Section 2.2 introduces the development of flash memories. Section 2.3 provides a 

brief review of new materials applied in flash memories, including high-k dielectrics 

and Ge nanocrystals. Furthermore, section 2.4 reviews the main physical concepts and 

methodology used in the study of various characteristics of nanocrystal memories. 

Section 2.5 summaries the content of this chapter. 

 

2.2 Nonvolatile Flash Memory 

 

2.2.1 Conventional flash memory 

 

Solid-state memory devices that retain information once the power supply is switched 
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off are called “nonvolatile” memories. There are two most common solutions used to 

store the information in nonvolatile memories: 

(1) in traps which are present in the insulator or at the interface between two dielectric 

and other materials. The most commonly used interface is the silicon oxide/nitride 

interface.  

(2) in a conductive material layer between the gate and the channel, and completely 

surrounded by the insulator. This is called the “floating gate”(FG) device. 

 

The nonvolatile memories based on charge trapping are a very low fraction of the 

total nonvolatile memory production. On the contrary, floating gate flash memories 

form the basis of every modern nonvolatile memory, and are used in particular for 

flash application. The single cell of floating gate memories can be electrically 

programmed, and a large number of cells, called a block, sector or page, are 

electrically erasable at the same time [4]. The word “flash” means that the whole 

memory can be erased at once and the erase time can be very short. 

 

During the early growth stage of the flash memory device industry, a dominant design 

emerged, the so-called continuous floating gate flash memory. In this conventional 

flash memory, the information is stored in a continuous polysilicon layer, called 

floating gate (FG). The floating gate is located between the channel and the 

conventional gate of the FET, surrounded completely by dielectrics. The charge stored 

in the floating gate can be sensed easily because it is directly proportional to the 
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threshold voltage of the FET (Fig.2.1 (a)). When electrons are on the FG, they modify 

the electric filed in the gate region, which modifies the threshold voltage of the 

memory device. Hence, when the memory is read by placing a specific voltage on the 

control, electric field will either flow or not flow, depending on the threshold voltage 

of the memory. This presence or absence of current is sensed and translated into 1 or 

0s, reproducing the stored data. Therefore, the charge stored in the floating gate can 

be sensed easily. The traditional dielectric used in flash memory is silicon dioxide. 

The writing and erasing operations are done by increasing or decreasing the control 

gate voltage. Two standards are used to describe how “good” and reliable is a 

nonvolatile memory. They are: (1) endurance: the capability of maintaining the stored 

information after erase, program, or read cycling, (2) retention: the capability of 

keeping the stored information ever ling time. 

 

Although a huge commercial success, conventional flash memories are confronted 

with challenges. They are: (1) multilevel cell development, (2) cell scaling and scaling 

limitations, (3) low-voltage compatibility, (4) product diversification. (1) and (4) 

mainly come from industry manufacturability consideration. The most prominent one 

today is the limited potential for continued scaling of the device structure and low 

voltage operation.  

 

The scaling limitation primarily stems from the future application requirements in 

terms of densities and performances, in particular the extreme requirements imposed 
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on the tunnel oxide between the FG layer and the silicon substrate. The tunnel oxide 

needs to provide fast, low voltage write/erase operations. In other words, it requires an 

ultrathin tunnel oxide to provide quick and efficient charge transfer to and from the 

floating gate. On the other hand, the tunnel oxide has to allow superior isolation under 

retention and disturbance conditions in order to ensure ten years maintenance of 

stored information (the industry standard). This retention mainly depends on the 

thickness of the tunnel oxide. Due to above conflicting requirements, the conventional 

flash memory has only marginally improved with device scaling, with the 

compromise tunnel oxide thickness of the conventional flash memory ranging from 

9nm-11nm. Although theoretically use of thin oxide is possible, a single weak spot in 

the oxide can adversely affect the retention as all FG charge can leak through spot. 

 

In order to alleviate the scaling limitation of the conventional floating gate flash 

memory, quantum dots flash memory that is not susceptible to weak dielectric spot, is 

proposed as a candidate and aims to replace the conventional flash memory in recent 

years. 

      

            (a)                                 (b) 

Fig.2.1 Schematic representation (a) a conventional floating gate nonvolatile memory 
cell (b) a nanocrystal nonvolatile flash memory cell. ONO=oxide-nitride-oxide layer. 
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2.2.2 Nanocrystal nonvolatile flash memory 

 

The first nanocrystals flash memory was introduced in the 1995[5] (see Fig.2.1 (b) for 

a schematic representation). In a nanocrystals flash memory, the conventional floating 

gate is replaced by a layer of discrete, isolated, nanocrystals or dots, normally made of 

semiconductor materials. The memory is programmed by applying to the gate a 

positive voltage of a few volts that lowers the thin oxide conduction band and 

enhances tunneling of electrons from the substrate to the quantum dot. Electrons get 

trapped in the quantum dot, since further tunneling to the gate is inhibited by the 

thicker top oxide. The information stored in the memory is then simply read by 

measuring the device current using to a gate voltage significantly smaller than that 

used for programming. The memory is erased by applying a negative gate voltage that 

ejects electrons from the nanocrystals into the channel. The VT shift between the 

programmed and erased states is denoted by a quantity known as the “memory 

window”. 

 

Electrons (charges) are confined in discrete 3-D dots instead of the continuous 

polysilicon floating gate. The distributed dots or nanocrystals make the stored charge 

more robust and thus the memory device shows the potential of affording a thinner 

tunnel oxide [6, 7] without sacrificing the retention time. Hence, the quantum dot flash 

memory provides advantages of shorter write-erase times, lower operation voltage and 

longer retention time compared to the conventional flash memory.  
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Also, in conventional flash memories, one weak spot will create a fatal discharge path 

and lose the information stored in the floating gate. The novel discrete and isolated 

dots floating gate layer will not make the memory device prone to failure just because 

of one weak spot. Due to the distributed nature of the charge storage in the 

nanocrystal layer, the nanocrystal flash memory shows good immunity to stress 

induced leakage current and oxide defects. On the other hand, the Coulomb Blockade 

effect in the quantum dot flash memory can enable both the single and multi bits 

storage [22, 23].  Coulomb blockade is based on the charging energy of a small 

capacitor and allows the transport of single electrons. If one electron is stored in the 

nanocrystal, the system will be raised by the electrostatic charging energy Ce 2/2 [56]. 

When electrons are to tunnel into the QD through tunnel oxide, the capacitor must be 

charged. When applied a voltage larger than the threshold voltage, electrons can 

tunnel through tunneling oxide and to the other reservoir. In this case only single 

electron transport occurs. The suppression of the current due to modified field is 

called "Coulomb blockade" [56].  

There are some other advantages for the use of the nanocrystal flash memory. From 

the fabrication process viewpoint, the nanocrystal flash memory devices process adds 

only a few steps to the conventional complementary metal-oxide-semiconductor 

(CMOS) technology, offering a reduced number of masks compared with the 

conventional FG flash memory process. Therefore, it leads to a corresponding 

reduction in cost for system-on-a-chip application employing such devices [8]. The 

nanocrystal memory also allows the use of a shorter channel length and therefore a 
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smaller cell area.  

 

There are several shortcomings as well to these nanocrystal flash memories. An 

important one is the low capacitive coupling between the external control gate and 

nanocrystal floating gate. This weakness results in a somewhat higher voltage 

operation, thus offsetting the benefits of the thinner tunnel oxide thickness. It 

degrades the important parameter, coupling ratio, which is used to optimize the 

performance/reliability tradeoff. 

 

However, generally, the nanocrystal floating gate flash memory device is still a 

promising candidate for replacing the conventional flash memory in future. Both the 

experimental and theoretical studies of the nanocrystal flash memory have been 

explored to demonstrate their advantages in recent years. 

 

2.3 Scaling Limitation of Nanocrystal Memory 

 

2.3.1 Alternative high-k dielectrics 

 

The primary driver behind flash memories is the potential to scale down the tunnel 

oxide thickness, which results in lower operation voltage and fast programming speed. 

However, most recent results, for instance, find reasonable programming efficiency 

with 2.3nm SiO2 tunnel oxide, but lose 25% of its stored charges in several tens of 
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seconds[9]. Because the continuous scaling of the tunnel oxide results in a significant 

degradation in the retention performance, in ITRS 2004, the tunnel oxide thickness of 

4.6nm is considered as a practical limit. As a result, it becomes difficult to improve 

the programming speed(voltage and /or time) and data retention simultaneously, 

because they both rely on the tunneling current through an ultra thin tunnel oxide 

between the floating gate and silicon substrate.  

 

Based on the above discussions, the nanocrystal flash memory device with SiO2 

dielectric is rapidly approaching a point where device fabrication can no longer be 

progressively scaled to a smaller size [10]. In order to overcome this problem, 

alternative materials with dielectric constants ranging from 10-80 are proposed to 

replace the traditional SiO2. It implies that the physical thickness of the dielectric, 

which possesses thinner equivalent oxide thickness(EOT) to maintain electrical 

properties, can be increased.  

 

Using the high-k dielectrics, both lower programming/erasing voltage and better 

retention performance can be achieved. This is due to the smaller conduction band 

offset between Si substrate and high-k dielectrics, and the larger physical thickness of 

high-k dielectrics [11, 12], respectively. When high-k dielectrics are used as a control 

oxide, the control gate coupling ratio can be increased because of smaller EOT of the 

control oxide. Hence, the control gate voltage couples to the tunneling oxide more 

effectively, which provides lower programming voltage and enlarged memory 
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window. Recent experiments and simulations have identified these advantages offered 

by high-k dielectrics in nanocrystal flash memory [11-13].  

 

Many materials have been explored as potential alternative gate dielectric candidates 

for flash memory devices. The most commonly studied high-k gate dielectric 

candidates are SrTiO3, Ta2O5, Al2O3 and HfO2.  

 

It is important to distinguish between the requirements for memory and transistor 

applications so that optimization strategies become clear. For flash memory, it 

requires extremely low leakage currents and very high capacitance density for charge 

storage, while the interface quality is not as critical. Since the main requirement of 

flash memory is that the floating gate capacitor stores the charge, current transport 

along the dielectric interface is not that important. However, the stability of the 

interface is still critical in the reading process. Therefore, all of the requirements 

amount to the important distinction that the bottom dielectric interface quality is not 

as critical to capacitor performance. 

 

In contrast, a key requirement of a Field Effect Transistor is that the electric field 

should induce a channel in Si to modulate carrier transport, and that the 

dielectric-channel interface be of a very high quality. The channel must be of course 

Si, so any potential high-k dielectric must be compatible with Si. Transistors have 

more lenient leakage requirement for high-performance processors, although high 
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capacitance densities are still needed.  

 

The most critical distinction between high-k materials requirements for capacitors 

versus gate dielectrics is the interface and materials compatibility: gate dielectric must 

form an extremely high-quality interface with Si, and also be able to withstand CMOS 

processing conditions especially source-drain annealing while in contact (or near 

contact) with Si. 

 

2.3.2 Considerations of high-k dielectrics properties 

 

All high-k dielectrics must meet the following requirements [14] in order to be a 

successful gate dielectrics. The several criteria are summarized in this section.  

(1) Permittivity and barrier height: It is essential to select a gate dielectric with a 

higher permittivity than that of SiO2. However, the required permittivity must be 

balanced by corresponding change in the barrier height for the tunneling process. It is 

more appropriate to find a dielectric which provides a moderate increase in k value 

and also has a tunneling barrier preventing the large leakage current in the retention. 

 

(2) Thermodynamic stability on silicon: The dielectric should be thermodynamically 

stable on Si substrate with respect to formation of uncontrolled SiO2 or silicates at the 

Si/high-K interface during the deposition or post deposition annealing (PDA). Most of 
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the high-k dielectrics require an interfacial reaction barrier to ensure the 

thermodynamic stability on Si substrate.  

 

(3) Interface quality: For potential high-k dielectrics, it is crucial to attain a 

sufficiently high-quality optimal high-k-Si interface. Therefore, the origin of the 

interface properties of high-k dielectrics should be understood clearly in order to 

create a good interface as that of SiO2. 

 

(4) Film morphology: A high-k dielectric with an amorphous film structure is an ideal 

gate dielectric in flash memory device. It will be helpful to prevent the effects of mass 

or electrical transport along grain boundaries and overcome the extent of 

crystallization. 

 

(5) Gate compatibility: One significant issue for high-k dielectrics is that they should 

be compatible with Si-based gates which could create the desired threshold voltage VT 

by tuning the dopant implant.  

 

(6) Process compatibility: The deposition process for the dielectric must be 

compatible with current or expected FG flash memory processing, cost, and 

throughput. 
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(7) Reliability: The electrical reliability of a new gate dielectric must also be 

considered critical for application in flash memory technology. It requires a 

well-characterized materials system for high-k dielectrics. 

 

2.3.3 Interface between silicon substrate and high-k dielectrics 

 

Except for Al2O3, many high-k dielectrics are not thermodynamically stable in direct 

contact with silicon. As an attempt to prevent/minimize reaction with the underlying 

silicon, and to maintain high channel carrier mobility, interface engineering schemes 

form oxynitrides and oxide/nitride reaction barriers between these high-k dielectrics 

and silicon [15, 16, 17] which have been tried. Recently, investigation of amorphous 

ZrO2-SiO2 and HfO2-SiO2 alloys have been studied extensively [18].  

 

2.3.4 Ge nanocrystal flash memory 

 

In nanocrystal memories, electrons are stored in the traps or the conduction band of 

nanocrystals. Experiments demonstrate nanocrystal memories with electrons stored in 

interface states or bulk traps, rather than the conduction band can provide good 

retention performance [19]. Since narrower band gaps can provide lower conduction 

band edge, better confinement of electrons and longer retention time, nanocrystals 

with narrow band gap materials are good candidates to replace silicon nanocrystals in 

flash memories. For example, compared with silicon, Ge nanocrystals have narrower 
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band gap and similar electron affinity.  

 

Therefore, Ge nanocrystals are expected to provide both a higher confinement barrier 

for retention time and a smaller barrier for program and erase mode [11]. Since the 

fabrication of Ge dot on the insulator is much more difficult than Si dot, an alternative 

technique is implemented to form Si1-xGex directly on the insulator using thermal 

chemical vapor deposition (CVD)[20].  

 

2.4 Quantum Dots Flash Memory Modeling 

 

2.4.1 Device modeling 

 

As discussed previously, the detailed simulation tool is necessary, and helpful in 

understanding new physical phenomena occurring in nanocrystal flash memories. As 

flash memories are scaled to the nanometer regime, quantum effect plays an important 

role. Therefore quantum mechanical model is required to explore the new 

characterization of flash memories. Many quantum models have been employed in 

simulating nanocrystals flash memory devices.  

 

The most commonly used model is a self-consistent simulation of Schrödinger’s and 

Poisson’s equation, in which the potential and electrons distribution of the device 

system are solved self-consistently [21, 22]. Farhan Rana et al also use a quantum 
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kinetic approach, based on a master equation for modeling the injection and ejection 

of electrons into and from the quantum dot, in which Heisenberg representation is 

employed [23] and Coulomb Blockade effect is simulated. J.S.de Sousa et al use 

Kohn-Sham-Poisson self-consistent scheme to obtain electronic spectrum of a silicon 

nanocrystal [24]. H.G.Yang et al apply Bardeen’s transfer Hamiltonian formalism for 

flash memory systems modeling, in which the tunneling process of electrons could be 

considered as that of the transition between the two eigenstates of H1(silicon substrate) 

and H2(floating gate)[25]. Among these quantum simulation methods, the 

self-consistent solution of Schrödinger-Poisson using a computational mesh is the 

most popular and mature method. It is proved to be sufficient to provide good 

agreement with experimental results [21, 22, 26] 

 

2.4.2 Tunneling models 

 

The operations referred as writing and erasing the memory cell, require either the 

increasing or reducing the amount of charge stored on the FG, with electrons tunneling 

between the floating gate and silicon substrate. The tunneling mechanism in flash 

memories includes the direct tunneling and the Fowler-Nordheim (FN) tunneling. 

 

The F-N tunneling is a quantum mechanical process in which electrons tunnel through 

a thin dielectric from (or to) a floating gate to (or from) a conducting channel [27]. The 

direct tunneling happens when the oxide voltage drop is less than the conduction band 
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offset of insulator(tunnel oxide) and silicon substrate, the electrons can tunnel directly 

through the forbidden energy gap of the insulator(tunnel oxide). The illustrations of 

direct tunneling and F-N tunneling are shown in the Fig.2.2. 

   
(a)                            (b) 

Fig.2.2 Illustrations of (a) direct tunneling and F-N tunneling (b) BΦ  is the 

conduction band offset and oxV  is the oxide voltage drop. 

 

2.4.3 Various tunneling current calculation models 

 

The tunneling phenomenon through a forbidden energy barrier has been studied for a 

long time and its basic mechanism has been known [28]. Many approaches are 

proposed to study the tunneling phenomenon. Some typical models are reviewed in 

this section. 

 

(1) Classical Tunneling Model: Classical tunnelling current model focuses on the 

carriers in the extended states(3-D). In this 3-D model, the transmission probability is 

well-defined as the ratio of transmission and incident flux [29, 30]. The tunnelling 
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current is decided by weighting the electron distribution function by the carrier 

transmission probability. 

 

(2) Transverse Resonance Method : In flash memory devices, the carriers are indeed 

of 2-D nature and distributed in the discrete subbands, while, the classical model does 

not consider the 2-D quantum effects and its transmission probability is not accurate 

enough for describing the confined carriers in the potential well. As a result, a full 

quantum mechanical model, named transverse resonant method is proposed. It uses 

the life-time τ  of these quasi-bound states to evaluate the tunnelling current [31-33] 

         )(/∑=
n

nnn ENJ τ                        (1.17) 

where Nn is the carrier density of nth subband.  

 

(3) Wentzel-Kramers-Brilliouin(WKB) Approximation: WKB approximation is a 

simple and a well-known method for the calculation of tunnelling probability [34]. The 

transmission probability can be expressed as 

                      
∫=

− dzzk
WKB eET

)(2
)(   

where )(zk  is the imaginary part of wave number of the carrier.  

 

(4) Semi-classical tunneling model: In transverse resonant method, though the 

life-time of quasi-bound states can be evaluated by the width of the quasi-bound states 

resonance, tremendous numerical effort is required. Hence, a semi-classical tunnel 
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model was developed to give an efficient evaluation of the life-time of quasi-bound 

states [31]. Recently, a first-principle approach has been used to produce a modified 

WKB tunnelling expression, which, for the trapezoidal barrier, is similar but not 

identical in form to that of WFM, and for low to moderate voltages results are similar 

to those which are from numerical analysis [35-37]. They present comparison of the 

quasi-classical model to the full quantum numerical calculation [38-39]. They show 

good agreement and demonstrate the applicability of the semi-classical model. 

 

2.5 Summary 

 

In this chapter, an overview of current research progress of the floating gate flash 

memory and focus on the quantum dot flash memory with various dielectrics is given. 

The advantages of the quantum dot flash memory are presented and the important 

concepts used in flash memories are explained. The application and properties of 

high-k dielectrics are presented. The importance of the simulation of the quantum dot 

flash memory with high-k dielectric is established. The main simulation models are 

reviewed and their advantages and shortcomings are compared and contrasted. The 

main shortcoming of these models is the lack of ability of simulating the quantum 

phenomena occurring in the new device. Through the comparison, a new simulator 

will be implemented in this thesis in order to include the main quantum effects which 

occur in nanoscale regime. Therefore, a new simulation tool focusing on quantum 

effects is adopted in this thesis, in which the F-N/direct tunnelling is calculated. The 
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detailed explanation of the simulation tool, verification by comparing to published 

data and new nanocrystal flash memory simulation results with high-k dielectrics will 

be given in the following chapters.   
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Chapter 3 

PHYSICAL THEORY, MODEL AND METHODOLOGY 

 

3.1 Introduction  

    

In nanocrystal embedded flash memories, electrons are confined in 3-D nanocrystals 

and therefore a more aggressive scaling of the tunnel oxide is enabled. With the rapid 

progress of the nanocrystal flash memory, the device dimension today has been scaled 

into the nanometer regime. Under this situation, new phenomena, especially quantum 

effects, play important roles, and therefore a quantum computation model to explore 

new characteristics of the flash memory device is required. Moreover, it facilitates the 

design and optimization of the memory device. In this thesis, a two-dimensional 

simulator, called nanoFM-1.0, is developed to perform the analysis of the nanocrystal 

flash memory. The physical model and methodology used in this thesis are presented 

in this chapter.  

  

A self-consistent solution of the Poisson-Schrödinger equation simulation method is 

used to evaluate the charging process of nanocrystal memories. The potential profile 

and electrons distribution of the device system are obtained by solving the Poisson 

and Schrödinger equation, self-consistently. The tunneling characteristics of the thin 

dielectric between the floating gate and silicon substrate are calculated by using an 

analytic modified semi-classical WKB approximation. Two methods are used to 
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evaluate the programming time. One is to find the distribution function of the 

relationship between the stored charge and tunneling current by fitting a theoretical 

curve. Another one is calculated from the time-dependent tunneling current density. 

The retention time is evaluated by calculating the probability of an electron escaping 

from the quantum dot. There are 17 routines in nanoFM-1.0 and the code is 

implemented by using Matlab 6.1. The layout of the simulator that comprises of 17 

routines is illustrated in Fig.3.1 in which the main routines are presented. Except for 

accessorial routines, the rest were developed during the course of this project. 

 

Saveoutput.mReadinput.m Main.m

nanoFM-1.0

Ituncurrent.m

Retention.m

Progtime.m

Current.mPoisson.m Charge.m

Integral.mFermi.m Schred.m
 

 
Fig.3.1 Main routines of 2-D simulator nanoFM-1.0. 

 
 

Among these routines, readinput and saveoutput routines are used to input the 

parameters and output/plot the simulation results. Poisson and Schred routines are 

implemented to solve the Poisson equation and Schrödinger equation, respectively. 

The tunneling current is calculated in the Ituncurrent routine. Retention and progtime 
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routines evaluate the retention and programming times. Current routine simulates the 

drain current of the flash memory device. NanoFM-1.0 and main routines are the main 

functions to call other routines. 

 

Since the quantum dot flash memory uses nano-scale island to store charge, Coulomb 

blockade becomes more prominent. In this work, Coulomb blockade is emulated 

simply by simulating single electron charging effect approximately in Fig.5.6 and 

Fig.6.7. 

 

This chapter is organized as follows. Section 3.2 describes the scheme of 

self-consistent solution of the Schrödinger-Poisson equation, including the description 

of 2-D Poisson equation and 1-D Schrödinger equation. Section 3.3 introduces the 

semi-classical WKB method which is used to calculate the tunneling current.  

Section 3.4 explains how to estimate the programming time and retention time. 

Section 3.5 gives a summary. 

 

3.2 Self-consistent Solution of Schrödinger-Poisson equation 

   

The self-consistent simulation tool, called nanoFM-1.0, is modified from 

nanoMOS-2.0[40], which is originally used in the simulation of double-gate MOS 

devices. The main programming methodology of nanoFM-1.0 is illustrated in Fig. 3.2. 
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The developed code consists of two iterative loops: the Poisson equation which is 

solved to obtain the device potential profile, and the transport equation (1-D 

Boltzmann and 1-D Schrödinger equations) which is solved to obtain the electrons 

distribution in the device system. In order to solve Schrödinger and Poisson equations, 

the finite difference discretization scheme is used.  

 

 Fig.3.2 A illustration of self-consistent solution of the Schrödinger-Poisson equation. 

 

3.2.1 Computational Scheme   

 

In this work, the simulation domain of the entire flash memory device is partitioned 

into mesh grids as showed in Fig. 3.3.  
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As xN  and yN  are defined as the number of grids in the x and y direction, the 

solution domain consists of yxtotal NNN ×=  nodes. In order to obtain totalN  value 

of the potential and electron density, the Poisson equation is discretized into totalN  

equations and the Schrödinger equation is solved slice by slice at every x location by 

using the mode-space method.  

 
Fig.3.3 The cross-section of the quantum dot flash memory device with uniformly 
spaced grids in X and Y direction. The width and height of a grid are dx and dy, 
respectively. 

 

Normally, for an ultra-thin body, the spacing dy should be chosen smaller than the 

spacing dx in order to obtain an accurate simulation result and efficient convergence. 

In order to ensure an efficient and faster convergence, values of dx and dy should be 

selected appropriately.  

 

3.2.2 Poisson Equation 

 

The potential profile of the device is obtained from the solution of a 2-D Poisson’s 

equation which is obtained by including Gauss’s law,  
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        ∫∫∫
Ω

Ω−+−= ,][]).,([ dNNnpqSdzxE AD

ρρ
ε                (3.1) 

where E
ϖ

 is the electric field, p is the hole concentration (neglected in this n type 

floating gate flash memory), n is the electron concentration, DN  and AN  are donor 

and acceptor concentrations, respectively, q is the elementary charge, andε  is the 

position dependent dielectric constant.  

 

As the simulation domain is divided into grids, the Poisson equation is discretizated 

into discrete equations, in which totalN  potential values at each node are obtained. 

Applying Eq. 3.1 at all internal nodes, the linearized finite difference form of Eq.3.1 is 

given as [40]  

 

nmeADnmnmnmnmnm nNNqabV
b
aV
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bV

a
b

b
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a
bV

b
a

,,11,,1,,1 )()(2 −−−=+++−+ ++−− ε
 (3.2) 

 

where a and b are the spacings in the x and y directions, V the vacuum potential. m  

and n  denote row and column. ne is the electron concentration (but for other sections 

n is used to denote the electron concentration). oxεε =  and siεε =  are the dielectric 

constants in the oxide region and silicon regions, respectively. In this work, all the 

interface nodes between two different materials are considered as internal nodes, 

therefore there is no need to form the discrete Poisson equations for the interface 

nodes. 

 

The boundary condition is applied at different regions in memory device. In source 

and drain region, the Neumann boundary condition 0=∇⋅ Vn
ϖϖ  is employed. It 
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means that potentials at the contact can float to any values which are necessary for 

ensuring charge neutrality of the contact. The Dirichlet boundary condition Gnm VV =,  

is implemented for nodes under the control gate. GV  is the gate potential, which is 

determined by the gate bias voltage and the workfunction of gate contact material.  

 

Zero electric field conditions are imposed on other boundary nodes. For the left and 

right edges, the boundary condition is 0,1, =− ± nmnm VV . For the top and bottom edges, 

the boundary condition is set as 01,, =− ±nmnm VV . For the two corner nodes along the 

left edge, the boundary condition is expressed as 02 1,,1, =−− ±+ nmnmnm VVV . As for the 

two corner nodes along the right edge, 02 1,,1, =−− ±− nmnmnm VVV  is assumed.  

 

Using Eq. 3.2 and above boundary conditions, the totalN  discrete nonlinear Poisson 

equations are obtained, which are solved by the Netwon-Raphson method. These 

nonlinear Poisson equations are denoted by 0)( =VFα , where the index α  means 

the number from 1 to totalN . The Jacobian matrix is obtained as  

                    
β

α
βα V

VF
VF

∂
∂

≡
)(

)(,                               (3.3) 

Given an initial guess of the previous solution oldV , the projected solution is 

VVV oldnew ∆+= . By using a Taylor expansion of the first order, we have  

               0][)()()( , =∆⋅+≈ ββααα VVFVFVF oldoldnew                (3.5) 

Therefore, we obtain 

                   )(/)(][ , oldold VFVFV αβαβ −=∆                      (3.6) 

Above process is repeated until the residual of )(VFα  is less than the specified 
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convergence norm. Since the Netwon-Raphson approach provides a quadratic 

convergence, the number of iterations is small. Because the size of the Jacobian is 

2)( yx NN × , the memory and time to carry out Gaussian eliminations can be 

excessive.  

 

3.2.3 1D Transport Equation 

 

The 1D ballistic transport is modeled at a semi-classical level, that is, using the 

Boltzmann transport equation (BTE) and Schrödinger equation. The solution of 

Boltzmann and Schrödinger equations assumes that the vertical potential profile 

variations along the channel direction are negligible. This assumption is reasonable 

because for the flash memory device, the length of the channel and floating gate is 

always larger than 10nm. Hence, the quantum effect in the transverse direction can be 

neglected. As a result, the 1D BTE is solved in the transverse direction slice by slice, 

and the solution is a charge-sheet description. About details on the solution of 1D 

Boltzmann transport equation, please refer to the reference [40].  

 

The Schrödinger equation is solved by using mode-space method [40]. The main 

principle of mode-space method is to transform an original 2D Schrödinger equation 

to a 1D partial differential Schrödinger equation. The detailed explanation can be 

found in Ren Zhibin’s work [40]. As a result, the size of original 2D problem can be 

reduced greatly. In the flash memory device, the envelop wavefunctions of electrons 



Chapter 3 Physical Theory, Model and Methodology 

33 

are assumed to penetrate into tunnel oxide region. The zero boundary condition is 

applied to the dielectric layer between the floating gate and control oxide.  

The 2D electron density can be obtained by a semi-classical BTE method. The 3D 

electron density can be calculated by multiplying the corresponding distribution 

function to the 2D density matrix at each longitudinal lattice mode. The 3D electron 

density is then fed back to the Poisson equation solver for self-consistent solutions.  

 

Finally, the self-consistent simulation of the Schrödinger and Poisson equations are 

achieved through an interactive scheme as shown in Fig.3.2. The Poisson equation is 

solved for the potential profile, and the transport equation (1D BTE and Schrödinger 

equation) is solved for electron density and wavefunction distribution. Iterations 

continue till both solutions are consistent. 

 

3.3 The Calculation of the Tunneling Current 

 

3.3.1 Tunneling mechanism in the flash memory 

    

It is well known that as SiO2 is scaled below 3.5 nm, the direct and/or F-N tunneling 

mechanisms dominate. A large amount of current can pass through the tunnel oxide at 

a low voltage [41].  In this situation, a thin tunnel oxide is highly desirable for 

achieving fast programming/erase time. In the programming model, a positive gate 

voltage is applied to form channel inversion-layer. The oxide field thus increases and 
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the potential barrier seen by electrons near the band bottom changes from trapezoidal 

to triangular. The flow of electrons through the trapezoidal barriers is referred as 

direct tunneling current, as electrons tunnel directly into the floating gate. In F-N 

tunneling case, electrons are injected into the floating gate through a triangular barrier.  

 

(a)                                   (b) 

             

 

 (c)                                 (d) 

Fig. 3.4 (a) Quantum dot floating gate flash memory device structure (b) Illustration 
of programming state (c) Illustration of retention state (d) Band diagram for WKB 
approximation. 

 

Eventually, an electron will tunnel from silicon substrate into the floating gate or from 

the floating gate to silicon substrate. In this process, the direct tunneling and F-N 

tunneling contribute to the tunneling current, as shown in Fig. 3.1(b). During the 
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retention mode, ideally no charges should be lost. However, because the conduction 

band edge inside the quantum dot is higher than that of silicon substrate, so electrons 

in the floating gate can tunnel back to the silicon substrate, as shown in Fig.3.4.(c), 

thereby leaking to charge loss and finite retention time.  

 

3.3.2 Semi-classical WKB approximation  

 

In this research work, a modified WKB approximation [36, 37] is implemented to study 

the tunneling current through the tunnel oxide. The band diagram in WKB calculation 

is showed in Fig. 3.4(d) [36]. In order to simplify the theoretical model, we assume that 

the control oxide thickness is large enough to prevent electrons from tunneling into 

the control gate. The tunneling probability calculated by a modified WKB approach [42, 

43] is expressed as  

                      R2R1TTTT WKB=                           (3.7) 

where WKBT  is the usual WKB tunneling probability valid for smoothly varying 

potentials WKBT  is defined as 
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where  

                       )( ||,, sisiccat EEqq +−= ⊥χφ                  (3.9) 

                    oxoxsisicin tqFEEqq −+−= ⊥ )( ||,,χφ               (3.10) 

are net barrier heights for electrons at the cathode and anode interfaces, respectively. 
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oxt is the thickness of the tunnel oxide and oxF is the electrical field in terms of the 

control gate voltage (Fig.3.4(d)). cχ =3.15 eV is the silicon substrate-tunnel oxide 

conduction band discontinuity. 9gE = eV is the band gap of Silicon oxide. In 

Eq.(3.8), γ  and 'γ  are defined as 
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1RT , 2RT  in Eq. (3.7) are corrections for reflections from potential discontinuities. 

They are obtained by considering reflections from the material interface and the band 

structure diagram is showed in Fig. 3.4. (d). The correction factor is defined as 

                               21 RRR TTT =                        (3.13) 

1RT  and 2RT  depend on the group velocity of electrons through, 
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where oxv  is the group velocity of electrons and is defined as  

                            
ox

ox m
Ev γ

γ
21)( '=                      (3.16) 

esi mm 98.0, =⊥ , and esi mm 19.0||, = , where em  is the free space electron rest mass. 

oxE  is the magnitude of the electron energy referenced to the oxide conduction band 

edge. ,si IIE  and ,siE ⊥  are the subband quantization energies along direction parallel 

and perpendicular to the interface, respectively, and written as  
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            , ,
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With the relationship between accumulated charge, impact frequency, and tunneling 

probability, gate current can be evaluated analytically by 
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        (3. 19) 

where a midpoint approximation to the integral is used for simplicity to obtain the 

mean tunneling probability while introducing very little error. T is the tunneling 

probability calculated by a modified WKB approach and is given by Eq.3.7. One limit 

of this WKB approximation is that it uses semi-classical transport to simulate the 

quantum transport, such as coulomb blockade. However, as a simplified model, it is 

acceptable as Min She’s work also uses WKB approximation to calculate the 

tunneling current density [44]. On the other hand, because Coulomb blockade effect 

should be reduced by using big nanocrystals, hence for a quantum dot with 

dimensions about 6 10 10nm nm nm× ×  used in this thesis, using semi-classical 

tunneling model is reasonable. 

 

3.4 Programming and Retention Times 

 

3.4.1 Programming time 

Two methods are used to evaluate the programming time. One method is to estimate 

the programming time by finding an expression of the programming time as a 
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function of number of electrons in the quantum dot from theoretical data [23]. Another 

method is to calculate the programming time by calculating the time-dependent 

tunneling current density.  

 

This part will introduce how to find the distribution expression of the programming 

time as a function of stored charge. With the help of the tunneling current obtained 

above, the programming time will be estimated. As we know, the tunneling current is 

given by  

                               /I dQ dt=                               (3.20) 

where Q  is the charge in the quantum dot and t is the tunneling time which tells us 

how long the charge needs to inject into the floating gate. Therefore, once the 

tunneling current and the charge in the quantum dot are obtained, t can be estimated. 

In order to obtain an accurate programming time, reported data [23], showing the 

relationship between the charge in the quantum dot and programming time, is used to 

derive a distribution function QQD=f(t)[23].  

 
Fig.3.5 Finding the expression of tunneling current as a function of number of 

electrons in the quantum dot[23]. 
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The theoretical result of programming time as a function of the charge in QD with 

control gate voltage of 2 V, 3 V and 4 V is given in Fig. 3.5[23], in which the curve at 2 

V is chosen for fitting purpose. Fig.3.5 shows the number of electrons in a quantum 

dot as a function of time for three different values of the magnitude of the applied 

voltage pulse. A general feature is that larger the number of electrons already inside 

the quantum dot the longer it takes to add one more electron to the quantum dot. The 

detailed explanation for the reason will be given in section 5.5. 

 

Using the relation of 1 2( ) /I Q Q t= − , function expression is given by 

( )0/exp QQAI −=                        (3.21) 

Since  

dt
dQI =                              (3.22) 

Hence the differential equation is given as 

( )0/QQA
dt
dQ

−= exp                        (3.23) 

Finally we have 

( )







−= 0

0
0 ln tt

Q
AQQ                        (3.24) 

In Eq. (3.24), there are two unknown constant parameters. Therefore, in order to 

obtain these two unknown parameters, we have to get two sets of values of tunneling 

current with two different stored charges. In this work, one is obtained from MOS 

device and another one is obtained from flash memory device.  

 

At first, we calculate the tunneling current JMOS of the MOS device with the tunnel 

oxide thickness t_ox, and the stored charge QMOS is assumed to be 0. Secondly, we 
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calculate the tunneling current JFM and the stored charge QFM in flash memory device, 

in which the t_ox is similar to the case of the MOS device. Using these two sets of 

values, QMOS JMOS and QFM JFM, the constant parameters, 0Q  and A, can be 

calculated using Eqn (3.24). Finally, the function of describing the relationship 

between the tunneling current and the electron charge is obtained. The detailed 

process to evaluate the programming time is described in the following flowchart. 

 

 
 
 
 
 
 

 

 
 
 
 
 

 
 

 

 
 
 

Fig.3.6 Calculation method of programming time. 

In MOS Device  

1. Calculate Vg  vs gateI  and Q is taken to be 0 

JMOS & QMOS 

In Flash Memory Device  

2.Calculate
1gV ,

2gV ,…,
ngV vs 1,2,…,n electrons in QD(similar to the result in Fig.5.5). 

3.Find Q=n*q and the corresponding Vgn 
JFM & QMOS 

In the published paper [23] 
3. Find the expression of programming time vs stored charge in QD  

(Eq. 3.24) 

4. Solve the unknown parameters in expression Eq .3.24 using JMOS & QMOS and JFM & QMOS 
obtained in step 1 and step 2 

Result 
5. Find the programming time as a function of number 

of electrons in QD using Eq.3.24 
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The second method used to calculate the programming time is obtained from the 

time-depended tunneling current. The time-dependent tunneling current is [44] 

              
,

( ) ( ) ( ) ( ) ( )
cn

i j iE E
i j

J t e g P E f E E f E dEρ
≥

= ∑ ∫                (3.25) 

where ( )P E is the transmission probability across the tunnel oxide calculated by the 

WKB approximation mentioned in section 3.3, i is the index for the two degenerate 

valleys, j is the index of subband for each conduction band valley, ( )i Eρ  is the 

density of states for each valley, ( )f E  is the Fermi distribution, ig  is the 

degeneracy for these two degenerate valleys, Ecn is the conduction band edge in the 

nanocrystal, ( )if E  is the impact frequency of the electrons impinging on the tunnel 

layer/silicon substrate interface and is expressed as [44] 

                      1/ 2( ) ( / 3)
4

si
j z j

si

eEf E m E
ε

−=                      (3.26) 

where siE  is the silicon surface electrical field, siε  is the dielectric constant, zm  is 

the silicon electron effective mass. Ej is the j-th subband bottom energy. The electric 

field and electron density are calculated by the simulator nanoFM-1.0. Hence, the 

total charge in the nanocrystal is defined as  

                       
0

( )pt
Q J t Adt= ∫                            (3.27) 

where tp is the programming time and A is the quantum dot capture cross section area. 

Since the electric field across the tunnel oxide depends on the charge in the quantum 

dot, the tunneling current is time- dependent. 
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3.4.2 Retention time 

 

During the retention mode, electrons will be thermally de-trapped to the conduction 

band and then tunnel back to the channel. The retention time in this work [44] is 

defined as the time when 20% of the charge leaks at zero gate bias from the quantum 

dot.  

The probability of an electron escaping from the deep trap states back to the channel 

is given by [44]: 

              dEE
kT

EE
EfEPtP

cnEE

t
imp )()exp()()()( ρα∫

>

+
−=           (3.28) 

  cnE  :   conduction band edge 

α :     a fitting parameter for nanocrystal shape 

  :)(EP   transmission probability across the tunnel oxide calculated with WKB 

approximation 

  :)(Efimp Weinberg impact frequency hEE s )( +  which describes the escape 

frequency of the electron from the conduction band 

  sE :     quantum confinement energy that is equal to the conduction band shift 

  tE :     relative trap energy level below the conduction band 

  )(Eρ :  density of states for each valley  2/12/3
2

*

)2(4 E
h
mπ  

In Eq. 3.28, the transmission probability across the tunnel oxide is given by  
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where   

( )EVm −= 021
η

κ                   (3.30) 

Though Eq.(3.29) is for a square barrier, under a low programming voltage that is less 

than 2 V, it is acceptable in order to simplify the model. And also if the barrier drop is 

close to the potential of quantum dot, this simplification is reasonable. sE  varies 

with the size of nanocrystals, and for 5 nm, 3 nm, 2 nm nanocrystals it is taken as 0.15 

eV, 0.5 eV and 1 eV, respectively. tE  is the trap energy in Ge quantum dot. For Ge 

quantum dot, tE  is about 0.51eV and the geometry factor α  is 39.08 10−×  which 

are extracted from the experiment retention data [49]. For Si nanocrystal, in this thesis, 

the trap energy is assumed to be 0 eV. Finally, the charge in the nanocrystal is 

expressed as 

                        )()(/)( tQtPdttdQ −=                       (3.31) 

                         ∫=
− dttP

eQtQ
)(

)0()(                        (3.32) 

As a result, the remaining charge on the nanocrystal can be calculated in terms of time 

and temperature. 

 

3.5 Summary 

 

This chapter focuses on the theory, models and methodology used in the simulation. 

Firstly, a self-consistent solver of the Schrödinger-Poisson equation is described. The 
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Poisson equation solver, 1D Boltzmann Transport equation and Schrödinger equation 

solver are presented and explained. The semi-classical WKB approximation that is 

used to calculate the tunneling current through the tunnel oxide is discussed. Finally, 

the way to estimate the programming and retention times is introduced. This chapter 

is important in providing theoretical background to the discussion of the simulation 

results in the following chapters. 
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Chapter 4 

Verification of Simulation Framework 

 

4.1 Introduction 

 

In order to ensure the validity of simulation results in this research work, this chapter 

concentrates on the verification and evaluation of our simulation results. The 

simulation results are compared with the reported data. And if there are any 

discrepancies between them, reasonable explanations are given. Through the 

verification, evaluation and explanation exercises, we can check our simulation results 

and provide a better understanding for our physically detailed model. After the 

verification, it ensures that our simulation results are reliable and can be accepted 

widely.  

 

In this chapter, important results of our research work are selected and compared with 

published results. Firstly, the electron density in the floating gate is verified by 

comparing reported theoretical data using the same device structure and size. This 

quantity is a basic and essential parameter for calculating other results. Secondly, due 

to the lack of experimental and theoretical data in the case of flash memory device, 

our simulation model has to be applied for the MOS device and the results are 

compared with reported experimental data coming from the MOS device. Finally, the 

programming and retention times are compared with the published results. Once 
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credibility of the software is established, we will apply it for new and novel devices. 

This chapter is organized as follows. In section 4.2, the charging process of the 

floating gate is compared to the reported data [23]. In section 4.3, the tunneling current 

in MOS device is calculated and compared with reported results [45]. In section 4.4, 

results of high-k dielectrics are compared with accepted results [44]. In section 4.5, the 

computed programming and retention times are verified. In section 4.6, a summary is 

given. 

 

4.2 Charging Phenomenon of the Floating Gate 

 

The charging phenomenon of the floating gate is a consequence of the quantum effect. 

The electron distribution is solved through the 1D transport equation, including 

Schrödinger and Boltzmann equations. It is a very important fundamental parameter 

for describing other characteristics of the memory device, such as tunneling current 

and programming/retention times. Therefore, in this section, the electron distribution 

in terms of number of electrons in the floating gate as a function of control gate 

voltage is compared with Farahan Rana’s work [23]. Though the physical model used in 

this thesis is different compared with Rana’s model, the purpose of comparison is to 

verify the electron distribution calculated in this work is close to a published result. In 

this model, a quantum dot is coupled to the silicon substrate as the quantum dot 

floating gate with dimensions of nmnmnm 10106 ×× . The calculation assumes a 

tunnel oxide of thickness 1.5nm, a control oxide of thickness 5nm, substrate doping of 
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1017cm-3 p-type as shown in Fig.4.1 (a).  

 

It is significant that the variance in the electron number shows “staircase” 

phenomenon and the mean number of electrons is fluctuating rapidly between integer 

and integer+1 as shown in Fig. 4.1. (b). When control gate voltage is 1.0V, there are 

about 3 electrons in the quantum dot. The first electron does not appear in the 

quantum dot until the control gate voltage exceeds the threshold voltage TOV =0.3V. 

When the quantum dot has one electron, the threshold voltage of the device is shifted 

up by TV∆ . For the case of electron transfer, to add second electron into the quantum 

dot, the control gate voltage needs to be increased by at least TV∆  beyond the 

voltage needed to place the first electron. In this device, as shown in Fig.4.1 (b), the 

threshold voltage shift TV∆  is about 0.3 V. The second electron can only be trapped 

at a gate voltage of approximate ( 1)TO TV V v+ ∆ − , where v is the number of electrons 

in the quantum dot.  

 
(a) (b) 

Fig.4.1 (a) Device geometry considered in the model (b) Mean number of electrons in 
quantum dot as a function of gate voltage [23]. 
 

The similar result from our research work, simulated by self-consistent solution of the 
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Schrödinger-Poisson equation, is shown in Fig.4.2. It indicates that the threshold 

voltage TOV  is about 0.3 V and when gate voltage is 1.0 V, the mean number of 

electrons is about 3. This shows good agreement with Rana’s work. The threshold 

voltage shift for a single quantum dot flash memory with v electrons in the quantum 

dot is given by [23]  

                       ( )
2
qd ox

T cntl
ox si

tveV v t
A

ε
ε ε

 
∆ ≈ + 

 
                  (4.1) 

where tcntl is the thickness of the control oxide, tqd is the height of the quantum dot, 

and A is the area of cross-section. Thus using our simulation results, threshold voltage 

shift TV∆  is calculated as 0.3 V and is same as the Rana’s result.  
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Fig.4.2 Mean number of electrons in the quantum dot as a function of gate voltage 
calculated by self-consistent simulation. 

 

An obvious difference between ours and Rana’s result is the “staircase” phenomenon. 

This discrepancy is due to the different physical models used to calculate the number 

of electrons (electron distribution). In Rana’s work, the quantum kinetic approach 

based on a master equation is adopted, and it simulate a full quantum confinement 

effect in the quantum dot. While, in our simulation model, the number of electrons is 
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evaluated from electron density so that it is a continuous value and doesn’t show 

“staircase” phenomenon.  

 

4.3 Tunneling Current Simulation in MOS Device 

    

After finishing the verification of electron distribution, we proceed to the verification 

of the tunneling current through the tunnel oxide in the flash memory. However, 

because of the lack of appropriate theoretical and experimental data in these devices 

for comparison purpose, our tunneling current calculation model is applied in the 

MOS device and calculated results are compared with the reported results available 

for the MOS device.  
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Fig.4.3 The electron tunneling currents in nMOSFETs with 2SiO gate dielectric by 

assuming mox=0.61m0, compared with published data[45]. 

 

Fig.4.3 gives a comparison between our results and Hou’s results [45] for the tunneling 

current in a MOS device with SiO2 gate dielectric. Different tunnel oxide of 
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thicknesses 1.81nm, 2.34nm and 2.66nm are considered. In this example, the 

conduction band offset is fixed at 3.15eV, and the effective mass of SiO2 is 0.61m0. 

We assume that the effective mass is a constant value in various tunnel oxide 

thicknesses. Fig.4.3 shows that our results are in good agreement with the reported 

data when gate voltage is larger than 0.4V.  The slight misfit at a low field is 

acceptable because the model for tunneling current at a very low field is not as well 

established as that at high field.  

 

4.4 High-K Dielectrics Flash Memory Simulation 

 

Since the flash memory with high-k dielectrics can optimize the memory 

characteristics, hence they have been investigated extensively in experiments [11-12]. 

However, the theoretical exploration of the flash memory with high-k dielectrics is 

lacking, especially tunneling currents of high k dielectrics when used in non-volatile 

memories. Therefore, we have to simulate the MOS device with high-k dielectrics to 

do the comparison. In this section, the tunneling current of the MOS device with three 

kinds of high-k dielectrics are simulated and compared to the published data. They are 

Si3N4, HfAlO and HfO2, in which HfAlO and HfO2 will be further investigated in 

chapter 6 and chapter 7. 

  

In the early years of studying various high-k materials, Si3N4 was the most attractive 

material, which has a higher dielectric constant value of 7.8 than SiO2. In our 
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simulation, the barrier height of 2.1 eV and the effective mass of 0.50m0 in Si3N4 are 

considered [45]. The band gap is assumed to be 5.3 eV [45]. The tunneling current in the 

MOS device with Si3N4 dielectric is obtained and confirmed by the published data in 

Fig.4.4. The simulation result in this work agrees well with published data [45]. As 

discussed previously, the unsatisfactory fit found at low voltage is due to the 

insufficient consideration in the numerical model at low field. Except the results at a 

very low field, our simulation result is acceptable and accurate. 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0
1E-8

1E-7

1E-6

1E-5

1E-4

1E-3

0.01

0.1

1

10

G
at

e 
C

ur
re

nt
 (A

/c
m

2 )

Vgate(V)

 Published Data
 Modelling

Si3N4   EOT=1.42

 

Fig.4.4 Calculated electron tunneling currents through a 43 NSi  gate dielectric with 

EOT of 1.42nm from inversion layer n MOSFET, compared with published data[45]. 
 

Another high-k dielectric of prime importance, HfAlO [53], is investigated in this 

research work. Based on XPS experiments, HfAlO dependences on the Hf 

composition are demonstrated to be in a linear relationship. The result of its property 

is verified by the simulation of the MOS device. In this work, the electron mass and 

the dielectric constant of HfAlO are assumed to be linear interpolated between those 

of HfO2 and Al2O3. Fig. 4.5 shows the simulated tunneling current as a function of 

various Hf compositions with the comparison of published data [45] (red line).  
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Fig.4.5 Calculated tunneling currents of HfAlO for various Hf  compositions, 

compared with published data[45]. 

 

In this simulation, the dielectric constants of HfO2 and Al2O3 are taken as 22 and 11 as 

discussed in Hou’s work [45]. The barrier height of HfO2 and Al2O3 are assumed to be 

2.0 eV and 2.24 eV [45]. And the effective mass of HfO2 and Al2O3 are set as 0.18m0 

and 0.28m0 [45]
. Our simulation result is very close to the reported data in which the 

higher Al composition results in higher tunneling current. In MOS device, 30% 

concentration of Al is regarded as the optimized value for HfAlO which is mainly 

decided by the experimental issue.  

 

Because of the large dielectric constant, small band gap and band offset, HfO2 has 

been studied extensively recently and is believed to be a good candidate to replace 

SiO2. The verification of our HfO2 simulation results is done by simulating the 

tunneling current of HfO2 versus equivalent effective thickness in the MOS device. 

The result is shown in Fig.4.6, in which the substrate doping is 1018cm-3, the dielectric 
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constant is 22 and the effective mass is 0.18m0. There is a good match between the 

reported data [45] and our simulation results. 
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Fig.4.6  Simulated tunneling current of MOSFET versus EOT for 2HfO  and 2SiO  

gate dielectrics. The substrate doping is 31810 −cm , compared with published data[45]. 

 

4.5 Estimation of Programming and Retention Times 

 

4.5.1 Verification of the programming time 

 

In this section, an estimation of programming and retention times is given and verified. 

Firstly, the number of electrons in the quantum dot as a function of programming time 

is calculated using the method discussed in chapter3. The programming time of the 

flash memory with SiO2 is presented in Fig.4.7 and the theoretical result in Rana’s 

paper is showed in Fig.4.8.  
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Fig.4.7 Interpolation result: number of electrons in quantum dot as a function of 

programming time for Vg=2V. 
 

Both in Fig.4.7 and in Fig. 4.8, it is easily seen that more the electrons in the quantum 

dot, the longer it takes to add an extra electron into the quantum dot. It shows a good 

agreement with Rana’s result. For the first 6 electrons, the programming time between 

two electrons is very close and the reason for this is believed to be due to 

computational uncertainty when fitting the distribution function. The device 

parameters used in this device are similar to those in section 4.2.  

 
  Fig.4.8 Number of electrons in quantum dot as a function of time at Vg=2V[23]. 
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Fig. 4.9 The programming time at 5V as a function of tunnel oxide thickness, 

compared with published data[44]. 
 

Fig.4.9 shows the programming time as a function of the tunnel oxide thickness when 

programming voltage is 5 V. The result is calculated by simulating the time-dependent 

tunneling current density discussed previously in section 3.4.1 and compared to the 

reference [44]. In this example, the Ge quantum dot has a diameter 5 nm and control 

oxide thickness is fixed at 5 nm. Our simulation result shows good agreement with the 

reported result. 

 

4.5.2 Verification of the retention time 

 

The verification of evaluation of the retention time is done by the comparison with 

reference [29]. The detail of numerical method used for calculating the retention time 

was discussed in section 3.4.2. 

 



Chapter 4 Verification of Simulation Framework 

56 

20 40 60 80 100 120
102

103

104

105

106

 ti
m

e 
(s

)

Temperature(0C)

 Et=0.51eV
D=3nm T1=1.5nm

 
Fig.4.10 Time as a function of temperature in the retention state. 

 

In Fig.4.10, the relationship between the retention time and temperature is shown. A 

Ge nanocrystal flash memory device is considered in this simulation, with the deep 

trap energy level tE =0.51 eV and the geometry factor 31008.9 −×=α  [44]. Our 

simulation result matches the result of the reference [44] well. For Ge nanocrystal flash 

memory, with the increase of temperature, the retention time becomes poor. The 

simulation model of the retention time calculation is verified.  

 

Fig.4.11 presents a comparison of the retention time with various tunnel oxide 

thicknesses, considering the dot of diameter 5 nm, 3 nm and 2 nm respectively. The 

impact of the germanium nanocrystal size on the retention time is observed. As the 

graph shows, our result is close to the data in the reference [44]. The larger the diameter, 

the better retention time of the flash memory. A slight difference is considered 

acceptable due to the use of different values of some parameters in our simulation 

which are not given in the reported reference.  
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Fig.4.11 Retention as a function of tunnel oxide thickness (red line means the 
published data and black line means our simulation result). 

 

 

4.6 Summary 

 

This chapter presents the verification of some important simulation results. We 

perform the comparison between our results and the published results. The charging 

process, tunneling current (SiO2 and high-k dielectrics) and the 

programming/retention times are verified and their good agreements with published 

data are shown. The reasons for some slight differences between our simulation 

results and reported results are given. Through the verification work, the physical 

model that will be used in the subsequent chapters for various study and investigation 

is demonstrated to be sufficiently reliable and accurate.  
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Chapter 5 

Simulation of Quantum Dot Floating Gate Flash 

Memory with SiO2 Tunnel Oxide 

 

5.1 Introduction 

 

Nanocrystal flash memory was first introduced in the mid nineties [5], in which 

distributed charge storage elements are embedded between the tunnel oxide and the 

control oxide. The discrete, mutually isolated, crystalline nanocrystals or dots, 

typically made of semiconductor materials, can replace the conventional continuous 

floating gate. Compared to the conventional flash memory, nanocrystal charge storage 

offers several advantages，the main one being the potential to use thinner tunnel oxide 

without sacrificing nonvolatility as discussed in Chapter 2.2.2. It is a quite attractive 

property which provides a faster programming/erasing and longer retention time.  

 

The nanocrystal flash memory has been widely investigated both experimentally and 

theoretically. However, in the theoretical aspect, many papers focus on only one or 

two characteristics, such as charging and discharging process [13], or programming and 

retention times [46]. It is necessary to give a comprehensive simulation to investigate a 

number of main characteristics of the nanocrystal flash memory. Therefore, in this 

chapter, using the physical model discussed in chapter 3, the main features of the Si 

nanocrystal flash memory with SiO2 are explored and studied. The memory device 
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with alternative tunneling dielectrics, such as high-k materials, will be discussed in 

the next chapters. 

 

In this chapter, section 5.2 gives a brief introduction to the simulator, named 

nanoFM-1.0. Section 5.3 focuses on the charge processing of the floating gate flash 

memory. Section 5.4 discusses the tunneling current through the tunnel oxide in the 

flash memory. Section 5.5 evaluates the programming and retention times. Section 5.6 

gives a summary. 

 

5.2 The Simulator nanoFM-1.0 

 

The simulator nanoFM-1.0 is developed and its flowchart is shown in Fig.5.1. In this 

flowchart, firstly, a self-consistency method is used for solving potential profile and 

electrons distribution from the coupling Schrödinger and Poisson equations. Secondly, 

based on the potential and electrons density calculated, the tunneling current is 

evaluated by using a modified WKB approximation model. Thirdly, the programming 

and retention times are calculated. Finally, the simulator plots and outputs the results.  

 

There are 17 routines in the nanoFM-1.0, which are implemented in Matlab 6.1. The 

average run time on PC for simulating a flash memory device ranges from 

45mins~1.5hrs, which depends on the size of the flash memory device. In order to 

ensure the accuracy of the mode-space method, the channel thickness has to be less 
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than 5nm. It is found that an appropriate selection of the grid size according to 

different sizes of the devices is very important for achieving an efficient convergence. 

 

Fig.5.1 The flowchart of nanoFM-1.0. 
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5.3 The Charging Process of the Flash Memory Device 

 

The device structure is illustrated in the Fig. 5.2. One silicon quantum dot as the 

floating gate is embedded between the control oxide and tunnel oxide. The control 

gate is polysilicon and the insulator is silicon dioxide. The dimensions of the dot are 

6 10 10nm nm nm× × . The length of the channel is 40 nm. The control oxide is fixed at 

5 nm or 7 nm which will be indicated in results. The tunnel oxide thickness ranges 

from 1.5 nm to 4.5 nm in the simulation. The substrate doping density is assumed to 

be 17 35 10 cm−× . 

 
Fig.5.2 The cross-section of the flash memory device. 

 
 

When a positive voltage is applied on the control gate and a very low positive voltage 

is applied on drain contract, the electrons will tunnel into the floating gate through the 

tunnel oxide from the silicon substrate. It is called charging processing or the 

programming. Fig.5.3 shows 2D electrons distribution of the memory device when 

control gate voltage is 0 V, 1.3 V, 1.9 V and 3 V. This model assumes a quantum dot 
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with dimension of 6 10 10nm nm nm× × , control oxide thickness of 5nm, tunnel oxide 

thickness of 1.5nm and substrate doping of 1023 m-3. It is obvious that with the 

increase of the control gate voltage, more and more electrons are trapped into the 

floating gate, and therefore more electrons appear in the region of the floating gate. 

During the charging process, the electrons distribution is symmetrical in the floating 

gate region and in the source/drain/silicon substrate regions.  

9.0E24
2.8E25

4.7E25
2.8E25

4.7E25

6.6E25

1 2 3 4 5

1

2

3

4

5

Vd=0v

Y
di

re
ct

io
n 

(1
.7

2n
m

)

X Direction(6.67nm)

electron density [m-3]

SourceDrain

 
Fig. 5.3(a) 2D Electrons distribution of the flash memory at Ve=0V. 
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Fig. 5.3(b) 2D Electrons distribution of the flash memory at Vg=1.3V. 
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Fig.5.3(c) 2D Electrons distribution of the flash memory at Ve=1.9V. 
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Fig.5.3 (d) 2D Electrons distribution of the flash memory at Ve=3V. 

 

For a better representation, Fig.5.4 (a)-(d) shows the 3D plots of 2D electrons 

distribution of the memory device system as a function of control gate voltage. Drain 

voltage is kept at 0 V. The doping density of silicon substrate is 1020m-3 and the 

source/drain doping density is 1023m-3. As same as shown in Fig.5.3 (a)-(d) with the 

increase of the control gate voltage, more and more electrons get trapped into the 
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quantum dot floating gate. 

 

 

               (a)Vg=0V                              (b)Vg=1.3V                          

 

 

(c)Vg=1.9V                              (d) Vg =3V 

Fig.5.4 3D Electron density distribution of the flash memory. 
 
 

In order to give a more detailed analysis for the charging behavior of the floating gate, 

the interaction between the charging behavior of the floating gate and the channel as a 

function of the control gate voltage is shown in Fig.5.5. The simulation assumes a 
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substrate doping density of 24 31.5 10 m−× . The number of electrons is calculated from 

the electron density in each grid and therefore it is not constrained to an integer. That 

is why Fig. 5.5 shows non-integral number of charges in the quantum dot. As number 

of electrons in the channel builds up, the rate of the increase of electrons in the 

quantum dot slows down. This is due to the increasing amount of electrostatic gate 

field energy required to sustain the inversion charge in the channel at the expense of 

the charging of the floating gate. The rate of the increase of number of electrons in the 

channel tends to saturate after 0.5 V. It is widely accepted that when more and more 

electrons in the channel tunnel into the floating gate, it will results in the saturation of 

the number of electrons in the channel.  
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Fig.5.5 Number of electrons in the channel and floating gate. 

 

Fig.5.6 plots the drain current as a function of control gate voltage for a number of 

electrons in the quantum dot ranging from 0 to 10. The number of electrons is 

constrained to an integer number during the simulation. The threshold voltage shift is 

obvious. When the quantum dot has 6 six electrons, the total threshold voltage shift is 
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0.3 V. When 10 electrons are in the quantum dot, the total threshold voltage shift is 

about 1 V. The result indicates the charging sensitivity of the device to a field 

modification by every additional electron in the quantum dot. It shows, in effect, the 

single electron charging phenomenon, and means Coulomb blockade effect is 

simulated approximately.  

 
Fig. 5.6 Drain current as a function of control gate voltage by keeping fixed number 

of electrons in the quantum dot (a) linear scale (b) log scale. 
 
 

5.4 The Tunneling Current through the Tunnel Oxide 

 

In the flash memory, the tunneling current is dominated by direct tunneling and F-N 

tunneling mechanisms. At a low voltage, a large amount of current can pass through 

the tunnel oxide, as shown in Fig. 5.7. In the calculation, the conduction band offset 

between the silicon quantum dot and silicon substrate is fixed at 3.15 eV. When tunnel 

oxide thicknesses are 1.5 nm, 2.0 nm and 2.5nm, large tunneling currents at relatively 

low voltages (< 2.0V) are observed. The tunneling current is very sensitive to the 

tunnel oxide thickness. A 0.5 nm difference between tunnel oxide thicknesses results 
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in 2 orders of magnitudes difference in the tunneling current. With the increase of the 

control gate voltage, the rate of the increase of the tunneling current slows down. This 

is because when lower energy states in the quantum dot are occupied by electrons, it 

is more difficult for following electrons to occupy higher energy states in the quantum 

dot. Therefore, the probability of electrons tunneling into the quantum dot becomes 

smaller and thus the rate of increase of the tunneling current decreases despite of 

increase in electric field. In this result, the effective mass is assumed to be 0.51m0 for 

SiO2.  

 

 

Fig.5.7 Tunneling current as a function of control voltage. 

 

The tunneling currents with various tunnel oxide thicknesses at different control gate 

voltages are showed in Fig. 5.8. A small difference in tunnel oxide thicknesses results 

in a large variation of the tunneling current. This attribute makes thin tunnel oxide a 

very attractive candidate for achieving fast programming/erasing time at a low 
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operation voltage. In Fig. 5.8, compared to the tunnel oxide thickness, control gate 

voltage has less effect on the tunneling current at low voltage operation. However, 

when the tunnel oxide thickness increases from 1.5 nm to 4.5 nm, the impact of the 

control gate voltage on the tunneling current becomes significant, which is believed to 

be due to the effect of F-N tunneling under a higher control gate voltage 2.0 V.  

 

 

Fig.5.8 Tunneling current as a function of tunnel oxide thickness. 

 

5.5 The Programming and Retention Times 

 

Table 5.1 summaries the performance parameters defining state-of-art semiconductor 

memory devices. For the flash memory, an ideal device provides 10 years retention 

standard and 1µ s~1ms programming/erasing time. The operation voltage is less than 

5V. A good memory device should have faster programming/erasing operation, longer 

retention and lower power operation ability. Hence, the programming/retention times 
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are important parameters for evaluating the device performance. In this section, the 

programming/retention times are quantified and their characteristics are evaluated.  

 

Device Operation 
Voltage 

Write/Erase
Time 

Data Retention
Time 

Endurance 

DRAM 3V 50~100ns 0.1~0.5 sec No limit 
EEPROM -8V~5V 1µ s~1ms 10 years 105 cycles  

 
Table 5.1 Device parameters for different semiconductor memories. Each is optimized 

for either dynamic or non-volatile application. 

 

Fig.5.9 shows the number of electrons in the floating gate as a function of 

programming time when control gate voltage is 2V. The more the electrons in the 

floating gate, the longer it takes to add an extra electron into the floating gate. There 

are several reasons for explaining this general feature. 

 

The first few electrons tunneling into the quantum dot will enter at lower energy states 

in the quantum dot with higher occupation probability, and therefore the following 

electrons have to occupy higher energy states with lower probability. Secondly, the 

presence of electrons in the quantum dot changes the threshold voltage of the device, 

and thus results in less electrons available in the channel which can be trapped into the 

quantum dot. Thirdly, because in the initial state there is no electrons in the quantum 

dot, therefore the control gate potential across the tunnel oxide is large, resulting in a 

large coupling constant. With the injecting of electrons in the floating gate, the 

potential drop across the tunnel oxide becomes smaller with a corresponding 
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reduction in the coupling constant. As a result, fewer electrons can tunnel into the 

quantum dot. 

 
Fig.5.9 The evolution of mean number of electrons in a Si quantum dot when control 

gate voltage is 2V. 
 
 

 
Fig.5.10  Programming time as a function of the tunnel oxide thickness. 

 
 

The programming characteristic in terms of tunnel oxide thickness when low 

programming voltage of 5V is applied on the control gate is shown in Fig.5.10. With a 
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fixed control oxide thickness of 7nm, the programming time has reached nano-second 

range when tunnel oxide thickness is less than 2.75 nm. The programming time 

increases drastically with the increase of the tunnel oxide thickness. When tunnel 

oxide thickness is about 2.75 nm, the programming time can reach nanoseconds. It 

demonstrates again that the thin tunnel oxide is a very attractive candidate for 

achieving fast programming time at low operation voltage.  

 

 

Fig.5.11 The charge in the quantum dot as a function of time in the retention state. 
 
 

Fig. 5.11 represents the retention time vs the stored charge in the quantum dot with the 

tunnel oxide of thickness 4 nm. The dot line represents 5 years retention time, which 

is the half of the current requirement for nonvolatile flash memories. It shows that 

after 72.24 10× s, 20% charge in the quantum dot is lost which falls substantially 

short of 10 years standard. It indicates that the flash memory device with tunnel oxide 

thickness of 4 nm is not with thick enough SiO2 for achieving 10 years retention 
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standard.  

 
Fig.5.12 The charge in the quantum dot as a function of time with different tunnel 

oxide thicknesses in the retention state. 
 
 

In Fig. 5.12, we show that the retention time of the memory device with different 

tunnel oxide thicknesses, 4.0 nm and 4.3 nm respectively. When 20% stored charge is 

lost, the device with tunnel oxide thickness 4.3 nm can reach 10 years retention time 

which is similar to the requirement mentioned in ITRS2003. The figure also indicates 

that the retention time is very sensitive to the tunnel oxide thickness. That is why high 

k materials with thicker physical thickness and thinner EOT will have a better 

potential to provide fast programming and longer retention time. 

 

Figure 5.13 shows clearly the tradeoff between the retention time and programming 

time when control gate voltage is 5 V. When tunnel oxide thickness is 4.3 nm which 

can provide 10 years retention time, the programming time is 0.0109 s that can not 

reach nanoseconds range. When programming time reaches nanoseconds regime with 
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tunnel oxide thickness 2.82 nm, the retention time is 21 10×  s which is unacceptable 

and extraordinarily. Since both of fast programming time and good retention 

performance are desirable attributes for the flash memory, the alternative materials for 

tunnel oxide and the quantum dot are sought to improve the programming and 

retention characteristics simultaneously.  

 

 
  Fig.5.13 Tradeoff between retention time and programming time as a function of 

tunnel oxide thickness. 
 

 

5.6 Summary 

 

In this chapter, memory characteristics of a quantum dot floating gate structure are 

predicted by the theoretical model. The charging process and its impact on the 

memory device are studied. The interaction of the charging behavior between the 

quantum dot and the channel is discussed. The tunneling currents are calculated by a 

modified WKB approximation, including direct tunneling and F-N tunneling 
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mechanism. The impact of the tunnel oxide thickness on the tunneling current is 

studied and the result demonstrates the importance of tunnel oxide in improving 

programming efficiency. The programming characteristics which show quantum 

confinement phenomena are predicted by tunneling currents. The 

programming/retention times are investigated and used to examine the tradeoff 

between the programming and retention performance. By adjusting the tunnel oxide 

thickness, an ideal quasi-nonvolatile memory with high programming speed and 

longer retention can be achieved. The results and predictions in these chapters are 

essential for the design and further optimization of the flash memory device at low 

voltage operation. The Si quantum dot flash memory with silicon dioxide thickness 

4.3 nm can reach 10 years retention standard while its programming speed is 0.0109 s 

at 5V, which is not good. It indicates less possibility of low voltage operation which is 

essential in future flash memory devices. Therefore, for further optimization of the 

flash memory device, new materials for both tunnel oxide and quantum dots are 

proposed and the simulation results will be discussed in the following chapters.   
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Chapter 6 

Memory Device with High-k Dielectrics 
 

6.1 Introduction 

 

The ideal goal of the flash memory device is to make the programming speed as fast 

as possible and achieve a long retention time. However, because of the continuous 

scaling of the tunnel oxide thickness to achieve programming speed at lower voltage, 

the charge loss between the floating gate and silicon substrate prevents the further 

improvement of the retention time. As a result, requirements for fast 

programming/erasing time of the flash memory at low voltage are in direct conflict 

with the necessary long retention time, because both of them depend on the tunneling 

oxide thickness.  

 

Recently, in order to overcome this problem, high-k dielectrics that can provide high 

dielectric constant and low electron barrier height are proposed for replacing 

conventional silicon dioxide in the flash memory [20, 48]. During the 

programming/erasing modes, the high k dielectric with low barrier height can provide 

fast and efficient programming/erasing operation and can have thicker tunneling 

dielectric with small EOT compared to SiO2. During the retention mode, due to 

having thick tunnel oxide, the leakage current of high-k dielectric film is several 

orders of magnitude smaller than that of SiO2 due to larger physical thickness 
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compared to SiO2, thus resulting in superior data retention time [36]. Therefore, using 

the high-k dielectric, both longer retention time and efficient programming/erasing 

can be achieved.  

 

Many experiments have demonstrated that both the low voltage operation and good 

retention time could be achieved by using high k dielectrics [33-35]. Although the 

performance of the nanocrystal flash memory with high-k dielectric has been 

extensively investigated in experiments, simulation and modeling are also very 

important and useful for guiding the design and fabrication of the nanocrystal flash 

memory with high-k dielectrics. Therefore, in this chapter, the flash memory with 

high-k dielectric is studied. We investigate characteristics of the nanocrystal flash 

memory with HfO2 and HfAlO alternative dielectrics, respectively. Their 

performances are compared and contrasted with SiO2 flash memory.  

 

The properties of high-k dielectrics for memory application are presented in section 

6.2. In section 6.3, the device characteristics of the flash memory with high-k 

dielectrics are explored and discussed. The tunneling current through the high-k 

dielectric is studied. The programming and retention times of the high-k dielectric 

flash memory are investigated. The advantages of faster programming/erasing time 

and longer retention of high-k dielectric flash memory are demonstrated theoretically. 

Finally, in section 6.4, a summary of this chapter is given. 

 



Chapter 6 Memory Device with High-k Dielectrics 

77 

6.2 High k dielectrics  

 

The concept of the equivalent oxide thickness is introduced in this part. Considering a 

parallel plate capacitor tAkC /0ε= , where k  is the dielectric constant, 0ε  is the 

permittivity of free space, A is the area of the capacitor, and t  is the thickness of the 

dielectric. The expression of this parallel plate capacitor can also be shown in terms of 

eqt  (equivalent oxide thickness) and oxk  (dielectric constant) of the capacitor. eqt  

represents the theoretical oxide thickness which can achieve the same capacitance 

density as the dielectric. The physical thickness of an alternative dielectric employed 

to achieve the equivalent capacitance density of eqt  can be obtained by 

khighkhighoxeq ktkt −−= //  . Therefore, a high-k dielectric with a relative permittivity of 

16 can afford a physical thickness of 
O
A40~  to obtain

O

eq At 10= . As a consequence, 

larger physical thickness of high-k dielectric provides longer retention, and its thin 

equivalent oxide thickness with low barrier height affords F-N tunneling at very low 

voltage, resulting in fast and efficient programming/erasing states. 

 
Fig.6.1 Energy band diagram of silicon nanocrystal memory with high-k at 

equilibrium and enlarged conduction band edge profile at programming mode. 
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(a)                               (b) 

Fig.6.2 (a) Enhanced electron injection by F-N tunneling in high-k dielectrics (b) 
Direct electron tunneling in SiO2. Dashed line indicates conduction band edge profile 
at retention. 
 
 

In order to understand the roles of the electron barrier height and dielectric thickness 

in device operation, the conduction band edge profiles of silicon nanocrystal/tunneling 

dielectric/silicon substrate with 4.5nm HfO2 (EOT 1.6nm) are illustrated in Fig. 6.1 

and Fig. 6.2. The band bending of SiO2 tunneling barrier is such that the whole 

dielectric acts as an insulator both in programming and retention states, as shown in 

Fig.6.2 (b). However, for high-k dielectric, the energy band is not symmetric in the 

programming and retention states, as shown in Fig.6.2 (a). Due to its lower electron 

barrier height, only part of the high-k dielectric offers a barrier to carrier flow in 

programming mode and the charge transport mechanism is changed from direct 

tunneling into F-N tunneling [36], as shown in Fig.6.2. (a). This gives rise to enhance 

electron injection from substrate to silicon nanocrystal, resulting in more efficient 

programming. During the retention, because of the use of larger physical thickness, 

the high-k dielectric substantially reduces the leakage current between the quantum 

dot and silicon substrate and thus enables the better retention in Fig.6.2 (a). 
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Until now, many advanced high-k dielectrics have been employed and their most 

relevant properties are summarized in Table.6.1. The most commonly studied high-k 

gate dielectric candidates have been materials systems such as 2HfO , 32OAl  

and 52OTa , which have dielectric constant ranging from 10-80.  

 
material dielectric constant(κ ) band gap Eg (eV) barrier height(eV) 
SiO2 3.9 9 3.5 
Si3N4 7 5.1 2 
HfO2 25 5.7 1.5 
Al2O3 9 8.7 2.8 
Y2O3 15 5.6 2.3 
La2O3 30 4.3 2.3 
TiO2 80 3.5 1.2 
ZrO2 25 7.8 1.4 

Table 6.1 The main parameters of various high-k dielectrics. 
 
 

0.0 0.2 0.4 0.6 0.8 1.0
10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

programming at 1.5V

Tu
nn

el
in

g 
C

ur
re

nt
 (A

/c
m

2 )

X(HfO2)x(Al2O3)1-X

EOT=0.8nm  programming at 1V

EOT=1.2nm

programming at 1V

 
        Fig.6.3 Tunneling current of (HfO2)x(Al2O3)1-x for various Hf compositions. 
 
 

In experiments, because HfO2 is not compatible with the high temperature processing, 

typically used for source-drain post implant anneal in any standard CMOS process, a 

potential solution that adds Al into HfO2 to form HfAlO is proposed [45]. For HfAlO, 

the band offset data are determined from the XPS (X-ray Photoelectron Spectroscopy) 
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experiments. Their dependences on the Hf composition are demonstrated to be in a 

linear relationship [40]. The electron effective mass and the dielectric constant of 

HfAlO are interpolated linearly between those of HfO2 and Al2O3. The tunneling 

current through (HfO2) x (Al2O3)1-x is calculated by nanoFM-1.0 and showed in 

Fig.6.3. It is seen from Fig.6.3 that the higher the Al composition the higher tunneling 

current. In the following simulation results of (HfO2) x (Al2O3)1-x, x=0.3 is selected 

and used to determine the relevant parameters. 

 

6.3 Characteristics of the Flash Memory Device with High-k 

Dielectrics 

 

6.3.1 Basic characteristics of flash memory with high-k dielectrics 

 

In this simulation work, the size and structure of the memory device is similar to the 

device discussed in chapter 5(Fig. 5.1). The control gate thickness is fixed at 7 nm. 

The tunnel oxide thickness ranges from 1.5 nm to 4.5 nm according to different 

dielectrics. The length of the channel is 40 nm. 

 

In Fig. 6.4, the gate current density as a function of control gate voltage with different 

dielectrics is shown. It is obvious that the gate currents of high-k materials (HfO2 and 

HfAlO) are higher than that of SiO2 with the same physical oxide thickness. Because 

high-k dielectrics have low barrier height, therefore, due to the F-N tunneling, they 



Chapter 6 Memory Device with High-k Dielectrics 

81 

can provide higher tunneling current. Since 2 eV barrier height difference between 

SiO2 and HfO2 results in near 12 orders of magnitude difference in tunneling current, 

it confirms that the barrier height has great impact on tunneling current. 

         
Fig.6.4 Simulated tunneling current as a function of gate voltage with SiO2, HfO2 and 

HfAlO dielectrics with t_ox=4.5nm. 

 

 
Fig.6.5 Number of electrons in the quantum dot as a function of gate voltage with 

SiO2, HfO2 and HfAlO dielectrics and t_ox=4.5nm. 
 
 

Fig. 6.5 shows the number of electrons in the quantum dots as a function of control 
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gate voltage with various dielectrics. Notice that the number of electrons in the 

quantum dots of high-k dielectric flash memory is more than that of with SiO2 flash 

memory. It is explained that at the same programming voltage, due to low barrier 

height, more electrons are allowed to tunnel into the quantum dot easily. Therefore, 

the results demonstrate that low voltage and efficient programming mode can be 

provided by the high-k dielectric. As discussed in Chapter 5, because the number of 

electrons is calculated from electron density, so Fig 6.5 shows non-integral number of 

electrons in the quantum dot. 

 
Fig.6.6 Simulated drain current as a function of gate voltage with SiO2, HfO2 and 

HfAlO dielectrics and t_ox=4.5nm. 
 
 

The channel currents with the different high-k dielectrics are given in Fig. 6.6. High-k 

dielectrics proved much larger oxide capacitance between the control gate and the 

floating gate compared to SiO2. As a result, the channel currents of high-k dielectrics 

become higher.  
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Fig.6.7 plots the drain current as a function of control gate voltage for a number of 

additional electrons in the quantum dot ranging from 0 to 10 when HfO2 is used. 

When the quantum dot contains 10 electrons, the threshold voltage shifts is about 0.2 

V. It indicates that the charging sensitivity of the device channel to the charging of the 

quantum dot. As discussed in Chapter 5, this result also emulates single electron 

charging and the Coulomb Blockade effect. 
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Fig. 6.7 Drain current as a function of control gate voltage by keeping fixed number 
of electrons in the quantum dot (a) linear scale (b) log scale. 

 
 

6.3.2 Tunneling current of flash memory with high-k dielectrics 

 

In Fig.6.8 and Fig.6.9, the gate currents as a function of dielectric thicknesses with 

different dielectrics at control voltage 0.6V and 2V are simulated. The gate current 

increases with the decrease of the dielectric thickness at a relative low operation 

voltage. With the same physical thickness, the tunneling current of the high-k 

dielectric is much higher than that of SiO2, which shows agreement with Fig.6.4. The 

results show significantly that the impact of the programming voltage on the tunneling 

current is less than the impact of the tunnel oxide thickness, since the increase of the 
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control gate voltage doesn’t result in as much difference of the tunneling current. 

Therefore, it is possible to implement efficient programming operation at the low 

voltage.  

 
Fig.6.8 Simulated tunneling current as a function of dielectric thickness with different 

high-k dielectrics at programming mode when control gate voltage is 0.6V. 
 

 
Fig.6.9 Simulated tunneling current as a function of dielectric thickness with different 

high-k dielectrics at programming mode when control gate voltage is 2V. 
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Fig.6.10 Simulated tunneling current as a function of barrier height with different 
materials at programming mode. 

 
 

When we compare the Fig. 6.8 and Fig.6.9, notice that the impact of the tunnel oxide 

thickness of SiO2 on tunneling current is more obvious than that of HfO2 and HfAlO 

on the tunneling current. It is believed that the high tunneling current of high-k 

dielectrics during the programming mode is mainly provided by lower electron barrier 

height. 

 

During the programming mode, due to the low barrier height, high-k dielectric can 

provide higher tunneling current as shown in Fig.6.4. The sensitivity of tunneling 

current to electron barrier height is observed in Fig. 6.10, which shows the simulated 

tunneling current as a function of barrier height when control gate voltage is 2 V. With 

the decrease of the barrier height of the high-k dielectrics, the tunneling current 

increases exponentially as expected. In this Fig. 6.10, the dielectric with lower barrier 

height and larger thickness (HfO2) can achieve a comparable performance as the 
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dielectric with higher electron barrier height and smaller thickness (SiO2) under 

programming mode. For example, in Fig. 6.10, the 4.5 nm HfO2 (1.6nm EOT) with 

1.5 eV electron barrier height has comparable programming time to the SiO2 dielectric 

with barrier height 3.5 eV with thickness 1.6nm. Comparing the Fig. 6.4 with Fig. 

6.10, that the 0.5 eV difference of barrier height results in more than 3 orders of 

magnitudes change of tunneling current demonstrates barrier height is a more 

important factor in providing higher tunneling current than tunnel oxide thickness 

under programming regime.  

 

The permittivity of the high-k dielectric is measured on bulk samples and in some 

cases even on thin films, while, for the more complex dielectrics, the dielectric 

constant may not be as well known. Therefore, it is necessary to explore the 

relationship between the tunneling current and the high-k dielectric constant. The 

tunneling currents of HfO2 and HfAlO as a function of high-k dielectric constant are 

plotted in Fig.6.11. The tunneling current decreases with the increases of dielectric 

constant, which can be demonstrated theoretically from the tunneling current 

calculation mode (WKB) (Eq. (3.10)) discussed in chapter 3. The result indicates the 

dielectric constant has less effect on the tunneling current, especially for high-k 

dielectrics, while its effect on programming performance is less compared to that of 

the effect of tunnel oxide thickness and barrier height. Because of the high dielectric 

constant, the physical thickness of the high-k dielectric enables thin EOT, which leads 

to efficient programming. Under this case, the dielectric constant is a very important 

factor in designing good memory device. 



Chapter 6 Memory Device with High-k Dielectrics 

87 

 
Fig.6.11 Simulated tunneling current as a function of dielectric constant with different 

dielectrics at programming mode and t_ox=4.5nm. 

 

6.3.3 Programming and retention times 

 

The advantages of the flash memory with high-k dielectrics are low voltage operation, 

fast programming time and longer retention time. The efficient programming of 

high-k dielectric flash memory at a relative low voltage has been demonstrated by the 

results discussed in section 6.3.2. During the programming mode, the high-k dielectric 

with low barrier height enables fast programming/erasing speed, and during the 

retention mode, the high-k dielectric can prevent leakage current to provide good 

retention performance due to larger physical thickness. As a result, considering the 

ratio of programming current and leakage current during retention, the high-k 

dielectrics are expected to provide higher ratio than SiO2. The programming and 

retention times of high-k dielectric flash memory will be discussed in this part. 
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                 (a)                                        (b) 

Fig.6.12 The programming time as a function of stored charge in the quantum dot 
when Vg=2V (a) SiO2 (b) HfO2. 

 

The programming time as a function of stored charge in the quantum dot for SiO2 and 

HfO2 is presented in Fig.6.12. The tunnel thickness is taken to be 1.5 nm for SiO2 and 

HfO2. Compared with SiO2, HfO2 provides significantly faster programming time and 

more electrons in the quantum dot with the same physical thickness 1.5 nm. It 

demonstrates that high-k dielectric has potential to provide faster programming time 

and more efficient programming operation. Both in SiO2 and HfO2 dielectrics, the 

general feature that the more electrons tunnel into the quantum dot the longer time it 

needs to add extra electrons into the quantum dot is similar. 

 

The relationship of the programming time and dielectric thickness for HfO2, HfAlO 

and SiO2 is plotted in Fig. 6.13. With the same dielectric thickness, the programming 

time of the flash memory with high-k dielectrics is significantly faster than that of 

SiO2. When the thickness increases, the difference between the high-k dielectrics and 

SiO2 becomes more significant. This result is similar to the result shown in Fig.6.8 



Chapter 6 Memory Device with High-k Dielectrics 

89 

and Fig.6.9. This shows that the low barrier height results in F-N tunneling and hence 

speeds up the programming time. The 0.4 nm difference of tunnel oxide thickness 

leads to near 100 times difference of the programming time. Hence the thickness is a 

key factor in optimizing the programming and retention times. 
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Fig. 6.13 The programming time as a function of tunnel oxide thickness with different 

dielectrics. 
 

The retention time of the flash memory with SiO2 and HfO2 determined from the 

charge lost is shown in Fig. 6.14. It is significant that the retention characteristics of 

high-k dielectric flash memories are better than SiO2 flash memory. The dot line 

presents 10 years retention time standard. The retention times of the flash memory 

with SiO2 4.3 nm, SiO2 4.5 nm and HfO2 6.2 nm are 9.009×107 s, 1.603×109 s and 

4.009×109 s.  The SiO2 with tunnel thickness 4.5 nm, HfO2 with thickness 6.205 nm 

can reach the 10 years retention standard. In this case, the EOT for SiO2 and HfO2 are 

4.5 nm and 2.2 nm, in which the thin EOT of 2.2nm of HfO2 can enable faster 
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programming time at the same time.  

 
Fig.6.14 The charge in the quantum dot as a function of time with different dielectrics 

in the retention state. 
 

The charge loss shows exponential attenuation as a function of time and a suddenly 

drops at around 80% mark, as shown in Fig.6.14. However, a smooth charge loss as a 

function of retention time is expected and showed in the experimental result [11]. This 

is because that the transmission probability across the tunnel oxide from the quantum 

dot to silicon substrate is assumed to be a constant value according to the residual 

charge in the quantum dot in this model. Thus, by recalling the Eq. 3.31 and Eq.3.32, 

the exponential attenuation of charge loss as a function of time can be explained and 

the suddenly drop observed in Fig. 6.14 is possible.  

 

However, in fact, with more electrons escaping from the quantum dot flash memory, 

the potential in the quantum dot changes and results in the change of the effective 

barrier for tunneling. As a consequence, the potential in the quantum dot becomes 
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close to the silicon substrate and the transmission probability becomes smaller. 

Therefore, in general, the transmission probability will become smaller and smaller 

during the retention mode due to the change of the potential in the quantum dot. As a 

result, a smooth charge loss as a function of time in retention state is expected and 

shown in the experimental results [11].  

 

If we assume that the potential in the quantum dot decreases linearly with more 

electrons tunneling out of the quantum dot during the retention, the charge loss as a 

function of time is shown in Fig. 6.15. In this result, we assume that the potential has 

a linear increase with the charge loss in the quantum dot which is a reasonable 

assumption. For example, 5% charge loss results in 5% decrease of the potential in the 

quantum dot. The loss is now more gradual as compared to Fig.6.14 as expected. 

 
Fig.6.15 The retention time as a function of charge lost in the quantum dot with 

different dielectrics simulated by barrier height approximation. 
 
 

The retention characteristics of HfO2 and SiO2 as a function of time are plotted in 
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Fig.6.16 and Fig.6.17. In this simulation result, the change of the barrier height of the 

dielectric with the loss of charge in the quantum dot is considered. In the result, the 

VT of the flash memory with SiO2 dielectric is obtained from the Fig.5.6. The VT of 

the flash memory with HfO2 is obtained from the Fig. 6.7. Here, the TV∆  is defined 

as  

                   (10 ) (0 )T T e T eV V V∆ = −                             (6.1) 

where VT(10e) is the threshold voltage when 10 electrons are in the quantum dot and 

VT(0e) when no electron in the quantum dot. The retention time is defined as the loss of 

20% of TV∆ . We simulate the number of electrons as a function of control gate 

voltage as shown in Fig. 5.6 and Fig. 6.7, from which the threshold voltages, 

considering different number of electrons in the quantum dot, is found. We assume 

that 10 electrons in the quantum dot represents 100% charge in the quantum dot, 

therefore 8 electrons in the quantum dot represents 80% charge in the quantum dot 

and so on, as shown in Fig.6.15. Since the charge loss as a function of retention time 

can be found, as shown in Fig. 6.15, therefore the relationship between threshold 

voltage and retention time is found in Fig.6.16 and Fig. 6.17. The threshold voltage as 

a function of retention time for HfO2 with thickness of 6.2 nm is shown in Fig.6.17 

and the same result for SiO2 with thickness of 4nm is shown in Fig.6.16. For HfO2 

dielectric flash memory device, when tunnel oxide thickness is 6.2nm, the 10 years 

retention time can be achieved and the programming time is 6.36e-4 s. For SiO2 in 

order to reach 6.36e-4 s, the thickness should be 4 nm, as plotted in Fig.6.16. 
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Fig.6.16 Retention time for SiO2 flash memory with tunnel oxide thickness 4 nm. 
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Fig.6.17 Retention time forHfO2 flash memory with tunnel oxide thickness 6.2 nm. 

 
 

When we compare these two figures, the high-k dielectric shows better retention 

performance because the charge loss rate of HfO2 with thickness of 6.2nm is slower 

than that of SiO2. For HfO2 dielectric, no significant shrinkage of threshold voltage is 

observed at up to 138 10×  s, due to its sufficient physical thickness. However, for 

SiO2, the rate of the decrease of the threshold voltage is fast from the beginning. It 
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means that the rate of charge loss of the flash memory with HfO2 dielectric is slower 

than that of the flash memory with SiO2 dielectric. This memory characteristic shows 

a good agreement with the experimental result [11].  

 

Fig. 6.18 shows the retention time as a function of EOT for SiO2, HfO2 and HfAlO. 

With the increase of EOT, the difference between the SiO2 and high-k dielectrics 

becomes larger. In order to ensure 10 years retention standard, the tunnel oxide EOT 

of HfO2 and HfAlO should be 2.0 nm and 2.2 nm, respectively. As we discussed 

previously, the EOT of SiO2 has to be around 4.5 nm. The difference of the retention 

time between different dielectrics becomes larger with the increase of the EOT. It 

indicates that the thickness has more prominent effect on the retention time during the 

retention mode, which is different compared to the programming mode where the 

barrier height dominates the programming time. 

 

 
Fig.6.18 The retention time as a function of EOT with different high-k dielectrics. 
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6.4 Summary 

 

This chapter focuses on the investigation of the flash memory incorporating high-k 

dielectrics. The basic properties of the high-k dielectrics are discussed and explored. 

The performance of the flash memory with high-k dielectrics is simulated and 

compared with the SiO2 flash memory. The efficient programming mode at low 

voltage operation is demonstrated. Through the calculation of tunneling current and 

programming/retention time, the advantages of low voltage operation, fast 

programming speed and long retention time are predicted by our simulation results. 

The appropriate thickness for different dielectrics in order to ensure 10 years retention 

standard is proposed. In this chapter, the high-k dielectrics are demonstrated 

theoretically that they have great potential to replace conventional SiO2 in the future 

application of the flash memory device.  
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 Chapter 7 

Flash Memory Device Using Ge/SiGe/Si         

Quantum Dot  

 

7.1 Introduction 
 

In the quantum dot flash memory device, electrons can be stored either in the traps or 

in the conduction band of the quantum dot. Evidences show that if electrons are stored 

in interface states or bulk traps, rather than the conduction band, good retention 

property can be provided. Because narrower band gaps can provide lower conduction 

band edge, resulting in better confinement of electrons in quantum dot and therefore 

better retention performance [47], quantum dot with narrow band gap materials can be 

advantages for flash memory devices. Compared to Si quantum dot, Ge quantum dot 

has a narrower band gap and a similar electron affinity. Therefore, Ge quantum dot is 

expected to provide better retention memory characteristics. Ge quantum dot flash 

memory devices using thin SiO2 tunneling oxide have been demonstrated a few years 

ago and good retention performance was observed [51].  

 

However, because of the low evaporation temperature of Ge quantum dot and the 

difference in surface energy with respect to the oxide, it is difficult to assemble Ge 

dots on insulators compared to Si dots. An alternative technique to take advantage of 

Ge smaller band gap is to grow the Si1-xGex dots directly on the tunneling oxide using 

rapid thermal chemical vapor deposition ([48], [20]). The availability of this method has 
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been demonstrated experimentally [11]. The characteristics of the flash memory device 

using SiGe quantum dot need to be explored and studied theoretically. Therefore, 

SiGe flash memory is also investigated. In this chapter, both pure Ge quantum dot and 

SiGe quantum dot devices are considered. Their retention performance are explored 

and compared with Si quantum dot flash memory device. 

 

In this chapter, section 7.2 explores basic properties of SiGe dots flash memory and 

try to give the relative important parameters of SiGe dots. Section 7.3 investigates 

programming and retention times of pure Ge quantum dots flash memory, including 

the impact of dot size on the programming and retention. The impact of the trap 

energy on retention performance is studied. Section 7.4 discusses and predicts an ideal 

flash memory device using theoretical simulation results. Section 7.5 gives a summary 

of this chapter. 

 

7.2 Investigation of SixGe1-x Dots 

 
Dot Effective Mass Trap Energy Dielectric 

permittivity 
Ge 0.22 me 0.51 eV 16 
Si 0.32 me 0 eV 11 

Table 7.1 Important parameters of Si and Ge dots. 
 

The important parameters for Ge and Si quantum dots are shown in Table 7.1. The 

conduction band shift for Si, Ge and SiGe quantum dots is assumed to the same. The 

conduction band shifts for 5nm, 3nm and 2 nm quantum dots are taken as 0.15 eV, 0.5 
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eV and 1 eV, respectively. For larger size of the quantum dot, the conduction band 

shift is smaller and assumed to be neglected.  

 

In this work, the electron effective mass and the dielectric constant values for SiGe 

dots are assumed to be interpolated between those of Si and Ge. The trap energy level 

of pure Ge dots is extracted from experimental data [49]. For SixGe1-x, the trap energy 

is kept at 0.51eV. Because the electron affinity of Si quantum dot is a little higher than 

Ge quantum dot, hence there is a slight difference between barrier heights of SiO2 and 

HfO2 tunnel dielectrics. In this simulation, the barrier height of the tunnel oxide for 

Ge quantum dot is assumed as 1.45 eV which is 0.05 eV less than that of tunnel oxide 

for Si quantum dot. 0.2 eV difference of the barrier height is also used in the 

simulation for SiO2. Hence, the value of the barrier height of the tunnel oxide for SiGe 

quantum dot is interpolated between those of Si and Ge. The parameters of SiGe 

quantum dot as a function of Ge composition are assumed in Table 7.2.  

 
 Ge Si0.25Ge0.75 Si0.5Ge0.5 Si0.75Ge0.25 Si 

effective mass 
(me) 

0.22 0.245 0.27 0.295 0.32 

barrier 
height(HfO2)(eV)

1.3 1.350 1.4 1.45 1.5 

dielectric 
permittivity 

16 14.75 13.5 12.25 11 

Table 7.2 Parameters of SiGe. 
 

 

The retention time as a function of the composition of Ge quantum dot in the retention 

state is illustrated in Fig. 7.1, in which HfO2 dielectric of thickness 4.6 nm is 

considered. The dot size is assumed to be fixed at 5 nm in diameter. The difference of 
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the barrier height of the tunnel oxide is assumed as 0.05 eV and 0.2 eV, respectively. 

In Fig. 7.1, with the increase of Ge composition, the retention time is reduced. This is 

because that the electron affinity of Si is 0.05 eV higher than that of Ge quantum dot 

and therefore the barrier height of the tunnel oxide for Ge is less than that of the 

tunnel oxide for Si quantum dot. As a result, a bit smaller barrier height of the tunnel 

oxide results in the reduction of the retention time. However, because the trap energy 

of SiGe quantum dot is 0.51eV and the trap energy of Si is 0 eV, so SiGe quantum dot 

is still expected to have better retention than Si quantum dot. If we assume a SiGe 

quantum dot flash memory with 50% Ge composition, the retention time is 5.25e8 s. 

When a pure Si quantum dot flash memory is used, the retention time is 68.548 s 

which is significantly poorer than that of Ge quantum dot. Since the Fermi level of the 

SiGe quantum dot is above the mid-band gap of the Si channel in the retention, SiGe 

quantum dot is also expected to have better retention performance. In our theoretical 

model, the Ge concentration is assumed to be 75% in SiGe quantum dots. 
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Fig.7.1Retention time of SiGe quantum dot flash memory. 
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When Ge is taken to be 75%, the retention time of SiGe quantum dot flash memory is 

simulated in Fig.7.2. Among SiGe, Si and Ge quantum dots flash memory, SiGe 

quantum dot flash memory shows much better retention characteristic than Si 

quantum dot flash memory, and pure Ge quantum dot flash memory provides the best 

retention than SiGe flash memory. In our simulation model, because the main 

difference between Si, SiGe and Ge quantum dot flash memory is the trap energy, it 

demonstrates that the change of trap energy results in great difference in the retention 

time. The trap energy is an important factor which results in good retention 

performance. When tunnel oxide thickness increases from 3.5 nm to 4.5 nm, the 

retention time increases about 3 orders of magnitude. With the same tunnel oxide 

thickness, the difference between Si and Ge quantum dot is about 7 orders of 

magnitude. As a result, for Ge quantum dot flash memory, the impact of the trap 

energy on the retention time is more important than the tunnel oxide thickness.  
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Fig. 7.2 Retention time as a function of tunnel oxide thickness for Si, SiGe and Ge 

quantum dot. 
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7.3 Ge Quantum Dot Flash Memory 

 

Ge nanocrystal flash memory devices using SiO2 tunneling oxide were demonstrated a 

few years ago and good retention performance was shown [51, 52]. The fabrication of 

Ge quantum dot on silicon dioxide became possible in recent years.  

 
Fig.7.3 The impact of trap energy on the retention time of Ge flash memory using 

HfO2 dielectric. 
 
 

For pure Ge quantum dot flash memory, the impact of trap energy on the retention 

time is illustrated in Fig.7.3, in which the diameter of the quantum dot is 5 nm and the 

conduction band shift is 0.15 eV. The result demonstrates again that the trap energy 

has a very important effect on the retention time. A 0.2 eV difference between trap 

energies results in near 4 orders of magnitudes difference of the retention time. The 

explanation is that the electron is localized in the traps of the quantum dot, and hence 

it is difficult to be injected from the quantum dot. As a result, retention time becomes 

longer and the information can be stored longer.  
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When the trap energy is fixed, we study the impact of the barrier height on the 

retention time in Fig. 7.4 with tunnel oxide thickness 4.5 nm. Compared with Fig. 7.3, 

it is obvious that the barrier height has less effect on the retention time compared to 

the trap energy. It is believed that, with the same conduction band shift, the 

contribution of Ge quantum dot may be larger than the contribution of high-k 

dielectric to the good retention. Therefore, it is possible that Ge quantum dot flash 

memory with HfAlO will provide a better retention than Si quantum dot flash memory 

with HfO2 as shown in Fig.7.7. 

 
Fig.7.4 The impact of barrier height on the retention time. 

 
 

The programming and retention times of Ge quantum dot flash memory with HfO2 are 

illustrated in Fig.7.5, considering a large square quantum dot with conduction band 

shift 0 eV. For Ge quantum dot flash memory with HfO2 dielectric, the tunnel oxide 

thickness of near 4.5 nm can provide 10 years retention time. As we discussed 

previously in chapter 6, for Si quantum dot flash memory with HfO2 dielectric, the 

tunnel oxide thickness is required to be 6.1 nm. Therefore, with the use of Ge 
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quantum dot, the HfO2 tunnel oxide thickness can be scaled down from 6 to 4.5 nm, 

which is a great improvement for the scaling of tunnel oxide thickness.  

 

 
Fig.7.5 Programming and retention times of Ge quantum dot flash memory (dot line is 

ten years retention standard). 

 

The impact of the dot size on the programming and retention times are discussed in 

Fig. 7.6. The programming and retention performance of HfO2 flash memory with the 

quantum dot of 2 nm, 3 nm and 5 nm diameter is simulated in Fig.7.6. The result 

shows that 5nm quantum dot provides faster programming time and better retention 

time at all tunnel oxide thicknesses. The reason is that the larger the size of the 

quantum dot, the smaller is the quantum confinement effect, therefore it results in 

larger tunneling current probability. Hence, for faster programming time, larger size 

quantum dot is suggested. Therefore, 5 nm quantum dot flash memories with 4.3 nm 

HfO2 tunnel oxide are selected to provide 10 years retention times and at the same 

time the programming time 2×10-2 s at 2 V control gate voltage. However, the larger 
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size of the quantum dot will decrease the reliability of the flash memory. Hence, for 

the flash memory with larger size of the quantum dot, it will not be good for providing 

better reliability compared with the flash memory with a smaller quantum dot. And in 

Fig.7.6, when the size of the quantum dot increases to 7 nm which the conduction 

band shift is assumed to be 0 eV, the gain in programming/retention is insignificant. 

For the quantum dot with larger size (larger than 7 nm), the quantum effect is reduced 

and the memory performance will be worse than that of the dot with smaller size. 
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Fig.7.6 The impact of dot size on programming and retention times. 

 
 

The comparison of the retention time of flash memories with different dielectrics, 

considering Si and Ge quantum dots are illustrated in Fig. 7.7. A larger quantum dot 

( 6 10 10nm nm nm× × ) is embedded between control oxide and tunnel oxide and the 

conduction band shift is taken as 0 eV. It is significant that the use of Ge quantum dot 

improves the retention time greatly. Using Ge quantum dot, the flash memory with 

HfAlO dielectric can even have better retention than the device with HfO2 as we have 
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predicated in Fig. 7.4. That means Ge quantum dot has more contribution to 

optimizing the retention time than the use of high-k dielectrics under the same 

condition. With the increase of EOT of tunnel oxide, it seems that the contribution of 

high-k dielectrics becomes larger. When EOT is less than 1.6 nm, the retention time of 

Ge quantum dot flash memory with SiO2 is better than Si quantum dot flash memory 

with HfO2 and HfAlO. However, when EOT is larger than 1.6 nm, the high-k 

dielectric shows obvious predominance and gives more contribution to optimizing 

retention time. With the continuous increase of tunnel oxide thickness, the difference 

between high-k dielectrics is enlarged. Hence, Ge quantum dot will play important 

role in providing good retention time in the flash memory with smaller dimension.  

 

 
Fig.7.7 The comparison of retention time of flash memories with various dielectrics 

and quantum dots. 
 
 

7.4 The Ideal Flash Memory Devices 

 

In this section, using our simulation model, we try to predict an ideal flash memory 



Chapter 7 Flash Memory Device Using Ge/SiGe/Si Quantum Dot 

106 

device. In our research work, the Si and Ge quantum dot with SiO2 and high-k 

dielectrics are studied. With the comparison of HfO2, HfAlO and SiO2 dielectrics, 

HfO2 is believe to provide good memory characteristics, including faster 

programming time and longer retention time at a relative low voltage. Therefore, 

HfO2 is proposed in the predication of a good flash memory device. Because it is not 

easy to compare the programming efficiencies between Si (without trap energy) and 

Ge quantum dot flash memory as we discussed in chapter 6, we try to predict the good 

Si quantum dot flash memory with a hypothetical dielectric and good Ge quantum dot 

flash memories with a hypothetical dielectric, respectively.  

 

The simulation model assumes a diameter of 5 nm quantum dot embedded between 

the control oxide and tunnel oxide, channel length 40 nm and the substrate doping 

density of 20 35 10 m−× . Based on the standard in which the programming time should 

be 1 ms and retention time should be 10 years, we try to predict a good flash memory 

device.  

 

Considering a Si quantum dot flash memory device with HfO2 dielectric, in order to 

achieve 10 years retention time, the tunnel oxide thickness should be 6.743 nm. With 

same thickness, the programming time at 2 V write voltage is 0.0064 s which is 

acceptable. The dielectric constant and barrier height for HfO2 are taken as 11 and 1.5 

eV, respectively. For 6.743 nm HfO2 tunnel oxide, the equivalent thickness is 2.39 nm.  
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When the Si quantum dot is changed by Ge nanocrystal, HfO2 tunnel oxide thickness 

of 4.563 nm can reach 10 years retention standard and at the same time, the 

programming time at 0.0048 s at the write voltage 2 V is achieved. The EOT of HfO2 

is only 1.62 nm. Hence, with the use of Ge quantum dot, the tunnel oxide can be 

scaled from 6.743 nm to 4.563 nm.  

 

7.5 Summary 

 

In this chapter, characteristics of SiGe and pure Ge quantum dot flash memory are 

investigated. For SiGe quantum dot flash memory, we try to study its relative 

important parameters and properties. The effect of Hf composition on the retention 

time is explored and the research work concentrates on the retention study of SiGe 

quantum dot. For pure Ge quantum dot flash memory, the impact of trap energy on the 

retention is examined and is demonstrated to be a most important factor for good 

retention time, especially for a relatively smaller device. The results show that within 

a range of tunnel oxide thickness, the impact of Ge on the retention time is larger than 

that of high-k dielectric. Therefore, Ge is seen as a possible material for replacing Si 

quantum dot in flash memory device.  
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Chapter 8 

 Conclusions and Recommendations  

 

8.1 Summary 

 

This thesis addressed device physical, modeling and design issues of the quantum dot 

floating gate flash memory with nanoscale dimension. The characteristics of the 

quantum dot flash memory are studied, considering high-k dielectrics, Si and Ge 

quantum dot. A simulation tool is developed to accomplish these objectives. The 

fundamental device physics, including charging process of the floating gate and the 

channel, are solved by self-consistent solution of Schrödinger-Poisson equations, in 

which the electron distribution is solved by Schrödinger equation and the potential 

profile is solved by Poisson equation. The tunneling current mechanism that 

dominates the programming/erase characteristics is examined by a modified 

semi-classical WKB approximation. Using the trap model, considering quantum 

confinement in the quantum dot, the programming and retention times are evaluated. 

These theories constitute the main methodology used in the research work. 

 

Si quantum dot flash memory with conventional silicon dioxide tunnel oxide is 

simulated and studied. Its basic physical characteristics are examined. The obvious 

charging phenomenon is observed through simulated 2D and 3D electrons distribution. 

The effect of the charging process of the quantum dot on the inversion layer is 
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examined. The results show that the increasing amount of electrostatic gate field 

energy required to sustain the inversion charge in the channel is at the expense of the 

charging of the floating gate. The simulated tunneling current demonstrates that the 

scaling of the tunnel oxide thickness is very important for optimizing the 

programming performance of the flash memory. From the calculation of programming 

time, a time that can be of the order of tens of nanoseconds shows good agreement 

with experimental result on the quantum dot flash memory. A trap energy model based 

on quantum confinement is used to predict the retention time of the flash memory 

device. The tunnel oxide thickness is demonstrated as a key factor for providing good 

retention. A 4.3 nm silicon dioxide thickness is suggested in order to enable 10 years 

retention standard.  

 

Flash memory with high-k dielectrics, including HfO2 and HfAlO, are investigated 

and compared with the silicon dioxide flash memory. The basic device characteristics 

of high-k dielectric flash memory are studied. The simulation concentrates on the 

programming and retention performance of the high-k dielectric flash memory. The 

investigation shows the significant advantages of high-k dielectrics. It provides more 

efficient programming operation at a relatively low control gate voltage compared to 

SiO2 flash memory. With the same tunnel oxide thickness, the programming time of 

high-k dielectric (HfO2) flash memory is 4 times faster than SiO2 flash memory. For 

good retention mode, tunnel oxide EOT 2.2 nm of HfO2 flash memory device is 

proposed and with the same condition, the SiO2 flash memory needs 4.3 nm tunnel 
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oxide thickness. Therefore, our simulation results show that high-k dielectrics are the 

promising candidates for replacing the conventional SiO2 in the flash memory device. 

 

Ge quantum dot is proposed recently due to its large trap energy. The main advantage 

of Ge quantum dot flash memory is its good retention characteristic. This research 

work examines the impact of the trap energy of Ge quantum dot on the retention time 

and shows that the trap energy plays critical role for Ge quantum dot to provide longer 

retention time. The contribution of Ge and high-k dielectrics to the retention time is 

explored. For a device with a smaller tunnel oxide thickness, Ge quantum dot has 

more pronounced effect on the retention time, while, with a larger tunnel oxide 

thickness, high-k dielectrics make more contributions to the longer retention time.  

 

Finally, we predict ideal quantum dot flash memory based on our theoretical studies, 

considering the high-k dielectrics and Ge/SiGe quantum dot. A good device which 

provides efficient and faster programming, longer retention and low voltage operation 

is proposed. Based on the simulation model of this thesis, some parameters of the 

device are suggested. 

 

8.2 Recommendations for Future Work 

 

Though the main characteristics have been studied and investigated in this thesis, 

there are some immediate extensions to this research work, as follows. 
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The self-consistent solution of Schrödinger-Poisson method is an appropriate method 

for simulating the electrons distribution and potential profile of the device systems. 

However, the convergence problem results in inefficient computation and is time 

consuming. Especially the use of mode-space method in solving the Schrödinger 

equation restricts the thickness of substrate to be less than 6 nm; otherwise, the 

mode-space method will be broken down because. Therefore, a more efficient 

numerical implementation of this approach is required by an extremely large 

computational capability. 

 

As presented in Chapter 7, Ge and SiGe have been demonstrated as promising 

materials for quantum dot in the flash memory. However, there are still fewer studies 

on the programming time. Especially for SiGe quantum dot, the accurate 

determination of the alloy composition and its parameters is still difficult at present 

stage. A further study in such alloy quantum dot will be meaningful for the flash 

memory.  

 

The coulomb blockade is very prominent in quantum dot flash memory, especially in 

a very small quantum dot flash memory. We emulate it in this thesis approximately, 

while we suggest that it needs to be simulated accurately and the simulation model 

needs to be enhanced. There are some quantum simulation models which consider 

coulomb blockade effect in quantum dot flash memory [23, 54, 55], but there is further 

scope in improving their accuracy.
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