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Summary 

 

In this thesis, we proposed and evaluated a method for performing word sense 

disambiguation. Unlike commonly used machine learning methods, the proposed 

method does not use manually labeled data for training classifiers in order to perform 

word sense disambiguation. 

In this method, we first extract the instances that the Synonyms or Hyprnyms appear 

from the AQUAINT collection using Managing Gigabytes. Compare their feature 

with feature of the instance to be predicted using K-nearest neighbors belong to is 

selected as the predicted sense. We evaluated the method on the nouns of the 

SENSEVAL-1 English Trainable Sample Task and SENSEVAL-2 English Lexical 

Sample Task and showed that the method performed well relative to the predictor that 

used the most common sense of the word as identified by WordNet as prediction. 
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Chapter 1 

Introduction 

1.1. The Word Sense Disambiguation (WSD) Problem 

1.1.1. What is WSD ? 

Natural language is inherently ambiguous. Most of the words have more than one 

meaning (sense). We would like to automatically disambiguate the word sense of 

words in the context of their usage. This is the task of Word Sense Disambiguation. 

Given an occurrence of a word w in a natural language text, the task of word sense 

disambiguation (WSD) is to decide the appropriate sense of w in that text. Defining 

word sense is important to WSD but is not considered as part of WSD. It is assumed 

that set of candidate senses have already been defined. Usually this is taken from the 

sense definition list in a dictionary. 

Here is an example of a WSD tasks. 

Suppose the word “accident” has only two senses: (1) a mishap –especially one 

causing injury or death.  (2) fortuity, chance event –anything that happen by chance 

without an apparent cause. Then, the second sense is more accurate than the first 

sense in the context below: 

I met Mr. Wu in the supermarket this morning by accident. 

A lot of research has been done on this field because word sense disambiguation 

(WSD) has many applications. 

 

1.1.2. Application of WSD 
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WSD is a fundamental problem for natural language understanding. It is also a very 

important part in natural language processing applications. Here we list some of the 

most used applications for WSD. 

Machine Translation 

Machine translation is useful not only in research but also provides a significant 

commercial opportunity. The heart of machine translation is an effective WSD. There 

are often multiple translations for a polysemous word. If the correct sense can be 

determined, then we can find corresponding translation for the word. For example, the 

word “accident” has two meaning. The translation of the word into Chinese depends 

on the selection of the correct sense. The Chinese translation of the first sense is “事

故” and the second is “偶然”. A wrong translation can cause problems because an 

incorrect translation can give great a different meaning. 

Text-to-Speech Synthesis 

Accurate WSD is also essential for correct speech synthesis. A word with more than 

one sense can have different pronunciations. For example, the word “bow” is 

pronounced differently in each of the following context: 

• The performer took a bow on the stage while the audience applauded. 

• The archer took his bow and arrows. 

In the previous context, “bow” means the action of bending at one’s waist. In the 

latter context, “bow” means the equipment for propelling arrows. 

Accent Restoration 

Some text documents do not support foreign language character (such as 8-bit ASCII 

text files). As a result, it’s necessary to disambiguate the sense of these characters. 

This problem may also caused by the accent of some written language such as French 

and Spanish. Such problem is equivalent to the WSD (Yarowsky, 1994). 
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Internet Search 

Word Sense Disambiguation proves to be particularly useful for retrieving 

information related to a particular input question. Internet searching can highly benefit 

from WSD. Accurate WSD can help and improve the quality of the search on the 

Internet (Mihalcea 1999). Knowing the sense of the words in the search query enables 

the creation of the similarity lists. These similarity lists contain words semantically 

related to the original searching keywords, which can be further used for query 

extension. 

 

1.2. General Approaches 

1.2.1. Non-corpus-based Approaches 

To deal with WSD problem, one way is to build a WSD system using handcrafted 

rules or taking advantage of information and knowledge from linguists. Doing so is 

highly labor intensive, so, the scalability of the approach is questionable. 

Another method is to use a dictionary. The senses of the words with more than one 

sense are defined in the dictionary. By computing and comparing the total amount of 

overlap between words in the definition of every sense and the surrounding context of 

the polysemous words, the sense with the most overlap with the context of the word 

can be selected as the correct sense. This method tries to predict the sense of the word 

automatically. However, it does not work very well since it just compares the words 

individually but do not consider the relationships between the words. 

Besides using a dictionary, a thesaurus can also help to perform WSD (Yarowsky, 

1992). In Yarowsky’s idea, categories in a thesaurus are regarded as word senses. To 

decide the correct sense of the word is to select the most probable thesaurus category 

in the context of the word. Firstly, a 100-word context is extracted from the 
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encyclopedia for each word listed in each thesaurus category. Second, extract a list of 

words is extracted from the context obtained and the weights are assigned to every 

selected word. To disambiguate a polysemous word in the context, the list of words 

and their weight are used to decide the correct sense. 

 

1.2.2 Corpus-based Approach 

Compared with other kind of approaches, the basic idea of corpus-based (or data-

driven) approach is to make use of knowledge sources obtained from the context of 

the multiple-sense-words. Unlike the method we have mentioned previously, corpus-

based approach does not use the additional information such as handcrafted rules from 

the linguists, dictionary definitions, and thesaurus categories. 

The knowledge extracted from the context of the polysemous words can be simply the 

neighboring words or more complex information such as syntactic relationships 

between words in the same sentence. 

In our method, we base the supervised machine learning method on a non-manually-

tagged corpus. There are two key processes in this supervised approach; 

• Feature extraction—collecting certain kind of features as knowledge sources. 

• Classifier training—using the features collected to build classifier models for 

further prediction. 

Obviously, the choice of knowledge sources and learning algorithms affect the feature 

extraction and classifier training respectively. In this thesis, we try a method that can 

predict the sense of word given its context without a manually tagged corpus.  Two 

evaluation exercises, SENSEVAL-1 (Kilgarriff and Palmer, 2000) and SENSEVAL-2 

(Edmonds and Cotton, 2001), were conducted in 1998 and 2001. The lexical English 

tasks in this two SENSEVALs focus on evaluating WSD systems in disambiguating a 
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subset of nouns, verbs and adjectives. Manually sense-tagged training data sets are 

useful for training classifiers in a corpus-based supervised approach. 

We use the manually sense-tagged data set of the nouns to evaluate the performance 

of the method. 

 

1.2.3 Problem Focused 

Most of the recent research tackling the WSD tasks has adopted a corpus-based, 

supervised machine learning method.  There are different approaches to WSD. 

However, the supervised learning approach is the most successful to date. In this 

approach, we first collect a corpus in which each occurrence of an polysemous (sense 

ambiguous) word w has been manually tagged with the correct sense, usually 

according to some existing sense inventory in a dictionary or thesaurus or using other 

kind of information. The sense-tagged corpus works as the training data set for some 

learning algorithm. After the training, the model that is automatically built is used to 

assign the correct sense to any previously unseen occurrence of w in a new context. 

While the supervised learning approach can produce fairly good result, it still has 

drawbacks. To do NLP with a supervised learning method, manually sense-tagged 

data is required. This problem is especially severe for WSD. Every word in a 

language should have its own sense-tagged data set. Collecting sense-tagged data for 

each word in a language is labor intensive, which constrains the scale of WSD. As a 

result, a central problem of WSD is the lack of manually sense-tagged data required 

for supervised learning. It is difficult to get adequately large sense-tagged data. 

Availability of data is one of the most important factors contributing to recent 

advances in WSD. On one hand, enough sense-tagged training data is crucial for the 

WSD classifier model building. On the other hand, regardless of whether learning and 
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model building is involved, the most commonly used method for evaluation requires a 

test set with correct sense-tags so that the quality of algorithms can be rigorously 

assessed and compared. 

Untill now, some sense-tagged corpora have been obtained for WSD, but it is far from 

enough. What’s more, virtually all of the few sense-tagged corpora are tagged 

collections of a single polysemous word such as accident or line.  The only broad-

coverage sense-tagged of all the word is the WordNet semantic concordance (Miler et 

al., 1994). This contributes to the field very significantly, providing the first large-

scale data set for the study of the distributional properties of polysemy in English. 

However, because its token-by-token sequential tagging methodology yields too few 

sense-tagged instances of large majority of polysemous words, and its utility as a 

training and evaluation resource for supervised learning is somewhat limited. In 

addition, sequential sense-tagging requires annotators to re-familiarize themselves 

with the sense inventories of every word. And as a result, the sense-tagging speed is 

slow and intra-/inter annotator agreement is even low. Nevertheless, the WordNet 

itself is a central training and evaluation resource for various sense disambiguation 

algorithms. In this thesis, we try to use an automatically sense-tagged corpus to train 

the classifiers. After build the model according to the corpus and learning algorithm, 

we can assign predicted sense for the word to appear in the new context. 

 

1.3. Related Work 

A large body of prior research has been done on WSD. Ide and Veronis (1998) give a 

comprehensive review of WSD research history. Here, we highlight prior research 

efforts according these two parts: 

• Research with Manually Sense-tagged data 
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• Research without Manually Sense-tagged data 

 

1.3.1 Research with Sense-Tagged 

WSD with supervised learning approach based on sense-tagged corpus has proven to 

be very successful. A lot of effort has been put in to compare different knowledge 

sources and learning algorithms. In the early period, people tend to compare different 

learning algorithms (Mooney, 1996; Pedersen and Bruce 1997) and tend to base their 

comparison on one to a dozen words. Pedersen proposed a new algorithm named 

Naïve Mix and evaluated it together with other algorithms including decision tree, 

knn and the rule induction on 12 selected words (“agree”, “bill”, “chief”, “close”, 

“common”, “concern” , “drug”, “help”, “include”, “interest”, “last”, and “public”) 

from the ACL/DCL Wall Street Journal (WSJ) corpus. All these 12 words were 

tagged with senses from Longman Dictionary of Contemporary English (LDOCE). 

There were 18,448 training and 1,891 test instances. They use part-of-speech (POS) 

as the knowledge sources .Mooney evaluated seven machine learning algorithms 

including Naïve Bayes, perceptron, decision tree, rule induction, k-nearest neighbor 

and decision list on a common data set for disambiguating six senses of the word 

“line”. There were 1,200 training instances with sense manually tagged and 894 test 

instances. Ng (1997) compared two learning algorithms, k-nearest neighbor and Naïve 

Bayes, on the DSO corpus (191 words). He only uses local collocation (consecutive 

sequence of neighboring words) as the knowledge source. The DSO corpus contains 

192,800 word occurrences of 191 different words that are extracted from the WSJ and 

Brown Corpus. Here, the training instances were sense-tagged with WordNet 1.5 

senses. But other knowledge sources were not evaluated. Escudero et al. (2000) 

evaluate k-nearest neighbor, Naïve Bayes, Winnow-based, and LazyBoosting 
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algorithms on the DSO corpus. What’s more, Escudero et al. also investigated other 

knowledge sources including the POS of neighboring words, local collocations, and 

surrounding words. Pedesern (2001) evaluated decision tree and decision stump 

classifiers using bigrams, a Naïve Bayes classifier using surrounding words, and a 

majority class baseline on the SENSEVAL-1 data set. And Zavrel et al. (2000) also 

evaluated various learning algorithms such as Support Vector Machines, k-nn, Naïve 

Bayes, maximum entropy, rule induction and decision tree algorithms, on the 

SENSEVAL-1 data set with manually sense tagged. The knowledge source used are 

POS and surrounding words. Ng and Lee (1996) compare the relative contribution of 

different knowledge sources including neighboring words, surrounding word, local 

collocations, and verb-object syntactic relations with the knn algorithm on the noun 

“interest”, which was one of the data sets used by Pedersen and Bruce (1997). There 

are 2,396 instances divided into 600 test instances and 1,769 training instances. 

Stevenson and Wilks (2001) evaluated the interaction of knowledge sources including 

POS, dictionary definitions, subject codes, selectional restrictions, and collocations on 

WSD using the knn algorithm. They performed WSD on all words since such a 

system would be more useful and harder to build. On the other hand, since a common 

benchmark data set is not available they can only do the evaluation on a modified 

version of SEMCOR, in which the words are sense tagged with WordNet sense 

inventory. They tried to map all sensed tags to LDOCE sense tags, using a sense 

mapping derived as a result of the construction of SENSUS ontology. SENSUS 

comes by merging WordNet, LDOCE, and Penman Upper Model ontology. However, 

some of the mappings are not one to one causing information loss. Finally, they only 

managed to map 36,869 out of 91,808 words in SEMCOR. Moreover, they don’t try 

exploring the interaction of knowledge sources with different learning algorithms. Ng 
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and Lee (2002) evaluated different learning algorithms and knowledge sources 

systematically. They evaluated four leaning algorithms namely Support Vector 

Machines (SVM), AdaBoost with decision stumps, naïve Bayes and decision tree 

algorithms. The knowledge sources are POS of neighboring words, single words in 

surrounding context, local collocations and syntactic relations. They based their 

research on the SENSEVAL-1 and SENSEVAL-2 data sets. 

The work mentioned above is all based on the sense-tagged corpus. Some of them are 

manually sense-tagged (Senseval-1, Senseval-2), some are tagged with WordNet or 

SENSUS (DSO). The labor for sense tagging increases accordingly when the number 

of words and the training instances increases. In such approach, the scalability is 

questionable. And therefore, we want an approach which can do WSD with potential 

scalability while keeping true prediction error tolerable. 

 

1.3.2 Research without Sense-Tagged 

The task of WSD is to determine the correct meaning of a word given the context. 

Supervised learning has proven to be successful but the central problem arises which 

is the lack of manually sense-tagged training data required for supervised learning. 

Many people try to look for potential training data for WSD or some other methods 

that can tagged the corpus automatically. 

One source to produce potential training data for WSD is parallel texts. It is first 

proposed by Resnik and Yarowsk (1997). One of potential source of sense-tagged 

data comes from word aligned parallel aligned bilingual corpora. The basic idea is 

that translation distinction correlates the sense distinction, which can be used on sense 

tagging. For example, the English word duty translated into the French words devoir 

and droit corresponding to the monolingual sense distinction between 
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duty/OBLIGATION and duty/TAX. However, there is limited provision of parallel 

bilingual corpora currently. Nevertheless, with the increase of the availability and 

diversity of the offering of such corpora, it gives another possibility of limitless 

“sense-tagged” training data without the need for manual annotation. 

Ng, Wang and Chan (2003) further exploit the parallel texts for word sense 

disambiguation. They use word-aligned parallel corpus with different translations in a 

target language. They treat the translations in target language as “sense-tags” of an 

polysemous word in the source language. For example, some possible Chinese 

translations of the English noun channel are listed below: 

• 频道   -- A path over which electrical signals can pass 

• 水道,水渠,排水渠 -- A passage for water 

• 沟   -- A long narrow furrow 

• 海峡   -- A relatively narrow body of water 

• 途径   -- A means of communication or access 

• 导管   -- A bodily passage or tube 

• 频道   -- A television station and its programs 

If the sense of an occurrence of the noun channel is “a path over which electrical 

signals can pass”, then the occurrence can be translated as “频道” in Chinese. 

Similarly, given the translations of target language (Chinese), the “频道” can serve as 

the “sense” of “a path over which electrical signals can pass” of the sources language 

(English). However, the problem may be the limited offering of parallel text 

alignment and manual selection of target translations. They evaluated their method on 

the 29 nouns of SENSEVAL-2 English Lexical sample task. After text alignment and 

manual selection of target translation, they use the Naïve Bayes learning algorithm. 
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They also compared their result with the baseline corresponding to always pick up the 

most frequently occurring sense in the training data. They found the set of nouns “bar, 

bum, chair, day, dye, fatigue, hearth, mouth, nation, nature, post, restraint, sense, 

stress” is relatively easy to disambiguate. The reason is that using the most-

frequently-occurring-sense baseline would have done well for most of these nouns. 

The errors comes from the parallel text alignment have several causes. 

• Wrong sentence alignment: The alignment between English words and 

Chinese words has error because of the erroneous of sentences segmentation 

or sentences alignment. 

• Presence of multiple Chinese translation candidates: Sometimes, multiple and 

distinct Chinese translations appear in the aligned Chinese sentence. As a 

result, word alignment may erroneously align the wrong Chinese translation. 

• Truly ambiguous word: In some situation, the word is truly ambiguous and 

different translations may translate it differently in a particular context. 

Nevertheless, their investigation reveals that this method of acquiring sense-tagged 

data is promising and provides an alternative to manual sense tagging. 

Mihalcea and Moldovan (1999) presents an automatic method for the acquisition of 

sense tagged corpora. The idea is based on the information provided in WordNet 

especially the word definitions found within the glosses and the information gathered 

from the Internet using existing search engines. With WordNet, they gather the 

information to formulate a query consisting of synonyms or definition of a word sense. 

With the Internet search engine, they extract texts relevant to such queries. They also 

tested their algorithm on 20 polysemous words, which consists of 7 nouns: “interest, 

report, company, school, problem, pressure, mind”; 7 verbs: “produce, remember, 

write, speak, indicate, believe, happen”; 3 adjectives: “small, large, partial” and 3 
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adverbs: “clearly, mostly, presently”. These 20 words have 120 word senses. They 

retain only a maximum of 10 examples for each sense of a word because they want to 

test the efficiency of their method rather than acquiring large corpora. And they check 

the correctness of result manually.  Here they try to use other useful information in 

WordNet for a particular word and a very large corpora to sense-tagged the word in a 

context automatically and reach 91% correctness in their experiment. 

 

1.4. Objectives, Contributions and Organization of Thesis 

1.4.1. Objectives and Contributions 

To solve the problem of lack of manually sense-tagged data required for supervised 

learning, we propose a method to produce a sense-tagged corpus. In doing so, 

instances of training data set can be sense-tagged automatically. The knowledge 

source used is only the POS of neighboring words. We use k-nearest neighbor to build 

the model for predicting the sense of new occurrence. We base our evaluation on the 

nouns of SENSEVAL-1 and SENSEVAL-2 English lexical sample tasks. We also 

compare the result with the baseline which always use the most common sense 

provided in WordNet. 

 

1.4.2 Organization of Thesis 

Chapter 2, 3 and 4 describe the knowledge sources, learning algorithm, and 

SENSEVAL-1 SENSEVAL-2 data set used in our experiment. We will also introduce 

the WordNet in Chapter 2 and how to use WordNet information and feature extraction. 
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The basic algorithm of our method is introduced in Chapter 5 including some 

improvements. The results of the evaluation of our method are presented in Chapter 6. 

In Chapter 7, final conclusion and discussion of the future word are provided. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 13



 

Chapter 2 

Knowledge Preparation 

A knowledge source gives the information of a word w which can be used to 

disambiguate the sense of w in a given context. There are many examples of 

knowledge sources such as the dictionary definition of w, and the part-of-speech of w 

and its neighboring words in the surrounding context of w, and the local collocations 

or syntactic relation of word w. Most of the corpus based supervised learning methods 

use the contextual clues found in the sense-tagged corpus and does not necessarily 

require external knowledge sources. According to the knowledge source, a feature 

vector can be generated from the context of w. If more than one knowledge source is 

used, from each knowledge source, the feature vector is generated independently and 

concatenated to form one aggregate feature. In this thesis, we only use the part-of-

speech of the neighboring word in the surrounding context as the knowledge source. 

The following sections describe the pre-processing for the original data, the 

knowledge source we used, and the how to generate a feature vector from the context. 

The process of generating feature vectors is known as feature extraction of w. 

 

2.1 Pre-processing 

Since the corpus is not properly formatted for supervised learning, we first pre-

process the corpus before feature extraction. Most of the original contexts containing 

w are not segmented into sentences and punctuation symbols are not separated from 

words. Accordingly, we do sentence boundary determination and tokenization on the 
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corpus. In our experiment we first use a sentence segmentation program (Reynar and 

Ratnaparkhi, 1997) to segment a text into sentences before we tokenize them. 

 

2.2 Part-of-Speech of Neighboring Words 

2.2.1 Description of POS 

The part-of-speech (POS) of a word gives the syntactic category of the word, such as 

noun, pronoun, verb, adjective, adverb, preposition, determiner, participle, and article. 

POS is also known as word class, grammatical category, morphological class, lexical 

tag, or simply POS tag. A sentence is called a POS-tagged sentence if every word in 

the sentence is assigned a POS. The POS of each word is often displayed on its right, 

with the word and its POS tag separated by “_”. For example, “He_PRP turned_VBD 

his_PRP$ attention_NN to_TO the_DT beautiful_JJ scenery_NN ._.” . 

The POS of a word constrains its syntactic usage. Syntactic (or grammatical) 

constraints refer to the restriction that a language imposed on the order of the word in 

a sentence, or the structure of a sentence. On the other hand, meaning of individual 

words, groups of words, sentences or even larger units have relation with semantics. If 

a word is substituted for another word in a sentence and the sentence is still 

grammatically correct, the two words have the same POS. This is usually used to test 

if two words belong to the same syntactic category. In the POS-tagged sentence we 

mentioned previously, we can substitute the word “beautiful” with “awful” (both are 

adjectives). Both sentences are syntactically similar, although they means totally 

opposite since “beautiful” and “awful” have different meanings. 

Moreover, broadly categorized POS can be further divided into subcategories. For 

example, a noun can be further categorized as a singular noun (“an apple”), plural 
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noun (“the apples”), singular proper noun (“Mary has…”) or plural proper noun 

(“Americans are …”). 

The set of all POS tag is called the POS tag set. The most widely adopted POS tag set 

is the Penn Treebank tag set (Santorini, 1997) which contains 36 POS tags. Usually, 9 

more punctuation tags are added. We use this set of 45 tags and list them in Table A.1 

in Appendix A. 

 

2.2.2 Feature Extraction 

We use 7 features to encode this knowledge source as: P-3, P-2, P-1, P0, P1, P2, P3, 

where P-i (Pi) is the POS of the ith token to the left (right) of w, and P0 is the POS of 

w. A token can be a word, a number or a punctuation symbol. We extract the POS of 

the neighboring tokens and these neighboring token must be in the same sentence as w. 

After pre-processing (sentence segmentation and tokenization), we use a POS tagger 

(Ratnaparkhi, 1996) to assign POS tags to these tokens. 

Given an example as we have mentioned before, to disambiguate the word “turn” in 

the POS tagged sentence “He_PRP turned_VBD his_PRP$ attention_NN to_TO 

the_DT beautiful_JJ scenery_NN ._.”, the POS feature vector is <ε, ε, RPR, VBD, 

RPR$, NN, TO> where ε denote the POS tag of null token (ε is artificially 

constructed). 

 

2.3 WordNet 

2.3.1 Introduction of WordNet 

WordNet® is an online lexical reference system whose design is inspired by current 

psycholinguistic theories of human lexical memory. English nouns, verbs, adjectives 
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and adverbs are organized into synonym sets, each representing one underlying 

lexical concept. Different relations link the synonym sets. 

WordNet was developed by the Cognitive Science Laboratory at Princeton University 

under the direction of Professor George A. Miller (Principal Investigator). 

 

2.3.2 Description of Synonyms and Hypernyms 

WordNet is a semantic net for the English language. It groups English words into sets 

of synonyms called synsets, provide short definitions, and records that various 

semantic relation between these synonym sets. 

As of 2003, the databse contains about 140,000 words organized in over 110,000 

synsets for total of 195,000 word-sense pairs. WordNet distinguishes between nouns, 

verbs, adjectives and adverbs. Every synset contains a group of synonymous words or 

collocations (a collocation is a sequence of words that go together to form a specific 

meaning); words typically participate in several synsets. The meaning of the synsets is 

further classified with short definition gloss. A typical example synset with gloss is: 

accident, fortuity, chance event – (anything that happens by chance without an 

apparent cause). 

Every synset is connected to other synsets via a number of relations. These relation 

vary based on the type of word: 

• Nouns 

o synonyms: synsets with similar meaning 

o hypernyms: Y is a hypernym of X if every X is a (kind of) Y 

o hyponyms: Y is a hyponym of X if every Y is a (kind of) X 

o coordinate terms: Y is a coordinate term of X if X and Y share a hypernym 

o holonym: Y is a holonym of X if X is a part of Y 
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o meronym: Y is a meronym of X if Y is a part of X 

• Verbs 

o synonyms 

o hypernym: the noun Y is a hypernym of the verb X if the activity X is a 

(kind of) Y 

o coordinate terms: those verbs sharing a common hypernym 

• Adjectives 

o synonyms and related nouns 

o antonyms: adjectives of opposite meaning 

• Adverbs 

o synonyms and root adjectives 

o antonyms 

In our thesis, we will use the Synonyms and Hypernyms (Syn & Hyper) of WordNet 

as a kind of information to disambiguate the ambiguous words. 

 

2.3.3 How to Extract Feature for Syn & Hyper 

For a word w in a given context to be disambiguated, we find the Syn and Hyper of 

the w using WordNet. We then extract the context containing the “Synonyms” or 

“Hypernyms” from the Aquaint collection using a information retrieved system 

Managing Gigabyte (introduction for Aquaint collection is in Chapter 5.1.1). As 

described before, pre-processing is done on these contexts and a POS feature vector is 

generated from it. The detailed algorithm will be introduced in Chapter 5. 
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Chapter 3 

Learning algorithm 

We evaluated a supervised learning algorithm: K-nearest neighbors. The experiments 

that have been done in this thesis using the WEKA System (Witten and Frand, 2000). 

The result is reported in Chapter 6. 

 

3.1 K-nearest Neighbor 

3.1.1 Basic Idea of K-nearest Neighbor 

Nearest neighbor classifiers are based on learning by analogy. The training samples 

are described by n-dimensional numeric attributes. Each sample represents a point in 

an n-dimensional space. In this way, all of the training samples are stored in an n-

dimensional pattern space. When given an unknown sample, a k-nearest neighbor 

classifier searches the pattern space for the k training samples that are close to the 

unknown sample. These k training samples are the k “nearest neighbors” of the 

unknown sample. 

The unknown sample is assigned the most common class among its k nearest 

neighbors. When k=1, the unknown sample is assigned the class of the training 

sample that is closest to it in pattern space. 

 

3.1.2 Parameters for K-nearest 

In WEKA, IBk is an implementation of the k-nearest-neighbors classifier. By default 

it uses just one nearest neighbor (k=1), but the number can be specified manually with 
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–K or determined automatically using cross-validation. The –X option instructs IBk to 

use cross-validation to determine the best value of k between 1 and the number given 

by –K. If more than one neighbor is selected, the predictions of the neighbors can be 

weighted according to their distance to the test instance, and two different formulas 

are implemented for deriving the weight from the distance (-D and –F). The time 

taken to classify a test instance with a nearest-neighbor classifier increased linearly 

with the number of training instances. Consequently it is sometimes necessary to 

restrict the number of training instances that are kept in the classifier, which is done 

by setting the window size option. 

 

3.1.3 Definition of the Distance in K-nearest 

As we’ve mentioned, k-nearest-neighbor searches the pattern space that are closest to 

the unknown sample. “Closeness” is defined in terms of Euclidean distance, where the 

Euclidean distance between two points, X = (x1, x2… xn) and Y = (y1, y2…yn) is 

D(X, Y) = (∑i=1, 2… n( xi - yi )2)1/2. Here, we name the (xi-yi) as the difference between 

two given attribute value.  If the attribute of X and Y are nominal (the POS feature are 

nominal), the difference (xi, yi)=1 if (xi!=yi), and otherwise. 

 

3.1.4 Definition of the Weight in K-nearest 

In the WEKA implementation, if more than one neighbor is selected, the “voting 

power” of each neighbor is weighted by a function of distance. The function is 

decided by the parameter “-D” or “-F”. If use “-D”, neighbors will be weighted by the 

inverse of their distance (1/distance). If use “-F”, neighbors will be weighted by their 

similarity when voting (1-distance). In the simplest single nearest neighbor case (1-

NN) the nearest the prediction of the nearest neighbor (shortest Euclidean distance) 
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becomes the prediction of the test instance. When considering more nearest neighbor 

(k-NN), each of the nearest neighbors is given the weight (probability of the 

prediction) and the prediction with the highest probability is assigned to the test 

instance. [Van1, pp175-177]. 
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Chapter 4 

Evaluation Data 

We evaluated our method using the nouns of official data sets of the SENSEVAL-2 

English Lexical sample task and SENSEVAL-1 trainable English lexical sample task. 

SENSEVAL-1 (Kilgarriff and Palmer, 2000) and SENSEVAL-2 (Edmonds and Coton, 

2001) are international workshops conducted in 1998 and 2001 respectively to 

evaluate WSD systems. Training and testing data sets (or corpora) provided to 

participating systems were make publicly available after the evaluation, including the 

results and descriptions for each participating system. Because of the high inter-tagger 

agreement (ITA), these corpora are of high quality. 

Tasks in SENSEVALs were divided into two aspects: 

• The language of the datasets 

• The task type 

There are multiple languages in SENSEVAL evaluation tasks such as English, Italian, 

and Spanish. The task type refers to whether the evaluated WSD system is required to 

disambiguate all words in a given running test (all word task), or a subset of chosen 

words (lexical sample). Because of the lack of resources, the all-words tasks do not 

provide any training material. What’s more, there is only one task type for some 

languages. For example, there is only the lexical sample task for Spanish. This thesis 

focuses on the English lexical sample of both SENSEVALs. 

 

4.1 SENSEVAL-2 English Lexical Sample Task Description 
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This corpus mostly contains British National Corpus and Wall Street Journal articles. 

They are sense tagged mainly by professional lexicographers, linguistics researchers, 

and students. Nouns, adjectives, and verbs in the lexical sample task have inter-tagger 

agreement (ITA) of 86.3%, 83.4% (Kilgarriff, 2001), and around 70% (Palmer et al., 

2001) respectively. 

In the SENSEVAL-2 English lexical sample task, there are a total of 73 words with 

their POS predetermined. Among these words, there are 29 nouns, 29 verbs, and 15 

adjectives. Each of these 73 words has a designated training and a designated test set. 

There are 8,611 training instances and 4,328 test instances. In out experiment, we use 

the training data set of the 29 nouns (4,009 instances) to evaluate our method. We 

don’t use any examples in dictionaries or any external corpus as additional test data. 

There are approximately 138 test instances per word with maximum 10 and average 4 

senses (excluding senses listed in the dictionary but not used in the training or the test 

corpus.) The word with maximum senses is “bar”, and with minimum senses is 2 

(detention, dyke, hearth, yew). Besides, the data sets can contain phrasal senses. For 

example, “bar” can have “bar room, bar girl…” In our method, we don’t consider 

these phrasal sense and we will present the reason later. 

 

4.2 SENSEVAL-1 Trainable English Lexical Sample Task    

Description 

The SENSEVAL-1 English lexical sample data are tagged by lexicographer with the 

HECTOR sense inventory (Hanks, 1996) which created a comprehensive hand-tagged 

sense corpus concurrently developing with a robust dictionary of word senses. The 

ITA of each tagger ranges from 88% to 100%, with most of the taggers achieving at 

least 95% (Kilgarriff and Rosenzweig, 2000). Here, the task means to disambiguate 
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41 words, 36 of which have training data. There are 12 trainable words are nouns, 13 

are verbs and 7 are adjectives. The remaining 4 words belong to the indeterminate 

category. A word has a separate designated test set for each of its multiple parts-of 

speech. For example, there are two set of test instances for the word “promise”, one 

containing instances of “promise” as a verb, the other as a noun. As a result, we 

evaluate our method using the test data separately files of nouns. There are 12 nouns 

among them. But the word “scrap” doesn’t provide the sense mapping from HECTOR 

to WordNet and the word “shirt” actually has one sense in WordNet. And therefore, 

we totally use 10 nouns with 1857 instances to evaluate our method. And among this 

evaluation data set, the words average have 3 senses and with maximum of 5 sense, 

minimum of 2 senses. 

 

4.3 Sense Mapping from SENSEVAL to WordNet 

Since we need to use the information of WordNet, we have to map the sense of 

SENSEVAL format to WordNet format. 

SENSEVAL-1 provided the mapping from HECTOR to WordNet. But such mappings 

are, in general, many-to-many, and there are gaps. As a result, using the mapping 

involves substantial information-loss. Mappings are available for WordNet 1.5 and 

WordNet 1.6. We use WordNet 1.6 to HECTOR. It’s produced by a lexicographer, 

Clare McCauley but not checked by a second person. Many HECTOR tags are not 

used, principally because HECTOR splits more finely than WordNet. There will be 

some multi-word items in HECTOR which were not covered. To deal with this 

problem, we only pick up the senses that are direct (one-to-one) mapping, and then 

regard the rest that cannot be directly mapped as “not sure”. 

 24



 

As SENSEVAL-2, it’s easier to map the sense from SENSEVAL format to WordNet 

because WordNet 1.7 itself points out the mapping. Given a SENSEVAL2 or 

WordNet sense key K, lookup the line in $WNDIR/dict/index.sense which starts with 

the sense key K. The number of each line is separated by some blanks. And the third 

number on the line is the WordNet sense number. For example, there is a line in 

documentation named index.sense: “bar%1:06:01:: 02528535 11 0”. And the 

“bar%1:06:01::” is the sense in SENSEVAL-2 format, and the third number separated 

be blank is “11”, which means “bar%1:06:01::” is the 11th sense in WordNet. 
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Chapter 5 

Algorithms 

In this thesis, we propose a WSD method that can predict the sense of word w given 

its context without manual labeling training instances. And therefore, we want to use 

other information to provide labeling training instances for supervised learning. 

WordNet provide synonyms and hypernyms for English nouns, verbs, adjectives, and 

adverbs. Usually synonyms and hypernyms of the words are often disjoint for 

different senses. And we use these synonyms and hypernyms to generate artificially 

labeled examples (examples are labeled according to the sense which the 

Synonym/Hypernym belong to). 

5.1 Basic Idea 

5.1.1 Background Introduction 

In our method presented in this thesis, we use one external information resource—

AQUAINT corpus and one information retrieval system—Managing Gigabytes to 

help complelte the method. We introduce it so that we can get better understanding of 

the algorithm later on. 

AQUAINT Corpus 

The ARDA Advanced Question Answering for Intelligence Analysts Program 

(AQUAINT) helps the user extract the useful information in the documents that 

current information retrieval systems and search engines provide. One aspect of an 

advanced question answering system would be that it would accumulate questions, 

answers, and other auxiliary information derived in the process. Here, we use the 

documentation on the AQUAINT Corpus, Linguistic Data Consortium (LDC) catalog 
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number LDC2002T31 and isbn 1-58563-240-6. This corpus contains newswire text 

data in English. It is extracted from three sources: the Xinhua News Service (People’s 

Republic of China), the New York Times News Service, and the Associated Press 

World Stream News Service. These documentations were originally prepared by the 

LDC for the AQUIANT Project. They still will be used in official benchmark 

evaluations conducted by National Institute of Standards and Technology (NIST). 

The documentations are divided into directories by source, and within each source, 

data files are subdivided by years and with each year, there is one file per data of 

collection. Still, a single DTD file is provided that all the data files are covered by it. 

This documentation covers the period from January 1996 to September 2000, for the 

Xinhua text collection, and from June 1998 to September 2000, for New York Times 

and Associated Press. There are about one million DOC elements in all which is over 

3 gigabytes of data uncompressed. 

Although, the producers try to keep the consistency of the formatting of the text, there 

is unavoidable variation in the formatting of the text data transmitted over these 

newswire services. What’s more, many of the documents transmitted over newswire 

are actually messages to editors, regarding upcoming content, test message, and so on. 

This causes problems when we extracting the Synonyms/Hypernyms from the Corpus 

and influence the final result of the automatically sense-tagging. 

As we have described previously, the AQUAINT Corpus contains over 3 gigabytes of 

data when uncompressed. And what we faced with is how to manage the large 

number of documents – gigabytes of data. A gigabyte is approximately one million 

bytes, enough to store the text of thousand books. Not until recently that people 

realize this term as the fast growing of the capacity of mass storage devices. Only two 

decades ago, requirements measured in megabytes (one million bytes) seems 

 27



 

extravagant, even fanciful. Now, personal computers come with gigabytes of storage 

and it is commonplace for even small organizations to store many gigabytes of data. 

The exploration of the World Wide Web has made terabytes (one million million, or 

one trillion, bytes) of data available to the public, making even more people aware of 

the problems involved in handling this quantity of data. 

Managing Gigabytes 

When handling such huge volumes of data (like AQUAINT), there are two problems 

we faced with. One problem is how to store the data efficiently and another is how to 

access the data faster through keyword searches. The first problem can be solved by 

compressing the data simply. And we can construct electronic index for faster and 

reliable search. To deal meet these two challenges, traditional methods of 

compression and searching need to be adapted. And in the book “Managing Gigabytes 

Compressing and Indexing Documents and Images” (Ian H. Witten, Alistair Moffat, 

and Timothy C. Bell, 1999), it states these two problems and examined these two 

topics. It also described a computer system that can store millions of documents, and 

retrieve the documents that contain any given combination of keywords in a matter of 

second, or even in a fraction of second. We illustrate an example in the book that 

shows you the power of the method. You can create a database from a few gigabytes 

of text – each gigabytes is a thousand books, about the size of an office wall packed 

floor to ceiling – and use it to answer a query like “retrieve all document that include 

paragraphs” containing the two words “managing” and “gigabytes” in just a few 

seconds on an office workstation. Actually, given an appropriate index to the text, this 

is not such a remarkable feat. What is impressive, though, is that the database that 

needs to be created, which includes the index and the complete text (both compressed, 

of course), is less than half the size of the original text alone. In addition, the time it 
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takes to build this database on a workstation of moderate size is just a few hours. And, 

perhaps most amazing of all, the time required to answer the query is less than if the 

database had not been compressed. All in all, using appropriate method to deal with 

gigabytes data helps to accelerate the speed of handling preprocessing and give a 

promising speed for the whole experiment. 

 

5.1.2 Main Idea 

The detailed process of the algorithm is described below: 

Synonyms/Hypernyms Extraction

  WSD Model building

New Instances Prediction 

 

Synonyms/Hypernyms Extraction 

Given a word w to disambiguate, with w’s context, we first extract the POS of 

neighboring words using the method described before. And then we collect the 

Synonyms/Hypernyms  of the word w according to the WordNet. Basically, we 

collect the first level of the Synonyms/Hypernyms in WordNet (the most upper level, 

pointed example of detention below). First, we remove the w itself appear in the 

Synonyms/Hypernyms. However, sometimes the Synonyms/Hypernyms of different 

senses overlap. In this situation, we throw away these overlapping 

Synonyms/Hypernyms. If there is no Synonyms/Hypernyms for one sense after 
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eliminating the overlap, then we go one level deeper (lower level). If the deeper level 

words overlap with the already collected words, then remove the overlapping words 

from the deeper level. An example is given below: 

This is Synonyms/Hypernyms (Ordered by Estimated Frequency) of noun detention 

2 senses of detention 

Sense 1: detention, hold, custody 

=> confinement    (first level for sense 1) 

=> subjugation, subjection 

=> relationship 

=> state 

Sense 2:  detention      (first level for sense 2) 

=> punishment, penalty, penalization, penalisation 

=> social control 

=> group action 

=> act, human action, human activity 

=> event 

There is one level for the Synonyms of “detention”, and for Hypernyms, every level 

begin with “=>”. After removing the word “detention” itself, there is no Synonyms 

for sense 2. The collection at that time is {hold, custody}. We choose the first level 

and here there is no overlap. Then the collection should be {hold, custody, 

confinement, punishment, penalty, penalization, penalisation}. 

After collecting the Synonyms/Hypernyms, we extract the instances containing the 

Synonyms/Hypernyms from the AQUAINT corpus using Managing Gigabyte. We 

extract the POS features in the way we described previously. Since we are predicting 

the sense only for nouns, it’s obvious that only the Synonyms/Hypernyms of the word 
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w with the NOUN POS can replace with w, we removed the instances that 

Synonyms/Hypernyms do not belong to nouns. 

WSD Model building 

Then, we use supervised learning algorithm to do the WSD classification. Here, we 

use the features extract from the instances of Synonyms/Hypernyms as the training 

feature with k-nearest neighbor as learning method to build model of the classification. 

When using POS features to build the WSD classification with k-nearest neighbor 

learning algorithm, we use the cross validation on these artificially labeled training 

data set to select the k. Cross validation is a model evaluation method. The advantage 

of cross validation is that it can give an indication of how well the learner will do 

when it is asked to make new predictions for data it has not already seen. The basic 

idea is to remove some of the data from the training data set before training begins 

and use the data left to train a classifier model. Then when training is done, the data 

that was removed can be used to test the performance of the learned model on ‘new’ 

data. There are generally 3 kind of cross validation method. The holdout method is the 

simplest kind of cross validation. The data set is separated into two sets, called the 

training set and the testing set. K-fold cross validation is one way to improve over the 

holdout method. The data set is divided into k subsets, and the holdout method is 

repeated k times. Each time, one of the k subsets is used as the test set and the other k-

1 subsets are put together to form a training set. Then the average error across all k 

trials is computed. The advantage of this method is that it matters less how the data 

gets divided. Leave-one-out cross validation is one kind of k-fold cross validation 

taken to its logical extreme, with k equal to N, the number of data. As before the 

average error is computed and used to evaluate the model. In WEKA, we used the 

Leave-one-out cross validation. 

 31



 

New Instances Prediction 

After using the cross validation to build the WSD classifier model, to predict an 

ambiguous word in a given context, we use the model and the features extracted from 

the context of the word to predict correct sense for the word. 

However, this is just a basic idea for our method. When processing practically, we 

find some problem and make certain improvements accordingly. Seen from the 

evaluation result provided later, we can conclude that the improvements are helpful in 

certain situation. 

 

5.2 Eliminating Possible Bias in Training Distribution 

As we have said, we extract the instances that containing the Synonyms/Hypernyms 

from the AQUAINT corpus. A significant problem is that we cannot control how 

many instances would be collected for each sense of the word to be disambiguated as 

the distribution of the Synonyms/Hypernyms of a word may not follow the 

distribution of the original words. If this situation happens, performance of the 

method will be influenced greatly. Accordingly, we want to sample instances from the 

artificially labeled data set from AQUAINT accordingly to the sense distribution of 

the original word. 

5.2.1 Method 

As described previously, original extraction the instances from the AQUAINT corpus 

results in bias on the number of different senses. For example, word “accident”, its 

Synonyms/Hypernyms in WordNet is described below: 

Synonyms/Hypernyms (Ordered by Estimated Frequency) of noun accident 

2 senses of accident 
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Sense 1 

accident 

=> mishap, misadventure, mischance 

=> misfortune, bad luck 

=> trouble 

=> happening, occurrence, natural event 

=> event 

Sense 2 

accident, fortuity, chance event 

=> happening, occurrence, natural event 

=> event 

Using the method we described before to extract the synonyms/hypernyms. We first 

collect the synonyms for the 2 sense and get the collection of {fortuity}, (remove the 

phrase synonyms and the word itself). And then we collect the hypernyms of the first 

level and get {fortuity, mishap, misadventure, mischance, happening, occurrence}, 

(because both sense have deputy and we do not need to go deeper level).  And then 

we extract instances from AQUAINT corpus which contain the words among the 

collection and label the instances with the sense accordingly. For example, we extract 

instances from the AQUIANT for the word “mishap” among the collection. We get 

many instances containing the word, one of which is “Police said the mishap occurred 

when the frontier of the bus suddenly burst, resulting in the driver losing control of 

the vehicle.” And we label the instance with the sense 1 in WordNet because 

“mishap” is extracted according to the first sense in WordNet. In the same way, we 

label all the other instances extracted form the AQUAINT. We call all these labeled 

instances artificially labeled training instances. 
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After extracting the artificially labeled training instances from the AQUAINT, we 

find that there are 2047 training instances for the first sense and 141640 training 

instances for the second sense. Here we use the Synonyms/Hypernyms of the word w 

to substitute the appearance of the w which has the corresponding sense. We still use 

word “accident” as an example, when collecting the instances containing synonyms 

“mishap”, we hope that most of the instances can be replaced by “accident” in which 

the sense of “accident” should be the sense that the synonyms “mishap” belongs to. 

Such a situation makes the artificially labeled training data set useful. However, 

another factor may affect the prediction. That is the number of instances for different 

senses. As we have described, the sense 1 for “accident” occurred 2047 times while 

the sense 2 occurred 141640 times. 

WordNet computes and provides the frequency of the each sense for every word in 

certain sense-tagging text. In the word “accident”, in the shows that: 

The noun accident has 2 senses (first 2 from tagged texts) 

1. (8) accident – (a mishap; especially one causing injury or death) 

2. (5) accident, fortuity, chance event – (anything that happens by chance without an 

apparent cause) 

This tells us that in the sense-tagging text, while the first sense of the word “accident” 

appears 8 times, the second sense appears 5 times. If we respect the information given 

by WordNet, then we expect in the way that in natural language, the first sense and 

the second sense of word “accident” appearing should have the ratio of 8/5. 

We use two different methods in this work. First we use the large enough artificial 

training data set (as many as possible that the AQUAINT provide) and second we 

respect the WordNet information by keeping the ratio it provides in the artificially-
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labeled training data set. The first method is called “Original Extraction” and second 

method is called “Bias Extraction”. 

To do Original Extraction, we can simply extract all the instances in the AQUAINT 

Corpus that the Synonyms/Hypernyms appears as the artificially labeled training data 

set. If we want to respect WordNet information and try the biased Extraction, there 

are some problems. Since we have different ratio of appearance of the senses for 

AQUAINT and WordNet, it is hard to decide how to keep the ratio. Here, we just 

describe the method we use in our experiment. First we select the sense class with the 

highest frequency Fh and artificially label training instances number Nh in WordNet. 

For the word “accident”, we should first select the first sense because it has the 

frequency of 8 while the second sense has the frequency of 5. For the other sense i 

with frequency Fi, we compute the instance number Ni from the equation: 

Ni=Nh/Fh*Fi . If the Ni is less than the actual number of instances for sense i, then we 

randomly sample Ni artificially training instances as the representative of sense i. If 

the Ni is bigger than the actual number of instances for sense i, then we randomly 

select instances from the sense i to make up the lack of instances. Take an example of 

word accident, the highest frequency of sense is 8 which is according to the first sense. 

That means the Nh is 8. And the number of the artificially labeled instances extracted 

from the AQUAINT corpus should be 2047. And then for the rest sense – sense 2, its 

frequency F2 is 5 in WordNet. According to the equation we provided, N2 is 

2047/8*5=1279. This number is smaller than the actually artificially labeled training 

data set and we randomly sample 1279 instances from the collection of the sense 2. 

Totally for the word “accident”, we use 3326 artificially labeled training instances. 

 

5.2 Comparing Weight and Sense Selection 
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WordNet provides the frequency of every sense for the word in its sense-tagging text. 

Such information also tell us how often the every sense appear in the text, which 

means given a word w to be disambiguated in a context, we know the frequency of 

each sense to be the correct sense in this situation.  Given an instance that contains the 

word “accident”, we can know from the WordNet that it is 61.53% of the times that 

the word should be labeled with the first sense and 38.46% that word should be 

labeled with the second sense. 

On the other hand, after using the artificially-labeled training data set to build a WSD 

classifier, we can use this model and new POS feature to predict the sense of the word 

in new context. As we have described previously that the k-nearest-neighbor learning 

algorithm in WEKA provide the probability of the prediction result. That means it 

also tells the probability of the word in given context to be correctly predicted as the 

sense. This finding suggests another possible improvement. 

At first, we named the highest probability of the sense WordNet provided as the 

weight for the sense in WordNet – weight w. It can be computed directly from the 

information given by WordNet. Then name the probability for sense that predicted 

from the WSD classifier as the weight for the sense predicted as output by the k-NN 

classifier – weight p. We have described the Weight p in the previous Chapter. And 

there are a parameter to decide the way of the computing the weight. Here we use the 

Weka default parameter, that is –D (the inverse of the distance) to compute the weight. 

If the weight w is lower than the weight w, it means that the probability of the 

predicted sense is even higher than the highest probability of the sense in WordNet 

and we consider the sense predicted as the final prediction sense. If the weight w is 

higher than the weight p, we consider that this prediction as not reliable and select the 

sense with highest probability in WordNet to be the final prediction sense. On the 
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whole, this means that we consider the frequency used in WordNet as a kind of 

threshold. When using the K-nearest neighbor prediction, we can know the frequency 

of the predicted sense, as a kind of “predicted frequency”. We compare the predicted 

frequency and the threshold. Then we choose the most-frequently-used sense in 

WordNet if the predicted frequency is greater than the threshold. Otherwise we use 

the predicted sense. We evaluate this method in our experiment and will give the 

result in the next Chapter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 37



 

Chapter 6 

Experiment 

6.1 Experiment setup 

Mainly, We use the K-nearest neighbor learning algorithm and POS of neighboring 

words as knowledge source to build the WSD classifier model and do the prediction 

for the ambiguous word given its context. 

As to the K-nearest neighbor learning algorithm, we use the cross validation on the 

artificially labeled data to test the quality of the model built. As to other parameter, 

we use the default setting of the WEKA. 

We use nouns in SENSEVAL-1 trainable test data set and nouns in SENSEVAL-2 

English Lexical Sample training data set to evaluate our method and the 

improvements. There are 10 nouns of SENSEVAL-1 test data set and 29 nouns of 

SENSEVAL-2 training data set used in our evaluations. 

In SENSEVALs data set, some of the training/test examples provided is tagged with 

more than one sense keys. When meeting such problem, we score the sense as correct 

if the predicted sense hit one of the sense key. 

 

6.2. Evaluation Methodology 

In this part we will describe the evaluation methodology we used in the experiment. 

 

6.2.1. Baseline Description 
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To evaluate the performance of our method to disambiguate a word without manually 

labeling, we want to compare this method with some other methods. 

We regard the first sense of every word in WordNet as the most frequent appearing 

sense in natural language. We use it as a kind of lazy prediction and compute the 

correctness of such “prediction”. By comparing our result with the baseline, we can 

see how much improvement has been made. Although this kind of baseline is easily 

influenced by the evaluation data set, it is useful use assuming that the test data set is 

extracted from naturally occurring text. 

 

6.2.2. Recall and Precision 

To measure the goodness of prediction for every word, we need to compute the 

percentage times that the sense is correctly predicted in the whole data set. However, 

there are two ways to consider such evaluation. One is recall and another is precision. 

We name the recall r and precision p and define below: 

• 
task win wordinstance test ofnumber  
labelledcorrectly  instances test ofnumber  

=r  

• 
 task win wordoutput  instances test ofnumber  

labelledcorrectly  instances ofnumber  
=p  

Some of the words provided in SENSEVALs are labeled as “not certain”, This means 

that the sense of this w in the surrounding context cannot be determined. As a result, 

the “total number of test instances in word task w” is different from “total number of 

test instances output from the algorithms”. In all of the methods described here, when 

encountering the instances for which the appropriate sense cannot be determined, the 

predicted label is always considered as incorrect. In our experiment, we base our 

evaluation on the recall which is equal to precision as we predict every word. 
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6.2.3. Micro- and Macro Averaging 

Besides measuring the perfomance of every word using our system, we should also 

provide the over view of the whole data sets. Here we use Micro- and Macro- average 

to evaluate the algorithms. The Micro- and Macro- average is defined below 

• 
taskwordallin instance ofnumber 

labelledcorrectly  instances ofnumber  
total

totalmi =  

• ∑
=

∈

=
 tasks

 tasksi
i task for word 1 wordN

word
recall

N
ma  

We can see from the definition that macro-average treat every word as equally. It 

sums up all the recall for every word and gives the average figure. On the other hand, 

the micro-average try to treat every instances equally and sum up all the correctly 

predicted instances for all the words and figure out the percentage of these instances 

in the whole task. In this experiment, we show both Micro- and Micro average to 

evaluate the quality of the system. 

 

6.2.4 Significance Test 

In the experiment, we still want to see whether our system is significantly better than 

the other system. And therefore, we conduct a t paired test. We first compute the t 

statistic of the difference between each pair of recall figure. The t statistic for n pairs 

of figures is defined by 

ns
xt

x

=  

Where x  is the difference of a pair of recall figures, and x  is the mean of x . 

And 
1

)( 2

−

−
= ∑

n
xx

s n
x  is the sample standard deviation of x . 
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Using the t pair statistic and (n-1) degree of freedom, we can obtain a p value the t 

distribution. Moreover, we can use p to determine whether one system is significantly 

better then the other. In our experiment, we evaluate the t statistic between our system 

and the simple predicted system to see whether our system is significantly better than 

the other. 

 

6.3. Evaluation on SENSEVAL-1 

We first do our experiment on the SENSEVAL-1 data sets. There are 12 nouns in 

SENSEVAL-1 English Trainable task. Because the word “scrap” does not provide the 

sense mapping from HECTOR to WordNet, we skip this word. And word “shirt” 

actually have only one sense in WordNet. The figure in the brace of the second 

column is the parameter k we used in the experiment. 

word P1 Sense Number Baseline 

accident 70.38(01) 2 95.00 

bet 64.72(20) 2 55.27 

behavior 58.78(20) 2 96.06 

excess 42.47(20) 4 60.75 

giant 35.59(50) 5 0 

knee 78.88(01) 3 51.79 

float 53.33(20) 3 2.67 

promise 77.88(20) 2 82.30 

onion 68.22(20) 2 84.58 

sack 58.54(01) 3 51.22 

Table 6.3.1 Basic Algorithm Evaluation for Every Word (Recall) on SENSEVAL-1 
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 P1 Baseline 

Micro Average 62.92(mi) 66.27(mi) 

Macro Average 60.88 (ma) 57.96(ma) 

Table 6.3.2 Micro and Macro average for Basic algorithm on SENSEVAL-1 

 

6.3.1. Basic Algorithm Evaluation 

Table 6.3.1 and Table 6.3.2 show the result for the basic algorithm evaluated on the 

SENSEVAL-1 data sets. The recall for every word is listed in the second column and 

we also point out the sense number of every word. The sense number varies from 2-5, 

averaging 2.8. And the last column points out the base line of for further comparison. 

We can see from the table that the Micro-average and Macro-average of the BaseLine 

is about 10 percent difference. The reason for such a situation is caused by the 

distribution of the recall for every word. Here, the lazy predictor for the word “giant” 

and “float” gives very poor performance and as a result the Macro-average are 

affected a lot. On the other hand, the performance the words “accident”, “behavior”, 

“promise”, “onion” are particularly good. These words have only 2 senses and our 

basic method did not give good enough result. Both the Micro- and Macro- average is 

about 5-7 percent lower than the Baseline. The main possible reason for this result 

may be caused by the various training instances number for different sense of a word. 

As the example we gave the before, for the first sense of word “accident”, it has 2047 

artificially labeled training examples and 14160 for the second sense. 

word P2 P3 Sense Number Base Line 

accident 81.92(01) 83.08 2 95.00 

bet 73.09(20) 72.72 2 55.27 
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behavior 63.44(20) 64.16 2 96.06 

excess 64.51(20) 64.51 4 60.75 

giant 60.17(20) 58.47 5 0 

knee 80.88(20) 81.27 3 51.79 

float 53.33(20) 53.33 3 2.67 

promise 89.38(20) 89.38 2 82.30 

onion 78.97(20) 79.99 2 84.58 

sack 81.70(90) 81.71 3 51.22 

Table 6.3.3 Improved Algorithms Evaluated on SENSEVAL-1 data Set 

 P2 P3 BaseLine 

Micro Average 73.50 mi 73.77 mi 66.27(mi) 

Macro Average 72.74 ma 72.86 ma 57.96(ma) 

Table 6.3.4 2 Micro and Macro average for improved algorithm on SENSEVAL-1 

6.3.2. Evaluation on Improved Methods 

Table 6.3.3 and Table 6.3.4 list the improved methods evaluated on the SENSEVAL-

2 data set. 

The recalls of every word for the two improved methods are listed in the Table 6.3.3. 

In the second column, we improve the method by consider the bias of the artificially 

labeled training instances. We called it P2. We can see from the table that this method 

gives a very promising improvement comparing with the original method. The Micro-

average increases by 10.58% and the Macro-average increases by 11.86%. And it is 

relative better than the baseline (provided in the last column). On one hand, the 

Micro-average is 7.23% better than the baseline. On the other hand, it narrows the gap 

between the Micro-average and the Macro-average compared with the baseline. 

 43



 

As another improved method, we compared the weight of the predicted sense class 

and the weight of the most common sense class and select the sense with higher 

weight. We called it P3 and its result is listed in the third column. The results do not 

improve a lot compared with the P2 method. On the whole, P3 seems to improve 

0.12% on Macro-average and 0.27% on micro-average. If we look into the recall for 

every word, we find that some of the words give better recall such as “accident”, 

“behavior”, “knee”, and some give even worse recall such as “bet”, “giant”, “onion”, 

and some are the same. 

 

6.4. Evaluation on SENSEVAL-2 

We also evaluate our method on the SENSEVAL-2 Lexical Sample task. There are 29 

nouns in this task and we experiment on them all. As we have said before, we use the 

test data set of SENSEVAL-1 English Trainable task because only the test data set 

separated the nouns for every word. But in SENSEVAL-2, both training data set and 

test data set provide separate noun sets. Here we use the training data set in 

SENSEVAL-2 because there more instances in training set compared with the test 

data set. 

Word P1 Sense Number BaseLine 

art 54.08(01) 3 38.28 

authority 37.5(01) 7 38.04 

bar 38.49(01) 10 45.07 

bum 25.00(01) 4 9.78 

chair 62.32(01) 3 82.60 

channel 20.00(01) 7 16.56 
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child 59.59(01) 3 60.47 

church 60.93(20) 3 56.25 

circuit 34.12(01) 5 27.06 

day 54.67(01) 6 60.55 

detention 65.08(01) 2 71.43 

dyke 62.07(01) 2 10.34 

facility 19.30(01) 4(1,2,4,5) 20.18 

fatigue 57.65(01) 4 71.76 

feeling 55.89(20) 4 64.70 

grip 20.59(01) 4(1,2,4,6) 21.57 

hearth 59.38(01) 3 64.06 

holiday 77.42(01) 2 87.10 

lady 49.52(01) 3 67.62 

material 32.86(20) 5 37.14 

mouth 48.74(20) 7(1,2,3,4,5,6,8) 45.38 

nation 70.67(80) 3 84.00 

nature 61.96(01) 5 48.91 

post 7.01(01) 8 4.46 

restraint 25.27(01) 6 18.68 

sense 38.32(01) 5 28.03 

spade 29.23(01) 3 18.46 

stress 39.24(20) 5 2.53 

yew 47.37(02) 2 7.01 

Table 6.4.1 Basic Algorithm Evaluation for Every Word (Recall) on SENSEVAL-2 
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 P1 BaseLine 

Micro Average 45.32(mi) 41.66(mi) 

Macro Average 43.59(ma) 42.00(ma) 

Table 6.4.2 Micro and Macro average for Basic algorithm on SENSEVAL-2 

 

6.4.1. Basic Algorithm Evaluation 

Table 6.4.1 and Table 6.4.2 show the statistics for the experiment done on the 

SENSEVAL-2 using our basic algorithm. Here we name the basic algorithm as the P1 

method. 

In the Table 6.4.1 we list all the 29 nouns in SENSEVAL-2 Lexical Sample task in 

the first column. And the third column points out the sense number we used in our 

experiment. The sense number varies from 2-10 in this data set, much larger than in 

SENSEVAL-1. The average sense number is 3.4, much higher than the average sense 

number of SENSEVAL-1. This is the main reason that the prediction is not as good as 

in the SENSEVAL-1. However, on the other hand, the baseline for SENSEVAL-2 is 

not as high as the SENSEVAL-1. The Micro-average of the baseline for SENSEVAL-

1 is 41.66% and Macro-average is 42.00% is low comparing with the figure of the 

baseline of SENSEVAL-1. And we can also find that the gap between the Micro and 

Macro average of baseline for SENSEVAL-2 is not as large as that of SENSEVAL-1. 

Unlike from the evaluation result on the SENSEVAL-1, the result of the basic method 

on SENSEVAL-2 is better than the baseline, 1.59% better in Macro-average and 

3.66% better in Micro-average. Another finding is that unlike the baseline, the Macro-

average of basic method is better than that of the Micro-average. This means that the 

high quality of some words in the lazy predictor may have low quality in our basic 

method, vice versa. Such situation happened in the word “dyke”, “yew”. Basically 
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like the evaluation on the SENSEVAL-1, words with more senses are difficult to 

predict such as the word “authority”, “bar”, “mouth”, “post”, “restraint”. Word with 

less sense such as “holiday” gives a good result compared with other words. 

Word P2 P3 Sense Number BaseLine 

art 58.67(20) 60.20 3 38.28 

authority 43.48(10) 44.57 7 38.04 

bar 46.71(01) 46.38 10 45.07 

bum 23.91(10) 20.65 4 9.78 

chair 76.09(40) 76.81 3 82.60 

channel 28.28(20) 28.28 7 16.56 

child 65.17(30) 67.44 3 60.47 

church 70.31(10) 69.53 3 56.25 

circuit 39.41(10) 39.41 5 27.06 

day 59.86(10) 59.86 6 60.55 

detention 73.02(80) 73.01 2 71.43 

dyke 84.48(10) 89.66 2 10.34 

facility 26.32(50) 27.19 4(1,2,4,5) 20.18 

fatigue 72.94(10) 71.76 4 71.76 

feeling 66.67(100) 69.61 4 64.70 

grip 34.31(10) 36.27 4(1,2,4,6) 21.57 

hearth 73.44(20) 73.44 3 64.06 

holiday 85.48(10) 88.71 2 87.10 

lady 70.48(200) 69.52 3 67.62 

material 40.71(50) 43.57 5 37.14 
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mouth 59.66(10) 60.50 7(1,2,3,4,5,6,8) 45.38 

nation 85.33(40) 85.33 3 84.00 

nature 68.48(40) 70.65 5 48.91 

post 8.92(01) 8.92 8 4.46 

restraint 31.87(20) 31.87 6 18.68 

sense 50.47(50) 53.27 5 28.03 

spade 47.69(30) 50.77 3 18.46 

stress 48.10(10) 50.63 5 2.53 

yew 84.21(50) 82.46 2 7.01 

Table 6.4.3 Improved Algorithm Evaluation on Every Word on SENSEVAL-2(Recall) 

 

 P2 P3 BaseLine 

Micro Average 56.01(mi) 56.90(mi) 41.66(mi) 

Macro Average 52.73(ma) 53.47(ma) 42.00(ma) 

Table 6.4.4 Micro and Macro average for improved algorithm on SENSEVAL-2 

 

6.4.2. Evaluation on Improving Methods 

The Table 6.4.3 and the Table 6.4.4 listed the result for the improved method on the 

SENSEVAL-2 data set. Compare with the P1 and P2, the P2 have improved by 

14.35% in Micro average and 10.73 % in Macro average. Still here, the Micro-

average is lower than the Macro average, unlike the baseline. We can see that most of 

the words have 5%-10% percent of improvement from the P2 method. And some of 

the words such as “church”, “circuit”, “feeling”, “material”, “yew” improved a lot 

(more than 10%) compared with the P1 method. 
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Like the experiment on the SENSEVAL-1, P2 and P3 do not have much difference. 

P3 is only 0.89% better on Micro-average and 0.74% better on Macro-average 

improvement. Still, some of the words give even worse result after processing the P3 

method. 

Compared the best result with the baseline; we can see that our method gave relatively 

better performance compared to the lazy predictor although SENSEVAL-2 is harder 

to predicted on the whole. This time, we have 15.24% improvement on Micro-average 

and 11.47% improvement on Macro-average. 

And we also conduct the pair t test to see whether our system is significantly better 

than the baseline. We compute pair t on both macro-averaging and micro-averaging. 

The comparison indicates that our system is better than the baseline for SENSEVAL-

1 and SENSEVAL-2 on the level of 0.05. 

 P1 P2 P3

Baseline(mi) ~ < < 

Baseline(ma) ~ < < 

(b)SENSEVAL-1 (micro-averaging and macro-averaging) 

 P1 P2 P3

Baseline(mi) ~ ≤ ≤ 

Baseline(ma) ~ ≤ ≤ 

(a)SENSEVAL-2 (micro-averaging and macro-averaging) 

Table 6.4.3 Paired t test on SENSEVAL-1 and SENSEVAL-2 dataset. “~”, (“<” and 

“>”), (“≤” and “≥”) correspond to p value >0.05, (0.0025, 0.05], and <0.0025 

respectively. “<” and “≤” means our method is significantly better than baseline. 

 

6.5. Some Discussion 
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After showing the result evaluated on the SENSEVALs, we discuss several issues. 

The first thing is why we choose Synonyms and Hypernyms as the artificially labeled 

resource. Moreover, we want to do more comparison on both data sets. 

6.5.1 Combination of Synonyms and Hypernyms 

In the original idea, we wanted to only use the Synonyms. We have described that 

Synonyms is synsets with similar meaning and hypernyms (Y is a hypernyms of X if 

every X is a kind of Y. And we also give an example before: 

2 senses of detention 

Sense 1: detention, hold, custody 

=> confinement 

=> subjugation, subjection 

=> relationship 

=> state 

Sense 2:  detention 

=> punishment, penalty, penalization, penalisation 

=> social control 

=> group action 

=> act, human action, human activity 

=> event 

And in this example, the first level is the Synonyms of each sense of word “detention” 

and the rows beginning with “=>” are different levels of Hypernonyms. As we can see 

that, while going deeper, the Hypernonym has less definite relation with the sense. 

For example, “punishment, penalty, penalization, penalisation” are more related to the 

second sense compared to the “social control”. As a result, we think Synonyms should 
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have best performance because using Synonyms should have higher accuracy. 

However, in actual situation, some senses of some words do not have very clear 

Synonyms. Still take “detention” as an example, the Synonyms of the second sense is 

only “detention” which obviously cannot be taken as the source of artificially labels. 

So we consider the Hypernyms of the sense for every word. As we mentioned before, 

the deeper levels have less relationship with the sense itself. And therefore, we try to 

use the higher level. We only go deeper when there is no representation for this sense. 

We can also consider the Hyponyms (Y is a hyponym of X if every Y is a kind of X). 

Give an example: 

Hyponyms of noun accident 

accident 

=> collision 

      => crash, wreck 

=> injury, accidental injury 

=> shipwreck, wreck 

=> fatal accident, casualty 

Sense 2 

accident, fortuity, chance event 

=> hap 

=> break, good luck, happy chance 

=> coincidence, happenstance 

=> lottery 

Every level of the Hyponyms are all kinds of the sense accordingly. “hap, break, good 

luck, happy chance…” are all some kinds of “accident, fortuity, chance event”. This is 
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a good resource for artificially labeling. However, not all the sense for every words 

have the Hyponyms description such as “excess”: 

Hyponyms of noun excess 

1 of 4 senses of excess 

Sense 2 

excess, excessiveness, inordinateness 

=> extravagance, extravagancy 

=> exorbitance, outrageousness 

=> overplus, plethora, superfluity, embarrassment 

Here, WordNet only provided the Hyponyms of sense 2 for word “excess”. Now, if 

we add Hyponyms into the method, it may give a better result if hyponyms exists for 

the word because in the corpus, every Hyponym can be replaced by the sense 

accordingly, while deeper level of Hypernonyms’ replacement may be incorrect or 

inappropriate. 

 

6.5.2 Discussion on the Corpus 

Here we use the AQUAINT Corpus as the resource of the artificially labeling. As we 

have said before, the quality of the AQUAINT is not perfect but probably good. 

While looking into the resource, we find that some of the sentence containing certain 

word repeatedly frequently and some are formatted badly. This situation affected the 

performance of the method especially when the repeated sentence taking large part of 

the resource extracted. However, in our experiment, repeated sentence appear but do 

not take the many parts compared to the whole corpus extracted. 
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6.5.3 Discussion on the Evaluation Data set 

Because the test data set of SENSEVAL-1 was provided in separat noun files but 

training data set was not, we use the test data set to evaluate our experiment. However, 

the distribution of the SENEVAL-1 test data set it not very good for this evaluation. 

This test data set is good enough for the WSD classifier based on the SENSEVAL-1 

training data set but not based on the AQUAINT corpus. As listed in the table 6.3.1, 

we can see that word “giant” do not have sense 1 while WordNet picks this sense the 

most common sense. 

As SENSEVAL-2 data set, it provides separate noun files for both training and test 

data sets. And in our experiment we use the training data set because it has larger 

collection compared with the test data set. In doing so, we wish to give a more reliable 

result. 
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Chapter 7 

Conclusion 

7.1. Summary of Findings 

In this thesis we proposed and evaluated a method for performing word sense 

disambiguation. Unlike commonly used machine learning methods, the proposed 

method does not use manually labeled data for training classifiers in order to perform 

word sense disambiguation. 

We evaluate the method on SENSEVAL-1 test data set and SENSEVAL-2 training 

data set and we only consider the nouns. We use the K-nearest neighbor as the 

learning algorithm and Part-of-Speech (POS) of neighboring word as the knowledge 

sources. We make two improvements on the basic algorithms named P2 and P3. 

Evaluation results on these two improvements are provided. 

We discover that on SENSEVAL-1 data set, the originally method did not give 

satisfactory result, mainly due to the high percentage of the most common sense 

defined in WordNet. However, after eliminating the bias in the original collected 

instances, our method (P2) gives a better performance than the baseline. Although, we 

think that comparing the weight may give improvement (P3), the result shows it does 

not give significant improvement. The P2 method and P3 method were not much 

different much. We find that our result for SENSEVAL-2 is poorer than SENSEVAL-

1 but very good compared to the baseline. The reason is that most of the SENSEVAL-

2 data sets have much more senses than SENSEVAL-1. However, our method on 

SENSEVAL-2 shows that our method is promising. 
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While doing the WSD classifier using our method, there are several potential cause 

affected the system’s performance. One is the quality of the Corpus used to extract the 

artificially labeled training data sets. Second is the lack of information in WordNet; 

As we mentioned before, we cannot always find the Synonyms for every sense of the 

words. Some hypernyms and synonyms may have interaction which cannot be used to 

extract the labeled resource. And also some of words do not provide the hyponyms for 

certain sense. Third is the quality of POS tagging, which can influence the instances 

extracted as artificially labeled training data sets. Last but not least, the sense mapping 

from the HECTOR and WordNet of SENSEVAL-1 is not one to one, which may 

cause some information loss. 

Considering the result of the system and these potential causes, the method proposed 

here is promising. 

7.2. Future Work 

In this thesis, we proposed a method which automatically labels the words’ sense. The 

key is to make use of the information from WordNet. In WordNet, synsets of the 

words connected by semantic relations, ISA hierarchy. We take nouns as example. 

conveyance, transport 

motor vehicle, … ski tow, ski lift 

car, auto, motor car,… go cart 

convertible jeep limo 
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We can see from the chart that further down the hierarchy (follow the arrow), the 

word is more confusing. It is better to use the not-so-confusing word to replace the 

confusing word. If we want to disambiguate the word “car”, we have two choices. 

One is to extract the instances containing word “conveyance” to build artificially 

labeled instances (follow the arrow), another is to use the word “jeep”. Obviously it is 

better to use the word “jeep” because the place where “jeep” appears can be definitely 

replaced with “car”. And if we can make use of the hierarchy, it will be better. 

Actually, we can further add the Hyponyms into the resources used to extract the 

artificial labeling training data sets. Because every Hyponyms (with sense i) of word 

w can be replaced by the word w and the word w definitely have the sense i. This 

seems rather promising, given that Hyponyms of most senses for the word provided. 

It would be interesting to explore the method with other learning algorithm (single 

word in the surrounding context, syntactic relation, local collocation…) and 

knowledge sources (SVM, Naïve Bayes, Decision Tree…). Further experiment can be 

done on different levesl of Hypernyms and their combinations. 

Nowadays the lack of manually labeled data attracts a lot of interests and a lot of 

researches have been done on this field. However, the top performance systems still 

adopt the supervised learning based on manually labeling corpus. The main idea of 

avoiding manually labeling is try to obtain other information about the corpus to 

automatically label the senses. Rada (1999) also tried to use the information given by 

WordNet to tagged the sense automatically but she only tested the quality of the 

sense-tagging but did not evaluate this sense tagging’s usage for WSD prediction. Ng 

(2003) used parallel texts for word disambiguation and gives a rather good 

performance. However, this method still uses the external information – the parallel 

translation corpus.  When facing with the automatically WSD problem, we want to 
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use the limit external information efficiently and we can get an tolerant performance 

of the Word Sense Disambiguation. 
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Appendix A 

 

POS Tag Set Used 

In the table below, we list the POS tag set used in our experiment. The first 36 are 

Treebank tags and the last 9 tags are punctuation tags. 
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 Tag Description 
1 CC Coordinating conjunction 
2 CD Cardinal number 
3 DT Determiner 
4 EX Existential there 
5 FW Foreign word 
6 IN Preposition or subordinating conjunction 
7 JJ Adjective 
8 JJR Adjective, comparative 
9 JJS Adjective, superlative 
10 LS List item marker 
11 MS Modal 
12 NN Noun, singular or mass 
13 NNS Noun, plural 
14 NNP Proper noun, singular 
15 NNPS Proper noun, plural 
16 PDT Pre-determiner 
17 POS Possessive ending 
18 PRP Personal pronoun 
19 PRP$ Possessive pronoun 
20 RB Adverb 
21 RBR Adverb, comparative 
22 RBS Adverb, superlative 
23 RP Particle 
24 SYM Symbol 
25 TO To 
26 UH Interjection 
27 VB Verb, base form 
28 VBD Verb, past tense 
29 VBG Verb, gerund or present participle 
30 VBN Verb, past participle 
31 VBP Verb, non-3rd person singular present 
32 VBZ Verb, 3rd person singular present 
33 WDT Wh-determiner 
34 WP Wh-pronoun 
35 WP$ Possessive wh-pronoun 
36 WRB Wh-adverb 
37 $ Dollar 
38 # Hash symbol 

39 “ Opening quota mark 
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40 “ Closing quota mark 
41 ) Opening parenthesis 
42 ( Closing parenthesis 
43 , Comma 
44 . Period 
45 : Colon, ellipsis or dash 
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Appendix B 

 

Solution key for the SENSEVAL-1 

In the table below we describe the solution key for mapping from the HECTOR sense 

to the WordNet sense. 
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Solution keys 

 

ACCIDENT 

1_accident:  crash or crashnu or crashmod 

2_accident:  chance 

 

BET 

1_bet:  wager, stake, stake, gamble, speculation, probability, chance, 

chancesout, liklehood, shop 

2_bet:   gambling, gaming, play, activity, actmod 

 

BEHAVIOUR 

1_behaviour: n: socialn or best 

2_behaviour: n: ofthing 

 

EXCESS 

1_excess: n: aglut or surplus, toomuch, morethan, 

2_excess: n: ott 

3_excess: n: toex NOT SURE 

4_excess: n: overind, overrun 

 

GIANT 

1_giant: n: vbig 

2_giant: n: bigex 

3_giant: n: bigorg 

4_giant: n: bigman or vtall 

6_giant: n: myth 

 

KNEE 
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1_knee: n: patella, kneeling 

2_knee: n: patellamod 

3_knee: n: garment 

 

FLOAT 

1_float: n: cash NOT SURE 

2_float: n: sharesact, fiesta 

4_float: n: object 

 

PROMISE 

1_promise: n: vown, make, give, keep, break 

2_promise: n: success, likelyn 

 

ONION 

1_onion: n: veg 

2_onion: n: plant 

 

 

SACK 

1_sack: n: bag, sackcoat 

2_sack: n: firing 

4_sack: n: wine 

6_sack: n: bed 

8_sack: n: boot 
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