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SUMMARY 
 
 

This thesis studies the capacity achieved by adaptive modulation systems employing 

various techniques over flat and frequency selective fading channel.  

 
The realization of adaptive modulation relies on the precise tracking of channel 

conditions. The effect of imperfect channel estimation on the bit error rate (BER) 

performance is studied. Numerical results show that the BER performance strongly 

depends on the correlation coefficient ρ  of the true fading gain and the estimated fading 

gain. An approximate method to reduce the complexity in BER computation with small 

amplitude error is proposed. It is proved to be a good match at practical SNR and at 

higher ρ . For the first time, a framework is proposed to quantify the effect of imperfect 

channel estimation on capacities achieved by adaptive modulation systems. With channel 

estimation error, some higher order multi-level quadrature amplitude modulation 

(MQAM) constellations cannot be used due to the presence of error floor.  

 
A thorough study on the channel capacity and some performance metrics such as the 

average time duration to stay in one MQAM constellation and the channel inter-access 

time of an optimal multiple access channel allocation scheme is conducted.  A suboptimal 

SNR(signal-to-noise-ratio)-priority-based channel allocation scheme combined with 

adaptive modulation is proposed to overcome the long channel inter-access time of the 

optimal channel allocation scheme. To meet the requirement of future generation wireless 

systems, a dual-class system accommodating QoS (quality of service) and best effort (BE) 

services is proposed and studied. The system throughput achieved by this dual-class 



 viii

allocation scheme is shown to be higher than that of conventional fixed rate fixed slot 

duration systems.   

 
Adaptive modulation can be extended to code division multiple access (CDMA) systems 

by employing adaptive processing gain (PG) technique. A flaw present in the study of 

capacity of adaptive CDMA systems in most of the literatures is corrected by considering 

a minimum PG constraint, minG . A combined adaptive PG adaptive MQAM technique is 

proposed to overcome the difficulty introduced by minG . The system capacities achieved 

by rate adaptive CDMA systems combined with various power control schemes over 

frequency selective fading channel have been studied. The proposed power control 

schemes make use of the information of channel fading and user location to achieve 

higher system capacity without the need of complicated algorithm as reported in some 

literatures.  

 
Rate adaptation in CDMA systems can be realized by adjusting the spreading chip rate. 

The variance of multiple access interference (MAI) is derived under a practical 

interference model taking into account the non-orthogonality of spreading codes, the 

difference of carrier frequency and the power spectral density for different spreading 

signals. Various configurations of multiple chip rate CDMA (MCR/CDMA) systems are 

evaluated in terms of system capacity. For the first time, comparison on capacity 

achieved by MCR and multiple processing gain (MPG) systems is conducted. The study 

shows that MCR systems perform not worse than MPG systems in terms of system 

capacity. With the proper control of spectrally overlaid configuration of MCR systems, 

the capacity gain achieved by MCR systems can be much higher.  
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CHAPTER I   
 

INTRODUCTION 
 
 

1.1 Motivation 
 

Future generation wireless systems are required to support the simultaneous transmission 

of diverse information source including voice, data, image and video conferencing with 

variable quality of service (QoS). Two challenges imperative to the development of 

multimedia capability of future wireless systems are hostile transmission environment 

and limited radio resources. The impairments imposed by channel fading (large-scale and 

small-scale), path loss and co-channel interference on radio signals transmitted over air 

interface result in the degradation of transmission quality.  Thus extra bandwidth and 

power are needed if a pre-defined transmission quality has to be maintained. However the 

extreme scarcity of available radio spectrum limits the extent to expand the signal 

bandwidth to meet the data rate requirement of future generation systems. To this end, the 

primary concern and the dominant goal of future wireless systems focus on exploring 

transmission technologies to achieve efficient utilization of radio resources without 

sacrificing service quality. Emerging technologies to improve bandwidth efficiency are 

becoming a necessity and are of researchers’ interest, especially in broadband 

applications.  

Bandwidth efficiency can be enhanced through the design of cell size, co-channel reuse 

factor, space diversity technology and multiple access techniques such as time division 

multiple access (TDMA), frequency division multiple access (FDMA) and CDMA. 
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Strategies through adaptive modulation, intelligent coding format and smart media access 

control are alternative solutions. Among them, adaptive modulation, which is able to 

dynamically adjust the allocation of radio resources to take advantage of the time varying 

nature of transmission environment and traffic characteristics, is a promising technique 

due to its potential to achieve high bandwidth efficiency.   

 
There are two categories of adaptive modulation, one is based on instantaneous traffic 

conditions and the other is based on instantaneous channel conditions. The adaptive 

modulation based on channel conditions, which requires accurate estimation of channel 

quality at receiver and the reliable feedback of channel state information from receiver to 

transmitter, was well recognized and attracted much of research attention [1-3]. Adaptive 

modulation was first proposed around 60’s. Due to the lack of sound channel estimation 

technique and the constraints on hardware complexity, its application to wireless 

communications did not take off immediately after emerge of the concept. Recently, 

driven by the need of technologies to achieve high bandwidth efficiency, the research in 

this area has been brought out again. Adaptive modulation is part of V.34 modem 

standard [4]. It was first proposed and successfully implemented for two-way data 

transmission over cable [5]. Other important indications of the popularity of adaptive 

modulation technique are the current proposals for the third-generation (3G) wireless 

systems and the Enhanced Global Packet Radio Systems (EGPRS) [6,7]. The adoption of 

adaptive modulation in the next or the fourth-generation (4G) wireless systems is also 

inevitable [8]. 

Bandwidth efficiency achieved by adaptive modulation technique depends on the 

statistical characteristics of radio channel, the accuracy in the measurement of channel 
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quality and the selection criterion of suitable modulation mode at the transmitter. This 

thesis will study the capacity or bandwidth efficiency and the BER performance achieved 

by various adaptive modulation techniques over fading channel theoretically. The effects 

of imperfect channel estimation on capacity and BER performance are also investigated.  

 

1.2  Principles of adaptive modulation technique 

Radio signal transmitted over wireless channel is affected by various detrimental effects, 

such as path loss, multipath fading and shadowing. Both the amplitude and the phase of 

the received signal fluctuate, as a function of time. Furthermore, if transmission rate is 

higher than channel’s coherent bandwidth, transmitted signals experience frequency 

selective fading inflicted by the dispersion over time. Under these circumstances, radio 

signals are severely corrupted and suffer from bursts of bit errors. In currently deployed 

wireless systems, radio signals are transmitted at a fixed rate and fixed modulation 

constellation. These non-adaptive systems require a fixed link margin to guarantee 

acceptable performance when radio channel undergoes the worst channel conditions and 

do not take the time varying nature of channel fading into consideration thus result in 

insufficient utilization of radio resources.  

If the variation of channel conditions over time can be tracked accurately and channel 

state information is known to both transmitter and receiver, an effective approach to 

combat the time variation of channel fading is to employ adaptive modulation, through 

adapting certain parameters of the transmitted signal to instantaneous channel conditions 

without sacrificing system performance. The main idea behind adaptive modulation 

technique is the real-time balancing of the link budget to take advantage of channel 
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conditions. For example, when channel conditions are good, higher transmission rate or 

higher order modulation constellation is employed to increase bandwidth efficiency, 

whereas when channels are in poor conditions, lower transmission rate or more robust 

lower-order modulation constellation is invoked to maintain transmission quality. An 

illustration of adaptive modulation systems is shown in Fig.1.1.  

Data Adaptive 
modulation 
or coding 

Power
control

Transmitter 

Fading h(t) Noise n(t) 

Channel 

s(t) 
r(t)

Demodulation
and decoding

Channel 
estimation 

Feedback 
link 

Receiver 

ĥ

ŝ

 
 

Fig.1.1 A block diagram of adaptive modulation systems 
 

The transmission parameters to be adapted include transmission power, modulation 

constellation, signal bandwidth, processing gain (PG, applying to CDMA systems), the 

number of sub-channels (applying to multi-carrier modulation systems), or any 

combination of these parameters [1-3,9-14]. Among them, transmission power and 

modulation constellation are fundamental considerations to realize transmission 

adaptation. Adaptive transmission power is to adjust the power of transmitted signals 

according to channel fluctuations through power control. This strategy will cause the 

peak-power problem. Under multiple access environment, adaptive transmission power 

may result in extra interference to co-channel users thus reducing system capacity if 

proper coordination is not performed among the users. Adaptive constellation is achieved 
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by changing the modulation constellation size used based on channel conditions and can 

be implemented either by changing the transmission power simultaneously or by 

maintaining the signal transmission power as a constant. In a CDMA system, adaptive 

PG and adaptive spreading bandwidth (or spreading chip rate) are powerful techniques 

achieved by adjusting PG or spreading bandwidth to capture the time variation of channel 

conditions. The focus of this thesis is to study the capacity of flat fading channel 

employing adaptive rate adaptive power and adaptive rate constant power, and the 

capacity of adaptive CDMA systems employing adaptive PG technique over frequency 

selective fading channel.  

 
The adaptive modulation technique only works under duplex mode. The simplest duplex 

operation for adaptive modulation is the time division duplex (TDD), where both the base 

station (BS) and the mobile station (MS) transmit over the same radio channel, but in 

different time slots. With this arrangement, both the MS and the BS experience identical 

channel fading gain due to the reciprocity of channel conditions in both directions. Hence, 

it will be sufficient for channel estimation to be made either at the BS or at the MS. As an 

example, a possible signaling format for TDD mode adaptive transmission systems is 

shown in Fig.1.2. In the uplink transmission (from MS to BS), the channel quality 

measured at the BS is used to decide the adaptation of transmission parameters used by 

both the MS and the BS. The MS will obtain the transmission parameters from the 

signaling header sent from the BS. Because the BS has the channel information for all 

mobiles, it is able to schedule which mobile to transmit, in order to achieve maximum 

system throughput. 
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To facilitate the operation of adaptive modulation technique, a channel quality indicator 

which reflects the instantaneous channel conditions needs to be identified. There are 

many metrics suitable as an indicator. At the link layer, packet error rate (PER) can be 

used as an indicator, while at the physical layer, signal-to-interference-noise ratio (SINR) 

is a typical choice since it is directly related to BER performance. Once the channel 

quality indicator is specified, the measurement of channel quality is performed at the 

receiver and the measured results are fed back to the transmitter with the aid of a 

feedback link. At the transmitter, the parameters of transmitted signals to be adapted are 

grouped into a set of modulation modes. The goal of adaptive modulation is to ensure that 

the most efficient mode is in use. The criterion for the selection of each modulation mode 

is determined based on some pre-defined requirements of transmission quality, for 

example, a given average BER performance. The selection of modulation mode is 

performed by comparing the measured channel quality against the selection criteria. 

 
 

Signaling symbol 

BS transmitter  BS receiver 

Signaling symbol User data symbols 

MS transmitter 

Propagation  
delay 

TDD frame

User data symbols

Signalling control and training sequence 
(if  non-blind channel estimation) 

MS receiver  

Signalling control and BS provides 
channel state information about MS 

used by MS transmitter in the next TDD 
frame 

Propagation
delay

1 2 3 4 5 6 7 1 2 3 4 5 6 7 

Guard time 

 

Fig.1.2 A TDD frame structure for signaling of adaptive modulation systems 
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The basic assumption for the implementation of adaptive modulation systems is that the 

channel cannot vary too fast with respect to the duration of one transmission interval so 

that the channel conditions can be tracked precisely, otherwise the transmission 

parameters selected might be badly matched to the instantaneous channel conditions. For 

fast varying channel, estimation error and feedback delay badly affect the sound selection 

of the modulation mode. Hence the choice of adaptation rate or how frequently the 

channel estimation should be performed is very important. However there exists trade off 

between adaptation rate and signaling overhead. 

 

1.3 Previous work on adaptive modulation techniques 

 
Intensive studies on the performance of adaptive modulation have been carried out for 

decades. The advance of adaptive transmission was as early as 1968, when Hayes 

proposed this efficient approach to mitigate the detrimental effect of channel fading [1]. 

Transmission power adaptation scheme was proposed in [1] while a variable symbol 

duration scheme adaptive to channel conditions was suggested in [2]. The effects of block 

size, fading rate and co-channel interference were also investigated in [2]. The 

disadvantages of the adaptation of transmission power were the peak-power problem, 

lower power efficiency and the possible increase of co-channel interference level, while 

variable symbol duration was realized at the cost of varying signal bandwidth. The 

adoption of multi-level star-QAM (quadrature amplitude modulation) in adaptive 

modulation systems over flat Rayleigh fading channel was proposed in [10] and it was 

found that adaptive modulation had better performance over fixed modulation. The 

adoption of square-QAM to implement adaptive modulation was suggested and studied in 
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[9]. Both studies showed that MQAM was promising to achieve high bandwidth 

efficiency and had the capability to combat peak-power problem by keeping transmission 

power as a constant. A methodology for combining coding scheme with a general class of 

adaptive modulation techniques was derived in [15]. The BER performance and 

bandwidth efficiency achieved by applying this methodology to MQAM were evaluated. 

The bandwidth efficiency of adaptive modulation systems employing variable-rate fixed 

power non-coherent M-FSK (M-ary frequency shift keying) was proposed in [16]. The 

method of reliably transmitting control information in adaptive modulation was suggested 

in [9]. The optimization of criterion for the selection of suitable modulation modes or 

switching levels based on a defined cost function over slow Rayleigh fading channel was 

studied in [13,17]. 

 
The adaptive modulation realized by the combination of adaptive rate and adaptive power 

over flat fading channel was studied in [18-21] in terms of Shannon capacity and 

achievable capacity employing adaptive MQAM. It was also demonstrated in [18] that 

adaptive-rate adaptive-power modulation achieved a 5-10dB power gain over a fixed rate 

system having power adaptation only and up to 20dB relative to non-adaptive modulation. 

The extra Shannon capacity achieved by variable power variable rate over constant power 

variable rate was marginal for most types of fading channels [18-20]. Under single user 

environment, the optimal power control strategy over flat fading channel was identified 

to be “watering filling” over time, where more power was allocated as channel is in 

favorable conditions [20]. A large class of adaptive modulation techniques, including 

continuous rate adaptation under average BER constraint and instantaneous BER 

constraint, discrete rate adaptation under average BER constraint and instantaneous BER 
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constraint, were examined in [22]. The general form of rate, power and BER adaptation 

for the maximization of bandwidth efficiency achieved by these schemes was also 

obtained in [22]. The jointly optimal rate and power adaptation of adaptive modulation 

system employing average BER constraint was derived in [23].  

Adaptive modulation technique can be applied to multiple access channels.  An adaptive 

modulation technique where the modulation constellation size and symbol duration 

(signal bandwidth) were dynamically assigned based on the average perceived channel 

conditions was proposed for TDMA system [24,25]. The achieved average bit rate of the 

proposed technique over Rayleigh flat fading channel was studied theoretically [25]. 

Through simulation, the bandwidth efficiency achieved over frequency selective fading 

channel was investigated. It was shown that the adaptive MQAM and symbol rate 

technique achieved higher bandwidth efficiency than the fixed modulation system and 

system with adaptive MQAM only over both flat and frequency selective fading channel. 

The delay-spread immunity over frequency selective fading channel was significantly 

improved as well. An extended work of [24], which combined the adaptive MQAM and 

symbol duration with dynamic assignment of TDMA time slot to each user based on its 

channel conditions, was conducted in [26]. The average bit rate obtained for an adaptive 

MQAM and symbol duration system with coding was investigated for TDMA systems in 

[27]. The throughput performance, which is defined as the number of bits successfully 

sent during each transmitted symbol, was evaluated for a number of adaptive modulation 

techniques under the consideration of co-channel interference [28]. It showed that the 

adaptive modulation adjusted to SINR of individual user provided a higher throughput 

than the SINR balancing power control scheme where all co-channel users have the same 
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SINR. Under multiple access environment, channel capacity is characterized by a rate 

region, where each point in the region is an achievable rate vector transmitted by all users 

simultaneously. The comparison study on capacity regions for different multiple access 

schemes was conducted in [29] by assuming that channel state information is known to 

receiver only. The Shannon capacity regions of downlink broadcast fading channel with 

adaptive rate and power were identified under different multiple access schemes in [30]. 

An asymptotical power control strategy, which is based on the channel conditions of 

individual user, was investigated in [31] under the consideration of co-channel 

interference and was shown to be optimal as observation time was long enough. The 

optimal power control strategy of multiple access fading channel was to assign the 

channel to the user with the best channel conditions, and power allocation was performed 

based on the instantaneous channel conditions of the user assigned the entire channel [32]. 

Obviously this optimal strategy excludes the transmission of data from users with poor 

channel conditions and does not consider the fairness of channel allocation. Another 

significant issue in such a system was the long channel inter-access time, which is 

defined as the time interval one user with poor channel conditions has to wait for its 

channel conditions to be the best. The channel capacity achieved by this optimal strategy 

and some proposed channel allocation schemes will be investigated in this thesis. 

 
The application of adaptive transmission techniques to a CDMA system is still ongoing 

since CDMA was proposed as a candidate of future generation wireless systems. Other 

than the adaptive modulation techniques realized by adaptive modulation constellation 

and transmission power, adaptive modulation in a CDMA system can also be achieved 

through adapting PG or chip rate (spreading bandwidth) to the channel conditions. 
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Adaptive PG was shown to be an efficient solution to realize adaptive modulation in a 

CDMA system [33]. The rate adaptation of a CDMA system realized by means of 

adaptive chip rate was studied in [34]. The capacity and BER performance of CDMA 

systems employing MQAM was studied in [35,36]. The comparison study of single-code 

and multi-code CDMA systems was carried out in [37] and it showed that multi-code 

system was much more robust against multipath fading channel. The BER performance 

comparison of CDMA system employing multiple PG, multi-code and MQAM over both 

additive white Gaussian noise (AWGN) channel and multipath Rayleigh fading channel 

was performed in [38]. It was concluded that both multi-code and multiple PG schemes 

achieved similar performance, while MQAM caused severe performance degradation for 

users requesting high bit rate service. The study on the capacity of multi-rate system 

adopting multiple PG and multiple chip rate (MCR) with constant PG will be conducted 

in Chapter VI of this thesis. The throughput of CDMA systems achieved by adaptive 

modulation technique was investigated in [39]. The results showed that adaptive symbol 

rate (through adaptive PG or adaptive chip rate) achieved higher throughput than the 

adaptive constellation size and adaptive code allocation scheme, while adaptive 

constellation size performed better than adaptive code allocation scheme. Adaptive 

coding and modulation using M-ary orthogonal modulation and RAKE receiver was 

investigated in [40] and was found to have significant improvement in the average 

throughput and BER performance over fixed coding systems. The capacity of CDMA 

systems achieved with rate adaptive modulation over multipath fading channel was 

investigated in [41,42], where the rate adaptation was used to explore the channel fading 

only. The capacity obtained was in terms of lower bound. Some new adaptive rate/power 
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schemes based on the channel fading or the user location will be proposed and 

investigated in this thesis. 

 

1.4 Thesis outline 

 
Adaptive modulation techniques are promising to achieve high bandwidth efficiency over 

fading channel. The implementation of adaptive modulation technique depends on 

channel characteristics and estimation techniques. Available statistical models to 

characterize fading channels and widely used channel estimation techniques are 

summarized in Chapter II. The BER performance obtained with and without channel 

estimation error is investigated in Chapter II as well.  The channel capacity achieved by 

adaptive modulation techniques over flat fading channel under single user environment is 

studied in Chapter III.  Since channel estimation is crucial to the performance of adaptive 

modulation systems, a framework to study the effect of imperfect channel estimation on 

channel capacity is presented. This framework is obtained regardless of specific 

estimation techniques thus can be used to evaluate the capacity of adaptive modulation 

systems employing any estimation technique.  

Under multiple access environment, the optimal channel allocation strategy to achieve 

channel capacity is to assign radio channel to the user observing the best channel 

conditions. Chapter IV first investigates the capacity achieved by this optimal channel 

allocation scheme. The significant disadvantage of this optimal channel allocation 

strategy is the possible long channel inter-access time. An SNR-priority-based channel 

allocation scheme is proposed to overcome this difficulty. This is a suboptimal channel 



 13

allocation strategy conceived to combat the channel inter-access time problem by 

allowing a number of users observing the first few best channel conditions to share the 

radio channel. The capacity achieved by this suboptimal strategy is presented in Chapter 

IV also. Both the optimal and the proposed SNR-priority-based strategy are only suitable 

for delay non-sensitive services. In order to accommodate real-time services with 

stringent delay constraint, another channel allocation strategy able to serve both QoS and 

best effort (BE) services is proposed. Analysis on system throughput and packet loss is 

carried out in this chapter.   

Studies in Chapter IV are extended to interference limited CDMA systems. In a CDMA 

system, rate adaptive capability can be implemented using adaptive PG, adaptive chip 

rate, adaptive modulation constellation and adaptive multi-code modulation. A combined 

adaptive PG and adaptive constellation scheme is proposed to combat the problem caused 

by minimum PG constraint. Three adaptive rate adaptive power schemes are proposed to 

take advantage of the information of multipath channel fading and large-scale path loss. 

Capacities achieved by these proposed adaptive rate adaptive power schemes are 

investigated in Chapter V. A dual-class CDMA system employing different power 

control schemes to support voice and data services is proposed and studied. 

 
The multiple access interference (MAI) of multiple PG and MCR systems exhibits 

different characteristics from that of single chip rate constant PG systems.  Firstly the 

statistical nature of MAI of MCR systems is derived. With the knowledge of the variance 

of MAI, the system capacity obtained from different configurations of MCR systems is 

then studied. The comparison study on system capacity for MCR and multiple PG (MPG) 



 14

systems is performed in Chapter VI. Finally, conclusions based on the studies of this 

thesis are given in Chapter VII.  

 
1.5 Thesis contributions 

 
This section summarizes all the main contributions by the author. 

 
In Chapter II, the BER performance of coherent MQAM systems over flat fading channel 

with and without channel estimation error is investigated. An approximate method to 

evaluate the BER performance of coherent detection systems under imperfect channel 

estimation with amplitude error only is proposed. With this approximate method, a 

simple closed form solution is obtained. The complexity in the BER computation caused 

by the exact method is significantly reduced. Numerical results show that this 

approximate method gives a good match within a practical SNR range and at high 

correlation coefficient between the estimated and the true fading gain.   

 
In Chapter III, the capacity of adaptive MQAM systems over flat fading channel is 

studied under perfect and imperfect channel estimation. A framework to evaluate the 

effect of imperfect channel estimation on channel capacity is introduced. This framework 

can be applied to evaluate the channel capacity of adaptive modulation systems 

employing any estimation technique once the joint probability density function (PDF) 

between the estimated fading amplitude and the true fading amplitude, and the joint PDF 

between the estimated fading phase and the true fading phase are known. An equivalent 

receiver circuit is conceived to convert the effect of channel estimation error into an 

equivalent imperfect I and Q demodulator. By using this equivalent receiver structure, 
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extra margins required in the SNR threshold intervals for the selection of suitable 

MQAM constellation in order to maintain the targeted BER performance can be obtained. 

Prior to this work, such margins are given through experiences, rather than obtained from 

any quantitative analysis based on channel characteristics and estimation techniques. 

Once the channel estimation technique is specified, with the joint PDFs mentioned above 

known, this framework is valuable for the choice of parameters associated with the 

selected channel estimation technique, such as the frequency to perform the estimation, 

the length of training sequence, etc., to maintain the given SNR margins. The effect of 

channel estimation error on the capacity achieved by diversity reception systems with 

selection combining (SC) is investigated as well. The study shows that diversity reception 

techniques improve capacity caused by estimation error at the cost of implementation 

complexity.  

 
In Chapter IV, the capacity of multiple access Rayleigh and General Gamma fading 

channel employing an optimal channel allocation and rate adaptive modulation 

techniques is first derived. The PDF of the highest SNR is obtained. The average time 

duration for the process to stay in one MQAM constellation is derived by employing the 

first order Markov model and level crossing rate (LCR). This time duration is helpful and 

can be used as a guideline for the design of frame size in practical systems. Channel 

inter-access time is an important parameter directly related to the service QoS 

requirements in a multiple access environment. A methodology to quantify the channel 

inter-access time of the optimal channel allocation scheme based on the statistical 

characteristics of channel and the number of users contending for channel access is 

introduced. A suboptimal SNR-priority-based channel allocation scheme combined with 
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adaptive modulation is proposed to overcome the problem of long channel inter-access 

time of the optimal channel allocation system. The capacity achieved by the proposed 

SNR-priority-based channel allocation scheme is studied by employing order statistics. 

Another channel allocation scheme to accommodate both QoS and BE services is 

proposed and investigated. The system throughput and the packet loss performance of 

this channel allocation scheme combined with adaptive modulation are investigated in 

detail. Although the schemes studied here are simple, the analysis is concrete and new, 

and is useful for designers to perform system design. 

 
In Chapter V, capacities of CDMA systems employing rate adaptive modulation 

technique over frequency selective fading channel are studied. A flaw present in the study 

of adaptive CDMA systems in the literatures is corrected by giving a minimum PG 

constraint ( minG ). A combined adaptive PG and adaptive MQAM scheme is proposed to 

overcome the minG  constraint. Three power control schemes combined with rate adaptive 

modulation are proposed to improve the capacity of adaptive CDMA systems. In scheme 

I, the transmission power after path loss is compensated for is kept as a constant and the 

transmission rate is adapted to the received SIR. In scheme II, the transmission power 

after path loss is compensated for is adapted based on the channel fading of individual 

user rather than being kept as a constant and the transmission rate is adapted to the 

received SIR. In scheme III, the transmission power is allocated according to the mobile 

location and the transmission rate is adapted to the received SIR. Scheme III has the 

potential to improve the system capacity through reducing the other cell interference. 

Expressions to obtain the system capacity achieved by these power control schemes with 

combined adaptive PG adaptive MQAM are derived and results show that all these 
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schemes are promising to improve system capacity. A dual-class CDMA system 

supporting both voice and data services is proposed to meet the QoS requirements of 

multimedia capability of future wireless systems. In this dual-class system, perfect power 

control is assumed for voice users, while scheme I is adopted for data users. The capacity 

achieved by this dual-class CDMA system and the power consumption for different 

numbers of voice and data users are derived.  

In Chapter VI, capacities achieved by MCR systems are investigated based on a practical 

interference model which takes into account the non-orthogonality of spreading codes 

with different chip rates, the difference of carrier frequencies, and the effect due to the 

receiver filter of the desired user and the power spectral density (PSD) of transmitted 

signals from interference users with different spreading bandwidth for the first time. 

Different configurations of MCR systems are evaluated in terms of system capacity. The 

analytical results obtained give useful guidelines on designing the MCR system 

architecture. The comparison study on the capacities achieved by MCR and MPG 

systems is conducted and new conclusions are drawn. The study shows that the MCR 

system performs not worse than the MPG system. With good control of spectrum 

allocation in the spectral overlay structure, MCR systems can achieve significant capacity 

gain over MPG systems. 
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CHAPTER II 
 
FADING CHANNEL MODELS, CHANNEL ESTIMATION 

TECHNIQUES AND MULTILEVEL MODULATION 

 
 
The performance of adaptive modulation systems depends on the statistical 

characteristics of fading channel and the channel estimation techniques. This chapter first 

reviews the widely used statistical models of fading channel, channel estimation 

techniques and MQAM modulation technique. The BER performance of MQAM over 

different fading channels in the presence of AWGN noise is presented. The effect of 

imperfect channel estimation on BER performance is investigated first by an exact 

method. An approximate method which reduces the complexity in BER computation with 

amplitude estimation error while provides sufficiently good evaluation of BER 

performance is then proposed and studied. The conditions for the effectiveness of this 

approximate method are given.  

2.1 Channel model descriptions 

Radio signals transmitted over wireless channel experience amplitude and phase 

fluctuations at the receiver caused by the combination of randomly delayed paths due to 

scattering, reflection and diffraction of propagation environment present along the 

traveling path from transmitter to receiver. As a result of the constantly changing 

transmission environment, the time-varying land mobile radio channel can be 

characterized by three mutually independent, multiplicative propagation phenomena: 
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small-scale multipath fading, large-scale shadowing effect and path loss [43-45]. 

Multipath fading is used to describe the rapid fluctuations of the phase and amplitude of 

transmitted signal over a short period of time (on the order of seconds) or travel distance 

(on the order of a few wavelength) caused by the interference between multiple versions 

of transmitted signals arriving at the receiver at slightly different time. Path loss predicts 

the mean signal strength determined by the geometry of the path profile as the 

transmitter-receiver (T-R) separation distance is larger than a few tens or hundreds of 

meters. The path loss model fails to consider the fact that the measured mean signal 

strength varies with locations even with the same T-R distance. The shadowing effect is 

thus introduced to describe the additional fluctuations of signal strength about the 

distance-dependent mean at a specific transmitter-receiver distance.  

In generic studies, there are two categories of model which describe a wireless radio 

channel: the propagation model and statistical model. The propagation model is 

concerned with those physical phenomena which could affect the propagating signals. 

Among them are free space signal loss, reflection, surface wave, antenna structure, etc. 

As an alternative and the most widely used models, in the context of wireless 

communications, the wireless channel is usually evaluated on a statistical basis: no 

specific terrain data is considered, and channel parameters are modeled as random 

variables. The statistical models employed to describe the nature of signal transmitted 

over radio channels are summarized and reviewed in the following. 

 
1) Path loss 

In statistical model where the effects of large scale propagation mechanism are simplified 
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as an average attenuation, path loss can be expressed as a function of the distance 

between transmitter and receiver 

n
zz z
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where 

0
, zz pp are the signal power as the distance between transmitter and receiver is z 

and z0 respectively.  The value of n depends on the specific propagation environment.  

For example, in free space, n is set to 2, for other environments, n will have a larger 

value. 

 
2) Shadowing effect 

Shadowing effect is usually modeled by a log-normal distribution.  The PDF of local-

mean power measured in dB received at an arbitrary distance between transmitter and 

receiver can be expressed as 
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where ][YEY =  is the mean value of local mean power in dB, pσ  is the standard 

deviation or shadowing spread in dB ranging from 6dB to 12dB [46]. 

 
3) Multi-path fading 

For a typical narrowband flat fading where all the spectral components of signal are 

affected in a similar manner, the time varying nature of the received envelope of an 

individual multipath component can be modeled by Rayleigh, Rician and Nakagami-m 
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distribution. Rayleigh distribution characterizes the statistical nature of fading that occurs 

when there are a large number of scatterers contributing to the signal received at the 

receiver, as in the case where there is no light-of-sight propagation from transmitter to 

receiver. The PDF of amplitude of Rayleigh distributed fading gain can be expressed as 










<

∞≤≤
Ω

−
Ω=

00

0)exp(2

)(

2

α

ααα

ααf      

,

     (2-3) 

 

Rician distribution is used to describe the statistical characteristics of channel fading 

when there are fixed scatterers or signal reflectors in the medium thus leading to 

dominant signal propagation path present, as the case of a light-of-sight propagation.  The 

PDF of Rician distribution is given by 
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In (2-3) and (2-4), ][ 2αE=Ω , and in (2-4), pA  is the amplitude of the dominant signal 

and )(0 ⋅I  is the modified Bessel function of the first kind and zero-order. Rician factor 

defined as Ω/2
pA  completely specifies the Rician distribution. As 0/ ,0 2 →Ω→ pp AA , 

the Rician distribution degenerates to a Rayleigh distribution. 

 

Another model useful to characterize multipath fading channel is Nakagami-m 

distribution. Nakagami-m distribution can approximate different fading environments 
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including those characterized by Rayleigh and Rician distributions with m being chosen 

appropriately.  The amplitude attenuation modeled by Nakagami-m distribution is given 

by 
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where m is a shape parameter and ][ 2αE=Ω  controls the spread of the distribution. The 

value of m determines the severity of fading, less severe fading associated with larger 

value of m. And m=1 corresponds to Rayleigh fading. 

For wideband signals propagating through a frequency selective fading channel where the 

spectral components are affected by different amplitude gains and phase shifts, the 

multipath fading is modeled as a linear filter with its equivalent lowpass impulse 

response given by 
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where all lα  are statistically independent random variables whose distributions follow 

the above mentioned models. ll τθ ,  and L are the phase of fading gain for the lth path,  

propagation delay for the lth path and the number of paths. The distribution of variance of 

lα  with respect to different paths is referred to as power delay profile. It is another 

significant distribution to characterize frequency selective fading channel. Typically it is 

modeled as a decaying function  
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where δ  is a decaying factor reflecting the rate at which decaying occurs. As 0=δ , 

power delay profile is uniformly distributed. 0Ω  is the normalized factor and normally 

defined by ∑
=
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4) Suzuki distribution [47] 

 
The statistical nature of amplitude of the channel fading gain can be characterized by 

Suzuki distribution. The PDF of amplitude α  is 
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where sss v,,µσ are the distribution parameters. For 0=sv , Suzuki distribution is 

identical to Rayleigh distribution.  In the practical, the values of ssv µ, can be estimated 

through measurements using the following log-moment estimates,  
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where α̂  is the estimated value of α  through measurement, U is the Euler’s number and 

• denotes the arithematic mean. 

It has been demonstrated that Suzuki distribution can achieve good fits to the measured 
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data for a variety of physical channels [47]. However due to its complicated mathematical 

form and the inconvenience caused by this no closed form solution when performing 

BER evaluation, it is not widely used.  

 
5) General Gamma distribution [48,49]  

Generally, the signal transmitted over the air experiences small-scale multi-path fast 

fading and large-scale slow shadowing simultaneously.  The statistical nature of multi-

path fading and shadowing can be well represented by Rayleigh (or Rician) and log-

normal distribution respectively.  There is also an attempt to use General Gamma 

distribution as a distribution model which encompasses both multipath fading and 

shadowing together [48].  This distribution has been verified in [48] through physical 

measurement and parameter estimation to curve fit with General Gamma distribution.  

General Gamma distribution takes the form of 
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where ggg cd ,,β are distribution parameters and dxexd xd
g

g −−
∞

∫=Γ 1

0

)(  is the Gamma 

function.  It has been shown in [49] that the product of gg dc  predicts the severity of the 

fast fading, while parameter gc  represents the shadowing fading. The General Gamma 

distribution contains many well-known distributions as special cases [49].  The 

parameters of General Gamma distribution can be obtained by performing log-moment 

estimates, 
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where α̂  denotes the estimated values through measurement in the experiment and ||•  

denotes taking absolute values. 

To verify how good the General Gamma model matches the statistical nature of channel 

represented by Rayleigh fading and log-normal shadowing, a simulation is performed and 

the result is shown in Fig.2.1. This figure shows the resemblance between General 

Gamma distribution having 28.0,3.2,76.0 === gggg dcc β  and the simulated results 

generated by the combination of Rayleigh ( 1=Ω ) and lognormal shadowing (shadowing 

spread 8dB=pσ ). From this figure, it can be seen that General Gamma distribution is 

valid to describe the fading process caused by the combination of Rayleigh fading and 

log-normal shadowing. This statistical model will be employed in the analysis of capacity 

and BER performance in this chapter and Chapter III. 
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Fig.2.1 Simulated results for combined Rayleigh - Lognormal distribution and General 

Gamma distribution 
 

 
2.2 Channel estimation techniques 

 
Two categories of channel estimation techniques are employed in the identification of 

channel fading. One class is to provide embedded references for the demodulator to 

perform estimation of channel conditions [50,51]. The other is blind channel estimation 

where the input to the channel is not available for processing at the receiver [52]. So far, 

the pilot tone assisted estimation (PTAE) and the pilot symbol assisted estimation 

(PSAE) are commonly used estimation techniques and have been proven to be effective 

in channel fading estimation [50]. In PTAE, a tone is transmitted together with the data 

symbols by assuming that both are equally affected by the channel fading as depicted in 

Fig.2.2. The tone provides the receiver with explicit amplitude and phase reference for 
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detection. The channel conditions can be estimated by observing the effect of fading on 

the amplitude and phase of the tones.  The key in PTAE is the placement of tone location. 

In PSAE pilot symbols are periodically inserted into the data symbols to estimate the 

fading, as shown in Fig.2.3.  The data is formatted into frames of L symbols, with the first 

symbol in each frame used for the pilot symbol [51]. The pilot sequences are multiplexed 

with data symbols. The receiver has prior knowledge of the pilot sequences and thus can 

extract them from the received signal and estimate the effect of channel fading. The 

estimates of fading experienced by the data symbols are obtained by interpolating the 

fading experienced by the pilot symbols. In PTAE, pilot tones are inserted in frequency 

domain while in PSAE, pilot symbol is added in time domain. In blind estimation, only 

the received signal is available for the processing in the identification and estimation of 

channel. The essence of blind estimation rests on the exploitation of characteristics of the 

channel fading and statistical properties of input sequences.   
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Fig.2.2 A functional block diagram for PTAE 
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In coherent systems, at the receiver side, the estimated channel state information can be 

used to assist data symbol recovering. Moreover, if the estimated channel state 

information is available at the transmitter side and adaptive modulation is employed, this 

information can be used for the control of transmission power, constellation size, and 

even for the channel allocation. Hence the effect of imperfect channel estimation on the 

performance of adaptive modulation systems is multifold. To guarantee transmission 

quality, the choice of estimation techniques should be considered carefully.  

 
With channel estimation error, the estimated complex channel fading gain can be 

expressed as ehh +=ˆ , where θα
ˆˆˆ jeh =  is the estimated fading gain and θα jeh =  is the 

true fading gain, respectively, while θθαα  ,ˆ  and   ,ˆ  are fading amplitudes and phases, 

respectively. For different estimation techniques, the joint PDF of αα   and  ˆ , θθ   and  ˆ  

are different. To illustrate how to evaluate the effect of imperfect channel estimation on 

BER performance, h and ĥ  are assumed to be complex Gaussian random variables, thus 
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estimation error e can be modeled as a complex Gaussian random variable. This is true 

for the PSAE estimation technique where the estimated fading gain is just the weighted 

sum of complex Gaussian random variables. However, the method introduced in the 

following can be applied to evaluate any kind of estimation techniques in case that the 

joint PDF of α  and α̂  , θθ   and  ˆ  are known.  

 
The joint PDF of fading amplitude of α and α̂  are expressed as [53] 
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where [ ] [ ]22 ,ˆˆ αα EE =Ω=Ω , and )ˆvar()var(/)ˆ,cov( 2222 ααααρ = is the 

correlation coefficient between 22  and ˆ αα . 

The joint PDF of phase and phase estimate θθ ˆ , can be expressed as [54] 
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where ).ˆcos( θθρ −=q  The PDF of phase estimation error θθψ ˆ−=  can be derived as 

[55] 
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2.3 Multi-level quadrature modulation technique (MQAM) 

MQAM is a bandwidth efficient modulation technique which is widely employed in 

adaptive modulation systems. The high bandwidth efficiency of MQAM is obtained by 

simultaneously modulating two separate bit streams from the information sequences onto 

two quadrature carriers tfcπ2cos  and tfcπ2sin , where cf  is the carrier frequency. Gray-

coding is applied to assign bit sequences to their respective constellation points, ensuring 

that the nearest neighbouring constellation points have a Hamming distance of 1 to 

minimize BER.  

BPSK QPSK

16QAM
 

Fig.2.4 Illustration of MQAM constellations 
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For M-QAM, M-ary denotes the number of signal points or the constellation size in the 

signal space. The constellations of square MQAM for some values of M are shown in 

Fig.2.4. This leads to the application of MQAM technique to fading channel to combat 

channel distortions by varying the constellation size according to the channel conditions: 

as channel is not in a deep fade, higher order constellation is used, while as channel 

enters a deep fade, lower order constellation size is employed to provide an acceptable 

BER performance but maintain a constant transmission power. If the required BER is 

specified and constellation size is changed accordingly, a variable data rate and 

throughput is obtained. This system is defined as variable rate MQAM system.  

Input data  

I branch 

Q branch 

Complex symbols 

I, Re(.) 

Q, Im(.) 

MQAM 
mapper 

MQAM demapper 
Output data 

tf cπ2sin tf cπ2cos

tf cπ2sin

tf cπ2cos

 
Fig.2.5 MQAM modulation and demodulation 

 
The modulation and demodulation of a square MQAM signal is shown in Fig.2.5. The 

data bit stream is split into in-phase (I) and quadrature (Q) bit streams at the modulator. 

For example, for 16-QAM, the first and the third bits are passed to the in-phase bit stream, 

while the second and the fourth bits are passed to the quadrature bit stream. Gray coding 
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is employed as I and Q components are mapped to form complex symbols. The 

demodulator first de-maps the received complex symbol into I and Q components where 

decision is made independently. Fig.2.6 shows the bit mapping of 16-QAM. 

Due to the symmetry of I and Q components in M-QAM modulation, the average BER 

performance of MQAM is then equal to the BER of either I or Q component or 

IeQeIee PPPP ,,, )(
2
1

=+= , where QeIe PP ,, ,  is the BER for the respective data stream in I 

and Q component. Square MQAM is assumed in this study. However, the analysis can be 

easily extended to other MQAM techniques, for example Star MQAM. The only 

difference is the dependence of BER performance on MQAM constellations. 

11 10 00 01 

1 1 0 0 

1 0 0 1 

I or Q 

MSB 

LSB 

-3d -d d 3d

LSB bitS1 S2 S3 

S4 

D3 D2 D1 

MSB bit

Decision boundary 

Fig.2.6   bit-by-bit mapping for 16QAM 

2.3.1 BER performance of gray-coded MQAM over AWGN channels 

A. Exact approach to compute BER 
 

In this approach, BER is computed for each bit separately. Considering the I component 

only, average BER is obtained by averaging over all bits of the I component. Taking 
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16-QAM as an example, the bits of the I component can be further split into the most 

significant bits (MSB) and the least significantly bits (LSB), where MSB and LSB refer 

to the left and the right bits respectively as shown in Fig.2.6. The decision boundaries D1 

and D3 are used to compute the BER for LSB bits whilst D2 is used to compute the BER 

for MSB bits. Therefore, for 16-QAM, )(
2
1

,,,,, LSBIeMSBIeIe PPP += .  

For an AWGN channel, the BER for each MSB and LSB bit is computed according to 

decision statistics nss II +=ˆ , where II ss ,ˆ  are the detected signal and the transmitted 

signal respectively. n  is AWGN with variance 2/0
2 Nn =σ . For example, for MSB bits, 

a bit error occurs when dn −<  for signal point S3, dn 3−<  for signal point S4, dn>  for 

signal point S2 (same probability as S1) and dn 3>  for signal point S1 (same probability 

as S4). Likewise for LSB bits, a bit error occurs when dnd 5<<  for signal point S1, 

dnd −<<− 5  for signal point S4 (same probability as S1), dn >  or dn 3−<  for signal 

point S3, and, dn 3>  or dn −<  for signal point S2 (having same probability as S3).  

The average BER performance for one MQAM constellation size can then be obtained as 

( )sjjj
j

e baQwP γ)( +=∑ ,       (2-15) 

where 0/ NE ss =γ  is signal-to-noise ratio (SNR) per symbol. The symbol energy sE  can 

be expressed as a function of d, for BPSK, ,2dE s = QPSK, ,2 2dE s = 16-QAM, 

,10 2dE s =  64-QAM, 242dE s = . The SNR per bit is defined as Msb 2log/γγ = . Now 

we illustrate how to obtain the coefficients jjj baw ,, . Taking the LSB bit of signal 1S  

shown in Fig.2.6 as an example, the BER of these LSB bit is calculated to be 
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Hence the coefficients ),,( jjj baw are obtained as  
5

2,
5

3,
4
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respectively. The coefficients for other bits of the I component can be obtained similarly. 

The coefficients jjj baw ,,  are listed in Table A.1 to Table A.4 of Appendix A, for 

several constellations respectively.   

 
B. Approximate approach to compute BER 
 
 
As MQAM is employed to transmit signals over AWGN channel, a loose bound for the 

BER performance as ideal coherent detection being used can be obtained as 

]
)1(

5.1exp[2.0
0 −

−≤
MN

E
P s

e  [56]. For square MQAM, as 4≥M , a more precise 

approximation on the average BER performance over AWGN channel is calculated as 

[57] 
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where Q(x) is defined as 
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dyexQ
x

y∫
∞

−= 2/2

2
1)(
π

.        (2-18) 

In this approximation, each symbol is assumed to cause only one bit error. The BER 

performance obtained for (2-15) and (2-17) under different SNR is shown in Fig.2.7. It 

can be seen that the average BER obtained from approximate method matches well with 

that obtained from the exact method.  
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Fig.2.7 BER performance of MQAM over AWGN channels 

As adaptive modulation is employed, SNR can be selected as channel quality indicator to 

decide which constellation is used. At receivers, the instantaneous SNR is first measured 

and fed back to transmitters. The selection of suitable constellation for transmitter is 

performed by comparing the instantaneous SNR against the pre-defined SNR threshold 

intervals. The SNR threshold intervals are determined based on the required BER 

performance. 
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As an example, for some constellations, the threshold intervals in terms of SNR per 

symbol ( sγ ) obtained for a targeted BER= 310 −  is listed in Table 2.1. 

TABLE 2.1 SNR Threshold intervals for selection of MQAM constellation 

Constellation BPSK QPSK 16QAM 64QAM 256QAM 

I 1 2 4 6 8 

itha ,  6.8dB 9.8dB 16.6dB 22.6dB 31dB 

ithb ,  9.8dB 16.6dB 22.6dB 31dB ∞  

 

2.3.2 BER performance of MQAM over fading channel with perfect channel 

estimation 

As signal is transmitted over fading channel, the received signal is expressed as 

)()()()( tntsthtr += . If channel fading gain can be estimated precisely, receivers can 

make use of this channel state information to recover the signal corrupted by channel 

fading. For a coherent detection system, the estimated channel fading gain is used to 

control the local oscillator.  Fig.2.8 shows an ideal case when channel estimation is 

perfect.  Assuming signal is transmitted at a given constant average power, automatic 

gain control (AGC) can be used to scale the received faded signal so that the recovered 

signal constellation before making decision remains unchanged regardless of channel 

fading gain.  Note that the noise will be scaled by the same factor and hence there is no 

effect on the received SNR, before and after applying AGC.  
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Fig.2.8  Receiver structure with perfect channel estimation 

Conventionally, in a coherent detection system, the decision variable is constructed as 

hrs ˆ/ˆ= . Under perfect channel estimation where hh ˆ= , the decision variable for the I 

component is constructed as 
α
ns

h
r

s I
I

I +==ˆ , where Ir  is the received signal in the I 

component. The effect of phase shift on noise is not taken into account since statistically 

it can be ignored.  

A. Exact method 

As MQAM signal transmits over fading channels and assuming ideal coherent detection, 

the BER over fading channel conditioned on fading state α  is given by 

[ ]2
| )( αγα sjjj

j
e baQwP += ∑ . The average BER can be obtained by averaging this 

conditional BER over all fading gains, 

[ ] αααγ α dfbaQwP sjjj
j

e )()( 2

0
+= ∫∑

∞
,     (2-19) 

where α  is a random variable having PDF )(ααf  introduced in Section 2.1 of Chapter 

II. Using the alternative form for the Q-function [58] 
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For Rayleigh fading channels, (2-19) can be simplified as 
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where 2/)(2/)( 22
, µγγ jjsjjjs baba +=+Ω= . sγµ Ω=  is the average received SNR 

per symbol. The average received SNR per bit is defined as Mb 2log/µµ = . The 

coefficients jjj baw ,,  are listed in Table A.1 to Table A.4 of Appendix A, for various 

constellations.  

 
B. Approximate method 
 

As signal is transmitted over fading channels, the average BER can be approximated 

using (2-17) and is written as 
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If Rayleigh fading channel is considered, a closed form solution for the average BER 

performance can be obtained as 
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where µγ
)1(2

)12(3
)(

2

−
−

=
M
j

js . The BER performance as a function of the average received 

SNR per bit bµ  over Rayleigh and General Gamma fading channel is shown in Fig.2.9. It 
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indicates that the approximate method can accurately evaluate the BER performance over 

flat fading channel. 
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(a) BER performance over Rayleigh fading channel 
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Fig.2.9  BER performance over fading channel with perfect channel estimation 
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2.3.3 Effect of channel estimation error on BER performance 
 

In coherent detection systems, the estimated channel gain and phase are used to control 

the gain and phase of the local oscillator in the IQ demodulator – this processing results 

in a significant increase in symbol errors if channel estimation errors exist. Therefore the 

receiver performance is affected by the accuracy of channel estimation. In practical 

situation, however, channel estimation errors are unavoidable, due to the presence of 

AWGN. The receiver structure under imperfect channel estimation is shown in 

Fig.2.10(a). Note that in Fig.2.10(a), the received signal is scaled by the estimated 

channel fading gain, rather than the true fading gain as shown in Fig.2.8 where the 

channel estimation is perfect. Under channel estimation error, this scaling results in 

amplitude and phase errors as shown in Fig.2.10(b). Without the change of decision 

boundaries, these errors would therefore cause larger bit errors. In this section, the effect 

of imperfect channel estimation on BER performance of MQAM systems is investigated 

under the situations with amplitude estimation error only and with both amplitude and 

phase estimation errors. Two different approaches are adopted to compute the BER 

performance. One is the study by Tang in [58]. Its drawbacks are the computation 

complexity and the difficulty to be used to generate simulation samples. To overcome 

these difficulties, an approximate approach which treats the estimation error as signal 

level dependent Guassian noise is proposed and its accuracy is studied for the situation 

with amplitude error only. 
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(a)  Receiver structure with imperfect channel estimation 

 

-3 -2 -1 1 2 3

-3

-2

-1

1

2

3

Phase error 

Amplitude 
Scaling 
error 

 
 
  

(b) The recovered signal constellation and the decision regions in an 
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Fig.2.10  Effect of channel estimation error on receiver structure and recovered 

constellation 
 
A. Exact approach of BER computation 

(a) BER performance with amplitude error only 

In this case, θθ =ˆ  and αα ˆ/ˆ/ =hh , the decision variable for symbol detection is 
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αα
α
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ˆ nss II += .         (2-24) 

To obtain the average BER with amplitude estimation error, we first derive the BER 

conditioned on α and α̂ . The average BER is then obtained by averaging the conditional 

BER over the joint PDF of α and α̂ given in (2-12). We take 16-QAM as an example and 

consider the I component. By referring to decision boundaries shown in Fig.2.6, the 

conditional BER is obtained as 
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The first two terms are obtained for the two MSB bits, while the last four terms are for 

LSB bits.  

The average BER is derived to be 

αααααα αα ˆ)ˆ,()ˆ,|( ˆ,
0 0

ddfePP ee ∫ ∫
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= .      (2-25b) 

Substitute (2-12) into (2-25b) and with some re-arrangements, the average BER can be 

expressed as [55] 
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(2-26b) 

where 

2/32

3

22 )2(424

3
2
1),(

yx
y

yx

y
yxJ

+
+

+
−=      (2-27) 

and ΩΩ= ˆ/r . µ and ρ  are the average received SNR and the correlation coefficient 

between 22  and ˆ αα , repsectively. The values of coefficients jjj baw ,,  for various 

constellations are listed in Table A.1 to Table A.4 of Appendix A respectively.   

(b) BER with both amplitude and phase estimation error 

In this case, the decision variable is constructed as 

αα
α θθ

ˆˆˆ
ˆ )ˆ( nse

h
rs j +== − .        (2-28a) 

Considering I component and QI jsss += , (2-28a) becomes 

αα
αψψ

ˆˆ
)coscos(ˆ nsss QII ++= ,       (2-28b) 

where QI ss ,  are the signal components projected on the I and Q components, 

respectivelly. For 16-QAM, }3,,,3{, ddddss QI −−∈ , however, only positive values of 

Qs  need to be considered due to the symmetry. Under combined amplitude and phase 

error, the conditional BER can be obtained from (2-28b) referring to the decision 

boundaries shown in Fig.2.6. Unlike the case with amplitude error only, the conditional 

BER is further conditioned on ψ . The average BER is obtained as [55] 
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The function )(ψψf  is defined in (2-14). The coefficients for various constellations are 

listed in Table A.5 to Table A.8 in Appendix A. µ and ρ  are the average received SNR 

and the correlation coefficient between 22  and ˆ αα , repsectively 

The BER performances under imperfect channel estimation are shown in Fig.2.11-

Fig.2.14 for different estimation conditions. Comparing Fig.2.11 and 2.12 with Fig.2.9 

(a), it can be seen that imperfect channel estimation causes error floor in BER 

performance which is not present when perfect channel estimation is assumed. It is also 

observed that amplitude and phase error together degrade the BER performance much 

severe than amplitude error alone. This is because the phase error causes extra 

impairments in coherent symbol detection. The BER performance is affected by the 

correlation coefficient ρ  badly as shown in Fig.2.13 and 2.14 using 16QAM as an 

example. The error floor increases significantly as the decrease of ρ . For example, with 

both amplitude and phase error, the error floor goes beyond 210−  for 99.0=ρ  while it is 

below 310 −  for 9999.0=ρ . 
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 (a) 9999.0=ρ  
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(b) 99.0=ρ  

Fig.2.11  BER performance over fading channel with amplitude error alone 
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Fig.2.12 BER performance with amplitude and phase error over fading channel 
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Fig.2.13  BER performance with amplitude error alone vs SNR 
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Fig.2.14  BER performance with amplitude and phase error vs SNR 
 
 

The results and observations obtained here show that understanding how the channel 

estimation errors affect the rate adaptive modulation systems is very important because 

the channel estimation error might result in the fact that higher order constellations 

become unusable. In practical, the amount of channel estimation error can be controlled 

by the selection of training sequence, the interpolation order and frame length as shown 

in [59]. 

 
B. Approximate method to evaluate BER 
 
 
The BER computation with channel estimation error requires numerical integration which 

grows with the constellation size in the earlier study. Here we introduce an approximate 

method to obtain closed form solution for the BER performance with amplitude 
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estimation only.  The main idea behind this approximate method is to treat the effect of 

estimation error e as an equivalent signal level dependent Gaussian noise. The underlined 

assumption is that the estimated error e is small and the estimated fading gain α  is 

uncorrelated with the estimated error. This assumption is true if α  and α̂  are highly 

correlated. The investigation on the correlation coefficient eρ  between 2α̂  and 2||e  

conducted in part (b) of this section will verify that the assumption approximately holds. 

Hence the accuracy of this approximation strongly relies on the correlation of α  and α̂ . 

 

(a) BER performance with amplitude error 

In this case, considering I component only, the decision variable of (2-24) obtained from 

Fig.2.10 (a) can be rewritten as 

'
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−
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+
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αα
α

α
α

,    (2-31) 

where the estimation error e is a complex Gaussian random variable and αα −= ˆ||e . 

α̂
||

'
nse

n I −=  is the effective noise including both AWGN and the effect due to estimation 

error. It can be seen that the effective noise depends on the signal power level in MQAM 

constellation.  

However for MSB bits, where the decision boundary is zero (for example, 2D  in Fig.2.6), 

this approximation is not valid since the amplitude estimation error will not affect the 

BER performance. The decision variable for MSB bits is constructed as nss II +=αˆ . 

Therefore in the following computation, the BER performance under amplitude 
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estimation error will be partitioned into two parts. One part is the BER obtained for MSB 

bits, while the other part is the BER obtained for the remaining bits with decision variable 

defined by (2-31). The BER performance with amplitude error only is then expressed as 

othereMSBee PPP ,, += ,        (2-32) 

where  
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and coefficients jj aw ,  are listed in Table A.1 to Table A.4 of Appendix A for various 

constellations respectively. The computation of othereP ,  will be presented in the following. 

'n  can then be approximated as a Gaussian random variable conditioned on ||,ˆ eα  and 

Is  (the I component of the signal), the variance of 'n   is 
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Since the estimation error e is a Guassian random variable, its amplitude follows 

Rayleigh distribution. The variance eΩ   of the estimation error e can be calculated as 

[ ] ]ˆ[2][]ˆ[)ˆ(]|[| 2222 αααααα EEEEeEe −+=−==Ω ,    (2-35) 

where [ ]•E  denotes the expectation. With amplitude estimation error, [ ] Ω=2αE , 

[ ] Ω= ˆˆ 2αE , the PDF of ||e  is obtained as 
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Now taking 16-QAM as an example, using (2-31) and decision boundaries shown in 

Fig.2.6, the BER of  bits except MSB bits of 16-QAM conditioned on α̂  and ||e  is 

calculated to be 
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Substitute (2-34) into (2-37) and with some re-arrangements, the BER performance 

conditioned on estimated channel fading amplitude α̂  and ||e  is 
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constellations are listed in Table A.1 to Table A.4 of Appendix A respectively.   

Assuming that α̂  and  e  are uncorrelated, the PDF of jγ  can be expressed as 
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The BER performance obtained from the approximate method for amplitude error only is 

shown in Fig.2.15 and Fig.2.16. As correlation coefficient ρ  is high, the approximate 

method can effectively evaluate the BER performance. It can be seen that, for small 

channel estimation error (or highly correlated estimated and true fading gain), the 

approximate method can predict the error floor rather well. 

In this section, a closed form solution is obtained for BER performance for amplitude 

error only. As both amplitude and phase errors are present, it is not so straightforward to 

obtain the parameters for the Gaussian approximation. We leave this to future 

investigation. 
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Fig.2.15 Average BER obtained from approximate method with amplitude error alone 
( 9999.0=ρ ) 
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Fig.2.16 Average BER obtained from approximate method with amplitude error                   

alone ( 99.0=ρ ) 
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(b) Investigation on correlation between α̂  and |e| 

The correlation coefficient between α̂ and e can be defined as 

( )[ ] ( ) ( )[ ]2222 ||varˆvar|,|ˆcov eee ααρ = ,     (2-36) 

where 

( ) [ ] [ ] [ ]222222 ||ˆ||ˆ|,|ˆcov eEEeEe ααα −= .     (2-37) 

Using αα −= ˆ||e ,  
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and  
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The joint PDF of αα ,ˆ  is defined in (2-12). Since the estimation error e  is a complex 

Gaussian random variable, its amplitude |e| should be a random variable having Rayleigh 

distribution. The standard deviations of 2α̂ and 2||e are ( ) Ω= ˆˆvar 2α  and 

( ) ee Ω=2||var .  

The correlation coefficients eρ  are shown in Table 2.2. With r=1, the increase of 

correlation coefficient ρ  between αα ˆ  and  results in low correlation between || and ˆ eα . 

Hence it can be predicted that as αα ˆ  and  become highly correlated, the approximate 

method can evaluate BER performance under imperfect channel estimation more 

precisely. As 1≠r , even αα ˆ  and   are highly correlated, the correlation between 
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|| and ˆ eα  are very high. In this case, the underlined assumption of proposed approximate 

method is not guaranteed so that it is not valid to approximate BER performance. 

TABLE 2.2 Correlation coefficients eρ  between || and ˆ eα  for various ρ  and r 
      ρ  

eρ  
r 

0.9999 0.9995 0.999 0.995 0.99 0.95 0.9 0.85 0.8 

1 0.00016 0.00068 0.0013 0.0054 0.0099 0.04 0.072 0.1 0.13 

0.9 0.98 0.93 0.86 0.58 0.43 0.23 0.22 0.24 0.26 

1.05 0.92 0.69 0.52 0.015 0.071 0.013 0.033 0.058 0.083 
 

 
2. 4 Summary   

 
In this chapter, the widely used channel models, channel estimation techniques and 

MQAM modulation technique are reviewed. The BER performances of MQAM over 

Rayleigh and General Gamma fading channel are investigated. The effect of imperfect 

channel estimation on BER performance over Rayleigh fading channel is studied. The 

numerical results show that with channel estimation error, error floors are present even 

employing coherent detection. Higher correlation between αα ˆ  and   results in small 

error floor and gives better BER performance. An approximate method which gives 

closed form solution for BER performance and has lower complexity in BER 

computation for amplitude estimation error is introduced. The analysis shows that this 

method is valid and gives good approximation at higher correlation coefficient ρ  

between αα ˆ  and  . Within a practical SNR range, the approximate method can predict 

the BER performance with good accuracy.  
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CHAPTER III  
 

CAPACITY OF FADING CHANNEL EMPLOYING RATE 

ADAPTIVE MODULATION TECHNIQUE 

 
 
As signal is transmitted over fading channel, insufficient usage of bandwidth is 

unavoidable if system is designed to work under worst case conditions. Adaptive 

modulation is employed to improve bandwidth efficiency of fading channel without 

sacrificing transmission quality. In this chapter, channel capacity or bandwidth efficiency 

achieved by adaptive modulation over different fading channels is investigated first under 

perfect channel estimation. A framework to study the effect of channel estimation error 

on capacity of rate adaptive modulation systems is then proposed. With the introduction 

of this framework, the effect of channel estimation error on the SNR threshold intervals is 

quantified based on the channel characteristics and the estimation techniques. The SNR 

threshold intervals for the selection of suitable MQAM constellation under the 

consideration of channel estimation error are obtained by employing the proposed 

framework. Channel capacities of adaptive MQAM systems with and without diversity 

reception are derived under different estimation conditions. 

 
3.1 System model description of adaptive modulation technique  
 
 
In adaptive modulation systems, channel state information is available at both receiver 

and transmitter. The estimated channel fading is used not only for the coherent detection 

of transmitted signal, but also for the adaptation of parameters of transmitted signal at the 
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transmitter, as shown in Fig.3.1. For the operation of adaptive modulation systems, the 

measurement of channel quality should be performed at the receiver and selection 

criterion of suitable modulation mode should be given at the transmitter. 
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Fig.3.1 Receiver and transmitter structure of adaptive modulation systems 
 

If SNR is specified as a channel quality indicator, the selection criterion turns out to be 

the SNR threshold intervals. The transmission parameters for the next transmission are 

determined by comparing the measured SNR at the receiver against the SNR threshold 

intervals which are defined based on certain transmission requirements, for example, the 

targeted BER. Fig.3.2 shows how the constellation size of MQAM is adapted to the 

instantaneous SNR. The suitable MQAM constellation size is obtained by checking 

which SNR threshold interval the received SNR falls in.  
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Fig.3.2 An illustration of modulation mode adaptation 

 
 
If channel conditions can be tracked perfectly, the SNR threshold intervals are obtained 

from the BER performance over AWGN channels, with the equivalent receiver circuit 

shown in Fig.3.3(b). The obtained SNR threshold intervals for the selection of MQAM 

constellation size based on Fig.3.3 are shown in Table 2.1.  
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Fig.3.3  Equivalent circuit to determine SNR threshold intervals under perfect channel     

estimation 
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In the presence of channel estimation error, due to the mismatch of h and ĥ , extra 

impairment is introduced by the estimation error during coherent symbol detection. To 

ensure the transmission quality, the adaptation of parameters has to take both AWGN and 

the effect of channel estimation error into account. How to adapt transmitter parameters 

to channel conditions and how to obtain the SNR threshold intervals with channel 

estimation error will be studied in this chapter. 

 
To investigate capacity achieved by adaptive modulation systems, the PDF of received 

SNR should be known. The instantaneously received SNR conditioned on channel fading 

gain θα jeh=  is derived to be 

s
s

N
E

hnE
sE

γααγ 2

0

2
2

2

]|/[|
]|[|

=== ,       (3-1) 

where sγ  is the transmitted SNR regardless of channel conditions. With the knowledge 

of PDF of α , the PDF of SNR denoted as )(γγf  can be obtained using (3-1). If MQAM 

is used to realize rate adaptive modulation, the probability that one specific constellation 

size is selected can be derived by integrating )(γγf  over the corresponding SNR 

threshold intervals. Achievable capacity by rate adaptive MQAM modulation can be 

obtained. Capacity analysis obtained with and without channel estimation error is carried 

out in Section 3.4 of this chapter.  
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3.2 Shannon capacity achieved over flat fading channel with perfect 

channel estimation 

For a given received SNR γ , the maximum transmission rate over radio channel is 

generally represented by Shannon capacity, which is given as 

)1(log 2 γ+=BC .         (3-2) 

As the received SNR varies over time, Shannon capacity of flat fading channel 

conditioned on γ  is 

)1(log)( 2 γγ +=BC .        (3-3) 

The average achievable channel capacity is obtained by averaging (3-3) over all possible 

fading states, i.e.,   

[ ] γγγ γ dfBC )(1log 2
0

+= ∫
∞

.       (3-4) 

Eq.(3-4) represents the capacity achieved over fading channel as channel state 

information is available at the receiver only. As channel state information is known to 

both receiver and transmitter, power control can be performed at the transmitter to 

improve channel capacity. It has been proven in [20] that the optimal power control 

strategy for flat fading channel is “water filling” over time. In mathematics, the 

transmission power can be obtained as  

0
0

   ,)( γγ
γγ

γ ≥−=
pp

p ,        (3-5) 
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where p  is the average transmission power and 0γ  is the cut-off SNR. If the received 

SNR is smaller than 0γ , transmitter is not allowed to transmit any data. 0γ  can be 

defined from 

pdf
pp

=
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With this optimal power allocation strategy, the instantaneous SNR is rewritten as 
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Substitute optγ  into (3-4), Shannon capacity is obtained as 
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For Rayleigh fading channel, the PDF of SNR is 

µ
γ

γ µ
γ

−
= ef 1)( ,         (3-9) 

where [ ] s
s

N
E

E γγµ Ω=Ω==
0

 is the average received SNR and [ ]2αE=Ω  . 

For fading channel characterized by General Gamma distribution, the PDF of 

instantaneous SNR is obtained from (2-10) and is given as 
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The Shannon capacity obtained over Rayleigh and General Gamma fading channel with 

and without channel state information available at transmitter is shown in Fig.3.4. It can 

be seen that as transmission rate is adaptive to instantaneous conditions, adaptive 

transmission power as well only yields a negligible capacity gain, as reported in [19,20]. 

Therefore, from now onwards, the study will focus on a rate adaptive constant 

transmission power system. The other reasons for the adoption of constant transmission 

power rate adaptive technique are: 1) Power adaptation may sometimes result in 

uncontrollably large interference to co-channel cells when the communication link 

between mobile and the home base station is in deep fades whilst the link between mobile 

and the base station in co-channel cell is in good conditions. 2) Heavy signaling 

overheads may be reduced since no instruction information of power adaptation is needed. 

3) The complexity of transmitter structure is reduced. 
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Fig.3.4 Channel capacities with and without power adaptation 
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3.3 Capacity achieved by rate adaptive MQAM modulation with 

perfect channel estimation 

 
MQAM modulation scheme is widely used to implement adaptive modulation. Square 

MQAM is assumed in the following study. 

The probability that one constellation is used is calculated to be 

γγγ dfP
ith

ith

b

a
i )(

,

,

∫= ,         (3-11) 

where i is the bit/symbol of a specific constellation, for example, for 16QAM, i=4. 

ithith ba ,, ,  are the ranges of the SNR threshold intervals for i2 QAM constellation being 

used and defined in Table 2.1. Channel capacity achieved by adaptive MQAM is then 

obtained as 

i
i

iPC ∑= .         (3-12) 
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Fig.3.5 Channel capacity employing MQAM adaptive modulation 

 

The capacities achieved by adaptive MQAM are shown in Fig.3.5 for Rayleigh and 

General Gamma fading channel respectively. 

 
3.4 Effect of channel estimation error on channel capacity 
 
 
Adaptive modulation technique requires that the instantaneous channel fading can be 

accurately estimated. The effect of channel estimation error on the BER performance of 

coherent detection system is studied in Chapter II, Section 2.3.3. It shows that channel 

estimation error causes the degradation of BER performance and results in error floor. 

When designing a practical coherent rate adaptive modulation system, such channel 

estimation errors have to be taken into consideration to maintain the transmission quality. 

Under the consideration of imperfect channel estimation, one way to implement rate 

adaptive modulation is to adjust the transmitter parameters based on the received SNR, 
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while the estimation error is encompassed in the determination of SNR threshold 

intervals. The consequence of this approach is, given a received SNR, the selection of 

one specific MQAM constellation will be based on the new SNR threshold intervals 

compared to the case with perfect channel estimation. In other words, the new SNR 

threshold intervals have to be employed when the receiver decides which constellation 

size is used. Hence the first step to evaluate the effect of imperfect channel estimation on 

capacity is to investigate how the estimation error affects the SNR threshold intervals.  
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Fig.3.6  (a) Receiver structure (b) Equivalent circuit to determine SNR threshold 

intervals under imperfect channel estimation 
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Under imperfect channel estimation, the receiver structure for coherent detection is 

shown in Fig.2.10(a) which can be reconstructed as Fig.3.6(a). From Fig.3.6(a), it can be 

seen that the effect of channel estimation errors results in the fact that the signal 

constellation which has been recovered is further scaled by a factor ααλ ˆ=  and rotated 

by an angle ψ  before decision making. Note that the noise is also scaled by λ . 

Comparing Fig.3.3(a) and Fig.3.6(a), under imperfect channel estimation, an equivalent 

circuit to include the effect of channel estimation errors in the determination of the SNR 

threshold intervals is to replace Fig.3.3(b) by Fig.3.6(b), where the imperfect channel 

estimation is replaced by an equivalent circuit with imperfect IQ modulator. In this 

equivalent circuit, investigating the effect of imperfect channel information is converted 

into investigating the system performance using imperfect IQ demodulator.  For a given 

decision circuit, the degradation in BER performance can therefore be found.   

 
To define the SNR threshold intervals for the selection of suitable MQAM constellation, 

a performance curve needs to be obtained. For ideal channel estimation, the performance 

curves as a function of received SNR obtained from the equivalent circuit shown in 

Fig.3.3(b) are represented by solid lines in Fig.3.7. The effect of imperfect channel 

estimation is equivalent to shifting this SNR threshold intervals toward high SNR end as 

shown by the dash lines obtained from equivalent circuits shown in Fig.3.6(b) in Fig.3.7.  

It can be seen that, to guarantee a maximum tolerable BER, an additional SNR margin for 

the choice of a particular constellation size has to be considered. Under imperfect channel 

estimation, the new threshold intervals can now be found using Fig.3.7, by drawing a 

horizontal line across and obtaining the SNR at these intersection points.   
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Fig.3.7 The shift of SNR threshold intervals 
 

 
3.4.1 Derivation of SNR threshold intervals under imperfect channel estimation 
 
 
With channel estimation error, referring to the equivalent circuit shown in Fig.3.6(b), the 

new SNR threshold intervals are obtained from 

nser j
th λλ ψ += ,         (3-13) 

where ααλ ˆ=  and θθψ ˆ−=  with its PDF defined in (2-14). 

For the computation of the SNR threshold intervals, the joint PDF of αα ˆ and  and PDF 

of ψ  should be known. For different channel estimation techniques, both distributions 

have different representations. For pilot symbol estimation technique, both αα ˆ  and  are 
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complex Gaussian random variables, their joint PDF is shown to be bivariate Rayleigh 

distribution and is given by (2-12) [48] [55].  

The PDF of λ  can be derived from (2-12) and is given to be 
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Using integral representation [60] 
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the PDF of λ can be obtained as 
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Fig.3.8 Signal points projected on in-phase direction 
 

Under imperfect channel estimation with amplitude estimation error only, the recovered 

signal points projected onto the in-phase direction will deviate from the ideal position, as 

shown in Fig.3.8. A method similar to the computation of BER over AWGN channel is 

used to figure out the BER performance for a given value of λ .  Taking 16-QAM as an 

example, for MSB bits, a bit error occurs when dn −<  for signal point S3, dn 3−<  for 

signal point S4, dn>  for signal point S2 and dn 3>  for signal point S1. For LSB, a bit 

error occurs when λλ /23/23 ddndd +<<−  for S1, ddndd 3/23/2 −−<<−− λλ  for S4, 

ddn −> λ/2   or  ddn −−< λ2  for S3, and, ddn +> λ/2  or  ddn +−< λ/2  for S2.  

The conditional BER under a given λ is given by 

( ))/( λγλ jjsj
j

e baQwp +=∑ .      (3-18) 



 69

The average BER under amplitude estimation error can be obtained by averaging (3-18) 

over λ and is given as 

( ) λλλγ
λ

dfbaQwP jjsj
j

e )()/( += ∑∫ .     (3-19) 

The coefficients jjj baw ,,  are defined in Table A.1 to Table A.4 in Appendix A for 

various constellations respectively. 

When both amplitude and phase estimation errors are present, the situation gets more 

tedious.  Each signal point jj jQI +  will undergo different degrees of impairment and 

has to be considered separately, as shown in Fig.3.9.  However, the procedure of deriving 

the BER expression is the same for a given λ  and ψ , followed by taking the average 

over the λ and ψ  with their PDF defined in (3-16) and (2-14) respectively. 

[ ]{ } ψλψλλψψγ ψ
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π
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∞
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.   (3-20) 

The coefficients of jjjj wbaa ,,, 21  are defined in Table A.5 to Table A.8 in Appendix A 

for various constellations respectively. 
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Fig.3.9 Signal points projected on I and Q direction with both amplitude and phase error 
 
 
The BER performance curves obtained with channel estimation error are presented in 

Fig.3.10 to Fig.3.16 for different channel characteristics. Table 3.1 lists the minimum 

SNR for various MQAM constellations to achieve a BER performance of 310 −  under 

different channel estimation errors. The SNR threshold intervals for the selection of 

modulation constellation under imperfect channel estimation are shown in Table 3.2. It 

can be seen that the shift of SNR threshold intervals for higher order constellations is 

larger than that for lower order constellations, for given ρ and r. It is because that the 

higher order constellations are more sensitive to the same amount of error due to the 

smaller Euclidean distance between the signal points.  

 
At low SNR, for given ρ and r, imperfect channel estimation causes negligible shift of 

SNR threshold intervals from that of perfect channel estimation since AWGN is the main 
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impairment of source. From these BER performance curves, we can also see that error 

floor which is not observed in the BER performance curves under perfect channel 

estimation exist. This observation indicates that with channel estimation error, some 

higher order constellations ceases to be used since it cannot meet BER requirement, 

resulting in larger capacity loss. For example, as 9999.0=ρ , all four constellations can 

be employed. However, as 999.0=ρ , with amplitude error only, 64QAM cannot be used, 

while with amplitude and phase error, only BPSK and QPSK are the only constellations 

to meet the BER requirement of 310 − .  Fig.3.14 to Fig.3.16 show how the BER 

performance curves depend on r and ρ  for various given average SNR sγ . The 

observation is that the dependence of BER on r is not noticeable as compared with 

correlation coefficient ρ .  
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Fig.3.10 BER performance with amplitude estimation error )9999.0( =ρ  
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Fig.3.11 BER performance with amplitude estimation error )99.0( =ρ  
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Fig.3.12 BER performance with amplitude and phase error )9999.0( =ρ  
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Fig.3.13  BER performance with amplitude and phase error ( )99.0=ρ  
 

0.9 0.92 0.94 0.96 0.98 1 1.02 1.04 1.06 1.08 1.1 10 -3 

10 -2 

10 -1 

r 

16-QAM  

ρ=0.99, SNR=15dB

ρ=0.9999, SNR=15dB

dash: amplitude & phase error
solid: amplitude error only  

ρ=0.99, SNR=15dB

ρ=0.9999, SNR=15dB

av
er

ag
e 

BE
R

 

 
 

Fig.3.14 BER performance vs  r 
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Fig.3.15 BER performance vs correlation coefficient ρ  
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Fig.3.16  SNR threshold intervals vs r (for amplitude error only) 
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           TABLE 3.1 Minimum SNR (in dB) for BER=10-3 with estimation error 

1=r  Constellation 
size 

99.0=ρ  999.0=ρ  9999.0=ρ  

BPSK 6.8 6.8 6.8 
QPSK 9.8 9.8 9.8 
16-QAM X 17.65 16.65 

Amplitude error 

64-QAM X X 24 
BPSK X 7.1 6.85 
QPSK X 10.7 9.9 
16-QAM X X 16.9 

Amplitude and 
phase error  

64-QAM X X 25.8 
 
Note: “X” means that this constellation size cannot satisfy the BER requirement due to 
the existence of error floor caused by estimation noise. 
 

The SNR threshold intervals for the selection of M-QAM constellation to achieve 

BER= 310 −  under imperfect channel estimation are listed in Table 3.2.   

 
 
TABLE 3.2 SNR threshold intervals (in dB) for BER=10-3 with estimation error  

BPSK QPSK 16-QAM 64-QAM Constellation 
bits/symbol i 

Threshold  
interval 1 2 4 6 

new
itha ,  6.8 9.8 16.6 22.6 Ideal estimation 

new
ithb ,  9.8 16.6 22.6 ∞  

new
itha ,  6.8 9.8 16.65 24 9999.0=ρ  

new
ithb ,  9.8 16.65  24 ∞  

new
itha ,  6.8 9.8 17.65 X 

Amplitude 
error 

999.0=ρ  
new

ithb ,  9.8 17.65 ∞  X 
new

itha ,  6.9 9.9 16.9 25.8 9999.0=ρ  
new

ithb ,  9.9 16.9 25.8 ∞  
new

itha ,  7.1 10.7 X X 

Amplitude & 
phase error 

999.0=ρ  
new

ithb ,  10.7 ∞  X X 
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3.4.2 Channel capacity achieved under imperfect channel estimation 
 
 
Once the new SNR threshold intervals under imperfect channel estimation are obtained 

for certain channel statistics, the channel capacity can be evaluated using (3-12), with the 

probability that one specific MQAM constellation is used being obtained as 

γγγ dfP
new

ith

new
ith

b

a
i )(

,

,

∫= , where )(γγf  is the PDF of the received SNR and is defined in (3-9), 

with sγµ Ω= ˆ  and Ω  being the variance of the estimated fading gain. In this study, only 

four constellations BPSK, QPSK, 16QAM and 64QAM, are used.  

Capacity obtained under imperfect channel estimation is shown in Fig.3.17. As average 

received SNR (µ ) is small, for example below 18dB for amplitude error alone and 10dB 

for amplitude and phase error, the capacity loss caused by imperfect channel estimation is 

not significant. The reason is that, at low SNR, the shift of SNR threshold intervals 

caused by channel estimation error is marginal. And at low SNR, lower constellation, for 

example BPSK, dominates the transmission and less sensitive to estimation error. At 

higher SNR, the probability that higher order constellation is used increases, if perfect 

channel estimation is assumed. However, with estimation error, this probability decreases 

dramatically since higher order constellations are more sensitive to estimation error. In 

some cases the probability becomes zero. Significant capacity loss is then observed at 

high SNR. 
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Fig.3.17 Capacity under certain degree of imperfect channel estimation (r=1, BER=10-3) 

 
 
3.5 Effect of estimation error on capacity achieved by diversity 

reception and adaptive modulation 

 
3.5.1 Diversity reception and combining techniques 
 

Diversity reception is a promising technique designed to overcome channel fading by 

providing several replicas of the same information signal transmitted over different 

fading branches to receiver [61]. This concept exploits the fact that all diversity branches 

are simultaneously in deep fades is very low. A commonly used method to implement 

diversity reception is to use multiple antennas as shown in Fig.3.18. As these reception 

antennas are spaced sufficiently far apart, independently fading components of 

transmitted signal can be obtained. Combining techniques are then employed to form 

decision metric. The widely recognized diversity combining schemes are maximal ratio 
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combining (MRC) [61], equal gain combining (EGC) [62] and selection combining (SC) 

[63]. The MRC combining maximizes the output SNR at the expense of implementation 

complexity. The SC scheme performs combining by selecting the strongest branch, 

however it achieves a lower diversity gain although it is considered as the least 

complicated means of combining. The symbol detection of diversity reception system is 

performed at the output of the combiner.  

)(2 tr  )(1 tr  )(trL

)(max tr  

)}( l )({,ˆ al of maximum  theis trtri ii ∈α  

      select the strongest diversity branch 

Channel  
 
estimator 

detection 
device 

Fig. 3.18 A block diagram of SC diversity reception 

 

As channel state information of all diversity branches are known at both receivers and 

transmitters, adaptive modulation can be combined with diversity reception technique to 

further improve system bandwidth efficiency, especially as there is a few receiver 

antennas [64]. When SC is used, the branch with the strongest received power is selected 

from all the diversity branches and this is assumed can be performed without decision 

error. The decision variable for coherent symbol detection is constructed based on the 
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received signal of the selected branch. As adaptive modulation is used, the measured 

SNR of this branch is fed back to the transmitter, to control the parameters of the 

transmitted signal.  

 
In this section, statistically independent and identical branches and SC combining are 

assumed. With SC combining, the combiner output is given by  },,3,2,1{ , Lirr ic L∈=  

with the ith branch selected based on the largest fading gain, i.e., 

)],,arg[max( ,21 Lii αααα L= . L is the number of diversity branch. The decision variable 

for symbol detection is then constructed as icd rr α̂= . 

3.5.2 Capacity achieved under perfect channel estimation 

 
By employing SC technique, the output SNR under ideal channel estimation is expressed 

as [65] 
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where sγµ Ω=  is the average received SNR per branch. With the SNR threshold 

intervals defined in Table 2.1, capacity can be easily calculated to be 
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Capacity obtained with SC technique is shown in Fig.3.19. It is seen that as more 

branches are employed in diversity reception, a higher channel capacity can be obtained.  
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Fig.3.19 Capacity achieved for SC combining under perfect channel estimation 

 
3.5.3  Capacity achieved under imperfect channel estimation 

 
To investigate the effect of channel estimation error, the joint PDF of true channel fading 

gain maxα and the estimated fading gain maxα̂ will be derived first.  

The joint cumulative distribution function (CDF) between maxα and maxα̂ can be 

expressed as 
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where L  is the number of diversity branches and )( XP  is the probability of event  X, 

and 
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In (3-25), )ˆ,(ˆ, iiii
f αααα  is the joint PDF of ii αα ˆ and , and )(ααf  is the PDF of 

fading gain taking any distribution described in Chapter II.  
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where )( ii

F αα  is CDF of iα . The joint PDF of ii αα ˆ and  is therefore given by 
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Assuming that all α and α̂ follow Rayleigh distribution, the joint PDF of maxα and 

maxα̂ can be obtained as 
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With this joint PDF, the SNR threshold intervals for the selection of MQAM 

constellation can be obtained following the method in Section 3.4. However, the PDF of 

maxmax ˆ/ααλ =  is difficult to derive where L becomes larger.  

Consider a two-antenna system, (3-28) is rewritten as 
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Similar to (3-16), the PDF of λ is derived to be 
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where )(λf and )(1 λf are the PDF of λ obtained for the first term and second term of 

(3-29a), respectively. )(λf  is defined in (3-16) and  
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Now we proceed to derive the joint PDF of maxθ  and maxθ̂ .  The CDF. of maxθ  and maxθ̂  

can be expressed as 
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Since iα  and iθ  are independent, (31) can be rewritten as 
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maxmaxˆ, maxmax iii

L

i
PPF αθθθθθθ

θθ
≤≤=∑

=

.           (3-32) 

Since all branches experience identical and independent channel fading, 

L
P i

1maximum)  theis ( =α ,                                                                                  (3-33) 

)ˆ,()ˆˆ,( maxmaxˆ,maxmax θθθθθθ
θθ ii

FP ii =≤≤ ,                                                       (3-34) 

where )ˆ,( maxmaxˆ,
θθ

θθ ii
F is the CDF of iθ  and iθ̂ . Substitute (3-33) and (3-34) into (3-32), 

and take derivative with respect to maxθ  and maxθ̂ , the joint PDF of maxθ  and maxθ̂  is 

obtained as 

)ˆ,()ˆ,( maxmaxˆ,maxmaxˆ, maxmax
θθθθ

θθθθ
ff = ,                                                        (3-35) 

where )ˆ,( maxmaxˆ,
θθ

θθ
f  is defined in (2-13). Hence the PDF of  maxmaxmax θ̂θψ −=  is also 

described by (2-14). 

 
The SNR threshold intervals for SC technique with imperfect channel estimation can be 

obtained using (3-19) and (3-20), with  )(λf derived from (3-29b) and )(ψψf defined 
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by in (2-14). With the knowledge of the SNR threshold intervals under the consideration 

of channel estimation error, system capacity can then be calculated as 

γγγ dfiC
SC

ith

SC
ith

b

ai
)(

,

,

∫∑= ,        (3-36) 

where SC
ith

SC
ith ba ,, , are the SNR threshold intervals  obtained for SC combining technique 

and )(γγf is defined in (3-21) with sγµ Ω= ˆ . 

 
The BER performance curves obtained for SC technique under imperfect channel 

estimation are shown in Fig.3.20 to Fig.3.23. BER performance is more sensitive to 

imperfect channel estimation with both amplitude and phase errors. Compared to BER 

performance curves shown in Fig.3.10 to Fig.3.13, the combining technique can be seen 

to reduce the effect of channel estimation error on the SNR threshold intervals, as shown 

in Fig.3.22. This is achieved at the cost of implementation complexity caused by diversity 

reception. The SNR threshold intervals for SC combining are listed in Table 3.3.  
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Fig.3.20 BER performance with amplitude error with diversity reception( 9999.0=ρ ) 
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Fig.3.21 BER performance with amplitude error with diversity reception ( 999.0=ρ ) 
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Fig.3.22 BER with amplitude and phase error (diversity reception, 9999.0=ρ ) 
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Fig.3.23 BER performance with amplitude and phase error (diversity reception 999.0=ρ ) 
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TABLE 3.3 SNR threshold intervals for BER=10-3 for SC 

BPSK QPSK 16-QAM 64-QAM Constellation 
Bits/symbol I 

Threshold 
interval 1 2 4 6 

SC
itha ,  6.8 9.8 16.6 22.6 Ideal estimation 

SC
ithb ,  9.8 16.6 22.6 ∞  

SC
itha ,  6.8 9.8 16.65 23  

9999.0=ρ  SC
ithb ,  9.8 16.65  23 ∞  

SC
itha ,  6.8 9.8 17 24.5 

Amplitude 
error 

 
999.0=ρ  SC

ithb ,  9.8 17 24.5 ∞  
SC

itha ,  6.9 9.9 16.9 24.8  
9999.0=ρ  SC

ithb ,  9.9 16.9 24.8 ∞  
SC

itha ,  7.1 9.9 x x 

Amplitude 
&phase error 

 
999.0=ρ  SC

ithb ,  9.9 ∞  x x 
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Fig.3.24 Capacity achieved with diversity reception under channel estimation error 
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Capacity achieved under imperfect channel estimation is shown in Fig.3.24. Compared 

with Fig.3.17, it can be seen that diversity reception slightly improves the capacity of 

adaptive modulation system under imperfect channel estimation for 2=L . 

 
3.6 Summary 
 

The Shannon capacity and the capacity achieved by adaptive MQAM technique have 

been investigated under single user environment. In the context of Shannon limit, it is 

observed that an adaptive rate adaptive power system achieves insignificant capacity gain 

over an adaptive rate system. The framework to study the effect of imperfect channel 

estimation on the capacity of a rate adaptive modulation system is proposed. The 

proposed framework enables designers to obtain the extra SNR margins needed in 

defining the SNR threshold intervals through analysis based on different channel and 

estimation statistics rather than assuming a few dB obtained by experiences. An 

equivalent receiver circuit is constructed where the effect of imperfect channel estimation 

is converted to an imperfect IQ receiver structure.  

 
The proposed framework is then applied to the capacity analysis of rate adaptive MQAM 

systems with and without diversity reception. The SNR threshold intervals with channel 

estimation error are obtained. Under imperfect channel estimation, capacity loss is caused 

by the need to increase the link margin to overcome the effect of estimation error. 

Moreover, with imperfect channel estimation, some higher order modulation cannot be 

employed due to the error floor hence significant drop in achievable capacity is observed.  
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CHAPTER IV 
 

CAPACITY OF RATE ADAPTIVE MODULATION 

SYSETM OVER MULTIPLE ACCESS FADING CHANNEL  

 
 
As multiple users are allowed to share the radio link, the optimum channel allocation is 

that only the user observing the best channel conditions is allowed to transmit at any 

given transmission interval over the entire bandwidth [32]. The bandwidth efficiency, 

performance metrics such as the time duration for the fading process to stay in a 

particular MQAM constellation and the channel inter-access time of the optimal scheme 

are studied. A SNR-priority-based suboptimal channel allocation scheme which allows a 

number of users to share the bandwidth is then proposed to effectively reduce the channel 

inter-access time. A dual-class channel allocation scheme is further proposed to 

accommodate two classes of service. The capacity and the system throughput obtained by 

employing both the proposed channel allocation schemes and rate adaptive MQAM 

technique are studied. Although the schemes studied here are simple, no thorough 

analysis was performed before and hence is the main contribution of this chapter.  

 
4.1 Channel capacity achieved by the optimal power allocation under 

multiple access environment 

 
Under a multiple access environment, users are randomly located within a cell. The 

transmission environment varies vastly from user to user. Hence each user in the system 

experiences a different degree of fading at an observation time, making some users 
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sensing better channel conditions than others.  This observation leads to the possibility of 

employing a channel allocation scheme by allowing the user with the best instantaneous 

channel conditions to transmit at any transmission interval to improve bandwidth 

efficiency. The realization of such channel allocation scheme requires the base station to 

have the knowledge of channel state information for all mobile links in order to decide 

which mobile user is to transmit.  In other words, to facilitate the operation of such a 

system, the BS should keep track of channel conditions for all users, and coordinate the 

transmission to make use of user diversity. Moreover, the channel state information is 

used not only for the selection of modulation mode at the transmitter but also for the 

channel allocation as shown in Fig. 4.1.  
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Fig.4.1 An illustration of channel allocation and modulation mode selection 

  
 
Considering an isolated cell, where performance of the receiver is determined only by the 

received SNR. To make analysis free from the spatial distribution of mobile users over 
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the cell, we assume that the BS performs regular ranging hence the distance between 

mobile users and the BS is known.  Thus path loss can be accurately compensated for and 

the average received SNR for each mobile can be assumed to be independent and 

identically distributed (i.i.d.). 

 
Let mγ  be the random variable denoting the instantaneous received SNR for the mth 

mobile (which is proportional to the square of the signal envelope, Xm).  The PDF and 

CDF of mγ  are denoted by )(γγ m
f  and )(γγ m

F  respectively. Mathematically, the 

maximum SNR received at BS among N users, maxγ , is given by 

),,max( 21max Nγγγγ L= .       (4-1) 

The CDF of maxγ  could be derived as 

∏
=

<=<<<=<
N

m
mN m

FPF
1

21max )]([),,,()(
max

γγγλγγγγγγ γγ L .  (4-2) 

As )1( s Nmm L=γ  are i.i.d., PDF of maxγ  is obtained by taking the derivative of (4-2), 

)()]([)( 1
max

γγγγ γγγ mm
fFNf N

m
−<= .     (4-3) 

As the adaptive power adaptive rate technique is employed, the Shannon capacity 

achieved by this optimal power control scheme is 

∫
∞

⋅=
0 0

2log)(max γ
γ
γ

γγ dfBC Shannon ,      (4-4a) 

where 0γ  is defined by pdf
pp

=







−∫

∞

γγ
γγ γ

γ

)(
max

0 0

. 

By assuming a constant transmission power rate adaptation system, the Shannon capacity 

achieved by this optimal channel allocation scheme is 
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[ ]∫
∞

+⋅=
0

2 )1(log)(max γγγγ dfBC Shannon .      (4-4b) 

The BER performance of MQAM under AWGN is bounded by [49] 

[ ])1(5.1exp2.0 −−≤ MBER γ ,       (4-5) 

where M is the constellation size.  If we assume that M in (4-5) can take any real value 

depending on the received SNR γ , or mathematically 

)5ln(5.11)( BERM ⋅−= γγ .       (4-6) 

The channel capacity using MQAM technique without constellation constraint to satisfy a 

predefined BER performance is thus obtained by averaging over the fading statistics, or 

mathematically, 

[ ] [ ] γγγγ γ dMfBMEBCT ⋅⋅⋅=⋅= ∫
∞

)(log)()(log 2
0

2 max
.   (4-7) 

TC  gives the upper bound on the channel capacity when MQAM transmitter is used.  In 

practical, iM 2=  and it takes only some finite integers.  In this study, i=1, 2, 4, 6, 8 are 

used.  We partition maxγ  into a finite number of SNR intervals ),[ ,, ithith ba  as shown in 

Fig.4.1. Each interval is associated with one constellation and only the constellation that 

can meet the minimum BER performance is assigned.  The probability that a MQAM 

constellation is used is given by   

∫= ith

ith

b

ai dfP ,

, max
)( γγγ ,        (4-8) 

where ithith ba ,, ,  take on the values given in Table 2.1. The channel capacity with 

constellation constraint is given to be 
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∑
=

⋅=
k

i
iQAM PiBC

1
.                     (4-9) 

It is expected that ShannonTQAM CCC << .  

 
4.1.1 Capacity achieved over Rayleigh fading channel 

 
For Rayleigh fading channel, the PDF of SNR for the mth user is given by (3-9), while 

the CDF is given as )/1exp(1)( µγγ −−=F . The PDF of maxγ  is then obtained as 

)exp(1)exp(1)(
1

max µ
γ

µµ
γ

γγ −



 −−=

−N

Nf .     (4-10) 

Fig.4.2 illustrates the PDF of maxγ  under different channel conditions.  
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Fig.4.2 Illustration of PDF of maxγ  over Rayleigh fading channel 
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The probability that one QAM constellation being used is given by 

N
ith

N
ithb

ai

ab
dfP ith

ith








−−−








−−== ∫ )exp(1)exp(1)( ,,,

, max µµ
γγγ .  (4-11) 

Channel capacities can therefore be calculated using (4-4b), (4-7) and (4-9). The results 

are shown in Fig.4.3 and Fig.4.4. It can be seen from Fig.4.3 and Fig.4.4 that as more 

users are allowed to contend for the access of channel, higher capacity can be obtained. It 

shows that QAMC  approaches 8B with only a few users at high received SNR.  This is 

because at high received SNR, the channel condition is so good that higher level 

constellation (i>8) can be used but we are confined to 8≤i  in our example.  On the other 

hand, TC  continues to increase since we do not restrict the maximum value of i used.  

The difference in capacities given by (4-7) and (4-9) shown in Fig.4.3 is due to the 

limited number of signal constellation used. 
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Fig.4.3 Channel capacity achieved over Rayleigh fading channel 
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Fig.4.4 Channel capacity employing adaptive MQAM technique 
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Fig.4.5 Channel capacity over Rayleigh fading channel with optimal power allocation 
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Fig.4.5 shows that the Shannon capacity achieved by the rate adaptive modulation with 

and without adaptive power allocation. It confirms the conclusion in Chapter II that rate 

adaptive modulation and adaptive rate adaptive power modulation achieve roughly the 

same information capacity, even under multiple access environments.  

4.1.2 Capacity achieved over General Gamma fading channel 

In earlier studies, only small-scale multipath fading is considered. As large-scale 

shadowing effect is taken into account, General Gamma distribution can be employed to 

characterize the statistical nature of channel with both multipath fading and shadowing 

effect. The effectiveness of this model has been studied in Section 2.1. In General 

Gamma fading channel, the PDF and CDF of instantaneous SNR γ  can be derived to be 

( )




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












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s d

c
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γγ   (4-12a) 

and  
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)(

)()1(

)( 2/)1(,12/
2/)12/(

2/)1(,2/
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)(
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gdgd
xgd

ggg

gdgd
tgd

m dd

xMex

ddd

xMex
m

F
Γ

+
Γ+

=
++

−−
+

−

≤γγγ ,  

 (4-12b) 

where 2/
)( 2/ g

sg
c

x γβγ=  and )(, zM ηλ  is the Whittaker function [60]. Whittaker 

function is related to Confluent Hypergeometric function ),,( zyxΦ  through the 

relationship );12,()( 2
12/2/1

, zezzM z ++−Φ= + ηληη
ηλ .   

The PDF of maxγ  over General Gamma fading channel can be obtained by (4-3). Fig.4.6 

illustrates the distribution of maxγ  under different number of users. Channel capacity 

achieved over General Gamma fading channel is shown in Fig.4.7.  
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Fig.4.6 Illustration of PDF of maxγ  over General Gamma fading channel 
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Fig.4.7  Capacity as a function of number of users over General Gamma fading channel 
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4.1.3 Average time duration for the optimal channel allocation scheme to remain 

in one MQAM constellation 

The average time duration can be obtained from average level crossing rate (LCR) which 

is defined as the rate at which the amplitude of channel fading crosses the level α  in a 

downward (upward) direction.  

 
A. Derivation of LCR 

 
Generally, the LCR is given by [66] 

ααααα αα &&&
& dfLCR ),( )( ,

0
∫
∞

= ,       (4-13) 

where αα &,  are the fading amplitude and its derivative respectively, ),(, αααα &
&f  is the 

joint PDF of αα & and . For Rayleigh fading channel, the PDF of α&  is 

)exp(1)(
2

Ω
−

Ω
=

&
&

&
&&

α
π

ααf ,       (4-14) 

where  Ω  and [ ] Ω==Ω 222 2 DfE πα&&  are the variance of the random variable αα &  and  , 

respectively. Df  is Doppler shift. The random variables αα & and  are shown to be 

independent and the joint PDF is derived to be [66] 

)exp()exp(2),(
22

, Ω
−

Ω
−

ΩΩ
=

&
&

&
&&

αα
π
αααααf ,     (4-15) 

If only the user observing the best SNR is allowed to transmit, the joint CDF of 

maxmax   and αα &  is given by 
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where )(αα &
&m

F  is the CDF of α& . The joint PDF of αα & and  is obtained by 

differentiating (4-16) with respect to αα &  and  , 

)()(),(
,11

, maxmax
αααα αααα km

Fff
N

mkk

N

m
∏∑

≠==
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where )exp(1)(
2

Ω
−−=
αααF  is the CDF of α . 

The LCR can be obtained as [67,68]: 
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where mΩ&  is the variance of α&  for the mth user and is identical to all users. Hence (4-18) 

can be rewritten as 

[ ] 1)()(
2

)( −Ω
= N

DCR FfNfL ααπα αα .      (4-19) 

Since sγαγ 2= , (4-19) can be expressed in terms of γ  

1
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Eq.(4-20) can be further written as 
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where sγµ Ω=  is the average received SNR for one user.  
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Fig.4.8 An illustration of SNR intervals 

B. Derivation of average time duration to stay in one MQAM constellation 

To obtain the average time duration for maxα to stay in one MQAM constellation, we 

employ the first-order Markov model to characterize the fading process maxα .  

For individual user (taking the mth user as an example), as the fading process varies very 

slowly over time, it has been shown that the higher order conditional probability can be 

adequately approximated by the first order conditional probability [69,70], or  

( ) ( ))1(|)()1(),2(),1(|)( −≈−− ttPtttP mmmmmm αααααα L ,  (4-22) 

where )(tmα  is the channel fading gain at the frame time t. Hence the first order Markov 

model can be employed to characterize the slow fading process of individual user. The 

underlined assumption for Markov model is that the channel fading remains in one SNR 

interval over one frame period, and from a given SNR interval, the process can only 

remain in the same SNR interval or transit to the adjacent SNR intervals shown in Fig.4.8.  
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Now we verify that the first-order Markov model is also adequate to characterize maxα . 

Contradictorily, if we assume maxα  cannot be modeled as a Markovian process, the 

fading gain at frame time t will depend on the fading gains at both frame time (t-1) and 

frame time (t-2), or mathematically,  

( ) ( ))1(|)()2(),1(|)( maxmaxmaxmaxmax −≠−− ttPtttP ααααα .   (4-23) 

In the following, we consider two cases (a) where user m observes the best SNR at frame 

time t, (t-1) and (t-2), and (b) where user m observes the best SNR at frame time t while 

user k observes the best SNR at frame time (t-1).  

Case (a): First we consider the situation where the mth user observes the best channel 

conditions at frame times t, (t-1) and (t-2), or  

( ) ( ))2(),1(|)()2(),1(|)( maxmaxmax −−=−− tttPtttP mmm αααααα .  (4-24) 

From (4-23) and (4-24), it can be obtained 

( ) ( ))1(|)()2(),1(|)( −≠−− ttPtttP mmmmm ααααα .    (4-25a) 

Eq.(4-25a) obviously contradicts with the conclusion drawn in (4-22) that the fading 

process for an individual user can be modeled as a Markovian process. Hence 

( ) ( ))1(|)()2(),1(|)( maxmaxmaxmaxmax −≈−− ttPtttP ααααα .   (4-25b) 

Next we consider the case where the mth user observes the best channel conditions at 

frame times t and (t-1) while the kth user observes the best SNR at frame time (t-2). Since 
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)(tmα  is uncorrelated with )2( −tmα , it should also be uncorrelated with )2( −tkα , hence 

mathematically, 

( ) ( )
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.  (4-26) 

Case (b): Now we argue that (4-25b) is true for the case where another user k rather than 

user m observes the best SNR at frame time (t-1), i.e., )1()1(max −=− tt kαα , 

)()(max tt mαα =  and the channel at frame time (t-2) can be occupied by any user 

},2,1{, Njj L∈ . In this case, 
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From above discussions, we conclude that the higher order conditional probability of 

maxα can be approximated by the first order conditional probability as well if the fading 

process for individual user is modeled as Markovian process, or mathematically 

( ) ( ))1(|)()1(),2(),1(|)( maxmaxmaxmaxmaxmax −≈−− ttPtttP αααααα L .  (4-28) 

Using the first order finite-state Markov model, the transition probability from state j to 

state j+1 can be approximated by the average level crossing rate at 1+jγ  divided by the 

average symbols per second as channel stays in the SNR interval j. Assuming a 

transmission rate jR  (symbols per second), the average symbols per second transmitted 
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as channel stays in the SNR interval j is given as sjjt
j

t TPPRR /== , where BTs /1=  is 

the symbol time, and jP  is the steady state probability which can be calculated as 
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Hence the transition probabilities between the SNR intervals 

jjjjjj →−→+→  and )1( ),1(  are given as 
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where j
CRL  is the level crossing rate at jγ  which can be given as 
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The average time duration for the process to stay in the jth SNR interval can be obtained 

as 
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With the SNR threshold intervals defined in Table 2.1, the average time duration for each 

constellation can be obtained. Results are listed in Table 4.1 to Table 4.3.  

 
TABLE 4.1  Average time duration (in second) for N=5, fD=50Hz 

µ  BPSK QPSK 16QAM 64QAM 256QAM 
5dB 4.612 5.087 2.099 1.052 0.4 
15dB 0.914 4.204 11.077 3.347 1.264 
25dB 0.26 0.652 1.621 2.843 4.154 
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TABLE 4.2  Average time duration (in second) for dB15=µ , fD=50Hz 
N BPSK QPSK 16QAM 64QAM 256QAM 
5 0.914 4.204 11.077 3.347 1.264 
8 0.628 2.688 16.913 3.363 1.264 
10 0.509 2.152 22.032 3.374 1.264 
15 0.341 1.435 35.928 3.401 1.264 

 
TABLE 4.3  Average time duration (in second) for dB15=µ , N=5 

Df  BPSK QPSK 16QAM 64QAM 256QAM 
20 2.284 10.51 27.692 8.368 3.161 
30 1.523 7.007 18.461 5.579 2.108 
50 0.914 4.204 11.077 3.347 1.264 
80 0.571 2.628 6.923 2.092 0.79 

100 0.457 2.102 5.538 1.674 0.632 
 

From these tables, it can be seen that, as transmitted SNR and the number of users 

contending for channel access increases, the time duration that the process stays in higher 

order modulation increases. For slow fading channel, or small Doppler shift, the process 

tends to stay in one modulation for longer duration than for the larger Doppler shift 

situation. This also means that the channel inter-access time increases with Doppler shift 

Df . The analysis here is helpful to decide the frame period so that the fading process 

remains nearly constant over one frame period for reliable transmission. 

 
4.1.4 Analysis of channel inter-access time 
 

In a communication system, if data waiting for transmission queues at the buffer for a 

time interval exceeding the tolerable duration, outage will be declared to guarantee the 

transmission quality. Channel inter-access time is an important parameter directly relating 

to system performance. As channel fading varies slowly over time, a two-state Markov 

model can be employed to compute the average channel inter-access time as shown in 

Fig.4.9. The event that one particular user gains the channel access is denoted as state 1, 
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while the event that one user loses the channel access is denoted as state 2. The transition 

probability from state 1 to state 2, state 1 to state 1, state 2 to state 1 and state 2 to state 2 

are denoted as 2,21,21,12,1 ,,, PPPP  respectively.  

  

1 2 

P1,2 

P2,1 P2,2 
P1,1 

Gain the 
access of 
channel 

Lose the 
access of 
channel 

 

   Fig.4.9 An illustration of two-state Markov model 

 
The probability that one user loses the channel access in k consecutive transmission 

intervals is given as [71] 

)1()( 2,2
1

2,2 PPP kk
l −= − .        (4-33) 

The average channel inter-access time can be calculated as 
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,        (4-34) 

where fT  is the duration of each transmission interval or the frame size. In the following, 

we will illustrate how to derive the transition probability 2,2P . For time correlated 

Rayleigh fading channel, the joint PDF of two instantaneous SNRs separating by time 

interval τ  for the mth user can be expressed as [53] 
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where )2(0 τπρ DfJ=  is the correlation coefficient, and 0J  is zero-order first kind 

Bessel function.  

For a system with a number of N users contending for the channel access, if each user 

experiences independent channel fading, the joint PDF for instantaneous SNRs for all 

users separating by τ  is written as 
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(4-36) 

In our analysis, we use fT=τ . 

Now we track the process of the ith user. The probability that the ith user loses the 

channel access in the current transmission interval conditioned on its loss of the channel 

access in the previous transmission interval can be obtained using Bayes’ rule and is 

given as 
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where )( XP  denotes the probability of event X occurring. kmP ,  is the probability that the 

mth user gains the channel access in the previous transmission interval and the kth user 

occupies the channel for the current transmission interval. kmP ,  is given as 
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2P  is the probability that user i loses the channel access in one transmission interval and 

is calculated to be 
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The result obtained for 2P  is as expected. If all users have identical fading statistics, for a 

long run, each user has the equal probability to access the channel. Hence the probability 

that one user loses the channel access should be N/11− . 

 
There are two cases in computing kmP , : 1) transmm PP =, , denoting the case where the 

same user occupies the channel for two consecutive transmission intervals. 2) 

1, transkm PP = , denoting the case where different users occupy the two consecutive 

transmission intervals. Hence  

1,
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Substitute (4-40a) into (4-37), 2,2P  is given as 

12,2 )2( transtrans PNNNPP −+= .       (4-40) 

Substitute (4-40) into (4-34), channel inter-access time can be obtained as 
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As fading channel is uncorrelated in the time domain, i.e., ∞→Df , under such 

circumstance, rate adaptive modulation technique is not advisable to employ, since 

channel changes very fast even within one frame period. However, the results obtained 

will give the limit of the channel inter-access time.  
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(4-42)

 

Therefore (4-40) is simplified as 

N
N

N
NNP 11)1(

22,2
−=−= .       (4-43) 

Hence as channel fading for individual user is uncorrelated over time, the channel inter-

access time is obtained as 

fNTT =−accessinter .         (4-44) 

In order to verify the theoretical analysis, a simulation is conducted. The probability mass 

function (p.m.f) of channel inter-access time is obtained from simulation. The average 

channel inter-access time is just the mean based on this p.m.f.  

The channel inter-access time under different correlation conditions is shown in Fig.4.10. 

From this figure, we can see that the channel inter-access time strongly depends on 

channel correlation as expected. As channel fading of individual user becomes more 

time-correlated, the channel inter-access time increases. The reason is that as channel is 
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more correlated, the user tends to stay in its current fading state for a longer period of 

time and takes longer time for its channel conditions to turn to be the best. In the extreme 

case where channel fading is too fast, the channel access by each user is totally random. 

The dependence of channel inter-access time on µ  is not significant. This is due to the 

fact that all users in the system are assumed to have identical fading statistics. µ  does not 

affect the probability that one user is selected to transmit or not. It can also be seen that, 

for this two-user system, as ∞→Df  or channel is uncorrelated, the channel inter-access 

time approaches fT2  which can be predicted from (4-44). The p.m.f. of channel inter-

access time and average channel inter-access time obtained from simulation are shown in 

Fig.4.10 (a) and Fig. 4.10 (b). It can be seen that the numerical results and simulation 

results match very well. 
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Fig.4.10  (a)  Probability mass function of channel inter-access time (b) Average channel 

inter-access time for two-user system 
 
 
4.2 Channel capacity achieved by suboptimal channel allocation 

scheme 

 
A major drawback of the optimal channel allocation scheme studied in Section 4.1 is the 

possible long channel inter-access time before a mobile user can access the channel, since 

users who suffer severe channel fading would have to wait for a long period of time to be 

allowed to transmit. The channel inter-access time increases dramatically with the 

number of users admitted in the system.  An alternative approach is to use a SNR-

priority-based channel allocation scheme, by allowing a number of users observing the 

first few best channel conditions to share the channel during one transmission interval 

(frame) rather than allocating the entire bandwidth to only one user for the whole 



 111

transmission interval (frame). This is a suboptimal multiple access scheme similar to 

TDMA systems as shown in Fig.4.11, except that the users transmitting simultaneously 

are selected from all users contending for the channel access. The users being selected 

observe the few best SNRs among all the users. For each user selected to transmit, 

adaptive MQAM modulation is employed so that the constellation used by each user is 

defined by its own channel conditions. Obviously, the tradeoff of this SNR-priority-based 

scheme is the reduction of bandwidth efficiency and the improvement of channel inter-

access time performance.  

 
In the following study, no power control is performed thus the transmission power is kept 

as a constant. Channel is assumed to vary slowly so that it remains constant for a few 

transmission frames. Channel estimation is performed at one transmission interval. In this 

system, the selection of mobile users to transmit is performed at the BS. Therefore the BS 

should have the knowledge of channel state information of all users and uses the 

information to decide which K mobiles should transmit. Other mobile users who do not 

have the permission to transmit must wait till their channel conditions are among the K 

best SNRs.   

User 1 User 2 User 3 User K-1 User K 

One transmission interval (frame) 

with second 
highest SNR, 
16-QAM 

with third 
highest SNR,
QPSK 

with (K-1)th 
highest SNR,
QPSK 

with Kth 
highest SNR, 
QPSK 

with highest 
SNR,  
16-QAM 

 
Fig.4.11 A frame structure for a SNR-priority-based system 
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4.2.1 Introduction of order statistic 
 

Suppose that },,,{ 121 NNT γγγγ −= L  is a set of N independent random variables, each 

with PDF )(  CDF  and  )( γγ γγ Ff . If NN γγγγ ,,, 121 −L  are arranged in a descending 

order of magnitude and are denoted as NK UUUU LL,, 21 , or mathematically,  
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where the operation “-“ means excluding those elements listed in the given set.  

Obviously NK UUUUU >>>> LL321 . The PDF of kU  is given as [72] 
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where 0  321 >>>>>>∞ NK uuuuu LL . The PDF of 1U  corresponds to the PDF of 

maxγ  which is shown in (4-3). 

 
The joint PDF for the first K order statistics ( KkU k L,1, = ) is given by [72] 
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In the proposed SNR-priority-based scheme, the first time slot will be occupied by the 

user observing the best channel conditions, the user observing the next best channel 

conditions uses the second time slot, and so on.  Hence this scheme allows a number of K 

users observing the first K best SNRs among N users to transmit. It corresponds to a 

single order statistics with N independent random variables, while only the first K order 

statistics in a descending order of magnitude are considered. 

 
4.2.2 Shannon capacity 
 

Assuming that K time slots are available for allocation, for an individual user with the kth 

highest SNR, the achievable transmission rate is given as 

)1(log 2, kbestKk u
K
BR +≤  .       (4-48) 

The channel capacity for a given combination ( kU , Kk L1= ) is given by 
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The average channel capacity is obtained by averaging (4-49) over all the fading states 

and is given as 
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Largest bestKC  given in (4-50) is obtained when K=1 and the result is given in section 

2.1. However, the channel inter-access time for only one user to gain the access of the 

channel is the largest. The SNR-Priority-based transmission scheme is expected to 

improve this situation at the expense of capacity. 
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Shannon capacity achieved is presented in Fig.4.12. It shows that as more users are 

allowed to share the channel, the channel capacity will be reduced. 
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Fig.4.12  Shannon capacity of SNR-priority-based systems 

 

4.2.3 Channel capacity achieved with adaptive MQAM technique 

The probability that a given MQAM modulation constellation is used is given by   
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The channel throughput obtained by employing adaptive MQAM technique is given by 
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where  ki  indicates that the user with kth highest SNR transmits using constellation 

kiM 2= , and  
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A comment on evaluating 
Kiiiq L,, 21

 is needed. Since L≥≥ 21 ii  KK ii ≥≥ −1 , the limits of 

integration need to be chosen carefully. If 211 ++− >>> kkkk iiii  for a given k, then 

1,, +
≠

kk ithith aa  and 
1,, +

≠
kk ithith bb , i.e. one of the ranges in Table 2.1 gives the limits of 

each of the integrals.  If 211 ++− >=> kkkk iiii , then 
kk ithith aa ,, 1

=
+

and 
1,, +

=
kk ithith bb .  The 

same method should be extended to the case where there are more time slots using the 

same constellation. 

 
The capacity obtained is shown in Fig.4.13. It confirms the results shown in Fig.4.12. 
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Fig.4.13  Channel throughput employing adaptive MQAM technique 
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In order to have a clearer picture of the proposed SNR-priority-based channel allocation 

system, comparison of channel capacity (Shannon capacity) achieved by the conventional 

TDMA system where all N users in the system are assigned one time slot during one 

transmission interval is performed and the results are listed in Table 4.4. It shows that the 

SNR-priority-based system achieves higher channel capacity than the conventional 

TDMA system. 

TABLE 4.4 Capacity achieved with SNR-priority-based system 
 R1 

(bps/Hz) 
R2(bps/H

z) 
R3(bps/H

z) 
R4(bps/H

z) 
R1+ R2+ R3 
(bps/Hz) 

Priority-based TDMA 
(K=2, N=2) 

3.4152 2.4688 X x 5.8840 

Conventional TDMA 
(K=2, N=2) 

2.9420 2.9420 X x 5.8840 

Priority-based TDMA 
(K=2, N=3) 

3.6192 3.0073 X x 6.6265 
Conventional TDMA 

(K=3, N=3) 
1.9614 1.9614 1.9614 x 5.8840 

Priority-based TDMA 
(K=2, N=4) 

3.7405 3.2555 X x 6.9960 
Conventional TDMA 

(K=4, N=4) 
1.4710 1.4710 1.4710 1.4710 5.8840 

 
 
4.2.4 Simulation to investigate capacity under a real transmission environment 
 

In order to verify the numerical results obtained in Section 4.2.3, a simulation is 

conducted. The simulation assumes a more realistic situation.  Each user is assumed to 

experience time-correlated Rayleigh fading with maximum Doppler shift f d  Hz.  Clark 

and Gan’s [73,74] model is used to simulate the Rayleigh channel fading observed by 

each mobile user as shown in Fig.4.12.  The channel fading experienced by different user 

is independent and identically distributed with 1=Ω .  

For simulation purpose we assume the channel estimation is perfect and the feedback 

delay is negligible. In practical, for the downlink transmission, the estimation of channel 
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conditions are activated by the BS at a frame interval by sending a common preamble 

sequence to all the mobiles admitted in the system.  Each mobile will estimate the 

channel conditions from their respectively received signal simultaneously.  A dedicated 

uplink channel is used for the mobiles to send the channel information (an example is the 

SNR) back to the BS, at certain predefined order so that no contention will happen and 

the probability that the uplink channel encounters loss in data due to fading is assumed to 

be negligible.  After receiving the channel state information for all mobile links, based on 

the above-mentioned SNR-priority-based channel allocation criterion, the BS then sets up 

connection with mobile users observing the first few best SNRs with a suitable MQAM 

constellation. 
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Fig.4.14 Clark and Gan’s correlated Rayleigh generation model 
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The simulation program generates the fading amplitudes of each mobile at frame period.  

The fading amplitudes of all mobiles are used to decide which K mobiles should transmit.  

The criterion for the selection of MQAM constellation is shown in Table 2.1 (the fading 

amplitude α  is related to the SNR γ  through sγαγ 2= ).   One frame consists of K time 

slots and the frame duration is fixed to be 0.005 second.  Immediately after the channel 

estimation is done, K mobiles observing the best K channel conditions among all N 

mobile users are selected.   

 
The results obtained from simulation are shown in Fig.4.15 and match well with the 

results obtained from numerical analysis. 
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Fig.4.15 Channel throughput employing MQAM obtained from simulation 

(lines -  theoretical result, markers- simulated result with 05.0=fDTf ) 
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4.3 Throughput analysis of adaptive modulation system supporting 

dual-class services 

 
In the proposed rate adaptive TDMA systems studied in Section 4.2.4, the duration of 

each time slot is fixed and hence the number of bits transmitted over one time slot is not a 

constant if adaptive modulation is employed in each time slot.  Therefore, such systems 

can only be used to support delay non-sensitive services, where variation in transmission 

delay is not critical.   

For delay sensitive services whose data from one user have to be transmitted at a constant 

rate, fixed time slot duration will not achieve higher bandwidth efficiency even if an 

adaptive modulation technique is used.  This is due to the possibility that the remaining 

bandwidth when channel is in good conditions will be left unused.  To improve system 

bandwidth efficiency when a rate adaptive technique is employed to support constant bit 

rate (CBR) services, we propose another channel allocation scheme where the time slot 

duration assigned to each service depends on its instantaneous channel conditions or 

modulation constellation used.  We classify services supported in the system into two 

classes.  One class is CBR services that demands constant bit rate, constant delay with no 

delay jitter tolerance. The other class is the best effort (BE) services with no QoS 

requirement.  For each class of services, the transmission rate is adapted according to the 

instantaneous channel conditions.  From hereafter, we will use the term QoS services to 

replace CBR services, since it is sufficient to classify the two classes of service.  Priority 

is given to QoS services and the remaining bandwidth will then be used to transmit BE 

services. In conventional systems, for BE services, media access control (MAC) employs 

first-come-first-service scheme to allocate channel regardless of instantaneous physical 
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link conditions.  In this manner physical layer conditions are transparent to higher layer 

services.  However in rate-adaptive wireless systems, MAC protocol should have the 

capability to schedule the transmission of BE services based on physical channel 

conditions of all services.  This scheme is possible because of the fact that in multiple 

access environment, each mobile in the system experiences different degree of fading at 

any observation time.  This scenario brings up the possibility to further improve the 

bandwidth efficiency of conventional adaptive TDMA systems.  

 
The channel fading gain of each user is assumed to remain almost constant over a few 

TDMA frame periods and is independent of each other.  Accurate estimation of channel 

conditions can be performed at receivers (BS for uplink and MS for downlink).  Channel 

state information will then be fed back to transmitters and used to schedule transmission 

for the next frame.  A simple way to realize such a system is to use a TDD system, where 

both the uplink and the downlink are time-sharing one frequency band but transmitting in 

different time slots.  Since channels follow the same statistical model for both directions, 

channel fading gains for both uplink and downlink transmission can be simply obtained 

directly from downlink signals received at respective mobile through interpreting the 

common messages sent out from the BS.  Mobiles then take turn to inform the BS the 

respective channel state information.  

 
4.3.1 Channel allocation scheme 

 
For convenience, only the downlink is considered in this study but the analysis holds true 

for the uplink.  The users’ data for transmission are grouped into frame formats as shown 

in Fig.4.16.  We consider a frame format with fixed frame duration but variable slot 
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durations, while the number of time slots is fixed.  QoS services have higher priority to 

transmit while only one BE service is allowed to transmit when there is bandwidth 

available after satisfying the QoS services.  For QoS services, channel estimation results 

are only used to decide the constellation size.  Each QoS service will be guaranteed to 

have a time interval enough to transmit a given number of bits, thus guarantee 

transmission quality.  If adaptive MQAM is used, the slot duration depends on 

constellation sizes. But it is still some integer multipliers of “mini-slot”. Here a mini-slot 

is a unit of time used for the convenience of calculation.  For example, as 256QAM is 

used, given that the information rate is common to all QoS services, time needed to 

transmit a packet is 3 mini-slots, while if BPSK is used, it should take 24 mini-slots.  

With the introduction of mini-slot and numbering these mini-slots in order over one 

TDMA frame period, transmitters should know exactly when to transmit based on 

scheduling instruction from the BS.  Table 4.5 shows the dependency of the number of 

mini-slots on MQAM modulation constellations.  

 

one time slot  

One frame (Tf)

Frequency 
band  

1 2 3 4 5 N Best effort services

QPSK 
64QAM

16QAM

tQoS tBE 

 
Fig.4.16.  TDMA frame structure for dual classes system 

 
TABLE 4.5  Mini-slot illustration for MQAM modulation 

Mi 2log=
 

8 6 4 2 1 

Modulation 256QAM 64QAM 16QAM QPSK BPSK 

Minimum SNR (in dB)  
31 22.6 16.6 9.8 6.8 
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Number of mini-slot 3 4 6 12 24 

The transmission of BE services depends on the availability of bandwidth after satisfying 

the bandwidth requirement of QoS services.  The number of allowed BE services waiting 

for transmission is a design parameter which is related to the allowable queuing delay and 

the traffic model. 

 
4.3.2 Probability mass function of transmission time 

Based on the proposed adaptive modulation technique and the MAC scheme, the total 

transmission time occupied by QoS services and thus the transmission time for BE 

services are random variables depending on instantaneous channel conditions of all users.  

Therefore the system throughput is also a random variable. To evaluate the average 

system throughput, the p.m.f. of the total transmission time occupied by QoS services 

over a TDMA frame period employing the proposed transmission scheme should be 

studied.   

 
A. QoS service 

Assuming that the number of QoS services served in one TDMA frame is N.  By 

assuming that in any TDMA frame, the number of QoS services that employs ith order 

MQAM constellation is Ni, then Hi NNNNNN LL ++++= 210  , where H denotes the 

number of constellation size available and zero denotes the situation where no 

transmission is allowed.  

 
The probability for a given combination of QoS services ),,( 210 HNNNN L over a 

TDMA frame can be derived as 
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where γγγ dfP
ith

ith

b

a
i )(

,

,

∫=  is the probability that i2 QAM constellation is used and )(γγf  

is the PDF of the received SNR. The values of ithith ba ,, ,  are defined in Table 2.1. At 

every TDMA frame, each QoS service will use one QAM modulation constellation 

depending on channel conditions to transmit data. The transmission time allocated is then 

determined as )/(iBLt pi =  for 0>i  and 00 =t  for 0=i , where pL  and B are packet 

length and the symbol rate (channel bandwidth) respectively.  The total transmission time 

occupied by N QoS services can be calculated as 

 HHiiQoS tNtNtNtNtNt LL ++++= 332211 .    (4-55) 

The p.m.f. of QoSt  can be obtained by calculating ),,( 210 HNNNNP L  for all possible 

combinations of iN , where },2,1,0{ NN i L∈  and ∑ =NN i .  For example, the 

probability of all QoS services employing BPSK modulation constellation is given by 

Np
NN

N
NNNP 1

1
10 )00 ,0 , ,0( 








=

=== L , the total transmission time of N QoS 

services is 1Nt .  The probability of )1( −N  QoS services employing BPSK and one 

service employing QPSK will be =− )0,0 ,1 ,1 ,0( LNP  2
1

11
1

1
PP
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


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, the total 

transmission time for N QOS users is 21)1( ttN +− . 

 
If any QoS service predicts that a packet loss is going to happen due to the poor channel 

conditions, the bandwidth released by this user will be re-assigned to BE services.   
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B. BE services 

For BE services, we assume the number of users waiting to access the channel is BEN .  

The selection of BEN  is based on the ultimate queuing delay that a system can tolerate.  

For simplicity, we assume only one of the BEN  BE services and only the service with the 

best channel conditions (highest SNR among all the NBE users) is allowed to transmit 

during each TDMA frame.  The PDF )(
max

γγf  of the best signal-to-noise-ratio )( maxγ  

for BEN  is given in (4-3). The probability that a given QAM modulation constellation is 

used by the selected BE service observing the best SNR is given in (4-8). 

Given the frame duration fT , the transmission time available for BE services is given by  

         
)0,max( QoSfBE tTt −=
.       (4-56) 

Therefore the p.m.f of BEt  can be obtained easily from the p.m.f of QoSt  if 

.0>− QoSf tT  

The probability mass functions for different system configurations are shown in Fig.4.17. 

As more QoS services are allowed in the system, the p.m.f of QoSt shifts toward the high 

end. 
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Fig.4.17 Probability mass function of  QoSt normalized to fp TLB / (a) N=7, µ =20dB 

(b) N=6, µ =20dB 
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4.3.3 System performance evaluation in terms of packet loss and average 

throughput 

 
A. Probability of packet loss 
 
 
We may expect that if more transmission time is allocated to BE services the system will 

achieve higher system throughput.  On the other hand, QoS services can generate more 

revenues to service providers, therefore we may want to accommodate as many QoS 

services as possible.  However as the number of QoS services supported in the system 

increases, it is possible that the bandwidth cannot fulfill the need of all QoS services if a 

few of the mobile’s transmission links turn out to be poor simultaneously.  Some QoS 

services may have to drop transmission due to insufficient frame time for all QoS 

services to transmit. Therefore the number of QoS users supported in the system has to be 

designed delicately.  In practical, some QoS services can tolerate a small probability of 

packet loss, or mathematically the total transmission time occupied by QoS services in 

one TDMA frame can exceed the frame duration with a pre-defined small probability exP , 

i.e. exfQoS PTtP <> )( .  The parameter exP  is a design metric that should be satisfied 

when trying to accommodate more QoS services. 

 
Two situations will cause packet loss in our proposed system.  The first situation is when 

the channel conditions observed by a service is poor and instantaneously received SNR is 

smaller than the minimum required SNR to transmit using BPSK (lowest order of 

MQAM constellation).  The transmission for this service has to be suspended and a 

packet loss occurs.  The second situation is when fQoS Tt >  happens, the services sensing 
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the worst channel conditions will be forced to drop transmission since the available time 

in one TDMA frame cannot accommodate all the QoS services to transmit and hence 

results in packet loss.  The former type of packet loss is determined by the transmission 

power and channel conditions, while the latter one is introduced by system design to 

generate more revenue.  The total packet loss can be further reduced by increasing the 

transmission power, although in this study we have assumed a rate adaptive transmission 

scheme with constant power.  In the following, we explain how these two terms are 

computed.  

 
The average packet loss due to the channel fading can be derived as 

000
1

)1( NPPP
i
N

i iNi
N

i
fading =−








= −

=
∑β ,      (4-57) 

where N is the number of QoS users and 0P  is the probability that SNR is below 

minimum SNR requirement of BPSK.  The packet loss due to the poor channel 

conditions will dominate the overall packet loss when N is small.  As the number of QoS 

services N increases, the total transmission time of QoS services QoSt  may exceed the 

frame duration fT .  The maximum number of QoS services N that can be supported in 

the system with 0)( => fQoS TtP  is given by [ ]1tTN fq = , where  x  is a function that 

returns the maximum integer less than X, BLt p=1  is the transmission time needed for 

QoS services employing BPSK. If qNN ≤ , the average packet loss is defined by (4-57).   

If qNN > , fQoS Tt >  happens, then the QoS service with the worst channel conditions 

may be forced to drop the packet transmitted. The average packet loss is the summation 

of these two types of packet loss, i.e., 
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QoSfadingloss βββ +=         (4-58) 

where fadingβ  is calculated by (4-57) and QoSβ  is the packet loss caused by fQoS Tt > .  

The calculation of QoSβ  is not straightforward, we have to turn to computer program.  We 

give two examples below to illustrate this. 

 

Assuming 1tTN fq =  is an integer, the computation can be done in a much simpler way.  

Supposing 1+= qNN , )( fQoS TtP >  will happen if: (1) All QoS services are 

transmitting using BPSK, hence one of the QoS services will have to drop its packets.  (2) 

The data from qN  QoS services are transmitting using BPSK while the data from the 

remaining services is transmitting at a constellation size above BPSK, therefore one of 

the QoS services that is transmitting using BPSK will have to drop its packets.  

Mathematically,   
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The average packet loss when 1+= qNN  is given by 

)()1( 0 fQoSqloss TtPPN >++=β .      (4-60) 

Similarly if 2+= qNN , packet loss happens when (1) all QoS services are transmitting 

using BPSK so that each of the two services has to drop its packets,  (2) )1( +qN  QoS 

services are transmitting using BPSK while the remaining QoS services are transmitting 

using higher modulation constellation so that two services transmitting using BPSK have 

to drop their packets, (3) qN  QoS services are transmitting using BPSK while the 

remaining two services are transmitting using higher modulation level so that one service 
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transmitting using BPSK have to drop its packets. (4) One QoS service is forced to stop 

transmission due to poor channel conditions, while the remaining ( 1+qN ) QoS services 

are transmitting at BPSK and one of them has to drop its packets. (5) One QoS service is 

forced to stop transmission due to poor channel conditions and one QoS service are 

transmitting at a constellation above BPSK, while the remaining qN  QoS services are 

transmitting at BPSK. Hence one of QoS services using BPSK has to drop its packets. 

Mathematically, then the probability of fQoS Tt >  can be derived as 

 

∑

∑∑ ∑

∑

=

+

== ≠=

=

++








 +







 +
+







 +

+






 +
+















 +

+







+
+

+=>

K

i
i

N

q

qqNq

K

i
i

N

q

q
K

i

K

ijj
ji

N

q

q

K

i
i

N

q

qN
fQoS

ppp
N

NN
pp

N

pp
N

N
ppp

N
N

pp
N
N

pTtp

qq

qq

qq

2
10

1
10

2

2
1

2 ,2
1

2

1
1

2
1

)(
1

1
2

)(
1

2
        

)()( 
2

  )(
1
22

       

)(
1
2

)(

                    (4-61) 

Accordingly, the average packet loss due to fQoS Tt >  is given as 
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The average total packet loss will be given by 

QoSqloss PN ββ ++= 0)2( .       (4-63) 
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From the viewpoint of system design, we would like to know what the maximum number 

of QoS services will be given the constraint on the probability of fQoS Tt > .  We have 

illustrated the computation of packet loss using two examples, however, the computation 

of the probability of fQoS Tt >  and the number of average packet loss will be of a very 

complicated form as N increases.  To solve this problem, a computer program has to be 

used.  
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Fig.4.18. Investigation on )( fQoS TtP >  
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Fig.4.19 Investigation on qN with respect to SNR 
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Fig.4.20 Average packet loss as a function of number of admitted QoS services 
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B. Average system throughput 
 

The average system throughput is defined as the total number of data bits transmitted for 

both QoS services and BE services over one TDMA frame.  We assume no constraint on 

data volume, i.e. user data is always available for transmission whenever there is 

bandwidth.  This assumption is valid when evaluating the maximum system throughput.  

For simplicity, the signaling overheads are assumed to be part of the system throughput.  

Given the combination of number of QoS services ),,( 210 HNNNN L , and assuming 

the BE service chosen from BEN  services employs 
BEi2  QAM modulation constellation 

during the transmission frame, the instantaneous system throughput in bits can be 

expressed as 

    
BitLNNNNNNNNC BE

BEpH
BE

iH +⋅+++== )()1,,,,( 21210 LL
.     (4-64) 

where BE
iN  is the number of BE user employing 

BEiM 2=  constellation size to transmit 

and is always equal to 1 in our case.  Assuming that both types of services are 

independent of each other, the probability of )1,,,,( 210 =BE
iH NNNNNC L  can be 

derived to be 

     BE
iHHC PNNNNPNNNNP ),,,()1,,,( 210210 KL = ,      (4-65) 

where 
),,,( 210 HNNNNP K

 and 
BE

iP
 have been defined in (4-54) and (4-8) respectively. 

Taking packet loss into account, the average system throughput will be given as 

     [ ]pQoSHCH
f

av LNNNNPNNNNC
T

C β−= ∑ )1 ,, , ,()1 ,, , ,(1
210210 LL

.    (4-66) 

The probability distribution of system throughput is shown in Fig.4.21. The average 

system throughput is shown in Fig.4.22. It can be seen that the system throughput 

increases with the decrease of the number of QoS services. The system throughput 
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obtained for fixed TDMA systems where all time slots are assigned for QoS services with 

a fixed slot duration and BPSK modulation being used, the adaptive TDMA system with 

fixed time slot duration but adaptive modulation being used and the proposed system are 

compared in Table 4.6. It shows that the proposed system achieves a higher average 

system throughput than the other two systems. However as the same number of users are 

allowed to share the radio channel, the system throughput achieved by employing an 

adaptive MQAM with the proposed scheme performs worse than that achieved with the 

channel allocation scheme studied in Section 4.2. This is due to the fact that in the SNR-

priority-based scheme, only users with the best few SNRs can be accommodated, 

whereas in the dual-class system, the QoS services have to be served regardless of their 

channel conditions thus insufficient usage of channel bandwidth is observed. 
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Fig.4-21 Probability distribution of system throughput (a) N=6 P(tQoS>Tf)=0 

and N=7, P(tQoS>Tf)=0 
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Fig.4-22 Average system throughput as a function of number of admitted QoS services 
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Table 4.6   Average system throughput comparison (SNR=15dB) 
 No. of 

QoS 
service 

No. of 
BE 

service 

modulation Packet 
size(bits) 

Throughput 
(bps/Hz) 

Fixed TDMA 8 0 BPSK 128 1 

Adaptive TDMA 8 0 adaptive Adaptive 2.08 

Proposed system 8 1 out of 
5 

adaptive 128 2.91 

 
 
 
4.4 Summary 
 
 
The channel capacities achieved by the optimal channel and power allocation under 

multiple access environment are studied theoretically. It is observed that the capacity gain 

achieved by the combined rate and power adaptation over the rate adaptation only is 

insignificant employing this optimal system. Some performance metrics of the optimal 

channel allocation scheme are obtained. To overcome the difficulty of long channel inter-

access time of the optimal channel allocation scheme, a suboptimal SNR-priority-based 

allocation scheme is proposed. The capacity achieved by this suboptimal scheme is 

studied by employing order statistics. The numerical results show that this proposed 

scheme can achieve a higher channel capacity than the conventional TDMA system and 

effectively alleviate the problem of the long channel inter-access time. A channel 

allocation scheme to accommodate QoS and BE services is also studied in this chapter. 

The average system throughput and the probability of packet loss have been investigated. 

This dual-class allocation scheme performs better in terms of average system throughput 

than the conventional fixed TDMA and the adaptive TDMA system with fixed time slot 

duration.  
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CHAPTER V  
 

CAPACITY OF RATE ADAPTIVE CDMA SYSTEM OVER 

FREQUENCY SELECTIVE FADING CHANNEL 

 
 
Rate adaptive modulation techniques can be applied to CDMA systems. In CDMA 

systems, users share the entire bandwidth simultaneously by employing spreading codes, 

unlike the systems studied in Chapter IV. Capacity of a CDMA system is then limited by 

both the channel characteristics and the multiple access interference. Most of currently 

deployed CDMA systems employ power control with fixed rate transmission. In this 

chapter, a variety of adaptive rate adaptive power control schemes is first proposed to 

improve the capacity of a CDMA system. These power control schemes make use of the 

information of channel conditions and location of mobile user. Capacity analysis is 

carried out on the uplink transmission under the constraint of a minimum required PG, 

the average transmission power and the BER performance of individual user.  

 
5.1 System model description 
 
 
5.1.1 RAKE receiver structure and combining techniques 
 
 
As a wideband signal transmits over radio channels where the signal bandwidth is much 

greater than the coherent bandwidth of the radio channel, it experiences frequency 

selective fading. It will resolve the multipath components thus provide the receiver with 

several independently fading paths. Mathematically, frequency selective fading channel 

can be represented by (2-6). The commonly used receiver for processing such wideband 
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signal is a RAKE receiver. It is designed to exploit the path diversity to overcome severe 

channel fading [75]. In fact, RAKE receiver attempts to collect the energy from all paths 

that fall within the span of the delay spread and carry the same information. RAKE 

receiver consists of a bank of L fingers defined by   1/ += cd TTL , where cd TT ,  are the 

delay spread and the coherent time of channels or signal duration.  X  is an operation 

taking the largest integer less than or equal to X. The finger output is then combined to 

form a decision variable.  

 

 

c T 
r(t)  

cT cT cT

) ( * 
1 t α )(*

2 tα )(* tLα

detector 

combiner 

waveform 
correlator  r 

waveform 
correlator 

waveformm 
correlator   

 

Fig.5.1   A block  diagram of RAKE receivers 

The structure of a RAKE receiver is shown in Fig.5.1. The RAKE receiver employs a 

single delay line model through which the received signal is passed. The time-varying tap 

weights )}({ tlα  corresponding to the L different delays are uncorrelated and complex-

valued stationary random processes. At the output of the RAKE receiver, combining 

schemes can be employed to make use of the resolvable paths. The available diversity 

combining schemes are MRC [61], EGC [62] and SC [63]. In the subsequent study, MRC 
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is assumed and the achieved system capacity is investigated. With MRC, the power 

received at the BS can be expressed as 

t
n

l

L

l
r pczhp −

=
∑= 2

1
|| ,        (5-1) 

where lj
lltr ehpp θα=,, are the received power, the transmission power and the channel 

fading gain for the lth path respectively. znc ,,  are path loss constant, path loss index and 

the distance between mobile users and the BS, respectively. In this study, we assume n=2. 

To avoid the singular point when performing analysis, a minimum distance 0z  between 

mobile users and the base station, which denotes the situation where mobile users are 

much closer to the base station so that the transmission is forced to stop, is defined in this 

study. The amplitude of the channel fading gain lα  takes any form of distribution 

introduced in Section 2.1 of Chapter II. The channel fading for each tap can be estimated 

precisely if the fading changes sufficiently slowly. 

 
5.1.2 Detection techniques for CDMA systems 
 
 
Assuming K mobile users are admitted in a CDMA system, the optimal maximum 

likelihood (ML) detector for a CDMA system must compute a large number of 

correlation metrics and select the K sequences that correspond to the largest correlation 

metric. Obviously this optimal detector has a computational complexity which grows 

exponentially with the number of users K. Some suboptimal detectors with computational 

complexity which grows linearly with K are employed, for example, conventional single-

user detector, decorrelating detector and minimum mean-square-error (MMSE) detector 

[76-78]. Among them, multiuser detection techniques including decorrelating detectors 
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and MMSE detectors are promising solution to combat MAI. However the major obstacle 

to the deployment of multiple user detector (MUD) is the high complexity of the 

algorithms. Therefore, the conventional single user matched filter based detector remains 

popular due to its simplicity. In this study, we employ the single user detector and 

analyze the capacity and the performance of some adaptive rate adaptive power control 

schemes. 

 
In conventional single user detectors, the received signal is first correlated (or matched-

filtered) with the signature sequence of the desired user. The output from the correlator is 

then passed to the detector, which makes decision based on the single correlator output. 

Thus the conventional detector treats signals from other co-channel users as interference. 

For the transmission over uplink, MAI is unavoidable since the long spreading codes or 

random codes are not perfectly orthogonal. In the extreme case, the interference is 

excessive if the power levels of some users are larger than the power level of the desired 

user. This leads to near-far end problem. The adoption of some kind of power control 

strategies is thus necessary in a CDMA system.  

 
Two categories of power control schemes are widely employed in a CDMA system, one 

is strength-based power control scheme which maintains the received power for each user 

at the BS at a desired level, while the other is signal-to-interference ratio (SIR, defined as 

the ratio of signal power to interference power) based [79,80] power control scheme 

which maintains the received SIR at a desired level. In strength-based schemes, the 

strength of a signal arriving at the base station from one mobile is measured to control the 

transmission power, whereas in the SIR-based design, the quantity metric is the SIR with 
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the interference consisting of both the channel noise and the MAI. In reality, the strength-

based power control seems to be impractical due to the difficulty in the measurement of 

signal power, while the SIR-based power control is more realistic and desirable since it is 

the SIR which is directly related to the received bit error probability. It suffices to 

maintain the SIR at an acceptable level in order to guarantee the BER requirement. 

Generally adaptive transmission systems adopt the SIR based power control strategy and 

adjust transmission parameters such as transmission power and transmission rate 

accordingly.  

In this chapter, three SIR-based power control schemes are proposed and studied. In each 

case, the transmission rate is adaptive to the received SIR while the transmission power 

of mobile users can be designed to adapt to the mobile location and the channel fading. In 

power control scheme I, we assume that path loss is compensated for at any time. The 

transmission power after path loss has been compensated for is kept as a constant, while 

the transmission rate is adapted to the received SIR. In scheme II, the transmission power 

is distributed according to the instantaneous channel conditions of individual mobile user. 

In scheme III, the location of each mobile user is taken into consideration. The 

transmission power is a function of the distance from the base station – the transmission 

power is adapted to path loss rather than just to compensate for it. 

5.1.3 Rate adaptive modulation technique in CDMA system 

Rate adaptive modulation can be employed in CDMA systems. The adaptation can be 

achieved by not only adaptive constellation size and coding, but also adaptive PG, 

adaptive chip rate and adaptive number of sub-channels for multi-carrier systems. The 
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capacity and the BER performance of MQAM in CDMA systems was studied in [35,36]. 

The capacity of multi-rate CDMA systems realized through multi-code techniques was 

studied intensively in [81,82]. The adaptive PG is another solution to achieve adaptive 

modulation where the chip rate is kept as a constant while the processing gain is adjusted 

accordingly [33]. The capacity of CDMA systems achieved with rate adaptive 

modulation techniques over multipath fading channel has been investigated in [42] in 

terms of lower bound.  

However, when the rate adaptive modulation is realized through adapting the PG to the 

channel conditions, these reported works generally do not set a minimum value on the PG 

and thus the conclusions are not accurate.  In CDMA systems, user data is spread using a 

PN code with the chip rate much higher than the data rate to enable multiple access 

capability and to overcome the multipath channel fading and the MAI, therefore, there 

should have a minimum PG (Gmin). It is obvious that with this PG constraint, the 

transmission rate achieved by rate adaptive CDMA systems cannot go beyond the 

maximum rate defined by minmax /GBR =  even if the channel conditions are extremely 

good. In this chapter, we propose a combined adaptive PG and adaptive MQAM 

technique which does not need to expand the spreading bandwidth while overcome the 

minimum PG constraint. Some power control schemes can be developed to increase the 

system capacity achieved by this technique. Detailed description of this technique is 

given later in this chapter. 

In this study, the transmission rate for users in the proposed adaptive CDMA systems 

fluctuates with the channel fading or the user location. This fluctuation causes varying 
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transmission delay for services. However this issue is above the scope of this study. Like 

most of the works in the literatures, without looking into the details of implementation, 

capacities of adaptive CDMA systems achieved by different adaptive rate adaptive power 

control schemes based on some available information of users such as channel fading 

gain and location are studied. However, since the performance of the proposed power 

control schemes relies on the estimation of SIR, channel fading gains and user location, 

with channel estimation error or location tracking error, the power control schemes are 

not able to allocate the transmission power to make use of the instantaneous conditions 

and user locations, resulting in the loss of bandwidth efficiency. The effect of estimation 

errors on the achieved system capacity is not studied in this thesis and is left for future  

5.2 Interference analysis of adaptive CDMA system 
 
Generally, for asynchronous transmission, there are a few symbols from interference 

users sharing the radio channel interfering with the desired symbol to be detected, 

resulting in MAI. Conventionally the uplink transmission suffers much severe 

degradation of system performance than the downlink transmission. CDMA is said to be 

uplink interference limited.  

Assuming a multiple access DS/CDMA system in a single cell and signal transmitted 

over radio channel experiences both large-scale path loss and small-scale multi-path 

fading (the effect due to shadowing is neglected in this study to simplify the analysis). 

The received baseband signal )(tr  can be expressed as 

  )()()()(2)( ,
1

,,
1

)(, tntatbthczptr lmm

L

l
lmmlm

K

m

n
mttm +−∑ −∑=

==

− ττ  ,  (5-2) 

where )(tbm  is the transmitted binary signal, )(ta m  is the spreading signal and )(tn  is 
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AWGN with double sided power spectrum density 2/0N . )(, tp tm  is transmission power 

for the mth user. )(
,,

,)()( tj
lmlm

lmetth θα=  is fading gain for the mth user over the lth path 

with )(  ),( ,, tt lmlm θα  being the amplitude and the phase of the fading gain, respectively. 

K is the number of users allowed to transmit simultaneously, clTlm =,τ  is the delay for 

the mth user over the lth path. The power delay profile employed in this study can be 

uniformly distributed or has any other distributions. For uniformly distributed power 

delay profile, the variance for each path is L/12 2 =Ω=σ . For exponential distribution, 

)/)1(exp(2 2
cdll TTlA −−=Ω=σ , where A is the normalized factor. c  is the path loss 

constant and mz is the distance between the base station and the mth user. n is the path loss 

index. 

 
The RAKE receiver is employed and MRC is performed at the output of the receiver. In 

the lth path of the RAKE receiver of the mth user, the interference power received at the 

base station can be derived to be 
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In the right hand side of (5-3), the first term gives the self interference power from other 

paths of the mth user whilst the second term gives the interference from other users 

sharing the frequency band.  In practical, the second term is much larger than the first 

term, i.e. self-interference can be neglected, (5-3) can be written as 
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In CDMA systems, for coherent BPSK receivers, the BER performance can be 

approximated by ( ))/(2 0NEQP be ≈  [83,84]. The 0/ NEb  for the mth user can be 

expressed as [85] 
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where mrm Rp ,, are the received power and the instantaneous transmission rate for the 

mth user. The constant 2/3 arises in (5-5) since rectangular chip pulses are assumed. 

However for different pulse shapes, it has different value.  If thermal noise is negligible 

and substitute (5-4) to (5-5), 0/ NEb  is obtained 
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In (5-6), GRBTT mcb == //  is defined as the PG. Generally in CDMA systems, to 

maintain the capability of combating multipath fading, one symbol cannot be spread by 

less than one chip, i.e., the PG must be kept larger than a pre-defined minG  with 1min >G . 

This PG constraint limits the system to make use of the advantage offered by the adaptive 

transmission efficiently. For example, although one user observes channel conditions 

where higher transmission rate can be employed, it has to transmit at a rate equal to 

min/GB . Hence the better channel conditions cannot be fully exploited. This fact has not 

been considered in most of the reported works [41,42] and results in inaccurate 

conclusion. In the following, various adaptive transmission schemes are proposed and the 

performance in terms of system capacity under the PG constraint is studied.  
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5.3 Capacity of rate adaptive CDMA system with path loss being 

compensated for 

Conventionally, the capacity of a CDMA system is evaluated in terms of the maximum 

number of users supported in the system. This is fair in a single rate CDMA system. As 

adaptive rate or multi-rate is used, this definition turns out to be inappropriate. Here we 

adopt alternative definition where the system capacity is defined as the sum of the 

average transmission rate from all users in the system, or mathematically,  

∑
=

=
K

m
mRC

1
,         (5-7) 

 
where mR  is the average transmission rate for the mth user.  
 

5.3.1 Power control scheme I—adaptive rate constant transmission power  

In this rate adaptive power control scheme, we assume that path loss can be compensated 

for at any time instant.  This scheme is similar to conventional CDMA systems except no 

intention for closed loop power control to combat fast fading but rather rate adaptive 

being employed.  This compensation can be performed very easily once the position of 

the mobile is known and the path loss model is well defined.  Alternatively we could 

average the received signal over a sufficient observation period to estimate path loss. The 

transmission power after path loss is totally compensated for remains constant for all 

mobile users. Therefore the received power at the base station for the mobiles is different 

only as a result of the fast channel fading and the instantaneous transmission rate is 

adapted to the respectively received SIR.  
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Considering BPSK modulation, from (5-6), the instantaneous transmission rate for the 

mth user can be obtained as 

min
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where minγ  is the predefined 0/ NEb  requirement to guarantee the transmission quality 

and cTB /1=   is the spreading bandwidth.  
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where Ω=22σ  is the variance of the channel fading for each path. For a non-uniform 

distribution, the following expressions can be derived [86],  
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where 2

,,
2

,, ||  ,|| ljlKlmlL hh == αα  are the power gain of the lth path for the mth desired 

user and the jth interference user. 
lKlL ,, ,αα  are the mean values of lKlL ,, ,αα  

respectively. 
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Since large scale path loss is needed to be totally compensated for at the BS, the 

transmission power for the mth mobile user before path loss being compensated for will 

have to overcome the power attenuation caused by path loss and has the form of 

czpp n
mtm /, = ,         (5-13) 

where p  is the transmission power after path loss is compensated for. Substitute (5-13) 

into (5-8), the received 0/ NEb  for the mth user can be rewritten as 
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The PDF of 0/ NEb  can be derived to be 
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The PDF of 0/ NEb  is shown in Fig.5.2. It can be seen that, with higher PG constraint, 

the PDF of γ  moves toward high 0/ NEb  end.  
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Fig.5.2 A PDF of instantaneous 0/ NEb  

Likewise, the PDF of R  (the subscript m is dropped since it is identical to all users) is 

derived to be 
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As more users are allowed in the system, the interference experienced by each user 

increases, hence the probability that one user transmits at a high data rate decreases, as 

observed from Fig.5.3.  
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Fig.5.3 A PDF of instantaneous rate R 

 

A. System capacity employing adaptive PG only 

As PG can take any value larger than minG , the average system capacity is given as 
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where the first term is the average system capacity achieved as minGG< and the second 

term is the system capacity achieved as minGG > . 

In multi-rate systems where the PG can only take a value from a set of discrete PGs 
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For the purpose of comparison, the system capacity achieved by the fixed rate perfect 

power control scheme where both path loss and fast fading are compensated for (or the 

power received at the BS remains constant) is computed. When thermal noise is not taken 

into account, the transmission rate can be expressed as: 
)1(2

3
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 and 

3
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G .  If minGG≥ , then KRC = .  In case minGG≤ , maxKRC = . 

The system capacity achieved by adaptive continuous and discrete PG is shown in Fig.5.4 

and Fig.5.5 respectively, with the transmission power defined by (5-13). As continuous 

PG is used, it can be seen that there exists a maximum system capacity. Before reaching 

this maximum capacity, the SIRs experienced by most of the users are high. However 

users have to transmit at maxR due to minG even though they can transmit at a data rate 

higher than maxR . Therefore the system is in an underloading state because of the minG  

constraint. After reaching the maximum capacity, most users in the system are 

transmitting at a rate defined by (5-8). The system capacity decreases with the number of 

users. For discrete PG, as the number of users increases, the system capacities achieved 

by different sets of PG approach the same value. Another observation is, with the PG 

constraint, the capacity achieved by discrete PGs cannot be better than that achieved by 

continuous PG due to the limited number of PGs being used. As fewer users are 

supported in the system, the rate adaptive system employing adaptive PG performs not 

better than the fixed rate or the ideal power control system as shown in Fig.5.4, while 

with the increase of number of users in the system, it will achieve the same system 

capacity. The explanation is as follows. With a small number of users, due to the low 
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MAI, the system is in an underloading state. The received SIR for individual user is high, 

adaptive PG can be used to make use of the good conditions, thus to improve bandwidth 

efficiency. At a large number of users, since the MAI is large, the received SIR is low 

most of the time. Therefore the capacity gain achieved by employing adaptive PG is very 

limited. 
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Fig.5.4 Capacity achieved by adaptive continuous PG 
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Fig.5.5 Capacity achieved by adaptive discrete PG 
 

 
B. System capacity employing combined adaptive PG and adaptive MQAM 
 
 
In previous study, as there exists a minimum processing gain constraint, minG , even if the 

SIR observed by one mobile user is good, the instantaneous transmission rate cannot 

exceed maxR . One solution to overcome this problem is to employ the rate adaptive 

MQAM modulation once the PG required to achieve desired a 0/ NEb  threshold ( minγ  ) 

is smaller than minG . The rationale behind this solution is: in case that higher R can be 

employed but a transmission rate of maxR  has to be used, the instantaneous 0/ NEb  

obtained for one mobile user might exceed the minimum 0/ NEb  requirement (or minγ ), 

hence a higher order MQAM constellation can be used to exploit the extra  0/ NEb  

resulted from good SIR conditions while the required BER performance can still be 

guaranteed. As MQAM is used, the transmission rate is calculated as MRR 2max log= , 
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where iM 2=  is the constellation size. For BPSK modulation, 1=i  and the minγ  required 

to achieve the BER performance of 310 −  is 6.8dB. For QPSK,  dB8.9  and   2 min == γi . 

With the combination of adaptive PG and adaptive MQAM, the system capacity is 

expected to increase. Hence with this combination, the system capacity achieved can be 

expressed as 

)( 21 ℜ+ℜ=KC ,         (5-19) 
          

where 1ℜ  and 2ℜ  are the portion of capacity when only adaptive PG takes place and 

when PG takes the values minG , respectively. 
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γ . The adaptive MQAM will be employed once minγγ > . 
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Fig.5.6 Capacity achieved by adaptive continuous PG and continuous MQAM 
 

The system capacity achieved by the combined adaptive PG and MQAM technique is 

shown in Fig.5.6 with B=5MHz. From Fig.5.6, it can be seen that with the combined 

adaptive PG and MQAM, the system capacity can be improved noticeably. The 

improvement in terms of bandwidth efficiency is significant as minG  is higher. However 

with the increase of the number of users, the capacity gain achieved by the combined 

adaptive PG and MQAM technique becomes insignificant, for example, the bandwidth 

approaches 0.35 as 8min =G . This can be explained by the fact that with the increase of K, 

the probability of maxRR> becomes insignificant. With the combination of adaptive PG and 

adaptive MQAM, unlike systems with adaptive PG only, the achieved system capacity can 

be higher than the fixed rate perfect power control systems, especially under small a 

number of users in the system and a higher minG . 
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5.3.2 Power control scheme II--adaptive rate adaptive power  

 
As the instantaneous channel information is available at both transmitters and receivers, 

not only the transmission rate but also the transmission power can be adapted. The 

implementation of the optimal power control is complicated for interference limited 

systems since the increase of the power level of each user will cause interference to other 

users in CDMA systems. Most of the previous works aim to look into the optimal power 

allocation to maximize information capacity over fading channel with the help of iterative 

algorithms [87]. The optimal rate and power adaptation for multi-rate CDMA systems 

over fading channel was studied in [88]. Here we proposed a simple power allocation 

scheme based on the knowledge of the fast channel fading, for which no complicated 

algorithm is needed and the attainable system capacity is still improved.  In this power 

control scheme, the transmission power is distributed according to mobile user’s 

individual channel conditions, like the single user water-filling strategy.  User will be 

assigned more power and transmits more data when it observes better channel conditions.  

Part of the transmission power will, however, still be used to compensate for respective 

path loss, with the amount depending on the distance from mobile users to the BS. 

Therefore, in this case, both the transmission power and the transmission rate are adapted 

accordingly, unlike the power control scheme I studied in Section 5.3.1 where only the 

transmission rate is adapted. Comparing to the scheme with rate adaptation constant 

transmission power, the power control scheme studied in this section gives more 

privilege to the user observing better channel conditions. However, in the extreme case, 
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no power will be allocated to the user with poor channel conditions, and transmissions for 

these users have to be delayed to a later time. 

  
In this scheme, the transmission power of  the mth mobile is of the form 
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where both D and q are power control parameters. The received power for the mth user is 
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As adaptive transmission schemes are used, the sum of instantaneous transmission power 

for all mobile users in the system will fluctuate according to the instantaneous locations 

of all mobile users. To fairly evaluate the performance of power control schemes, we are 

looking at maintaining the long-term average total transmission power at a constant.  To 

keep the average transmission power as a constant, and assuming that users are likely 

occur in anywhere of the cell over the observation period, coefficient D can be derived as 
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Substitute (5-22) into (5-6), the transmission rate for each user (the subscript m is 

dropped) is derived to be 
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The capacity achieved by the adaptive PG and adaptive MQAM can be obtained as 
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Capacity achieved by the adaptive rate and adaptive power scheme is shown in Fig.5.7, 

where 0=q corresponds to the case presented in section 5.3.1. It is observed that the 

increase of q leads to the improvement of the system capacity. However as minG  is larger, 

the increase of the system capacity with q is very insignificant. Fig.5.8 shows the 

dependence of the system capacity on the number of users K. This dependence varies 

with the  minG  as seen in this figure. The system capacities achieved from different 

schemes are listed in Table 5.1. It can be seen that with the combined adaptive PG and 

MQAM, the adaptive rate adaptive power scheme studied in this section achieves higher 
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system capacity than scheme I studied in Section 5.3.1 and the conventional perfect 

power control scheme. 
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Fig.5.7 Capacity achieved with different power control coefficient q (K=3, 25.02 2 =σ ) 
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TABLE 5.1  Bandwidth efficiency comparison (K=3) 
Scheme Gmin With 

MQAM 
Without MQAM 

4 0.65 0.43 Adaptive rate 
8 0.5 0.33 

4, q=3 0.8 0.25 Adaptive rate 
adaptive power  8, q=3 0.61 0.15 

Perfect        4,8                0.375               0.375 
   

5.3.3 Dual-class services employing adaptive PG only 
 

In wireless systems, more than one class of services will have to be accommodated. For 

different services with different transmission requirements, the power allocation strategy 

can be different. Here assuming a dual-class CDMA system supporting voice and data 

services, the power control strategies are specified as: 1) Voice service is transmitted at a 

fixed rate (using BPSK) in order to maintain constant delay performance, a constant 

received power for voice user is then required. 2) Power control scheme I is employed for 

data users which has no stringent requirement on delay performance: the received power 

fluctuates with the channel conditions of individual user and the transmission rate is 

adapted to the received SIR by changing PG. The transmission power for data users is 

defined by (5-13). The co-existence of these two power control schemes makes the total 

transmission power of dual-class systems not a constant. In the following, the system 

capacity and the power consumption will be studied.   

 
Assuming that the number of voice users and data users supported in the system is 

vK and dK , respectively, and the transmission rate of voice user is vR . For the voice and 

data users, their respective 0/ NEb  expression (5-5) can be written as 
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where d
v
rj pp ,)(

,  are the received power for the jth voice and the average transmission 

power for the data user respectively. The first term and the second term in the 

denominator of (5-30a) and (5-30b) represent the interference from voice users and data 

users, respectively. To ensure the fixed rate transmission for voice users, the received 

power has the relationship 
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To satisfy the BER requirement, )(
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)( vv γγ ≥ . Substitute (5-31) into (5-30a), the received 

power for voice user is obtained as  
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A. System capacity investigation 

To ensure the transmission quality, )(
min

)( dd γγ ≥ . Therefore from (5-30b), the 

transmission rate for data users can be obtained as 
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Substitute (5-32) into (5-33), the transmission rate of data users can be rewritten as 
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The PDF of ξ  is derived to be 
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Due to the existence of voice users, as seen from (53), dR  is limited by max
dR  with 

 )(
min

)(
min

max

2
3)1(

2
31 dvvv

vv
d

BRKB
RK

R
γγ 




 −−= .     (5-37a) 

 
Here max

max RRd ≠ . If max
max RRd < , only adaptive PG is used to realize the rate adaptation. 

As max
max RRd > , adaptive PG is employed for maxRR ≤ , while adaptive MQAM is used 

for max
max dRRR ≤< . max

dR  depends min,, γdv KK  and vR .  

The average transmission rate for data users can be obtained 
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where 
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The first term in (5-37) corresponds to the case with min/GBRd ≤ , while the second term 

corresponds to the case with min/GBRd > . The average system capacity for the dual 

classes of services systems is given as 

ddvv RKRKC += .        (5-39) 

The bandwidth efficiency is then obtained as BC / . 
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Fig.5.9 System capacity for dual-class CDMA system 

The system capacity calculated from (5-39) is presented in Fig.5.9. It is observed that the 

system capacity first increases with vK . It is expected that there exists a vK  leading to a 

maximum system capacity. After the maximum capacity is reached, the system capacity 

will decreases with the increase in vK , as for the case with kbps96,16min == vRG  
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shown in Fig.5.9. The reason is as follows. As the number of voice user is low, the MAI 

experienced by the data users is low hence data users can transmit at higher bit rate. 

However due to the PG constraint, the data users can only transmit at a rate maxRRd ≤ .  

Therefore the system is under-loaded and a large number of voice users are favorable to 

exploit the good conditions. As the maximum system capacity is reached, more voice 

user will result in the reduction of transmission rate of data user and thus the degradation 

of the system capacity. The explanation holds true for the dependence of the system 

capacity on minG . Another observation is that given the number of voice users, the 

system capacity increases with the number of data users. The reason is that data users are 

able to exploit the channel conditions. The above observations suggest that in a dual-class 

system, in order to use the bandwidth efficiently, dv KK ,  and vR  have to be chosen 

carefully, given a minG . 

B. Power consumption investigation 

Unlike the analysis in Section 5.3.1 and Section 5.3.2 where for comparison purpose the 

long term average transmission power is kept as a constant, for a practical system defined 

in this section, the total transmission power is not fixed. When comparing the capacity of 

this dual class system for different conditions, the total transmission power is not taken 

into account. Therefore it is necessary to investigate the power consumption for different 

number of voice and data users. From (5-32), under the consideration of both path loss 

and channel fading, the transmission power for the mth voice user located at a distance z 

can be rewritten as 
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where c is path loss constant and 
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The PDF of pξ   and z are given as 
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with ς denoting the cell radius.   
 

The average transmission power for voice users is obtained by integrating (5-40) over 

z and pξ  and is given as 
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The power consumption of dual-class CDMA systems is shown in Fig.5.10. As more 

voice users are allowed and transmit at a higher transmission rate, the total transmission 

power increases. It indicates that the received interference power of data users increases.  
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Fig.5.10 Power consumption for dual-class CDMA system 
 

 
 
5.4 Power control scheme III—adaptive rate and location-based 

adaptive power 

 
In previous analysis, we assume that path loss has been totally compensated for.  With 

the development of location tracking and positioning technologies, it is possible to take 

advantage of location information rather than just to compensate for it. Location-based 

power control scheme was first studied in infostation systems for delay non-sensitive 

services [89] for TDMA systems. It was proven to be effective to increase the system 

capacity of TDMA systems. For single user systems, it has been shown that as more 

power is allocated to users near to the BS, higher system capacity is achieved. In this 
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section, we consider a location-based power control scheme for CDMA systems 

employing adaptive continuous PG and MQAM modulation technique. 

The proposed location-based power control scheme is in the form of  

g
tm Azp =, ,         (5-46) 

 
where A is a constant and g is the power control coefficient which can take any integer 

value and defines how the transmission power depends on its distance. z is the distance 

between a mobile user and the BS and its PDF is defined in (5-41). As g takes a positive 

value, it indicates that mobile users near to the border of home cell will be allocated more 

power, while mobile users near to the BS will transmit at lower power. The power 

allocation strategy with a positive g will try to compensate for the power attenuation 

caused by path loss, however it will result in large interference to mobile users in 

neighboring interference cells (or other cells). As g takes a negative value, the power 

allocation strategy will favor mobile users near to the BS. In this case, the interference 

inflicted by home cell users to other interference cell users is expected to decrease. The 

investigation of the effect of g on the system capacity with and without other cell 

interference will be investigated.  

To make the comparison fair, the total transmission power for the whole system is kept as 

a constant, hence 
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The constant A is given as 
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With this power allocation strategy, the instantaneous received power for the mth user at 

distance mz  from the base station is given by 
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5.4.1 Capacity without other cell interference 

Without the consideration of interference cells, the interference is from the users sharing 

the bandwidth in the home cell only. The instantaneous transmission rate is given as 
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As maxRR≤ , this portion of capacity can be evaluated by 
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After PG reaches minG , the 0/ NEb can be expressed as 
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Thus the capacity with adaptive continuous MQAM is given by 
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The system capacity achieved by the location-based power control scheme is presented in 

Fig.5.11. g-n=v=0 corresponds to the case employing power control scheme I. It can be 

seen that without the consideration of the other cell interference, the system capacity 

achieves either A maximum or A minimum value around v=0, depending on minG . As 

minG  takes small value, the location-based power control scheme performs better than 

the power control scheme I. However, as minG  takes large valueS, the proposed power 

control scheme exhibits no significant capacity gain.  Therefore, the proposed location-

based power control scheme is not promising if the other cell interference is ignored. 
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Fig.5.11 System capacity achieved by location-based power control scheme 
 
  
5.4.2 Capacity with other cell interference       
 
 
Under the consideration of the other cell interference, it is expected that as power 

allocation schemes favor the users nearer to the BS of the home cell, system will achieve 

higher system capacity since the other cell interference is reduced. In this study, we 

consider the first tier interference cells. Power control is performed by the home cell BS. 

The model to characterize the other cell interference is shown in Fig.5.12. The other cell 

interference is modeled as Gaussian random variable [90]. In the following we first 

derive the mean and the variance of other cell interference when the proposed location-

based power control scheme is employed. The interference power received at the home 

cell BS contributed by the mth user in the kth interference cell is given by 
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Fig.5.12 Other cell interference model 
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where θ  is a random variable uniformly distributed over 0 to π2 . The distribution of 

zL   and  α  are defined in (5-9) and (5-41) respectively.  

The other cell interference is then given to be 
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oth pI ,∑∑= .         (5-57) 

Assuming that all users experience independent path loss and multipath fading, the mean 

and the variance of othI  can be obtained as 
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and 
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With the knowledge of the mean and the variance, the PDF of othI  is obtained as 
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Under the consideration of the other cell interference, the instantaneous transmission rate 

for mobile users in the home cell is expressed as 
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The average transmission rate for one mobile user is 
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and 
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The total capacity achieved is computed using (5-19). 
 

 
 

Fig.5.13  System capacity achieved by location-based power control scheme with 
consideration of other cell interference 

 
 
The system capacity achieved under the consideration of the other cell interference is 

numerically computed and shown in Fig.5.13. g-n=v=0 corresponds to the case WITH 

power control scheme I. Unlike the case without the other cell interference, the system 

capacity decreases with g ( nvg += ) regardless of minG , given the path loss index n. It 



 173

indicates that as more power is allocated to the users near to the BS of the home cell, 

systems can achieve a higher capacity. The reason is that the other cell interference can 

be effectively suppressed through reducing the transmission power of interference mobile 

users near to the border of other cells. From Fig.5.13, we can see that with the 

consideration of the other cell interference, scheme III achieves higher system capacity 

than scheme I as 0<v . However the capacity gain is achieved at the expense of the 

transmission rate for users near to the cell border.   

 
5.5 Summary 

 
A combined adaptive PG and MQAM modulation technique for CDMA systems is 

proposed in this chapter. A flaw present in the capacity study of adaptive CDMA systems 

in most of the literatures is corrected by considering a minimum PG constraint ( minG ). A 

dual-class CDMA system supporting both voice and data services is also proposed and 

studied. Three power control schemes are proposed under the constraint of the total 

average transmission power. The capacities achieved by these power control schemes 

with the combined adaptive PG and MQAM technique are studied.  The descriptions of 

these power control schemes are summarized as follows: 

1)  Scheme I: The transmission power is defined by czpp n
mtm /, = . The transmission 

power is a constant after path loss is compensated for and the transmission rate is 

adapted to the received SIR. Generally, the conventional power control scheme has 

better bandwidth efficiency (system capacity) than scheme I with adaptive PG only, 

but inferior to scheme I with combined adaptive PG and MQAM.   
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2) Scheme II: The transmission power is defined by 
qL

l
lmtm Dp 





 ∑=

=1
,,

2)(α . The 

transmission power after path loss is compensated for is allocated based on the fast 

fading of individual user while the transmission rate is adapted to the received SIR. 

Generally, scheme II with combined adaptive PG and MQAM achieves higher 

bandwidth efficiency than scheme I. Bandwidth efficiency increases with the increase 

of positive q.  

3)  Scheme III: The transmission power is defined by g
tm Azp =, . The transmission 

power is allocated based on the location of the mobile user while the transmission rate 

is adapted to the received SIR. It is more efficient to overcome the other cell 

interference. Scheme III with combined adaptive PG and MQAM outperforms 

scheme I as 0<v , under the consideration of other cell interference.  
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CHAPTER VI  
 

ANALYSIS ON MULTIPLE ACCESS INTERFERENCE 

AND CAPACITY OF MULTIPLE CHIP RATE CDMA 

SYSTEM 

 
 
The capacity of rate adaptive CDMA systems employing adaptive PG is investigated in 

Chapter V. Another solution to realize rate adaptive capability in a CDMA system is to 

vary THE spreading chip rate while keep the processing gain unchanged. In the study 

conducted in Chapter V, an interference model where mobile users can have different 

data rates but the chip rate remains the same for all users is assumed. In this chapter, we 

consider a multiple chip rate (MCR) system. The variance of MAI of a MCR system with 

constant processing gain is derived under a model, where the asynchronous transmission 

of signals with different chip rate at different carrier frequencies and the effect of power 

spectral density (PSD) of signals are taken into account. With the knowledge of the 

variance of MAI, different configurations of MCR systems are evaluated in terms of 

system capacity. Comparison of capacity between MCR systems and multiple processing 

gain (MPG) constant chip rate systems is then performed for the first time. 

 
6.1 Introduction of MCR systems 
 

Wideband CDMA is selected as a candidate for the future generation wireless systems to 

accommodate a wide variety of services with information bit rates ranging from a few 

kb/s to 2Mb/s [91]. The multi-rate capability of wideband CDMA systems can be 

achieved by employing MCR systems where the spreading chip rate varies with the 
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transmission rate while the processing gain remains unchanged. In a MCR system, users 

requesting different bit rate services will share the entire frequency band in a manner 

where data transmitted at different rates will be spread with different bandwidth. The 

system bandwidth is selected according to the maximum transmission rate supported in 

the system [92,93]. The users requesting highest bit rate service will occupy the entire 

bandwidth, while other users requesting lower transmission rate will be allocated part of 

the bandwidth in the same frequency band. The architecture of MCR systems can be 

represented by a spectral layer structure shown in Fig.6.1. We define each subsystem as a 

spectral layer supporting the same bit rate services but with different carrier frequencies. 

In a MCR system shown in Fig.6.1, there is only one wideband subsystem with 

bandwidth wB , while the number of narrowband subsystem with bandwidth nB  is 4, 1 

and 1 for configuration (a), configuration (b) and configuration (c), respectively. The 

number of subsystems can be designed flexibly and tailored to meet the requirements of 

traffic load and service quality. The MCR system was proposed by the Code Division 

Testbed (CODIT) [94]. In the experimental CODIT testbed, three different chip rates 

were proposed, with the bandwidth of 1MHz, 5MHz and 20MHz respectively, where 

1MHz is allocated to low-rate voice services, 5MHz can be used as an option for 

providing a higher QoS services. 

The justification of spectrally overlaid arrangement of a MCR system is that it is not 

necessary that users requesting lower bit rate service occupy the whole frequency band. 

With the control of MCR system configurations shown in Fig.6.1, the MAI from users 

with different spreading bandwidth can be different. This chapter will look into the 

capacity of a MCR system with different configurations.  
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Fig.6.1  Examples of MCR system configurations 

6.2 Interference analysis 

 
6.2.1. System model 

 
Due to the spectral overlay of subsystems with different spreading bandwidth, the MAI of 

MCR systems exhibits different statistical characteristics from that of single chip rate 

systems. The co-existence of different chip rates affects system performance through 

three effects: (1) The non-orthogonality of spreading codes with the same and different 

spreading bandwidth, for example, spreading codes with bandwidth wn BB   and   as 

shown in Fig.6.1. (2) The difference of carrier frequencies for different subsystems, for 

example, the difference between crct ff ,,   and   as shown in Fig.6.2, where crct ff ,, ,  are 

carrier frequencies for the interference signal and the desired signal, respectively. (3) The 

effect due to the receiver filter for the desired user and the PSD of the interference signals 

wB

LBB wn /=

f 

(b) 

wB

LBB wn /=

f 

(a) 

wB

LBB wn /=

f 

(c) 

cwf ,  cncw ff ,, ,

cnf ,cwf ,
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with different spreading bandwidth, for example, the effect of )( fH r  on )( fS g  as 

shown in Fig.6.2, where )( fSg  and )( fH r  are the PSD of the interference signal and 

the ideal transfer function of the receiver filter for the desired user, respectively. [95]. An 

interference coefficient χ  is introduced to characterize the effect (2) and (3). Obviously, 

χ  depends on the shape of PSD, the ratio of spreading bandwidth of the desired and the 

interference user, and the difference between crct ff ,,   and  . The computation of χ  is 

shown in Appendix B.  

 
The statistical characteristics of MAI of MCR systems were studied through computation 

in [96]. The interference analysis taking both the effect (1) and (2) into account was 

conducted and a closed form solution was obtained in [97]. However, in all the previous 

works on the capacity analysis of a MCR system [98-100], the MAI model was 

oversimplified by assuming that the MAI of a MCR system has the same statistical nature 

as that of a single chip rate system, by treating the interference caused by interference 

users with spreading bandwidth IB  to desired users with bandwidth SB  as ISI BBp /⋅ , 

where Ip  is the received power of the interference user. This simplification will 

definitely lead to inaccuracy on the evaluation of the system capacity. Therefore the study 

on the capacity of a MCR system under a more practical environment, which considers 

all these effects, is imperative and valuable for the design of such system.   
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Fig.6.2  A illustration of effect of PSD and center frequency 

 
For a multi-rate CDMA system, assuming that the system can support Q classes of 

service (or Q different data rates or subsystems), the transmitted signal of user k of class i 

can be expressed as 

)cos()()(2)( , ikcikikikiik ttatbpts θω += ,     (6-1) 

 
where ip is the transmission power for the ith class of service. )(ta ik  and )(tbik  are of 

the form 
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In (6-2) and (6-3), Λ is the PG and )(tΦ  represents the unit impulse function and is 

given by  



 ≤≤

=Φ
otherwise         0

10           1
)(

t
t ,       (6-4) 

where n
ikb   is the nth data bit of user k of the ith class and m

ika   is the mth chip of  

spreading code for user k of class i under the assumption that data and spreading chip are 

of rectangular pulse shapes. Both n
ik

m
ik ba   and  take values of (-1,1). cik ,ω  is the carrier 

frequency for the kth user in the ith class, ikθ  is the initial phase offset.  

 
Assuming a power control scheme which totally compensates for the channel fading and 

path loss, signals are then transmitted over a channel equivalent to AWGN channel, the 

signal received at the base station is given as 

)()()(
1 1

tntstr ikik

Q

i

K

k

i

+−=∑∑
= =

τ ,       (6-5) 

where ikτ  is the relative delay for user k of class i, n(t) is AWGN with two-sided power 

spectral density 2/0N . iK  is the number of services for the ith class.  

 
The received signal contains both the desired signal and the interference signals from 

other services, either in the same class or in different classes. The signal is down-

converted to baseband, correlated by the spreading code of the desired user and integrated 

over one bit period. By adopting a single user detector, the decision variable for the nth 

bit of the desired user (lth user of jth class of service) is constructed by correlating the 

received signal with the desired user’s spreading sequence and is given as 
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Substitute (6-5) into (6-6), the matched filter output can be written as  
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where the first term is the contribution from the desired user, the second term is the MAI 

from other interference users sharing the same bandwidth, the third term is from AWGN 

and  
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Assuming ideal coherent detection and perfect phase and timing synchronization between 

the desired user and the receiver, (6-8) can be rewritten as 
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The noise term is given by 
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The mean and the variance of ζ is derived to be [101] 
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4
]var[ 0 bjTN
=ζ .         (6-11b) 



 182

The MAI term is given by 
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ikcikikik τωθϕ ,−= , and jlik ωωω −=∆ . Eq.(6-13) is obtained by ignoring the high 

frequency term cikcik ,, ωω + .  It can be seen from (6-13) that the MAI is obtained from 

the integration over one data bit duration (or bjT ) of the desired user.  

 
Conventionally, the MAI can be modeled as a zero mean Gaussian random variable. 

Hence it is sufficient to investigate the variance of the MAI in order to evaluate the BER 

performance of CDMA systems. In the following analysis, the variance of the MAI is 

first derived by assuming that the pulse shape of )( and )( tata jlik is rectangular. The 

resulting interference due to the receiver filter for the desired lth user and the PSD of the 

spreading signal  )(ta ik of the interference user is included and described by the 

interference coefficient χ [95]. 

 
6.2.2 Derivation of variance of MAI  

 
It can be shown that each of the multiple access interferers are uncorrelated [102]. The 

variance of the MAI is then obtained as 
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In the following, ]var[I  is studied in three cases where cicjcicjcicj TTTTTT <>=   ,  , , with 

cjci TT ,  being chip the duration for the ith and the jth subsystem or class of service 

respectively. These three cases correspond to the situations: 1) cicj TT =  or the desired 

user j and the interference user i have the same spreading bandwidth, 2) cicj TT >  or the 

desired user j has a smaller spreading bandwidth than the interference user i, 3) cicj TT <  

or the desired user j has a larger spreading bandwidth than the interference user i.  

 
A. Variance of MAI for the case where cicj TT =  

In this case, 0=∆ω  and ]var[I  is similar to that of single spreading chip rate systems. 

The variance of the MAI of a single rate system is [83,84] 

∑=
k

k
c p

GT
I

6
]var[
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,        (6-15) 

where G is the PG, Tc is the chip duration and kp  is the received power for the kth user at 

the base station.  

 
B. Variance of MAI for the case where cicj TT >  

In this case, we denote a narrowband subsystem as a subsystem with a smaller spreading 

bandwidth (or larger chip duration cjT ), whereas a wideband subsystem as the one having 

a larger spreading bandwidth (or smaller chip duration ciT ), respectively. For the 
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narrowband users with chip duration cjT , the interference caused by the wideband user 

with chip duration ciT  is illustrated in Fig.6.3 where 12,3 == Gϑ , with cicj TT /=ϑ  

denoting the chip rate ratio of the two subsystems. Generally, the MAI imposed on the 

data bit 1
jlb  of the desired user is caused by )1( +ϑ  data bits of the interference user for 

asynchronous systems. The data bits in both subsystems are spread by the same PG, 

denoted by G. Each chip of narrowband subsystems with duration cjT  will span over a 

number of chips of the wideband subsystem with duration ciT . The delay of the data bit 

of the interference user k relative to the data bit of the desired user l is denoted as 

ikciikik T ∆+=ετ , where ikε  can be expressed as vwik += ϑε  with w and v being 

integers.  

 
The integration of (6-13) over one data bit duration of bjT  can be partitioned into three 

cases: 1) 1I : the correlation between chips jlik aa  ,  with duration of ik∆ , as shown in 

Fig.6.3 (b). 2) 2I : the correlation between chips jlik aa ,  with duration of ikciT ∆− , as 

shown in Fig.6.3 (c). 3) 43 ,II : the correlation between chips jlik aa ,  with duration of  

ciT  , as shown in Fig.6.3 (d). 43 ,II  are used to distinguish the correlation for v wideband 

chips ika  on the right hand side of 1I  and ( 1−−vϑ ) wideband chips ika on the left hand 

side of 2I , as represented by the two different shadowed regions shown in Fig.6.3.(d). 

This differentiation is necessary given that v wideband chips ika correlate with 1
ikb  while 

( 1−−vϑ ) wideband chips ika correlate with 2
ikb . 
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(a) Diagram to evaluation various components of the MAI for a wideband user imposed on the narrowband user. In this illustration, we use 

3/ ==ϑcicj TT , PG for both users are given by G=12, hence 4/ =ϑG , 4=ikε  or 1=w ( 11 +⋅= ϑεik ) 
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(b) Diagram for computation of 1I  
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(c) Diagram for the computation of 2I  
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(d) Diagram for the computation of 3I and 4I  

Fig.6.3  Schematic diagram of correlation for cicj TT >  
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With this partition, (6-13) can be rewritten as 
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,  (6-17a) 

where the subscript n denotes the nth chip of narrowband subsystems. Fig.6.3 can 

help to identify these chip and bit positions. The terms in (6-17a) correspond to the 

correlation from interference data bits 1321 ,,, +ϑϑ
ikikikikik bbbbb L . After some 

arrangements, (6-17a) can be rewritten as 
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where { }ϑϑ
ikikikikikik bbbbbb ,,, 1321 −∈ L . The reason to use this notation for 

ϑϑ
ikikikikik bbbbb ,,, 1321 −L  is that the actual values will not affect the computation of 

interference in the following.  
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Substitute (6-17b), (6-18), (6-19), and (6-20) into (6-16), and using 

abdxx
b

a
sinsin)cos( −=∫ , the MAI caused by the kth interference user is obtained as 

)(
2
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In (6-22) and (6-23),  

 
   )sin()sin()(1 ikikik aaaQ ϕωωϕω +∆∆−∆−+∆= , 

  ))sin()sin()(2 ikciikik TaaaQ ϕωωϕωω +∆−∆−+∆∆−∆= , 

and 

  ))sin()sin()(3 ikciik TaaaQ ϕωωϕω +∆−∆−+∆= . 

Here we consider random data and random spreading sequences. Since all terms in (6-

22) and (6-23) represent independent random variables and both the data and the 
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spreading sequence have zero mean, [ ] 0=ABE . The variance of ikI  can then be 

calculated as 

[ ] [ ] [ ]( )222
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p

IE ik
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where [ ] [ ]22   and  BEAE   can be obtained as 
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(6-26) 

 
Averaging over ikϕ which is uniformly distributed over 0 to π2 , (6-25) and (6-26) 

become 
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Substitute (6-27) and (6-28) into (6-24), we obtain 
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Considering the two cases where 0 and,0 ≠∆=∆ ωω . 
 

I) 0=∆ω  

 
Taking limit on the right hand side, (6-29) becomes 
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Averaging over ik∆ which is uniformly distributed over ciT , (6-30) can be simplified 
as 
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C. Variance of MAI for the case where cicj TT <  
 
In this case, as shown in Fig.6.4, two data bits 21 , ikik bb of the narrowband user k in 

class i will correlate with the data bit 1
jlb  of the wideband user.  We consider the case 

where vGwG ik +== εϑ,D . Similar to the case with cicj TT > , the integration in (6-

13) can be partitioned into 6521 ,,, IIII  as shown in Fig.6.4 (a). The definition of 

21 ,II  is defined in Section 6.2.2.B. 65 ,II are defined as the integration with duration 

cjT . 6I  denotes the integration for the first and the last interference chips 

ika correlating with 1
jlb , while 5I  denotes the integration for other interference chips 

ika . Hence the MAI from user k in class i is obtained as 
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where 6521 ,,, IIII are defined in the following. 
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(a) Diagram to evaluation various components of the MAI for a narrowband user imposed on the wideband user. In this illustration, we use 

3/ ==ϑcjci TT , PG for both users are given by G=12, hence 4/ == ϑλ G , 4=ikε  or 1=w ( 11 +⋅= ϑε ik ). 
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(b) Index number for the sequence 

    Fig.6.4  Schematic diagram of correlation for cicj TT <
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Based on (6-34), (6-35), (6-36) and (6-37), (6-33) can be simplified as 
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and 
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Therefore the variance of ikI caused by the narrowband user to the wideband user is 
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Similar to the case where cicj TT > , 
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Substitute (6-42) and (6-43) into (6-41), we got 
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Averaging (6-44) over ik∆ , we obtain 
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The results obtained in this section confirmed the results published in [97] although 

we use a different approach. In the following, we compute the capacity obtained from 

MCR and multiple processing gain (MPG) systems. The MAI is approximated as a 

Guassian random variable. This approximation is proven to be accurate for large 

signal to noise ratio and many users, or alternatively for a few users with large 

processing gain. 
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6.3 Capacity obtained for MCR systems 

 
In this study, a dual-service system accommodating wideband and narrowband users  

will be considered. There is only one wideband subsystem, however the number of 

narrowband subsystems on top of the wideband subsystem is flexible as shown in 

Fig.6.1. By modeling MAI as a Gaussian random variable, the BER performance of 

CDMA systems employing BPSK can be determined from the decision variable 

defined in (6-7). The BER can be obtained as 

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+⋅
=

]var[]var[
)( 2

ζχ I
S

QP jl
e  [101]. 

The introduction of χ  is due to the effect caused by the receiver filter for the desired 

user and the PSD of the spreading signals of the interference user. The significance of 

χ  is: for the wideband desired users 1=χ , since all the interference power from the 

narrowband users can pass through the receiver filter for the desired wideband users, 

while for the narrowband desired user, 1<χ  since only a portion of the interference 

power from the wideband users can pass through the receiver filter for the 

narrowband desired users and the actual value of χ  depends on the difference in their 

carrier frequencies and the PSD of the spreading interference signals. The 

computation of χ caused by wideband user to narrowband is shown in Appendix B. 

 
Substitute (6-9) and (6-11b) to this BER expression, BER can be rewritten as 
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Compared with 0/2 NEP be =  for BPSK, 0/ NEb  for CDMA systems is defined as 

 

b

b

TNI
pT

0

2

]var[4 +
=

χ
γ        (6-46b) 

 
where ]var[ I  takes different expressions shown in (6-15), (6-31), (6-32) and (6-45). 

 
We employ the perfect power control scheme is employed for each subsystem. 

Therefore, the received power for users in one specific subsystem is kept as a constant. 

For computation simplicity, the QoS requirement which is only defined by 0/ NEb  

for users in the same spectral layer (narrowband or wideband subsystems) are 

identical, however in a practical implementation, it can be different for users in 

different subsystems of the same spectral layer. The system capacity is defined as the 

sum of the average transmission rate from all users in both wideband and narrowband 

subsystems. The bandwidth for high data rate (or the wideband subsystem) and low 

data rate (narrowband subsystems) users are assumed to be cwwcnn TBTB /1,/1 ==  

respectively. The 0/ NEb  requirements for both wideband and narrowband 

subsystems are nw γγ , , hence, in (6-46b), },{},,{ wnbwbnb TTT γγγ ∈∈ for the 

narrowband and the wideband subsystems, respectively. In our analysis, the 

transmission rates nw RR ,  are fixed for the wideband and narrowband users. The 

number of narrowband users nK  is also fixed. The number of wideband users wK  

accommodated in the system is determined by nK , nw γγ , and nw BB , . The system 

capacity will be investigated in detail for the MCR configuration (a), (b) and (c) 

shown in Fig.6.1.   
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6.3.1 Capacity achieved by configuration (a) 
 
 
In this configuration, there will be ϑ  narrowband subsystems on top of the wideband 

subsystem. Narrowband users are evenly distributed among ϑ  narrowband 

subsystems. It is expected that with such arrangement, the interference experienced by 

narrowband users is minimized so that the system capacity can be improved.  
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and substitute (4-32) and (4-45) into (4-46b), the  0/ NEb  expressions for narrowband 

users in the qth narrowband subsystem and wideband users become 

 

     1        ,  

3
2

)(

),(2

1 ,1
,,,2

,,

,
 q

p
T

p
T

Tp
w qnK

k

K

lkk
kqn

cw
kw

cwq

qq

bnlqn
n ϑ

ϑ
ϑω

ϑωηχ
γ L=

+
∆

∆
=

∑ ∑
= ≠=

, (6-47) 

 
and 

  

3
2

)(

),(2 ,

1 ,1
,,,

1
2

,

∑ ∑∑
= ≠==

+
∆

∆
=

qn wK

k

K

lkk
kw

cw
kqn

q q

q

cw

bwlw
w

p
T

p
T

Tp
ϑ

ω

ϑωη

ϑ

γ ,   (6-48) 

 
where wbwnbn RTRT /1,/1 ==  and ϑ/, nqn KK =  is the number of narrowband users in 

the qth narrowband subsystem if narrowband users are distributed uniformly over  all 

the narrowband subsystems. lwlqn pp ,,, ,  denote the received power for the lth user in 

the qth narrowband subsystem and the lth user in wideband subsystem respectively. 

They are the same for all users in the same subsystem. qχ  is the interference 

coefficient caused by the wideband user to the user in the qth narrowband subsystem. 

qχ s obtained for different narrowband subsystems are listed in Table 6.1 with 
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B=5MHz. As the carrier frequency of the narrowband subsystem is located far away 

from the carrier frequency of the wideband subsystem, qχ  decreases.  

TABLE 6.1 qχ  for different narrowband subsystems 

 8=ϑ  4=ϑ  2=ϑ  

ω∆ (MHz) 2.1875 1.5625 0.9375 0.3125 1.875 0.625 1.25 

qχ  0.0078 0.0638 0.1697 0.2588 0.0715 0.4285 0.5 
 

From (6-47), it can be obtained 
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Substitute (6-49) into (6-48), for a given number of users in all the narrowband 

subsystems, the number of users supported in the wideband subsystem can be 

obtained as 
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Therefore the system capacity is obtained as 
 

nwnnwnn RKKRKRKC )( ϑϑ +=+= .     (6-51) 

 
The system capacity obtained with different narrowband and wideband transmission 

rate is shown in Fig.6.5. For configuration (a), the increase in the transmission rate of 

narrowband and wideband users wn RR , , the spreading bandwidth ratio ϑ  and the 

number of narrowband users supported in the system result in higher system capacity.  



 200

 

5 10 15 20 25 
0.3 
0.31 

0.32 

0.33 

0.34 

0.35 

0.36 

0.37 

0.38 

0.39 

0.4 

Kn

B=5MHz ϑ  
+:  2 
o:  4 
*:   8 

solid: Rn=9.6kbps
dash: Rn=16kbps  

B
an

dw
id

th
 E

ffi
ci

en
cy

 (i
n 

bp
s/

H
z)

 

 
Fig.6.5 System capacity achieved by configuration (a) 

 
 
6.3.2 Capacity achieved by configuration (b)  
 
Under this configuration, all narrowband users are in one narrowband subsystem. The 

carrier frequency of the narrowband subsystem is the same as that of the wideband 

subsystem, or 0=∆ω . In this case, lqnq p ,,,χ  of (6-47) and (6-48) can be replaced 

by lnp ,,χ . 

As 0=∆ω , by substituting (6-31,45) into (6-46b), we obtain 
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The interference coefficient χ  for different ϑ  is listed in Table 6.2. 
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   TABLE 6.2 Interference coefficients χ for 0=∆ω  

ϑ  2 4 8 

χ  0.8570 0.5178 0.2722 
 
 

The number of users supported in the system is obtained as 
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The system capacity can be obtained using (6-51) and results are shown in Fig.6.6. 

Unlike configuration (a), the system capacity decreases with increase of the number 

of narrowband users nK . As nK  is small, the system capacity is higher with the 

increase of Rn, however as Kn  reaches a certain value, the observation reverses.  
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Fig.6.6 System capacity achieved by configuration (b) ( 0=∆ω ) 

 
 
 

6.3.3 Capacity achieved by configuration ( c)  
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In this case, 0≠∆ω , by substituting (6-32) and (6-45) into (6-46b), the 0/ NEb  

requirement for narrowband and wideband users can be obtained as 
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The number of wideband users wK supported in the system is obtained as 
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The interference coefficient and the system capacity obtained using (6-51) are shown 

in Table 6.3 and Fig. 6.7 respectively.  
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Fig.6.7  System capacity achieved by configuration (c) ( 0≠∆ω ) 
 
 
 
  TABLE 6.3 Interference coefficients χ  for 0≠∆ω  



 203

 1 2 3 4 

ω∆ (MHz) 2.1875 1.5625 0.9375 0.3125 

χ  0.0078 0.0638 0.1696 0.2588 
 
 
The system capacity obtained for 0≠∆ω  is shown in Fig.6.7. From Fig.6.5 to Fig.6.7, 

it can be concluded that configuration (a) outperforms configuration (b) in terms of 

system capacity. This observation confirms the conclusion in [89,91] although the 

interference model considered in their works is oversimplified. However as there is 

only one narrowband subsystem, system capacity achieved by configuration (c) 

( 0≠∆ω ) is higher than that of configuration (b) ( 0=∆ω ) while in [89,91] all 

narrowband subsystems achieve the same system capacity. In terms of bandwidth 

efficiency, configuration (a) outperforms configuration (c) if there are more 

narrowband users supported. Therefore in case the system has to support a large 

number of users while not to degrade the system capacity, configuration (a) can be a 

choice. In configuration (a), distributing the narrowband users unevenly over the all 

narrowband subsystems will further improve the system capacity, although it is not 

investigated here. The results obtained here indicate that in MCR systems, with a 

delicate design of spectrally overlaid structure, more users can be accommodated and 

the system capacity can be enhanced also.  

 
6.4 Capacity obtained for multiple processing gain (MPG) system 
 
 
For comparison purpose, the system capacity obtained for multi-rate systems realized 

by MPG with single chip rate is investigated in this section. In MPG systems, users 

requesting different bit rate services have different PG, while spreading bandwidth are 

identical for all users. The variance of MAI received by the jth desired user is shown 

to be [38,103] 
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where ij GG ,  are PGs and ij GG /=ϑ  is the ratio between PG for high data rate and 

low data rate users. BTc /1=  is the chip duration. The first expression denotes the 

MAI caused by low rate users to high rate users. The second expression of (6-58) 

represents the MAI caused by high rate users to low rate users, Consider a dual-rate 

system and 2=Q . The PG for low data rate and high data rate users are 1G  and 2G  

respectively and 21 / GG=ϑ . Substitute (6-58) into (6-46b), the 0/ NEb  for low rate 

data users and high data rate users are given by 
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where 21 ,KK  are the number of users requesting low data rate and high data rate 

services respectively. 2211 /1,/1 RTRT bb ==  are the bit durations of low data rate and 

high data rate users. ll pp ,2,1 ,  are the transmission power for low data rate and high 

data rate users. 

 
Assuming that for low data rate and high data rate users, the 0/ NEb  requirement is 

the same for all users requesting service with the same data rate. 21 ,γγ  are the 
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0/ NEb  requirements for low data rate and high data rate users respectively. For the 

ideal constant received power control, (6-59) and (6-60) can then be rewritten as 
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The number of high rate users 2K supported in the system is obtained as 
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The system capacity obtained for MPG systems is shown in Fig.6.8. At lower ϑ , the 

effect of the number of low data rate users on the system capacity is not significant, 

while with the increase of ϑ , the system capacity drops with the increase of K1.  

 
The capacity comparison for MCR and MPG systems is shown in Table 6.4. From the 

investigation on the capacity of MCR and MPG systems, given the same conditions 

(the number of narrowband users 1K or nK , high data rate 2R (or nR ) and low data 

rate 1R (or wR ), the ratio of high data rate to low data rate ϑ , the system bandwidth 

B  or wB ), MCR systems with 0=∆ω  achieve nearly the same performance with 

MPG systems. However the full assignment configuration (a) and configuration (c) of 

MCR systems achieve higher system capacity than MPG systems. The reason is that 
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with the control of spectrally overlaid structure, the MAI of MCR systems can be 

reduced significantly.  
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Fig.6.8 System capacity obtained for MPG system 

 
 

TABLE 6.4 Capacity comparison for MCR and MPG systems 

System MCR (a) MCR (b) MCR (c) MPG 

kbpsRRn 161 ==  0.344 0.314 0.35 0.326 

kbpsRRn 6.91 ==  0.325 0.314 0.33 0.314 

 
 
 
6.5 Summary 
 
 
In this chapter, the expression for the variance of MAI for MCR systems with 

asynchronous chip alignment and different carrier frequencies is derived. With the 

knowledge of the variance of MAI, capacity of MCR systems with wideband and 

narrowband subsystems is investigated for different spectral configurations. For the 

first time in the literatures, a capacity comparison is conducted for MCR and MPG 
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systems. The results obtained show that with proper control of the spectrally overlaid 

structure, MCR systems can achieve higher capacity than that of MPG systems.   
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CHAPTER VII 

CONCLUSIONS  

 
Adaptive modulation is a promising technique to overcome the detrimental effect of 

channel fading. Adaptive modulation can be implemented by changing the transmission 

rate and the transmission power. However this study shows that adaptive modulation with 

both rate and power adaptation achieves negligible capacity gain over adaptive 

modulation with rate adaptation only under a given average power constraint. 

 
The performance of adaptive modulation techniques relies on the precise tracking of 

channel conditions and the reliable feedback of channel state information from receivers 

to transmitters. In coherent detection systems, the study on the effect of imperfect 

channel estimation shows that the BER performance under imperfect channel estimation 

strongly depends on the correlation coefficient ρ  (correlation between the estimated and 

the true fading gain), whilst the dependence of BER performance on r ( ΩΩ ˆ/ , the ratio of 

variance of the true fading gain and the estimated fading gain) is not significant.  Higher 

ρ  leads to less degradation of BER performance under imperfect channel estimation. 

Under imperfect channel estimation, the BER error floor which does not exist under 

perfect channel estimation is present. Under imperfect channel estimation, the complexity 

in BER computation employing an exact method introduced in [29] grows with the 

increase of constellation size. An approximate method is proposed to overcome this 

difficulty under the assumption of higher ρ . Using this approximate method, a closed 

form solution for the BER performance with amplitude estimation error only is obtained. 
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The complexity in BER computation is reduced dramatically while sufficiently good 

approximation is provided. The analysis shows that at higher ρ  and within a practical 

SNR range, the approximate method can predict the BER performance with good 

accuracy.  

 
In adaptive modulation systems, the estimated channel fading gain is used not only for 

the coherent symbol detection, but also for the selection of suitable modulation mode at 

the transmitter. Under imperfect channel estimation, it is expected that extra margins 

should be given in the SNR threshold intervals for the selection of MQAM constellation 

in order to maintain the targeted BER performance. A framework to investigate the effect 

of imperfect channel estimation on channel capacity is introduced for adaptive 

modulation systems with and without diversity reception. An equivalent circuit which 

converts the effect of channel estimation error into an imperfect IQ receiver structure is 

conceived to quantify the extra margins required in the SNR threshold intervals. Prior to 

this work, these extra margins under the consideration of channel estimation error are just 

assumed to be a few dB through experience, without any quantitative analysis. This 

framework enables these extra margins to be obtained from quantitative analysis based on 

channel and estimation techniques. The studies show that smaller ρ  causes larger extra 

SNR margins, while r does not affect these margins significantly. Employing the 

proposed framework, the BER performance curves which define the SNR threshold 

intervals are obtained. It is shown that some higher order constellations cannot be used 

due to the existence of error floors. In adaptive systems with diversity reception 

employing SC technique, it can be seen that the error floor in BER performance curves 

can be improved. 
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As multiple users are allowed to share radio channel, the optimal channel allocation 

strategy is to allow only the user with the best channel conditions to transmit at any 

transmission interval. Analysis on capacity obtained from this optimal scheme shows that 

the channel capacity gain achieved by adaptive rate adaptive power over rate adaptive 

only is insignificant as in single user systems. Some performance metrics such as the time 

duration for the process to stay in one MQAM constellation and the channel inter-access 

time are studied by employing the first order Markovian process. The channel inter-

access time is a parameter directly related to the system performance in terms of service 

delay. A methodology is introduced to obtain the channel inter-access time through 

analysis based on channel statistics and the number of users in the system. Analytical 

results show that the channel inter-access time increases with the decrease of Doppler 

shift.  

 
A suboptimal SNR-priority-based channel allocation scheme which allows a number of 

users observing the first few best channel conditions rather than only one user to transmit 

is proposed to overcome the long channel inter-access time of the optimal channel 

allocation scheme. Order statistics is employed to study the channel capacity achieved by 

the SNR-priority-based channel allocation scheme combined with adaptive modulation. 

Numerical analysis shows that this suboptimal channel allocation scheme can achieve 

higher capacity than the the fixed modulation system while it performs inferior to the 

optimal system. Another channel allocation scheme to accommodate dual classes of 

service (QoS and BE service) is proposed where all QoS services are allowed to transmit 

at any transmission interval while for BE services, the optimal channel allocation scheme 
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is employed. As fewer QoS services are allowed, higher throughput is achieved. 

Although the schemes studied here are simple, the analysis conducted is concrete and 

new and is valuable for designers to perform system design. 

 
Adaptive modulation techniques can be extended to CDMA systems. A combined 

adaptive MQAM and adaptive PG is proposed to study the system capacity achieved by a 

variety of adaptive rate adaptive power control schemes without considering the 

implementation details. A flaw present in the study of capacity of adaptive CDMA 

systems in most of the literatures is corrected by considering PG constraint ( minG ). Three 

power control schemes with rate adaptive capability are proposed. Scheme I aims to 

compensate for path loss and the transmission rate is adjusted based on the received SIR. 

Scheme II aims to compensate for path loss and allocate the transmission power based on 

the fast fading of individual user. The transmission rate is adapted to the received SIR as 

well. Scheme III aims to allocate the transmission power based on the mobile user 

location and the transmission rate is adapted to the received SIR. All these schemes are 

promising to improve system capacity. The studies show that the system capacity 

achieved by scheme II is higher than that obtained by scheme I. Scheme III is a power 

control strategy having the potential to reduce the other cell interference. The studies 

show that under the consideration of other cell interference, scheme III achieves higher 

system capacity than scheme I where path loss is totally compensated for, regardless of 

minG constraint.  

One way to realize rate adaptive modulation in CDMA systems is through varying 

spreading chip rate. As adaptive chip rate is employed, with the co-existence of multiple 

spreading bandwidth, the MAI exhibits unique characteristics. The study on the variance 
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of MAI under a practical model, which takes into account the non-orthogonality of 

spreading codes, the offsets of carrier frequencies, the effect due to the PSD of the 

transmitted interference signals and the receiver filters for the desired user, is conducted. 

The system capacities achieved by several configurations of MCR systems is investigated 

based on this practical interference model. It can be concluded that the configuration 

where the narrowband users are distributed over different narrowband subsystems can 

achieve higher system capacity. As there is only one narrowband subsystem on top of the 

wideband subsystem, higher system capacity can be achieved by separating the carrier 

frequency of the narrowband subsystem apart from that of the wideband subsystem as far 

as possible. For the first time, the comparison study on the capacity achieved by MCR 

and MPG systems is conducted. It shows that the capacity achieved by MCR systems is 

not lower than that of MPG systems regardless of the configurations of MCR systems. 

The proper control of spectrally overlaid structure of MCR systems can achieve efficient 

usage of bandwidth.    
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APPENDIX A   

COEFFICIENTS FOR THE COMPUTATION OF BER 

 
   TABLE A.1 BPSK(amplitude error) 

jw  ja  jb  
1 2  0 

 
 

TABLE A.2 QPSK(amplitude error) 
jw  ja  jb  

1 1 0 

 
 

TABLE A.3 16-QAM(amplitude error) 
j  )4/1(×jw  )5/1(×ja  )5/1(×jb  

1 1 3 0 

2 1 1 0 

3 1 3 -2 

4 -1 3 2 

5 1 -1 2 

6 1 1 2 

 
 

TABLE A.4 64-QAM (amplitude error) 
j  

)12/1
(×jw  

)21/1
(×ja  

)21/1
(×jb

 
j  

)12/1
(×jw  

)21/1
(×ja  

)21/1
(×jb

 

1 1 1 0 15 1 7 2 

2 1 3 0 16 -1 7 6 

3 1 5 0 17 1 -5 6 

4 1 7 0 18 1 5 -2 

5 1 7 -4 19 -1 5 2 

6 -1 7 4 20 1 5 6 

7 1 5 -4 21 1 -3 6 

8 -1 5 4 22 1 3 -2 

9 1 -3 4 23 -1 3 2 

10 1 3 4 24 1 3 6 

11 1 -1 4 25 1 -1 2 

12 1 1 4 26 -1 -1 6 

13 1 7 -6 27 1 1 2 

14 -1 7 -2 28 -1 1 6 
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TABLE A.5 BPSK(amplitude and phase error) 
jw  ja1  ja 2  jb  

1 2  0 0 

 
 

TABLE A.6 QPSK(amplitude and phase error) 
jw (x 

1/2 
ja1  ja 2  jb  

1 1 1 0 

1 1 -1 0 

 
 

TABLE A.7 16-QAM (amplitude and phase error) 
j  

)8/1
(×jw  

)5/1
(1 ×ja  

)5/1
(2 ×ja

 
)5/1

(×jb
 

j  

)8/1
(×jw  

)5/1
(1 ×ja  

)5/1
(2 ×ja

 
)5/1

(×jb
 

1 1 3 1 0 7 -1 3 1 2 

2 1 3 3 0 8 -1 3 3 2 

3 1 1 1 0 9 1 -1 1 2 

4 1 1 3 0 10 1 -1 3 2 

5 1 3 1 -2 11 1 1 1 2 

6 1 3 3 -2 12 1 1 3 2 

 
 

TABLE A.8 64-QAM (amplitude and phase error) 
j  

)48/1
(×jw

 
)21/1

(1 ×ja

 
)21/1

(2 ×ja

 

)21/1
(×jb

 

j  

)48/1
(×jw

 
)21/1

(1 ×ja

 
)21/1

(2 ×ja

 
)21/1

(×jb  

1 1 7 7 0 57 1 7 3 0 

2 1 5 7 0 58 1 5 3 0 

3 1 3 7 0 59 1 3 3 0 

4 1 1 7 0 60 1 1 3 0 

5 1 7 7 -4 61 1 7 3 -4 

6 -1 7 7 4 62 -1 7 3 4 

7 1 5 7 -4 63 1 5 3 -4 

8 -1 5 7 4 64 -1 5 3 4 

9 1 -3 -7 4 65 1 -3 -3 4 

10 1 3 7 4 66 1 3 3 4 

11 1 -1 -7 4 67 1 -1 -3 4 

12 1 1 7 4 68 1 1 3 4 

13 1 7 7 -6 69 1 7 3 -6 

14 -1 7 7 -2 70 -1 7 3 -2 

15 1 7 7 2 71 1 7 3 2 

16 -1 7 7 6 72 -1 7 3 6 

17 1 -5 -7 6 73 1 -5 -3 6 
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18 1 5 7 -2 74 1 5 3 -2 

19 -1 5 7 2 75 -1 5 3 2 

20 1 5 7 6 76 1 5 3 6 

21 1 -3 -7 6 77 1 -3 -3 6 

22 1 3 7 -2 78 1 3 3 -2 

23 -1 3 7 2 79 -1 3 3 2 

24 1 3 7 6 80 1 3 3 6 

25 1 -1 7 2 81 1 -1 3 2 

26 -1 -1 7 6 82 -1 -1 3 6 

27 1 1 7 2 83 1 1 3 2 

28 -1 1 7 6 84 -1 1 3 6 

29 1 7 5 0 85 1 7 1 0 

30 1 5 5 0 86 1 5 1 0 

31 1 3 5 0 87 1 3 1 0 

32 1 1 5 0 88 1 1 1 0 

33 1 7 5 -4 89 1 7 1 -4 

34 -1 7 5 4 90 -1 7 1 4 

35 1 5 5 -4 91 1 5 1 -4 

36 -1 5 5 4 92 -1 5 1 4 

37 1 -3 -5 4 93 1 -3 -1 4 

38 1 3 5 4 94 1 3 1 4 

39 1 -1 -5 4 95 1 -1 -1 4 

40 1 1 5 4 96 1 1 1 4 

41 1 7 5 -6 97 1 7 1 -6 

42 -1 7 5 -2 98 -1 7 1 -2 

43 1 7 5 2 99 1 7 1 2 

44 -1 7 5 6 100 -1 7 1 6 

45 1 -5 -5 6 101 1 -5 -1 6 

46 1 5 5 -2 102 1 5 1 -2 

47 -1 5 5 2 103 -1 5 1 2 

48 1 5 5 6 104 1 5 1 6 

49 1 -3 -5 6 105 1 -3 -1 6 

50 1 3 5 -2 106 1 3 1 -2 

51 -1 3 5 2 107 -1 3 1 2 

52 1 3 5 6 108 1 3 1 6 

53 1 -1 5 2 109 1 -1 1 2 

54 -1 -1 5 6 110 -1 -1 1 6 

55 1 1 5 2 111 1 1 1 2 

56 -1 1 5 6 112 -1 1 1 6 
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APPENDIX B 

COMPUTATION OF INTERFERENCE COEFFICIENTS  

OF MCR/CDMA SYSTEM 

 

In this appendix, the interference coefficients will be calculated from the viewpoint of 

PSD of spreading signals and filters.   

ctf ,  

1 
)( fH t  

f
ctf ,  (b) 

)( fS i

f 
crf ,

)( fS g  

f
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)( fS o  

f
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1
)( fH r

f 
crf ,

 

Fig.B.1 Illustration of PSD 

Assuming that the PSD of spreading signal is )( fS g . For QPSK signal, the normalized 

PSD is expressed as [104], 

[ ]tctg TffcfS )(2sin)( ,
2 −= ,       (B-1) 

where ctf ,  is the central frequency of transmitter bandpass filter and tT/1  is bandwidth of 

transmitter bandpass filter. For BPSK signal, 
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[ ]tctg TffcfS )(sin)( ,
2 −= .       (B-2) 

The bandpass filters in the transmitter and receiver are assumed to have ideal transfer 

function )(),( fHfH rt , where the frequency response equals to one during the passband 

while the frequency response is zero elsewhere as shown in Fig.B.1(b) and Fig.B.1(d), 

and the linear phase response is assumed within passband. The transfer functions of the 

filters can be expressed as 

 
( )[ ]{ } 02

,)( tfj
tctt eTfffH π−∏ −=       (B-3) 

and  

( )[ ]{ } 02
,)( tfj

rcrr eTfffH π−∏ −= ,      (B-4) 

where crf ,  and rT/1  are the central frequency and the bandwidth of transmitter and 

receiver bandpass filter respectively. The function ( )[ ]∏ − Tff c  is defined as 

( )[ ]∏




 +≤≤−=−

elsewhere0
2
1

2
11

T
ff

T
fTff cc

c .  

The PSD of spreading signal at the output of transmitter bandpass filter is 

)(|)(|)( 2 fSfHfS gto = .       (B-5) 

 
Assuming an ideal radio channel and no distortion is imposed on signals transmitted over 

air interface, the PSD of received signal at the output of receiver bandpass filter is  

)(|)(|)( 2 fSfHfS ori = .       (B-6) 

Substituting (B-5) into (B-6), the PSD of received signal can be rewritten as 
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fSTffTff
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The autocorrelation function )(τR of the received signal separated by a time interval 

τ can be obtained by taking Fourier transform of (B-7) and is expressed as 
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dfefS

dfefSTffTff

fSFR
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The average power of signals passing through the receiver bandpass filter is then given 

by 

dffSR g

Tf

Tf
i

rcr

rcr

)()0(
)2/(1

)2/(1

,
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Similarly, the average power of transmitted signal can be obtained as 
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It can be noted that the integration regions of (B-9) and (B-10) are different. The 

interference coefficient is defined as the ratio of the average power of signal passing 

through the bandpass filter to the average power of transmitted signal, or 
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