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SUMMARY

This thesis studies the capacity achieved by adaptive modulation systems employing

various techniques over flat and frequency selective fading channel.

The realization of adaptive modulation relies on the precise tracking of channel
conditions. The effect of imperfect channel estimation on the bit error rate (BER)
performance is studied. Numerical results show that the BER performance strongly

depends on the correlation coefficient p of the true fading gain and the estimated fading

gain. An approximate method to reduce the complexity in BER computation with small
amplitude error is proposed. It is proved to be a good match at practical SNR and at

higher p . For the first time, a framework is proposed to quantify the effect of imperfect

channel estimation on capacities achieved by adaptive modulation systems. With channel
estimation error, some higher order multi-level quadrature amplitude modulation

(MQAM) constellations cannot be used due to the presence of error floor.

A thorough study on the channel capacity and some performance metrics such as the
average time duration to stay in one MQAM constellation and the channel inter-access
time of an optimal multiple access channel allocation scheme is conducted. A suboptimal
SNR(signal-to-noise-ratio)-priority-based channel allocation scheme combined with
adaptive modulation is proposed to overcome the long channel inter-access time of the
optimal channel allocation scheme. To meet the requirement of future generation wireless
systems, a dual-class system accommodating QoS (quality of service) and best effort (BE)

services is proposed and studied. The system throughput achieved by this dual-class

Vil



allocation scheme is shown to be higher than that of conventional fixed rate fixed slot

duration systems.

Adaptive modulation can be extended to code division multiple access (CDMA) systems
by employing adaptive processing gain (PG) technique. A flaw present in the study of
capacity of adaptive CDMA systems in most of the literatures is corrected by considering

a minimum PG constraint, G_. . A combined adaptive PG adaptive MQAM technique is
proposed to overcome the difficulty introduced by G _. . The system capacities achieved

by rate adaptive CDMA systems combined with various power control schemes over
frequency selective fading channel have been studied. The proposed power control
schemes make use of the information of channel fading and user location to achieve
higher system capacity without the need of complicated algorithm as reported in some

literatures.

Rate adaptation in CDMA systems can be realized by adjusting the spreading chip rate.
The variance of multiple access interference (MAI) is derived under a practical
interference model taking into account the non-orthogonality of spreading codes, the
difference of carrier frequency and the power spectral density for different spreading
signals. Various configurations of multiple chip rate CDMA (MCR/CDMA) systems are
evaluated in terms of system capacity. For the first time, comparison on capacity
achieved by MCR and multiple processing gain (MPG) systems is conducted. The study
shows that MCR systems perform not worse than MPG systems in terms of system
capacity. With the proper control of spectrally overlaid configuration of MCR systems,

the capacity gain achieved by MCR systems can be much higher.

viil
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CHAPTER I

INTRODUCTION

1.1 Motivation

Future generation wireless systems are required to support the simultaneous transmission
of diverse information source including voice, data, image and video conferencing with
variable quality of service (QoS). Two challenges imperative to the development of
multimedia capability of future wireless systems are hostile transmission environment
and limited radio resources. The impairments imposed by channel fading (large-scale and
small-scale), path loss and co-channel interference on radio signals transmitted over air
interface result in the degradation of transmission quality. Thus extra bandwidth and
power are needed if a pre-defined transmission quality has to be maintained. However the
extreme scarcity of available radio spectrum limits the extent to expand the signal
bandwidth to meet the data rate requirement of future generation systems. To this end, the
primary concern and the dominant goal of future wireless systems focus on exploring
transmission technologies to achieve efficient utilization of radio resources without
sacrificing service quality. Emerging technologies to improve bandwidth efficiency are
becoming a necessity and are of researchers’ interest, especially in broadband

applications.

Bandwidth efficiency can be enhanced through the design of cell size, co-channel reuse
factor, space diversity technology and multiple access techniques such as time division

multiple access (TDMA), frequency division multiple access (FDMA) and CDMA.



Strategies through adaptive modulation, intelligent coding format and smart media access
control are alternative solutions. Among them, adaptive modulation, which is able to
dynamically adjust the allocation of radio resources to take advantage of the time varying
nature of transmission environment and traffic characteristics, is a promising technique

due to its potential to achieve high bandwidth efficiency.

There are two categories of adaptive modulation, one is based on instantaneous traffic
conditions and the other is based on instantaneous channel conditions. The adaptive
modulation based on channel conditions, which requires accurate estimation of channel
quality at receiver and the reliable feedback of channel state information from receiver to
transmitter, was well recognized and attracted much of research attention [1-3]. Adaptive
modulation was first proposed around 60’s. Due to the lack of sound channel estimation
technique and the constraints on hardware complexity, its application to wireless
communications did not take off immediately after emerge of the concept. Recently,
driven by the need of technologies to achieve high bandwidth efficiency, the research in
this area has been brought out again. Adaptive modulation is part of V.34 modem
standard [4]. It was first proposed and successfully implemented for two-way data
transmission over cable [5]. Other important indications of the popularity of adaptive
modulation technique are the current proposals for the third-generation (3G) wireless
systems and the Enhanced Global Packet Radio Systems (EGPRS) [6,7]. The adoption of
adaptive modulation in the next or the fourth-generation (4G) wireless systems is also

inevitable [8].

Bandwidth efficiency achieved by adaptive modulation technique depends on the

statistical characteristics of radio channel, the accuracy in the measurement of channel



quality and the selection criterion of suitable modulation mode at the transmitter. This
thesis will study the capacity or bandwidth efficiency and the BER performance achieved
by various adaptive modulation techniques over fading channel theoretically. The effects

of imperfect channel estimation on capacity and BER performance are also investigated.

1.2 Principles of adaptive modulation technique

Radio signal transmitted over wireless channel is affected by various detrimental effects,
such as path loss, multipath fading and shadowing. Both the amplitude and the phase of
the received signal fluctuate, as a function of time. Furthermore, if transmission rate is
higher than channel’s coherent bandwidth, transmitted signals experience frequency
selective fading inflicted by the dispersion over time. Under these circumstances, radio
signals are severely corrupted and suffer from bursts of bit errors. In currently deployed
wireless systems, radio signals are transmitted at a fixed rate and fixed modulation
constellation. These non-adaptive systems require a fixed link margin to guarantee
acceptable performance when radio channel undergoes the worst channel conditions and
do not take the time varying nature of channel fading into consideration thus result in

insufficient utilization of radio resources.

If the variation of channel conditions over time can be tracked accurately and channel
state information is known to both transmitter and receiver, an effective approach to
combat the time variation of channel fading is to employ adaptive modulation, through
adapting certain parameters of the transmitted signal to instantaneous channel conditions
without sacrificing system performance. The main idea behind adaptive modulation

technique is the real-time balancing of the link budget to take advantage of channel



conditions. For example, when channel conditions are good, higher transmission rate or
higher order modulation constellation is employed to increase bandwidth efficiency,
whereas when channels are in poor conditions, lower transmission rate or more robust
lower-order modulation constellation is invoked to maintain transmission quality. An

illustration of adaptive modulation systems is shown in Fig.1.1.

Transmitter Channel Receiver
_ ) Demodulation |$
Fading h(t) ~ Noise n(i) —| and decL:JodiIng b
) s{ty \l/
Data Adaptive Power T r(t)

modulation control ®

or coding NV Channel h
estimation
Feedback

link

Fig. 1.1 A block diagram of adaptive modulation systems

The transmission parameters to be adapted include transmission power, modulation
constellation, signal bandwidth, processing gain (PG, applying to CDMA systems), the
number of sub-channels (applying to multi-carrier modulation systems), or any
combination of these parameters [1-3,9-14]. Among them, transmission power and
modulation constellation are fundamental considerations to realize transmission
adaptation. Adaptive transmission power is to adjust the power of transmitted signals
according to channel fluctuations through power control. This strategy will cause the
peak-power problem. Under multiple access environment, adaptive transmission power
may result in extra interference to co-channel users thus reducing system capacity if

proper coordination is not performed among the users. Adaptive constellation is achieved



by changing the modulation constellation size used based on channel conditions and can
be implemented either by changing the transmission power simultaneously or by
maintaining the signal transmission power as a constant. In a CDMA system, adaptive
PG and adaptive spreading bandwidth (or spreading chip rate) are powerful techniques
achieved by adjusting PG or spreading bandwidth to capture the time variation of channel
conditions. The focus of this thesis is to study the capacity of flat fading channel
employing adaptive rate adaptive power and adaptive rate constant power, and the
capacity of adaptive CDMA systems employing adaptive PG technique over frequency

selective fading channel.

The adaptive modulation technique only works under duplex mode. The simplest duplex
operation for adaptive modulation is the time division duplex (TDD), where both the base
station (BS) and the mobile station (MS) transmit over the same radio channel, but in
different time slots. With this arrangement, both the MS and the BS experience identical
channel fading gain due to the reciprocity of channel conditions in both directions. Hence,
it will be sufficient for channel estimation to be made either at the BS or at the MS. As an
example, a possible signaling format for TDD mode adaptive transmission systems is
shown in Fig.1.2. In the uplink transmission (from MS to BS), the channel quality
measured at the BS is used to decide the adaptation of transmission parameters used by
both the MS and the BS. The MS will obtain the transmission parameters from the
signaling header sent from the BS. Because the BS has the channel information for all
mobiles, it is able to schedule which mobile to transmit, in order to achieve maximum

system throughput.



To facilitate the operation of adaptive modulation technique, a channel quality indicator
which reflects the instantaneous channel conditions needs to be identified. There are
many metrics suitable as an indicator. At the link layer, packet error rate (PER) can be
used as an indicator, while at the physical layer, signal-to-interference-noise ratio (SINR)
is a typical choice since it is directly related to BER performance. Once the channel
quality indicator is specified, the measurement of channel quality is performed at the
receiver and the measured results are fed back to the transmitter with the aid of a
feedback link. At the transmitter, the parameters of transmitted signals to be adapted are
grouped into a set of modulation modes. The goal of adaptive modulation is to ensure that
the most efficient mode is in use. The criterion for the selection of each modulation mode
is determined based on some pre-defined requirements of transmission quality, for
example, a given average BER performance. The selection of modulation mode is
performed by comparing the measured channel quality against the selection criteria.

TDD frame
BS receiver BS transmitter

delay

Propagation |1T |2T |3T |4T |5T |6Wk |7T l/|1l l2i l3l |4l ISl l6l ,7i
3.7

Guard time <—=—>>

Propagation > —=

Ms\t(ansn;;i{t\é‘r""”"““""‘~»-»»--.Q S/ MS recéiver-—..__
N\

\ e

| Signaling symbol | User data symbols

| Signaling symbol | User data symbols

Signemug control and BS provides

Signalling control and training sequence channel state information about MS
(if non-blind channel estimation) used by MS transmitter in the next TDD
frame

Fig.1.2 A TDD frame structure for signaling of adaptive modulation systems



The basic assumption for the implementation of adaptive modulation systems is that the
channel cannot vary too fast with respect to the duration of one transmission interval so
that the channel conditions can be tracked precisely, otherwise the transmission
parameters selected might be badly matched to the instantaneous channel conditions. For
fast varying channel, estimation error and feedback delay badly affect the sound selection
of the modulation mode. Hence the choice of adaptation rate or how frequently the
channel estimation should be performed is very important. However there exists trade off

between adaptation rate and signaling overhead.

1.3 Previous work on adaptive modulation techniques

Intensive studies on the performance of adaptive modulation have been carried out for
decades. The advance of adaptive transmission was as early as 1968, when Hayes
proposed this efficient approach to mitigate the detrimental effect of channel fading [1].
Transmission power adaptation scheme was proposed in [1] while a variable symbol
duration scheme adaptive to channel conditions was suggested in [2]. The effects of block
size, fading rate and co-channel interference were also investigated in [2]. The
disadvantages of the adaptation of transmission power were the peak-power problem,
lower power efficiency and the possible increase of co-channel interference level, while
variable symbol duration was realized at the cost of varying signal bandwidth. The
adoption of multi-level star-QAM (quadrature amplitude modulation) in adaptive
modulation systems over flat Rayleigh fading channel was proposed in [10] and it was
found that adaptive modulation had better performance over fixed modulation. The

adoption of square-QAM to implement adaptive modulation was suggested and studied in



[9]. Both studies showed that MQAM was promising to achieve high bandwidth
efficiency and had the capability to combat peak-power problem by keeping transmission
power as a constant. A methodology for combining coding scheme with a general class of
adaptive modulation techniques was derived in [15]. The BER performance and
bandwidth efficiency achieved by applying this methodology to MQAM were evaluated.
The bandwidth efficiency of adaptive modulation systems employing variable-rate fixed
power non-coherent M-FSK (M-ary frequency shift keying) was proposed in [16]. The
method of reliably transmitting control information in adaptive modulation was suggested
in [9]. The optimization of criterion for the selection of suitable modulation modes or
switching levels based on a defined cost function over slow Rayleigh fading channel was

studied in [13,17].

The adaptive modulation realized by the combination of adaptive rate and adaptive power
over flat fading channel was studied in [18-21] in terms of Shannon capacity and
achievable capacity employing adaptive MQAM. It was also demonstrated in [18] that
adaptive-rate adaptive-power modulation achieved a 5-10dB power gain over a fixed rate
system having power adaptation only and up to 20dB relative to non-adaptive modulation.
The extra Shannon capacity achieved by variable power variable rate over constant power
variable rate was marginal for most types of fading channels [18-20]. Under single user
environment, the optimal power control strategy over flat fading channel was identified
to be “watering filling” over time, where more power was allocated as channel is in
favorable conditions [20]. A large class of adaptive modulation techniques, including
continuous rate adaptation under average BER constraint and instantaneous BER

constraint, discrete rate adaptation under average BER constraint and instantaneous BER



constraint, were examined in [22]. The general form of rate, power and BER adaptation
for the maximization of bandwidth efficiency achieved by these schemes was also
obtained in [22]. The jointly optimal rate and power adaptation of adaptive modulation

system employing average BER constraint was derived in [23].

Adaptive modulation technique can be applied to multiple access channels. An adaptive
modulation technique where the modulation constellation size and symbol duration
(signal bandwidth) were dynamically assigned based on the average perceived channel
conditions was proposed for TDMA system [24,25]. The achieved average bit rate of the
proposed technique over Rayleigh flat fading channel was studied theoretically [25].
Through simulation, the bandwidth efficiency achieved over frequency selective fading
channel was investigated. It was shown that the adaptive MQAM and symbol rate
technique achieved higher bandwidth efficiency than the fixed modulation system and
system with adaptive MQAM only over both flat and frequency selective fading channel.
The delay-spread immunity over frequency selective fading channel was significantly
improved as well. An extended work of [24], which combined the adaptive MQAM and
symbol duration with dynamic assignment of TDMA time slot to each user based on its
channel conditions, was conducted in [26]. The average bit rate obtained for an adaptive
MQAM and symbol duration system with coding was investigated for TDMA systems in
[27]. The throughput performance, which is defined as the number of bits successfully
sent during each transmitted symbol, was evaluated for a number of adaptive modulation
techniques under the consideration of co-channel interference [28]. It showed that the
adaptive modulation adjusted to SINR of individual user provided a higher throughput

than the SINR balancing power control scheme where all co-channel users have the same



SINR. Under multiple access environment, channel capacity is characterized by a rate
region, where each point in the region is an achievable rate vector transmitted by all users
simultaneously. The comparison study on capacity regions for different multiple access
schemes was conducted in [29] by assuming that channel state information is known to
receiver only. The Shannon capacity regions of downlink broadcast fading channel with
adaptive rate and power were identified under different multiple access schemes in [30].
An asymptotical power control strategy, which is based on the channel conditions of
individual user, was investigated in [31] under the consideration of co-channel
interference and was shown to be optimal as observation time was long enough. The
optimal power control strategy of multiple access fading channel was to assign the
channel to the user with the best channel conditions, and power allocation was performed
based on the instantaneous channel conditions of the user assigned the entire channel [32].
Obviously this optimal strategy excludes the transmission of data from users with poor
channel conditions and does not consider the fairness of channel allocation. Another
significant issue in such a system was the long channel inter-access time, which is
defined as the time interval one user with poor channel conditions has to wait for its
channel conditions to be the best. The channel capacity achieved by this optimal strategy

and some proposed channel allocation schemes will be investigated in this thesis.

The application of adaptive transmission techniques to a CDMA system is still ongoing
since CDMA was proposed as a candidate of future generation wireless systems. Other
than the adaptive modulation techniques realized by adaptive modulation constellation
and transmission power, adaptive modulation in a CDMA system can also be achieved

through adapting PG or chip rate (spreading bandwidth) to the channel conditions.

10



Adaptive PG was shown to be an efficient solution to realize adaptive modulation in a
CDMA system [33]. The rate adaptation of a CDMA system realized by means of
adaptive chip rate was studied in [34]. The capacity and BER performance of CDMA
systems employing MQAM was studied in [35,36]. The comparison study of single-code
and multi-code CDMA systems was carried out in [37] and it showed that multi-code
system was much more robust against multipath fading channel. The BER performance
comparison of CDMA system employing multiple PG, multi-code and MQAM over both
additive white Gaussian noise (AWGN) channel and multipath Rayleigh fading channel
was performed in [38]. It was concluded that both multi-code and multiple PG schemes
achieved similar performance, while MQAM caused severe performance degradation for
users requesting high bit rate service. The study on the capacity of multi-rate system
adopting multiple PG and multiple chip rate (MCR) with constant PG will be conducted
in Chapter VI of this thesis. The throughput of CDMA systems achieved by adaptive
modulation technique was investigated in [39]. The results showed that adaptive symbol
rate (through adaptive PG or adaptive chip rate) achieved higher throughput than the
adaptive constellation size and adaptive code allocation scheme, while adaptive
constellation size performed better than adaptive code allocation scheme. Adaptive
coding and modulation using M-ary orthogonal modulation and RAKE receiver was
investigated in [40] and was found to have significant improvement in the average
throughput and BER performance over fixed coding systems. The capacity of CDMA
systems achieved with rate adaptive modulation over multipath fading channel was
investigated in [41,42], where the rate adaptation was used to explore the channel fading

only. The capacity obtained was in terms of lower bound. Some new adaptive rate/power
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schemes based on the channel fading or the user location will be proposed and

investigated in this thesis.

1.4 Thesis outline

Adaptive modulation techniques are promising to achieve high bandwidth efficiency over
fading channel. The implementation of adaptive modulation technique depends on
channel characteristics and estimation techniques. Available statistical models to
characterize fading channels and widely used channel estimation techniques are
summarized in Chapter II. The BER performance obtained with and without channel
estimation error is investigated in Chapter II as well. The channel capacity achieved by
adaptive modulation techniques over flat fading channel under single user environment is
studied in Chapter III. Since channel estimation is crucial to the performance of adaptive
modulation systems, a framework to study the effect of imperfect channel estimation on
channel capacity is presented. This framework is obtained regardless of specific
estimation techniques thus can be used to evaluate the capacity of adaptive modulation

systems employing any estimation technique.

Under multiple access environment, the optimal channel allocation strategy to achieve
channel capacity is to assign radio channel to the user observing the best channel
conditions. Chapter IV first investigates the capacity achieved by this optimal channel
allocation scheme. The significant disadvantage of this optimal channel allocation
strategy is the possible long channel inter-access time. An SNR-priority-based channel

allocation scheme is proposed to overcome this difficulty. This is a suboptimal channel
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allocation strategy conceived to combat the channel inter-access time problem by
allowing a number of users observing the first few best channel conditions to share the
radio channel. The capacity achieved by this suboptimal strategy is presented in Chapter
IV also. Both the optimal and the proposed SNR-priority-based strategy are only suitable
for delay non-sensitive services. In order to accommodate real-time services with
stringent delay constraint, another channel allocation strategy able to serve both QoS and
best effort (BE) services is proposed. Analysis on system throughput and packet loss is

carried out in this chapter.

Studies in Chapter IV are extended to interference limited CDMA systems. In a CDMA
system, rate adaptive capability can be implemented using adaptive PG, adaptive chip
rate, adaptive modulation constellation and adaptive multi-code modulation. A combined
adaptive PG and adaptive constellation scheme is proposed to combat the problem caused
by minimum PG constraint. Three adaptive rate adaptive power schemes are proposed to
take advantage of the information of multipath channel fading and large-scale path loss.
Capacities achieved by these proposed adaptive rate adaptive power schemes are
investigated in Chapter V. A dual-class CDMA system employing different power

control schemes to support voice and data services is proposed and studied.

The multiple access interference (MAI) of multiple PG and MCR systems exhibits
different characteristics from that of single chip rate constant PG systems. Firstly the
statistical nature of MAI of MCR systems is derived. With the knowledge of the variance
of MAI, the system capacity obtained from different configurations of MCR systems is

then studied. The comparison study on system capacity for MCR and multiple PG (MPG)
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systems is performed in Chapter VI. Finally, conclusions based on the studies of this

thesis are given in Chapter VII.

1.5 Thesis contributions

This section summarizes all the main contributions by the author.

In Chapter II, the BER performance of coherent MQAM systems over flat fading channel
with and without channel estimation error is investigated. An approximate method to
evaluate the BER performance of coherent detection systems under imperfect channel
estimation with amplitude error only is proposed. With this approximate method, a
simple closed form solution is obtained. The complexity in the BER computation caused
by the exact method is significantly reduced. Numerical results show that this
approximate method gives a good match within a practical SNR range and at high

correlation coefficient between the estimated and the true fading gain.

In Chapter III, the capacity of adaptive MQAM systems over flat fading channel is
studied under perfect and imperfect channel estimation. A framework to evaluate the
effect of imperfect channel estimation on channel capacity is introduced. This framework
can be applied to evaluate the channel capacity of adaptive modulation systems
employing any estimation technique once the joint probability density function (PDF)
between the estimated fading amplitude and the true fading amplitude, and the joint PDF
between the estimated fading phase and the true fading phase are known. An equivalent
receiver circuit is conceived to convert the effect of channel estimation error into an

equivalent imperfect I and Q demodulator. By using this equivalent receiver structure,
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extra margins required in the SNR threshold intervals for the selection of suitable
MQAM constellation in order to maintain the targeted BER performance can be obtained.
Prior to this work, such margins are given through experiences, rather than obtained from
any quantitative analysis based on channel characteristics and estimation techniques.
Once the channel estimation technique is specified, with the joint PDFs mentioned above
known, this framework is valuable for the choice of parameters associated with the
selected channel estimation technique, such as the frequency to perform the estimation,
the length of training sequence, etc., to maintain the given SNR margins. The effect of
channel estimation error on the capacity achieved by diversity reception systems with
selection combining (SC) is investigated as well. The study shows that diversity reception
techniques improve capacity caused by estimation error at the cost of implementation

complexity.

In Chapter IV, the capacity of multiple access Rayleigh and General Gamma fading
channel employing an optimal channel allocation and rate adaptive modulation
techniques is first derived. The PDF of the highest SNR is obtained. The average time
duration for the process to stay in one MQAM constellation is derived by employing the
first order Markov model and level crossing rate (LCR). This time duration is helpful and
can be used as a guideline for the design of frame size in practical systems. Channel
inter-access time is an important parameter directly related to the service QoS
requirements in a multiple access environment. A methodology to quantify the channel
inter-access time of the optimal channel allocation scheme based on the statistical
characteristics of channel and the number of users contending for channel access is

introduced. A suboptimal SNR-priority-based channel allocation scheme combined with
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adaptive modulation is proposed to overcome the problem of long channel inter-access
time of the optimal channel allocation system. The capacity achieved by the proposed
SNR-priority-based channel allocation scheme is studied by employing order statistics.
Another channel allocation scheme to accommodate both QoS and BE services is
proposed and investigated. The system throughput and the packet loss performance of
this channel allocation scheme combined with adaptive modulation are investigated in
detail. Although the schemes studied here are simple, the analysis is concrete and new,

and is useful for designers to perform system design.

In Chapter V, capacities of CDMA systems employing rate adaptive modulation
technique over frequency selective fading channel are studied. A flaw present in the study
of adaptive CDMA systems in the literatures is corrected by giving a minimum PG

constraint (G _. ). A combined adaptive PG and adaptive MQAM scheme is proposed to
overcome the G . constraint. Three power control schemes combined with rate adaptive

modulation are proposed to improve the capacity of adaptive CDMA systems. In scheme
I, the transmission power after path loss is compensated for is kept as a constant and the
transmission rate is adapted to the received SIR. In scheme II, the transmission power
after path loss is compensated for is adapted based on the channel fading of individual
user rather than being kept as a constant and the transmission rate is adapted to the
received SIR. In scheme III, the transmission power is allocated according to the mobile
location and the transmission rate is adapted to the received SIR. Scheme III has the
potential to improve the system capacity through reducing the other cell interference.
Expressions to obtain the system capacity achieved by these power control schemes with

combined adaptive PG adaptive MQAM are derived and results show that all these
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schemes are promising to improve system capacity. A dual-class CDMA system
supporting both voice and data services is proposed to meet the QoS requirements of
multimedia capability of future wireless systems. In this dual-class system, perfect power
control is assumed for voice users, while scheme I is adopted for data users. The capacity
achieved by this dual-class CDMA system and the power consumption for different

numbers of voice and data users are derived.

In Chapter VI, capacities achieved by MCR systems are investigated based on a practical
interference model which takes into account the non-orthogonality of spreading codes
with different chip rates, the difference of carrier frequencies, and the effect due to the
receiver filter of the desired user and the power spectral density (PSD) of transmitted
signals from interference users with different spreading bandwidth for the first time.
Different configurations of MCR systems are evaluated in terms of system capacity. The
analytical results obtained give useful guidelines on designing the MCR system
architecture. The comparison study on the capacities achieved by MCR and MPG
systems is conducted and new conclusions are drawn. The study shows that the MCR
system performs not worse than the MPG system. With good control of spectrum
allocation in the spectral overlay structure, MCR systems can achieve significant capacity

gain over MPG systems.
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CHAPTER 11
FADING CHANNEL MODELS, CHANNEL ESTIMATION

TECHNIQUES AND MULTILEVEL MODULATION

The performance of adaptive modulation systems depends on the statistical
characteristics of fading channel and the channel estimation techniques. This chapter first
reviews the widely used statistical models of fading channel, channel estimation
techniques and MQAM modulation technique. The BER performance of MQAM over
different fading channels in the presence of AWGN noise is presented. The effect of
imperfect channel estimation on BER performance is investigated first by an exact
method. An approximate method which reduces the complexity in BER computation with
amplitude estimation error while provides sufficiently good evaluation of BER
performance is then proposed and studied. The conditions for the effectiveness of this

approximate method are given.

2.1 Channel model descriptions

Radio signals transmitted over wireless channel experience amplitude and phase
fluctuations at the receiver caused by the combination of randomly delayed paths due to
scattering, reflection and diffraction of propagation environment present along the
traveling path from transmitter to receiver. As a result of the constantly changing
transmission environment, the time-varying land mobile radio channel can be

characterized by three mutually independent, multiplicative propagation phenomena:
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small-scale multipath fading, large-scale shadowing effect and path loss [43-45].
Multipath fading is used to describe the rapid fluctuations of the phase and amplitude of
transmitted signal over a short period of time (on the order of seconds) or travel distance
(on the order of a few wavelength) caused by the interference between multiple versions
of transmitted signals arriving at the receiver at slightly different time. Path loss predicts
the mean signal strength determined by the geometry of the path profile as the
transmitter-receiver (T-R) separation distance is larger than a few tens or hundreds of
meters. The path loss model fails to consider the fact that the measured mean signal
strength varies with locations even with the same T-R distance. The shadowing effect is
thus introduced to describe the additional fluctuations of signal strength about the

distance-dependent mean at a specific transmitter-receiver distance.

In generic studies, there are two categories of model which describe a wireless radio
channel: the propagation model and statistical model. The propagation model is
concerned with those physical phenomena which could affect the propagating signals.
Among them are free space signal loss, reflection, surface wave, antenna structure, etc.
As an alternative and the most widely used models, in the context of wireless
communications, the wireless channel is usually evaluated on a statistical basis: no
specific terrain data is considered, and channel parameters are modeled as random
variables. The statistical models employed to describe the nature of signal transmitted

over radio channels are summarized and reviewed in the following.

1) Path loss

In statistical model where the effects of large scale propagation mechanism are simplified
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as an average attenuation, path loss can be expressed as a function of the distance

between transmitter and receiver

p.xp. (F)7, (2-1)
ZO

where p_,p_ are the signal power as the distance between transmitter and receiver is z
0

and z, respectively. The value of n depends on the specific propagation environment.
For example, in free space, n is set to 2, for other environments, n will have a larger

value.

2) Shadowing effect

Shadowing effect is usually modeled by a log-normal distribution. The PDF of local-
mean power measured in dB received at an arbitrary distance between transmitter and
receiver can be expressed as

L o (y-1)
N2ro 20,2,

p

Sy )= ) (2-2)

where Y =E[Y] is the mean value of local mean power in dB, op is the standard

deviation or shadowing spread in dB ranging from 6dB to 12dB [46].

3) Multi-path fading

For a typical narrowband flat fading where all the spectral components of signal are
affected in a similar manner, the time varying nature of the received envelope of an

individual multipath component can be modeled by Rayleigh, Rician and Nakagami-m
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distribution. Rayleigh distribution characterizes the statistical nature of fading that occurs
when there are a large number of scatterers contributing to the signal received at the
receiver, as in the case where there is no light-of-sight propagation from transmitter to

receiver. The PDF of amplitude of Rayleigh distributed fading gain can be expressed as

2
2—Olexp(—oé) 0<a<ow

fo(@)=1 <
0 a<0 >

(2-3)

Rician distribution is used to describe the statistical characteristics of channel fading
when there are fixed scatterers or signal reflectors in the medium thus leading to
dominant signal propagation path present, as the case of a light-of-sight propagation. The

PDF of Rician distribution is given by

fila)y=1 % Q Q ! (2-4)

In (2-3) and (2-4), Q=E[a?], and in (2-4), 4, is the amplitude of the dominant signal
and /(-) is the modified Bessel function of the first kind and zero-order. Rician factor
defined as A; /€ completely specifies the Rician distribution. As 4, — 0, Af, /Q—>0,

the Rician distribution degenerates to a Rayleigh distribution.

Another model useful to characterize multipath fading channel is Nakagami-m

distribution. Nakagami-m distribution can approximate different fading environments
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including those characterized by Rayleigh and Rician distributions with m being chosen
appropriately. The amplitude attenuation modeled by Nakagami-m distribution is given
by

m

ZL0:2’"’1 exp(— 2 o2) a>0
T(m)Q" Q

Jo(@)= ; (2-5)

where m is a shape parameter and Q=FE[a? ] controls the spread of the distribution. The

value of m determines the severity of fading, less severe fading associated with larger

value of m. And m=1 corresponds to Rayleigh fading.

For wideband signals propagating through a frequency selective fading channel where the
spectral components are affected by different amplitude gains and phase shifts, the
multipath fading is modeled as a linear filter with its equivalent lowpass impulse

response given by

h(t):ia,e’jgl s(t-7,), (2-6)

where all «, are statistically independent random variables whose distributions follow
the above mentioned models. 6,,7, and L are the phase of fading gain for the /th path,

propagation delay for the /th path and the number of paths. The distribution of variance of

a, with respect to different paths is referred to as power delay profile. It is another

significant distribution to characterize frequency selective fading channel. Typically it is

modeled as a decaying function
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Q,=Q e, [=1,2,-L, (2-7)

where ¢ is a decaying factor reflecting the rate at which decaying occurs. As 6=0,

power delay profile is uniformly distributed. Q, is the normalized factor and normally

L
defined by > Q; =1.
I=1

4) Suzuki distribution [47]

The statistical nature of amplitude of the channel fading gain can be characterized by
Suzuki distribution. The PDF of amplitude « 1is

» a’ 1 (logo, —p,)*
a)=| — exp(- exp(————=—"
Ja(@) J.O ol pt 20! ) 2zo v, p( 2v?

N

Ydo, (2-8)

where o ,u ,v  are the distribution parameters. For v =0, Suzuki distribution is
identical to Rayleigh distribution. In the practical, the values of v_,x can be estimated

through measurements using the following log-moment estimates,

2
v = <(logd)?>-<loga>? -2,
‘ \/ (loga) g o

(2-9)
[, =<loga > —%[logZ -U],

where @ is the estimated value of & through measurement, U is the Euler’s number and

() denotes the arithematic mean.

It has been demonstrated that Suzuki distribution can achieve good fits to the measured
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data for a variety of physical channels [47]. However due to its complicated mathematical
form and the inconvenience caused by this no closed form solution when performing

BER evaluation, it is not widely used.

5) General Gamma distribution [48,49]

Generally, the signal transmitted over the air experiences small-scale multi-path fast
fading and large-scale slow shadowing simultaneously. The statistical nature of multi-
path fading and shadowing can be well represented by Rayleigh (or Rician) and log-
normal distribution respectively. There is also an attempt to use General Gamma
distribution as a distribution model which encompasses both multipath fading and
shadowing together [48]. This distribution has been verified in [48] through physical
measurement and parameter estimation to curve fit with General Gamma distribution.

General Gamma distribution takes the form of

c acgdg—l Cg
f, (a)=g—exp | & (2-10)
ﬂgc'gdgl"(dg) [ﬂj

b

where d .5, ,c, are distribution parameters and I'(d, ):I x‘c"edx is the Gamma
0

function. It has been shown in [49] that the product of ¢ d , predicts the severity of the
fast fading, while parameter ¢, represents the shadowing fading. The General Gamma

distribution contains many well-known distributions as special cases [49]. The
parameters of General Gamma distribution can be obtained by performing log-moment

estimates,
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where & denotes the estimated values through measurement in the experiment and |e|

denotes taking absolute values.

To verify how good the General Gamma model matches the statistical nature of channel
represented by Rayleigh fading and log-normal shadowing, a simulation is performed and
the result is shown in Fig.2.1. This figure shows the resemblance between General

Gamma distribution having ¢, =0.76, ¢ d =23, f =0.28 and the simulated results

generated by the combination of Rayleigh (Q=1) and lognormal shadowing (shadowing

spread o, =8dB). From this figure, it can be seen that General Gamma distribution is

valid to describe the fading process caused by the combination of Rayleigh fading and
log-normal shadowing. This statistical model will be employed in the analysis of capacity

and BER performance in this chapter and Chapter III.
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shadowing spread o, =8dB
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0.6 ) / General Gamma distribution n

0.4
Simulation result

0.2

Probability density function of signal amplitude o

Fig.2.1 Simulated results for combined Rayleigh - Lognormal distribution and General
Gamma distribution

2.2 Channel estimation techniques

Two categories of channel estimation techniques are employed in the identification of
channel fading. One class is to provide embedded references for the demodulator to
perform estimation of channel conditions [50,51]. The other is blind channel estimation
where the input to the channel is not available for processing at the receiver [52]. So far,
the pilot tone assisted estimation (PTAE) and the pilot symbol assisted estimation
(PSAE) are commonly used estimation techniques and have been proven to be effective
in channel fading estimation [50]. In PTAE, a tone is transmitted together with the data
symbols by assuming that both are equally affected by the channel fading as depicted in

Fig.2.2. The tone provides the receiver with explicit amplitude and phase reference for
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detection. The channel conditions can be estimated by observing the effect of fading on
the amplitude and phase of the tones. The key in PTAE is the placement of tone location.
In PSAE pilot symbols are periodically inserted into the data symbols to estimate the
fading, as shown in Fig.2.3. The data is formatted into frames of L symbols, with the first
symbol in each frame used for the pilot symbol [51]. The pilot sequences are multiplexed
with data symbols. The receiver has prior knowledge of the pilot sequences and thus can
extract them from the received signal and estimate the effect of channel fading. The
estimates of fading experienced by the data symbols are obtained by interpolating the
fading experienced by the pilot symbols. In PTAE, pilot tones are inserted in frequency
domain while in PSAE, pilot symbol is added in time domain. In blind estimation, only
the received signal is available for the processing in the identification and estimation of
channel. The essence of blind estimation rests on the exploitation of characteristics of the

channel fading and statistical properties of input sequences.

Data Pilot

Input encoding Tone J
data and pulse insertion =4
shaping

Rayleigh AWGN
Transmitter . Channel
hilot Matched
Output Demodulator Gain Fading estimate filter
data control and tone <
data filter
Receiver

Fig.2.2 A functional block diagram for PTAE
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Fig.2.3 A functional block diagram for PSAE

In coherent systems, at the receiver side, the estimated channel state information can be
used to assist data symbol recovering. Moreover, if the estimated channel state
information is available at the transmitter side and adaptive modulation is employed, this
information can be used for the control of transmission power, constellation size, and
even for the channel allocation. Hence the effect of imperfect channel estimation on the
performance of adaptive modulation systems is multifold. To guarantee transmission

quality, the choice of estimation techniques should be considered carefully.

With channel estimation error, the estimated complex channel fading gain can be
expressed as h=h+e, where h =Ge’? is the estimated fading gain and % = e’ 9 is the
true fading gain, respectively, while &, and 0,0 are fading amplitudes and phases,

respectively. For different estimation techniques, the joint PDF of ¢ and «, 6 and 0

are different. To illustrate how to evaluate the effect of imperfect channel estimation on

BER performance, /4 and h are assumed to be complex Gaussian random variables, thus
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estimation error e can be modeled as a complex Gaussian random variable. This is true
for the PSAE estimation technique where the estimated fading gain is just the weighted
sum of complex Gaussian random variables. However, the method introduced in the

following can be applied to evaluate any kind of estimation techniques in case that the

joint PDF of @ and @ , 6 and 6 are known.

The joint PDF of fading amplitude of @ and & are expressed as [53]

7Y S R U -G 2 | PR OO 2-12
Jaa(@:a) (1—p)szeXp{ (l—p)(QJrflﬂ O[(m(l—p)\'ﬂﬁ oo

where f)zE[dz], Q=E[a2] , and p=cov(a2,&2)/\/V21r(a2)var(&2) is the

correlation coefficient between &2 and 2.

The joint PDF of phase and phase estimate 6, @ can be expressed as [54]

1= p(1—g2)V2 _ -1
p(1-q°)"" +q(mx—cos q),()w

o =a?)7 0<2r, (2-13)

fy4(0.0)=

where q=\/;cos( 6—0). The PDF of phase estimation error y =0—6 can be derived as
[55]

1-p(1-¢*)" +q(zr—cos™' q)
472 (1—(]2)3/2

Jo (W)= 2z=lyD, (2-14)

and q:\/;cosy/.
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2.3  Multi-level quadrature modulation technique (MQAM)

MQAM is a bandwidth efficient modulation technique which is widely employed in
adaptive modulation systems. The high bandwidth efficiency of MQAM is obtained by
simultaneously modulating two separate bit streams from the information sequences onto
two quadrature carriers cos2zf .t and sin2zf ¢, where f,. is the carrier frequency. Gray-
coding is applied to assign bit sequences to their respective constellation points, ensuring

that the nearest neighbouring constellation points have a Hamming distance of / to

minimize BER.
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16QAM

Fig.2.4 Illustration of MOAM constellations
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For M-QAM, M-ary denotes the number of signal points or the constellation size in the
signal space. The constellations of square MQAM for some values of M are shown in
Fig.2.4. This leads to the application of MQAM technique to fading channel to combat
channel distortions by varying the constellation size according to the channel conditions:
as channel is not in a deep fade, higher order constellation is used, while as channel
enters a deep fade, lower order constellation size is employed to provide an acceptable
BER performance but maintain a constant transmission power. If the required BER is
specified and constellation size is changed accordingly, a variable data rate and
throughput is obtained. This system is defined as variable rate MQAM system.

cos2zf t

| branch ®
l Complex symbols

MQAM

f
mapper
N

Q branch ®

sin2zf t

 r
Input data

cos2zft
I, Re(.) /.
MQAM demapper <
Output data
Q! Im(') .
sin2rzf .t

Fig.2.5 MOAM modulation and demodulation

The modulation and demodulation of a square MQAM signal is shown in Fig.2.5. The
data bit stream is split into in-phase (I) and quadrature (Q) bit streams at the modulator.
For example, for 16-QAM, the first and the third bits are passed to the in-phase bit stream,

while the second and the fourth bits are passed to the quadrature bit stream. Gray coding
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is employed as I and Q components are mapped to form complex symbols. The
demodulator first de-maps the received complex symbol into I and Q components where

decision is made independently. Fig.2.6 shows the bit mapping of 16-QAM.

Due to the symmetry of I and Q components in M-QAM modulation, the average BER

performance of MQAM is then equal to the BER of either I or Q component or
1 . . .
P, = 5 (Poy +F.p)=PF,,where P, P, , isthe BER for the respective data stream in I

and Q component. Square MQAM is assumed in this study. However, the analysis can be
easily extended to other MQAM techniques, for example Star MQAM. The only

difference is the dependence of BER performance on MQAM constellations.

S, S, s, MSBgt L7SB bit
11 10 00 oy lorQ
o o o o
-3d -d d 3d
1 1 0 0
P P ° P MSB
1 0 0 1
P ° P ® LSB
D, \ b, /D3

Decision boundary
Fig.2.6 bit-by-bit mapping for 16QAM
2.3.1 BER performance of gray-coded MQAM over AWGN channels

A. Exact approach to compute BER

In this approach, BER is computed for each bit separately. Considering the I component

only, average BER is obtained by averaging over all bits of the I component. Taking
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16-QAM as an example, the bits of the I component can be further split into the most
significant bits (MSB) and the least significantly bits (LSB), where MSB and LSB refer
to the left and the right bits respectively as shown in Fig.2.6. The decision boundaries D,

and Dj; are used to compute the BER for LSB bits whilst D, is used to compute the BER

Lp 4P

5 el ,MSB e,l,LSB ) .

for MSB bits. Therefore, for 16-QAM, P, =

For an AWGN channel, the BER for each MSB and LSB bit is computed according to

decision statistics §, =s, +n, where 5, ,s, are the detected signal and the transmitted

signal respectively. n is AWGN with variance o> =N, /2. For example, for MSB bits,

a bit error occurs when n<—d for signal point S3, n<-3d for signal point S4, n>d for
signal point S2 (same probability as S1) and n>3d for signal point S1 (same probability
as S4). Likewise for LSB bits, a bit error occurs when d <n<5d for signal point S1,
—5d < n < —d for signal point S4 (same probability as S1), n>d or n <—-3d for signal

point S3, and, n > 3d or n <—d for signal point S2 (having same probability as S3).

The average BER performance for one MQAM constellation size can then be obtained as

=3 w,0l(a, +b)7,). (2-15)
where j =jE . /N, is signal-to-noise ratio (SNR) per symbol. The symbol energy E , can
be expressed as a function of d, for BPSK, ES =d?, QPSK, ES =2d?, 16-QAM,
E_=10d?, 64-QAM, E_=42d*. The SNR per bit is defined as 7, =7, /log, M . Now
we illustrate how to obtain the coefficients w,a,,b ;. Taking the LSB bit of signal S,

shown in Fig.2.6 as an example, the BER of these LSB bit is calculated to be
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1 (3—2) o 1 (3+2) p 2-16
=0 —WJ——Q( V7, (2-16)
47\ s 45\ 5
1 3 2 1 3 2
Hence the coefficients (w.,a ,,b . )are obtained as (—,—,——j and (——,—,—j
Y 4’5" 5 4’5’5
respectively. The coefficients for other bits of the I component can be obtained similarly.

The coefficients w;.a, ,bj are listed in Table A.l1 to Table A.4 of Appendix A, for

several constellations respectively.
B. Approximate approach to compute BER

As MQAM is employed to transmit signals over AWGN channel, a loose bound for the

BER performance as ideal coherent detection being used can be obtained as

E. 1. :
P <0.2exp[-— L5 ] [56]. For square MQAM, as M >4, a more precise
Ny (M ~1)

approximation on the average BER performance over AWGN channel is calculated as

[57]
4 ( 1 VM2 ' 37,
P = 1- 2j-1 , 2-17
il WJ;Q[( -1 (M_l)] (2-17)
where Q(x) is defined as
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1

2z

In this approximation, each symbol is assumed to cause only one bit error. The BER

O(x)= Tefyz/z dy . (2-18)

performance obtained for (2-15) and (2-17) under different SNR is shown in Fig.2.7. It
can be seen that the average BER obtained from approximate method matches well with

that obtained from the exact method.

10’

marker: exact method il
solid:  approximate method

256QAM 3

10°

10*

5 10 15 20 25

SNR per bit /, (dB)

Fig.2.7 BER performance of MOAM over AWGN channels

As adaptive modulation is employed, SNR can be selected as channel quality indicator to
decide which constellation is used. At receivers, the instantaneous SNR is first measured
and fed back to transmitters. The selection of suitable constellation for transmitter is
performed by comparing the instantaneous SNR against the pre-defined SNR threshold
intervals. The SNR threshold intervals are determined based on the required BER

performance.
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As an example, for some constellations, the threshold intervals in terms of SNR per

symbol () obtained for a targeted BER=10" is listed in Table 2.1.

TABLE 2.1  SNR Threshold intervals for selection of MQAM constellation
Constellation BPSK QPSK 16QAM 64QAM 256QAM
1 1 2 4 6 8
a,. 6.8dB 9.8dB 16.6dB 22.6dB 31dB
b, 9.8dB 16.6dB 22.6dB 31dB o0

2.3.2 BER performance of MQAM over fading channel with perfect channel

estimation

As signal is transmitted over fading channel, the received signal is expressed as
r(t)=h(t)s(t)+n(t). If channel fading gain can be estimated precisely, receivers can
make use of this channel state information to recover the signal corrupted by channel
fading. For a coherent detection system, the estimated channel fading gain is used to
control the local oscillator. Fig.2.8 shows an ideal case when channel estimation is
perfect. Assuming signal is transmitted at a given constant average power, automatic
gain control (AGC) can be used to scale the received faded signal so that the recovered
signal constellation before making decision remains unchanged regardless of channel
fading gain. Note that the noise will be scaled by the same factor and hence there is no

effect on the received SNR, before and after applying AGC.
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Fig.2.8 Receiver structure with perfect channel estimation

Conventionally, in a coherent detection system, the decision variable is constructed as

§=r/h. Under perfect channel estimation where h=h , the decision variable for the I

Ty

component is constructed as §, =?=s

; +2 | where r, is the received signal in the I
a

component. The effect of phase shift on noise is not taken into account since statistically

it can be ignored.
A. Exact method

As MQAM signal transmits over fading channels and assuming ideal coherent detection,

the BER over fading channel conditioned on fading state « is given by

_ _ 2 . . .

Pyo =2 w jQ[(a i tONYa ] The average BER can be obtained by averaging this
J

conditional BER over all fading gains,

P=y O(j: ij[(aj +bj)\/77sa2][a(a)da, (2-19)

J

where « is a random variable having PDF f («a) introduced in Section 2.1 of Chapter

II. Using the alternative form for the Q-function [58]
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2sin? @

/2 2
0(x)=1 | GXp(— = jdﬁ, (2-20)
T o

For Rayleigh fading channels, (2-19) can be simplified as

7,
RZ§%@— ;YJ, (2-21)

where 7, =Q(a,+b,)?y /2=(a,+b,)?> u/2. p=Qy  is the average received SNR
per symbol. The average received SNR per bit is defined as u, =u/log, M . The
coefficients w,.a, ,bj are listed in Table A.1 to Table A.4 of Appendix A, for various

constellations.

B. Approximate method

As signal is transmitted over fading channels, the average BER can be approximated

using (2-17) and is written as

e (e o[ _
Pe—l logszl WJEQ{QJ Dy~ ——a }fa(a)da. (2-22)

If Rayleigh fading channel is considered, a closed form solution for the average BER

performance can be obtained as

4 (. 1
P = - (2-23)
log, M\ i
_ 3(2j-1)2 . .
where (7 ). =—————u . The BER performance as a function of the average received
L 2(M-1)

SNR per bit z, over Rayleigh and General Gamma fading channel is shown in Fig.2.9. It
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indicates that the approximate method can accurately evaluate the BER performance over

flat fading channel.

marker: exact method
solid: approximate method

BER
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(b) BER performance over General Gamma fading channel

Fig.2.9 BER performance over fading channel with perfect channel estimation
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2.3.3 Effect of channel estimation error on BER performance

In coherent detection systems, the estimated channel gain and phase are used to control
the gain and phase of the local oscillator in the IQ demodulator — this processing results
in a significant increase in symbol errors if channel estimation errors exist. Therefore the
receiver performance is affected by the accuracy of channel estimation. In practical
situation, however, channel estimation errors are unavoidable, due to the presence of
AWGN. The receiver structure under imperfect channel estimation is shown in
Fig.2.10(a). Note that in Fig.2.10(a), the received signal is scaled by the estimated
channel fading gain, rather than the true fading gain as shown in Fig.2.8 where the
channel estimation is perfect. Under channel estimation error, this scaling results in
amplitude and phase errors as shown in Fig.2.10(b). Without the change of decision
boundaries, these errors would therefore cause larger bit errors. In this section, the effect
of imperfect channel estimation on BER performance of MQAM systems is investigated
under the situations with amplitude estimation error only and with both amplitude and
phase estimation errors. Two different approaches are adopted to compute the BER
performance. One is the study by Tang in [58]. Its drawbacks are the computation
complexity and the difficulty to be used to generate simulation samples. To overcome
these difficulties, an approximate approach which treats the estimation error as signal
level dependent Guassian noise is proposed and its accuracy is studied for the situation

with amplitude error only.
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(b) The recovered signal constellation and the decision regions in an
imperfect 1Q demodulation

Fig.2.10 Effect of channel estimation error on receiver structure and recovered
constellation

A. Exact approach of BER computation

(a) BER performance with amplitude error only

In this case, 0=6 and h/h=a/& , the decision variable for symbol detection is
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%99
Il
)

(2-24)

SHIIN]
+
Q)lﬁ

To obtain the average BER with amplitude estimation error, we first derive the BER
conditioned on « and & . The average BER is then obtained by averaging the conditional
BER over the joint PDF of « and ¢ given in (2-12). We take 16-QAM as an example and
consider the I component. By referring to decision boundaries shown in Fig.2.6, the

conditional BER is obtained as

—2da 2da
3da 3da da)_iQ(SdOH da

n n

P, (ela,a)=- Q( )—Q( ) Lo

4 )+

(2-25a)

1

—da+2da
ZQ(M

)41 Q(da+2da

n n

)

The first two terms are obtained for the two MSB bits, while the last four terms are for

LSB bits.

The average BER is derived to be
P, =[[ P (ela.d)f,, (a.&)dadd . (2-25b)
00

Substitute (2-12) into (2-25b) and with some re-arrangements, the average BER can be

expressed as [55]
P.=> wI(a,,b,,ur,p) (2-26a)
j

and

I(a;,b, ’ﬂ’r’p)zl—Tpﬁj_z ”J/; sin(20)J, (\/;Sin(ZG)sin¢+l,m(acosl9+(bsinl9)/\/;))d¢d9

v (psin(20)sing+1)
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(2-26b)

where

3

1 Y

3y
+
2 4 f2x+y? 4Q2x+y?)*"?

and r=Q/Q . pand p are the average received SNR and the correlation coefficient

J, (x,y)= (2-27)

between &? anda?, repsectively. The values of coefficients w,.a;,b, for various

constellations are listed in Table A.1 to Table A.4 of Appendix A respectively.

(b) BER with both amplitude and phase estimation error

In this case, the decision variable is constructed as

=Zpio-bg M (2-28a)

A

(24 (24

S=

b‘)|\

Considering I component and s=s, + js,, (2-28a) becomes
8§, =(s, cosy +s, cosy )L+ (2-28b)
a a

where s,,s, are the signal components projected on the I and Q components,
respectivelly. For 16-QAM, s, ,s 0 e{-3d,—d,d,3d}, however, only positive values of

s, need to be considered due to the symmetry. Under combined amplitude and phase

0
error, the conditional BER can be obtained from (2-28b) referring to the decision
boundaries shown in Fig.2.6. Unlike the case with amplitude error only, the conditional

BER is further conditioned on . The average BER is obtained as [55]
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Pe:z W.].I(Cllj,alj 7bj nuarap): (2_29)
J

where

1_—'02!” ”I/Z ’ff sin(20) fv (y)
7 ar v ([ psin(20)sing+1)

J, (\/;sin(ZQ)siner,q1—,0,11((611 cosy +a, sim,y)cos<9+(bsin9)/\/;))d¢d0dty

I(a,;.a,;,b,,u,r,p)=

(2-30)
The function f, (y) is defined in (2-14). The coefficients for various constellations are
listed in Table A.5 to Table A.8 in Appendix A. xand p are the average received SNR

and the correlation coefficient between @ ? and & ?, repsectively

The BER performances under imperfect channel estimation are shown in Fig.2.11-
Fig.2.14 for different estimation conditions. Comparing Fig.2.11 and 2.12 with Fig.2.9
(a), it can be seen that imperfect channel estimation causes error floor in BER
performance which is not present when perfect channel estimation is assumed. It is also
observed that amplitude and phase error together degrade the BER performance much
severe than amplitude error alone. This is because the phase error causes extra
impairments in coherent symbol detection. The BER performance is affected by the

correlation coefficient p badly as shown in Fig.2.13 and 2.14 using 16QAM as an

example. The error floor increases significantly as the decrease of p . For example, with
both amplitude and phase error, the error floor goes beyond 1072 for p=0.99 while it is

below 1073 for p=0.9999.
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Fig.2.11 BER performance over fading channel with amplitude error alone



amplitude & phase error
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Fig.2.12 BER performance with amplitude and phase error over fading channel
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Fig.2.13 BER performance with amplitude error alone vs SNR
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Fig.2.14 BER performance with amplitude and phase error vs SNR

The results and observations obtained here show that understanding how the channel
estimation errors affect the rate adaptive modulation systems is very important because
the channel estimation error might result in the fact that higher order constellations
become unusable. In practical, the amount of channel estimation error can be controlled
by the selection of training sequence, the interpolation order and frame length as shown

in [59].

B. Approximate method to evaluate BER

The BER computation with channel estimation error requires numerical integration which
grows with the constellation size in the earlier study. Here we introduce an approximate

method to obtain closed form solution for the BER performance with amplitude

47



estimation only. The main idea behind this approximate method is to treat the effect of
estimation error e as an equivalent signal level dependent Gaussian noise. The underlined
assumption is that the estimated error e is small and the estimated fading gain o is
uncorrelated with the estimated error. This assumption is true if & and & are highly

correlated. The investigation on the correlation coefficient p, between & and |e|’

conducted in part (b) of this section will verify that the assumption approximately holds.

Hence the accuracy of this approximation strongly relies on the correlation of « and & .

(a) BER performance with amplitude error

In this case, considering I component only, the decision variable of (2-24) obtained from

Fig.2.10 (a) can be rewritten as

. as,+n (a-lel)s, +n le|s, —n
== - =5, ————=s, +n’, 2-31)
a a a

where the estimation error e is a complex Gaussian random variable and |e|=ad—« .

els, —n
n'=L is the effective noise including both AWGN and the effect due to estimation

A

o

error. It can be seen that the effective noise depends on the signal power level in MQAM
constellation.

However for MSB bits, where the decision boundary is zero (for example, D, in Fig.2.6),

this approximation is not valid since the amplitude estimation error will not affect the

BER performance. The decision variable for MSB bits is constructed as §, =as, +n.

Therefore in the following computation, the BER performance under amplitude
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estimation error will be partitioned into two parts. One part is the BER obtained for MSB
bits, while the other part is the BER obtained for the remaining bits with decision variable

defined by (2-31). The BER performance with amplitude error only is then expressed as

P =P _ +P (2-32)

e e, MSB e ,other >

where

. . | Qaty /2 2-33
=— w. - o~ 5 — A )
e,MSB ZZJ: ./Q 1+Qa]2A}7S /2 ( )

and coefficients w ,a ; are listed in Table A.1 to Table A.4 of Appendix A for various

constellations respectively. The computation of P

e ,other

will be presented in the following.

n' can then be approximated as a Gaussian random variable conditioned on &, |e| and

s, (the I component of the signal), the variance of n' is

1 N,
ol = 2(|e|2 S7 +7J (2-34)

Since the estimation error e is a Guassian random variable, its amplitude follows
Rayleigh distribution. The variance Q , of the estimation error e can be calculated as

Q_ =E[le|?1=E[(6¢-a)? |=E[42 1+ E[a? ]-2E[ad], (2-35)

where E[e] denotes the expectation. With amplitude estimation error, E [a2 ]=Q ,

E[a? ]=Q, the PDF of |e| is obtained as
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2le| le|?
J quZQ_eexp(_Q_e - (2-36)
Now taking 16-QAM as an example, using (2-31) and decision boundaries shown in

Fig.2.6, the BER of bits except MSB bits of 16-QAM conditioned on & and |e| is

calculated to be

3d-2d. 1,,3d+2d\ 1,—-d+2d\ 1,,d+2d
dd=2dy LoElrad) o=ty gl t2d
o, 4 o, 4 o, 4

n n n n'

P, oter (el&,lel)%Q( ). (2-37)

Substitute (2-34) into (2-37) and with some re-arrangements, the BER performance

conditioned on estimated channel fading amplitude ¢ and |e| is

b Y
Pe,other (e|&’|e’):z ij [l—i_a./] 7}' s (2'38)
J

J

52 42,712
a’ad
J . .
where y . = s . The wvalues of coefficients w.,a. ,b. for various
7 lel*aid®+N,/2 R

constellations are listed in Table A.1 to Table A.4 of Appendix A respectively.
Assuming that e and & are uncorrelated, the PDF of 7, can be expressed as

T N y.z
z 0 1 J
= _Z —y— Q |- iz, 2-39
fyj (7/]) ]JO Qeexp(( z 2a‘]24 2]/ eJAexp( ~ J z ( )

272
Zajd
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0 e J
2a%d?
I ) 6 N N
=S2.w = | 1+— | ==exp| | Qf [+ | +—— 2Q |0 Q I+ | +— Q,
25 i) a; a;7s 4, aivs
(2-40)

The BER performance obtained from the approximate method for amplitude error only is
shown in Fig.2.15 and Fig.2.16. As correlation coefficient p is high, the approximate
method can effectively evaluate the BER performance. It can be seen that, for small
channel estimation error (or highly correlated estimated and true fading gain), the

approximate method can predict the error floor rather well.

In this section, a closed form solution is obtained for BER performance for amplitude
error only. As both amplitude and phase errors are present, it is not so straightforward to
obtain the parameters for the Gaussian approximation. We leave this to future

investigation.
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Fig.2.15 Average BER obtained from approximate method with amplitude error alone
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Fig.2.16 Average BER obtained from approximate method with amplitude error
alone (p=0.99)
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(b) Investigation on correlation between & and |e|

The correlation coefficient between ¢ and e can be defined as

p. =[cov(a? le|?)]/ [Jvar(o}2 Jvar(e|? )], (2-36)
where
cov(a? le|? )=E[a?|e|* |-E[a? |E[el? ]. (2-37)

Using |e|l=a-«a,

E[a? le |=E[a? (a-a)? ]=]

0

a2 (a-a)’ f,, (G.a)déda (2-38)

S8

and

E[|e|2]=E[(0?—a)2]=T T (@-a)? f,,(d.a)ddda. (2-39)

0 0

The joint PDF of &, is defined in (2-12). Since the estimation error e is a complex
Gaussian random variable, its amplitude |e| should be a random variable having Rayleigh

A

distribution. The standard deviations of &2 and |e|> are +/var(¢2)=Q and
Jvar(e|? )=Q .

The correlation coefficients p, are shown in Table 2.2. With r=1, the increase of
correlation coefficient p between a and & results in low correlation between & and |e|.

Hence it can be predicted that as @ and & become highly correlated, the approximate
method can evaluate BER performance under imperfect channel estimation more

precisely. As r#1, even « and & are highly correlated, the correlation between
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& and | e| are very high. In this case, the underlined assumption of proposed approximate

method is not guaranteed so that it is not valid to approximate BER performance.

TABLE 2.2  Correlation coefficients p, between & and|e| for various p and r

o)

TN

0.9999 10.9995 [0.999 |0.995 |0.99 0.95 0.9 0.85 0.8

| 0.00016 | 0.00068 | 0.0013 | 0.0054 | 0.0099 | 0.04 0.072 ] 0.1 0.13

0.9 0.98 0.93 0.86 0.58 0.43 0.23 0.22 0.24 0.26

1.05 10.92 0.69 0.52 0.015 ]0.071 |0.013 |0.033 |0.058 |0.083

2.4 Summary

In this chapter, the widely used channel models, channel estimation techniques and
MQAM modulation technique are reviewed. The BER performances of MQAM over
Rayleigh and General Gamma fading channel are investigated. The effect of imperfect
channel estimation on BER performance over Rayleigh fading channel is studied. The
numerical results show that with channel estimation error, error floors are present even
employing coherent detection. Higher correlation between o and & results in small
error floor and gives better BER performance. An approximate method which gives
closed form solution for BER performance and has lower complexity in BER
computation for amplitude estimation error is introduced. The analysis shows that this

method is valid and gives good approximation at higher correlation coefficient p

between « and ¢ . Within a practical SNR range, the approximate method can predict

the BER performance with good accuracy.

54



CHAPTER III
CAPACITY OF FADING CHANNEL EMPLOYING RATE

ADAPTIVE MODULATION TECHNIQUE

As signal is transmitted over fading channel, insufficient usage of bandwidth is
unavoidable if system is designed to work under worst case conditions. Adaptive
modulation is employed to improve bandwidth efficiency of fading channel without
sacrificing transmission quality. In this chapter, channel capacity or bandwidth efficiency
achieved by adaptive modulation over different fading channels is investigated first under
perfect channel estimation. A framework to study the effect of channel estimation error
on capacity of rate adaptive modulation systems is then proposed. With the introduction
of this framework, the effect of channel estimation error on the SNR threshold intervals is
quantified based on the channel characteristics and the estimation techniques. The SNR
threshold intervals for the selection of suitable MQAM constellation under the
consideration of channel estimation error are obtained by employing the proposed
framework. Channel capacities of adaptive MQAM systems with and without diversity

reception are derived under different estimation conditions.

3.1 System model description of adaptive modulation technique

In adaptive modulation systems, channel state information is available at both receiver
and transmitter. The estimated channel fading is used not only for the coherent detection

of transmitted signal, but also for the adaptation of parameters of transmitted signal at the
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transmitter, as shown in Fig.3.1. For the operation of adaptive modulation systems, the
measurement of channel quality should be performed at the receiver and selection

criterion of suitable modulation mode should be given at the transmitter.

Transmitter Channel Receiver
Adaptive
modulation h(r) n(t)
t é@ /l\r ‘ ) deal 1Q |
s ea
Power > | Matched Decision -H—»
> N filt demodula >
control uter tor 0
Delay | S_NR < e
estimator
Rate ¥
control Channel Frame
estimation synchronize

Fig.3.1 Receiver and transmitter structure of adaptive modulation systems

If SNR is specified as a channel quality indicator, the selection criterion turns out to be
the SNR threshold intervals. The transmission parameters for the next transmission are
determined by comparing the measured SNR at the receiver against the SNR threshold
intervals which are defined based on certain transmission requirements, for example, the
targeted BER. Fig.3.2 shows how the constellation size of MQAM is adapted to the
instantaneous SNR. The suitable MQAM constellation size is obtained by checking

which SNR threshold interval the received SNR falls in.
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Fig.3.2 An illustration of modulation mode adaptation

If channel conditions can be tracked perfectly, the SNR threshold intervals are obtained
from the BER performance over AWGN channels, with the equivalent receiver circuit
shown in Fig.3.3(b). The obtained SNR threshold intervals for the selection of MQAM

constellation size based on Fig.3.3 are shown in Table 2.1.

n(t) 04 s
€- » ..
r(t) = s(t)h(¢) modulator - Decision |,
0
1 1 . A
S =exp(=j0)  h=h (@)
h e
n(t
rzh (t):S(t)+n(l)
i 1Q de- : Decision -
modulator > >
¢ (b)

Fig.3.3 Equivalent circuit to determine SNR threshold intervals under perfect channel
estimation
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In the presence of channel estimation error, due to the mismatch of 4 and I;, extra
impairment is introduced by the estimation error during coherent symbol detection. To
ensure the transmission quality, the adaptation of parameters has to take both AWGN and
the effect of channel estimation error into account. How to adapt transmitter parameters
to channel conditions and how to obtain the SNR threshold intervals with channel

estimation error will be studied in this chapter.

To investigate capacity achieved by adaptive modulation systems, the PDF of received

SNR should be known. The instantaneously received SNR conditioned on channel fading

gain h=ae’? is derived to be

: E
E[n/h?] © N,

where y  is the transmitted SNR regardless of channel conditions. With the knowledge
of PDF of «, the PDF of SNR denoted as /() can be obtained using (3-1). If MQAM

is used to realize rate adaptive modulation, the probability that one specific constellation

size is selected can be derived by integrating f (y) over the corresponding SNR

threshold intervals. Achievable capacity by rate adaptive MQAM modulation can be
obtained. Capacity analysis obtained with and without channel estimation error is carried

out in Section 3.4 of this chapter.
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3.2 Shannon capacity achieved over flat fading channel with perfect

channel estimation
For a given received SNR y, the maximum transmission rate over radio channel is

generally represented by Shannon capacity, which is given as
C=Blog, (1+y). (3-2)

As the received SNR varies over time, Shannon capacity of flat fading channel

conditioned on y is

C(y)=Blog, (1+7). (3-3)

The average achievable channel capacity is obtained by averaging (3-3) over all possible

fading states, i.e.,
C=| Blog, [1+7]f, ()dy . (3-4)
0

Eq.(3-4) represents the capacity achieved over fading channel as channel state
information is available at the receiver only. As channel state information is known to
both receiver and transmitter, power control can be performed at the transmitter to
improve channel capacity. It has been proven in [20] that the optimal power control
strategy for flat fading channel is “water filling” over time. In mathematics, the

transmission power can be obtained as

p p
p(?/):__;’ 727/09 (3_5)

7o
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where p is the average transmission power and y, is the cut-off SNR. If the received
SNR is smaller than y , transmitter is not allowed to transmit any data. y, can be

defined from
ifp p —
I[——; L (7)dy=p. (3-6)

With this optimal power allocation strategy, the instantaneous SNR is rewritten as

El|s|*] 11
Sl N Y S S 3-7
' E[ln/h|*] {70 7} 3-7)

Substitute y,  into (3-4), Shannon capacity is obtained as

C=TBM&(fJﬁmmma (-8)
0

7o

For Rayleigh fading channel, the PDF of SNR is

_r
f,(n=ten, (3-9)
y7,

E
where ,u:E[y]:QN—S:QK is the average received SNR and QzE[a2 ] .

0
For fading channel characterized by General Gamma distribution, the PDF of

instantaneous SNR is obtained from (2-10) and is given as

= \(cgdg-1)/2 cgl2
1 1 C,(ﬂf/?/s) 14
f, (= -~ exp - —= . (3-10)
2/y\7. B, Td,) B,
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The Shannon capacity obtained over Rayleigh and General Gamma fading channel with
and without channel state information available at transmitter is shown in Fig.3.4. It can
be seen that as transmission rate is adaptive to instantaneous conditions, adaptive
transmission power as well only yields a negligible capacity gain, as reported in [19,20].
Therefore, from now onwards, the study will focus on a rate adaptive constant
transmission power system. The other reasons for the adoption of constant transmission
power rate adaptive technique are: 1) Power adaptation may sometimes result in
uncontrollably large interference to co-channel cells when the communication link
between mobile and the home base station is in deep fades whilst the link between mobile
and the base station in co-channel cell is in good conditions. 2) Heavy signaling
overheads may be reduced since no instruction information of power adaptation is needed.

3) The complexity of transmitter structure is reduced.

12
111
solid: by Eq.(3-8)

10+ dash: by Eq.(3-4)

ot i
¥
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2 4 cd=23
£ g'g
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3
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v, (dB)

Fig.3.4 Channel capacities with and without power adaptation
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3.3 Capacity achieved by rate adaptive MQAM modulation with

perfect channel estimation

MQAM modulation scheme is widely used to implement adaptive modulation. Square

MQAM is assumed in the following study.

The probability that one constellation is used is calculated to be
bup i
P=1f (ndy, (3-11)
At i
where i is the bit/symbol of a specific constellation, for example, for 16QAM, i=4.
,b

a are the ranges of the SNR threshold intervals for 2' QAM constellation being

th i th i

used and defined in Table 2.1. Channel capacity achieved by adaptive MQAM is then

obtained as

=3 ip. (3-12)
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Fig.3.5 Channel capacity employing MOAM adaptive modulation

The capacities achieved by adaptive MQAM are shown in Fig.3.5 for Rayleigh and

General Gamma fading channel respectively.

3.4 Effect of channel estimation error on channel capacity

Adaptive modulation technique requires that the instantaneous channel fading can be
accurately estimated. The effect of channel estimation error on the BER performance of
coherent detection system is studied in Chapter II, Section 2.3.3. It shows that channel
estimation error causes the degradation of BER performance and results in error floor.
When designing a practical coherent rate adaptive modulation system, such channel
estimation errors have to be taken into consideration to maintain the transmission quality.
Under the consideration of imperfect channel estimation, one way to implement rate

adaptive modulation is to adjust the transmitter parameters based on the received SNR,
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while the estimation error is encompassed in the determination of SNR threshold
intervals. The consequence of this approach is, given a received SNR, the selection of
one specific MQAM constellation will be based on the new SNR threshold intervals
compared to the case with perfect channel estimation. In other words, the new SNR
threshold intervals have to be employed when the receiver decides which constellation
size is used. Hence the first step to evaluate the effect of imperfect channel estimation on

capacity is to investigate how the estimation error affects the SNR threshold intervals.

2 exp(—j0+ j6)
a

1Q de-

modulator .

Decision

v

1 1 .
= —exp(-j0)
h «a

2 exp(~jf+ jO)
a

n(?)
r, (1)=As(t)+An(t)

1
% 1Q de- ™ Decision
modulator .

v

(b)

Fig.3.6 (a) Receiver structure (b) Equivalent circuit to determine SNR threshold
intervals under imperfect channel estimation
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Under imperfect channel estimation, the receiver structure for coherent detection is
shown in Fig.2.10(a) which can be reconstructed as Fig.3.6(a). From Fig.3.6(a), it can be
seen that the effect of channel estimation errors results in the fact that the signal

constellation which has been recovered is further scaled by a factor A =|o/d| and rotated
by an angle y before decision making. Note that the noise is also scaled by A .

Comparing Fig.3.3(a) and Fig.3.6(a), under imperfect channel estimation, an equivalent
circuit to include the effect of channel estimation errors in the determination of the SNR
threshold intervals is to replace Fig.3.3(b) by Fig.3.6(b), where the imperfect channel
estimation is replaced by an equivalent circuit with imperfect IQ modulator. In this
equivalent circuit, investigating the effect of imperfect channel information is converted
into investigating the system performance using imperfect IQ demodulator. For a given

decision circuit, the degradation in BER performance can therefore be found.

To define the SNR threshold intervals for the selection of suitable MQAM constellation,
a performance curve needs to be obtained. For ideal channel estimation, the performance
curves as a function of received SNR obtained from the equivalent circuit shown in
Fig.3.3(b) are represented by solid lines in Fig.3.7. The effect of imperfect channel
estimation is equivalent to shifting this SNR threshold intervals toward high SNR end as
shown by the dash lines obtained from equivalent circuits shown in Fig.3.6(b) in Fig.3.7.
It can be seen that, to guarantee a maximum tolerable BER, an additional SNR margin for
the choice of a particular constellation size has to be considered. Under imperfect channel
estimation, the new threshold intervals can now be found using Fig.3.7, by drawing a

horizontal line across and obtaining the SNR at these intersection points.
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Fig.3.7 The shift of SNR threshold intervals
3.4.1 Derivation of SNR threshold intervals under imperfect channel estimation

With channel estimation error, referring to the equivalent circuit shown in Fig.3.6(b), the

new SNR threshold intervals are obtained from

r, =Ae’ s+ n, (3-13)

where 4 =|a/d| and y =6—8 with its PDF defined in (2-14).

For the computation of the SNR threshold intervals, the joint PDF of « and @ and PDF

of w should be known. For different channel estimation techniques, both distributions

have different representations. For pilot symbol estimation technique, both « and & are
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complex Gaussian random variables, their joint PDF is shown to be bivariate Rayleigh

distribution and is given by (2-12) [48] [55].

The PDF of A4 can be derived from (2-12) and is given to be

|

% 5 252 52 (3-14)
:J’ 4/10‘2Aexp[— 1 (/10: Iy ﬂlo[/wlz \/; A]d&

0 (1-p)VQQ .

Using integral representation [60]

/2
I,(z)=1 [ e=mas, (3-15)

-7z/2

the PDF of A can be obtained as

L W, L (W , L (WHW, L (W
AA(1=p)W S| W= tan —tan —W 7| tan +tan
w-w, w+Ww, w-w, w+w,

f(A)= -
(W2 =W2)¥2 Q0
(3-16)
where
2 2
w=Lli& W = ‘/;fz. (3-17)
Q VOO
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Fig.3.8 Signal points projected on in-phase direction

Under imperfect channel estimation with amplitude estimation error only, the recovered
signal points projected onto the in-phase direction will deviate from the ideal position, as
shown in Fig.3.8. A method similar to the computation of BER over AWGN channel is
used to figure out the BER performance for a given value of 4. Taking 16-QAM as an
example, for MSB bits, a bit error occurs when n<—d for signal point S;, n<-3d for
signal point S4, n>d for signal point S; and n>3d for signal point S;. For LSB, a bit
error occurs when 3d —2d/A<n<3d+2d/A for Sy, —2d/A-3d<n<-2d/A-3d for Sy,

n>2d/A—d or n<-2dA-d for S;,and, n>2d/A+d or n<-2d/A+d forS,.

The conditional BER under a given A is given by

Pyi=2 W./Q(\/y—s(a_/"‘b.f/’l))' (3-18)
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The average BER under amplitude estimation error can be obtained by averaging (3-18)

over A and is given as

P=[ Y w, 07, (a, +b,/2))f (A)dA. (3-19)

J
The coefficients w ,a b, are defined in Table A.l to Table A4 in Appendix A for

various constellations respectively.

When both amplitude and phase estimation errors are present, the situation gets more

tedious. Each signal point /; + jO, will undergo different degrees of impairment and

has to be considered separately, as shown in Fig.3.9. However, the procedure of deriving

the BER expression is the same for a given A and y, followed by taking the average

over the A4 and y with their PDF defined in (3-16) and (2-14) respectively.

2r  ©

po= [ [ X oWl cosv+ay sing) o, 2l s, wodiay . (3-20)

27 A=0 J

The coefficients of a b, ,w, are defined in Table A.5 to Table A.8 in Appendix A

lj’a217

for various constellations respectively.
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Fig.3.9 Signal points projected on I and Q direction with both amplitude and phase error

The BER performance curves obtained with channel estimation error are presented in
Fig.3.10 to Fig.3.16 for different channel characteristics. Table 3.1 lists the minimum
SNR for various MQAM constellations to achieve a BER performance of 10~ under
different channel estimation errors. The SNR threshold intervals for the selection of
modulation constellation under imperfect channel estimation are shown in Table 3.2. It
can be seen that the shift of SNR threshold intervals for higher order constellations is
larger than that for lower order constellations, for given pand r. It is because that the
higher order constellations are more sensitive to the same amount of error due to the

smaller Euclidean distance between the signal points.

At low SNR, for given pand r, imperfect channel estimation causes negligible shift of

SNR threshold intervals from that of perfect channel estimation since AWGN is the main
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impairment of source. From these BER performance curves, we can also see that error
floor which is not observed in the BER performance curves under perfect channel
estimation exist. This observation indicates that with channel estimation error, some
higher order constellations ceases to be used since it cannot meet BER requirement,

resulting in larger capacity loss. For example, as ©=0.9999, all four constellations can
be employed. However, as p=0.999, with amplitude error only, 64QAM cannot be used,
while with amplitude and phase error, only BPSK and QPSK are the only constellations
to meet the BER requirement of 10~ . Fig.3.14 to Fig.3.16 show how the BER

performance curves depend on r and p for various given average SNR y . The

observation is that the dependence of BER on r is not noticeable as compared with

correlation coefficient p.
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Fig.3.10 BER performance with amplitude estimation error (p = 0.9999)

71



T T

solid: with estimation error
dash: perfect estimation

14 AN \
% X% \+ amplitude error only-
> \‘ \\\ =1 3
© AN s p=0.99 k|
9] \ \ 1
> \ N 1
© \ \\ 4
% \

\ \ 3

\ A 3

\ 3 ]

\“ }". ]

\ \

\ \ _

\ \ 3

k \ ]

¥ \ —

\ \
A L
20 25 30
?s (in dB)

Fig.3.11 BER performance with amplitude estimation error (p = 0.99)
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Fig.3.12 BER performance with amplitude and phase error (p = 0.9999)
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TABLE 3.1 Minimum SNR (in dB) for BER=10" with estimation error

r=1 Constellation £=0.99 £=0.999 £=0.9999
size

Amplitude error | BPSK 6.8 6.8 6.8
QPSK 9.8 9.8 9.8
16-QAM X 17.65 16.65
64-QAM X X 24

Amplitude and | BPSK X 7.1 6.85

phase error QPSK X 10.7 9.9
16-QAM X X 16.9
64-QAM X X 25.8

Note: “X” means that this constellation size cannot satisfy the BER requirement due to
the existence of error floor caused by estimation noise.

The SNR threshold intervals for the selection of M-QAM constellation to achieve

BER=10" under imperfect channel estimation are listed in Table 3.2.

TABLE 3.2 SNR threshold intervals (in dB) for BER=10" with estimation error

Constellation Threshold | BPSK QPSK 16-QAM | 64-QAM
bits/symbol i interval 1 2 4 6
Ideal estimation ape 6.8 9.8 16.6 22.6
by 9.8 16.6 22.6 ©
Amplitude £=0.9999 ape 6.8 9.8 16.65 24
error b 9.8 16.65 24 0
£=0.999 a 6.8 9.8 17.65 X
by 9.8 17.65 0 X
Amplitude & | p=0.9999 ap 6.9 9.9 16.9 25.8
phase error b 9.9 169 258 =
£=0.999 a 7.1 10.7 X X
bt’;f:v 10.7 00 X X
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3.4.2 Channel capacity achieved under imperfect channel estimation

Once the new SNR threshold intervals under imperfect channel estimation are obtained
for certain channel statistics, the channel capacity can be evaluated using (3-12), with the

probability that one specific MQAM constellation is used being obtained as

prew
th i

P = j S, (r)dy, where f (y) is the PDF of the received SNR and is defined in (3-9),

new

Ah N

with ,u:f277s and Q being the variance of the estimated fading gain. In this study, only

four constellations BPSK, QPSK, 16QAM and 64QAM, are used.

Capacity obtained under imperfect channel estimation is shown in Fig.3.17. As average

received SNR () is small, for example below 18dB for amplitude error alone and 10dB

for amplitude and phase error, the capacity loss caused by imperfect channel estimation is
not significant. The reason is that, at low SNR, the shift of SNR threshold intervals
caused by channel estimation error is marginal. And at low SNR, lower constellation, for
example BPSK, dominates the transmission and less sensitive to estimation error. At
higher SNR, the probability that higher order constellation is used increases, if perfect
channel estimation is assumed. However, with estimation error, this probability decreases
dramatically since higher order constellations are more sensitive to estimation error. In
some cases the probability becomes zero. Significant capacity loss is then observed at

high SNR.
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Fig.3.17 Capacity under certain degree of imperfect channel estimation (r=1, BER=10")

3.5 Effect of estimation error on capacity achieved by diversity

reception and adaptive modulation

3.5.1 Diversity reception and combining techniques

Diversity reception is a promising technique designed to overcome channel fading by
providing several replicas of the same information signal transmitted over different
fading branches to receiver [61]. This concept exploits the fact that all diversity branches
are simultaneously in deep fades is very low. A commonly used method to implement
diversity reception is to use multiple antennas as shown in Fig.3.18. As these reception
antennas are spaced sufficiently far apart, independently fading components of
transmitted signal can be obtained. Combining techniques are then employed to form

decision metric. The widely recognized diversity combining schemes are maximal ratio
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combining (MRC) [61], equal gain combining (EGC) [62] and selection combining (SC)
[63]. The MRC combining maximizes the output SNR at the expense of implementation
complexity. The SC scheme performs combining by selecting the strongest branch,
however it achieves a lower diversity gain although it is considered as the least
complicated means of combining. The symbol detection of diversity reception system is

performed at the output of the combiner.

----------- Channel
I"l(t) rz(t) r, (¢

v

estimator

select the strongest diversity branch

rmax (t)

) a, ,ie{r, (t)is the maximumof all 7(#)}
detection

device

Fig. 3.18 A block diagram of SC diversity reception

As channel state information of all diversity branches are known at both receivers and
transmitters, adaptive modulation can be combined with diversity reception technique to
further improve system bandwidth efficiency, especially as there is a few receiver
antennas [64]. When SC is used, the branch with the strongest received power is selected
from all the diversity branches and this is assumed can be performed without decision

error. The decision variable for coherent symbol detection is constructed based on the
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received signal of the selected branch. As adaptive modulation is used, the measured
SNR of this branch is fed back to the transmitter, to control the parameters of the

transmitted signal.

In this section, statistically independent and identical branches and SC combining are
assumed. With SC combining, the combiner output is given by r, =r,,i € {1,2,3,---L},
with the ith branch selected based on the largest fading gain, i.e.,

i = arg[max(a;,a;,q; ---a;)]. L is the number of diversity branch. The decision variable

for symbol detection is then constructed as r, =r, /&, .
3.5.2 Capacity achieved under perfect channel estimation

By employing SC technique, the output SNR under ideal channel estimation is expressed

as [65]
[ D yhr Ky R .
fym—;(kj( 1) ﬂexp( ,,j’ (3-21)

where u=Qy  is the average received SNR per branch. With the SNR threshold

intervals defined in Table 2.1, capacity can be easily calculated to be

(L 1 k kath,i kbth,i
C:Zl;(kj(_l) - p exp e —exp| — p . (3-22)

Capacity obtained with SC technique is shown in Fig.3.19. It is seen that as more

branches are employed in diversity reception, a higher channel capacity can be obtained.
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Fig.3.19 Capacity achieved for SC combining under perfect channel estimation

3.5.3 Capacity achieved under imperfect channel estimation

To investigate the effect of channel estimation error, the joint PDF of true channel fading

gain « __ and the estimated fading gain ¢, will be derived first.

a

The joint cumulative distribution function (CDF) between « _ and &, can be

X X

expressed as

QL

(A O ) =2 Pla; <, ,0 <4, | @) 1s the maximum)P(e, is the maximum)

Pmax s¥max

o, 1s the maximum)

max > ai max 2

(3-23)
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where L is the number of diversity branches and P(X) is the probability of event X,

and

Omax Omax &% &

@i
Glmax »Omax (ai SOtmax’ai Scxmax’al SCxiﬂcxz Scxi""’OCL Saz) = I J I IJ
0 0 0 0

0
faf,di,al,az,m,aL (a,,a;,a,,a,,,a)dadadada, -da,
(3-24)

fa,-,d,-,al,a2,--»aL (ai’di’alaaZa”"aL) = fa,-,o?,- (ai’&i )fal,a2,---a sag (alaazﬁ'”aj#ib.“’aL)

= Ja.a; (ai7di)fal (al)faz (az)"'faj¢, (aj¢i)"'faL (a,)
(3-25)

In (3-25), f, , (@,,a,) is the joint PDF of @, ande;, and f, () is the PDF of

fading gain taking any distribution described in Chapter II.

Qmax Fmax & @ a;
o, La,0,<a, 0, <a)= J J J J'I
0 0 0 0 0

fai,di (ai ’di )fal (al )faz (a2) ' 'faj# (aj;ti)' : 'faL (aL )daiddidalda2 . 'da]_

Pla, a0 <a

max > i max

Omax Fmax L
= _[ _[ fa,-,a?,- (ai adi) H Fa,- (a[)daiddi (3'26)
0 0 J=1j#i

where F (a;) is CDF of a,. The joint PDF of «; and @, is therefore given by

(a aA )_aZFamax ’dmax (amaX ’dmax )
s G T T 00 1, 04 .
2 ~ A~
:i a P(a[ Samax ’ai Samax ’al SCfi ’az Sai .”a]‘ Sai )
= a(Zmax 8d max
L R L
:2 S (@ @) H F (a..) (3-27)
= j=1,j#i

Assuming that all a and & follow Rayleigh distribution, the joint PDF of « , and

a ... can be obtained as
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A L4 2
famax ;dmax (amax > amax ) amax amax exp{_ l ( amax + r’{lax j} \/_amax max :
(1- p)QQ I-pL Q@ QO (1- PNQO

[1 - exp(— %ﬂ 7 (3-28)

With this joint PDF, the SNR threshold intervals for the selection of MQAM
constellation can be obtained following the method in Section 3.4. However, the PDF of

A=a_, /a, . isdifficult to derive where L becomes larger.

Consider a two-antenna system, (3-28) is rewritten as

N L4 2 5
famax’qux (amax ’ amax) amaxamax eXpli_ 1 (amax + I’I‘lax ]i| \/_amax X ax I:l eXp( P max ]il
| (-pt | 1-pL 0 QI a-pp/an 0

A

= Lfa ax > Cmax (amax > amax) o Lfo} Cnax (amax > a’\max) : (3-293)

m ‘max >

Similar to (3-16), the PDF of A is derived to be
froD=f(A)-f1 (1), (3-29b)

where f(A)and f'(A)are the PDF of A obtained for the first term and second term of

(3-29a), respectively. f(A) is defined in (3-16) and

41— p)W,s| W, tan™ Wyt _ tan ™ Wo= W W7 | tan™ Wyt +tan”' W, ="
1 Wz_Wl W2+Wl Wz_Wl W2+W1
)=

7T(W22 _ le)a/z Qf)

(3-30)
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1 2\p

2
where W, =T+/1—(2-p), W =—=—=A.
O Q

" Jaoo

Now we proceed to derive the joint PDF of 6 and émax . The CDF. of 6, and émax

ax

can be expressed as

A

L ~
F . 0 )=, P(6,<6,_, ,0,<0, . |a, isthe maximum)P (e, is the maximum) .
O max Oma max > max max 27 i max i i

X * i=1

(3-31)

Since ¢, and 6, are independent, (31) can be rewritten as

L A A
Fg o max ’emax ) z P S max ’Hi <0
max °> max i=1

)P (¢, is the maximum). (3-32)

max

Since all branches experience identical and independent channel fading,

P(a; is the maximum) = % , (3-33)
P(e emax ’0 émax ):Fg. 0. (emax > Amax )’ (3-34)
where Fg é (t9max ,0_. ) is the CDF of 6, and 0 Substitute (3-33) and (3-34) into (3-32),

the joint PDF of @__ and émax is

ax

and take derivative with respect to @ _. and 0

max ?

obtained as

0. . .0

(Hmax ’émax ):fg,é (Hmax ’émax ) ’ (3-35)

max > max

where f (6 ) is defined in (2-13). Hence the PDF of v =6 —émax is also

max ’ max max

described by (2-14).

The SNR threshold intervals for SC technique with imperfect channel estimation can be

obtained using (3-19) and (3-20), with f (A1) derived from (3-29b) and f,, () defined
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by in (2-14). With the knowledge of the SNR threshold intervals under the consideration

of channel estimation error, system capacity can then be calculated as

sC
b

C=Xi [ f,(ndy, (3-36)

where @ b, are the SNR threshold intervals obtained for SC combining technique

and f,, (y)is defined in (3-21) with =0y .

The BER performance curves obtained for SC technique under imperfect channel
estimation are shown in Fig.3.20 to Fig.3.23. BER performance is more sensitive to
imperfect channel estimation with both amplitude and phase errors. Compared to BER
performance curves shown in Fig.3.10 to Fig.3.13, the combining technique can be seen
to reduce the effect of channel estimation error on the SNR threshold intervals, as shown
in Fig.3.22. This is achieved at the cost of implementation complexity caused by diversity

reception. The SNR threshold intervals for SC combining are listed in Table 3.3.
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amplitude error only
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Fig.3.20 BER performance with amplitude error with diversity reception( p=0.9999)
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r= |
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Fig.3.21 BER performance with amplitude error with diversity reception ( p=0.999 )
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dash: without diversity reception
solid: with diversity reception L=2

amplitude & phase error
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Fig.3.23 BER performance with amplitude and phase error (diversity reception p=0.999)
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TABLE 3.3 SNR threshold intervals for BER=10" for SC

Constellation Threshold | BPSK QPSK 16-QAM | 64-QAM
Bits/symbol / interval 1 2 4 6
Ideal estimation asc 6.8 9.8 16.6 22.6
b 9.8 16.6 22.6 o
Amplitude as 6.8 9.8 16.65 23
error £=0.9999 :
biC 9.8 16.65 23 o
asc 6.8 9.8 17 24.5
p=0999 b 9.8 17 24.5 %
Amplitude as 6.9 9.9 16.9 24.8
&phase error | p=0.9999 :
P P b 9.9 16.9 24.8 o
as 7.1 9.9 X X
=0.999 :
P b, 9.9 0 X X
6 L

bandwidth efficiency (in bps/Hz)

solid: with estimation error
dash: without estimation error
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Fig.3.24 Capacity achieved with diversity reception under channel estimation error
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Capacity achieved under imperfect channel estimation is shown in Fig.3.24. Compared
with Fig.3.17, it can be seen that diversity reception slightly improves the capacity of

adaptive modulation system under imperfect channel estimation for L = 2.

3.6 Summary

The Shannon capacity and the capacity achieved by adaptive MQAM technique have
been investigated under single user environment. In the context of Shannon limit, it is
observed that an adaptive rate adaptive power system achieves insignificant capacity gain
over an adaptive rate system. The framework to study the effect of imperfect channel
estimation on the capacity of a rate adaptive modulation system is proposed. The
proposed framework enables designers to obtain the extra SNR margins needed in
defining the SNR threshold intervals through analysis based on different channel and
estimation statistics rather than assuming a few dB obtained by experiences. An
equivalent receiver circuit is constructed where the effect of imperfect channel estimation

is converted to an imperfect IQ receiver structure.

The proposed framework is then applied to the capacity analysis of rate adaptive MQAM
systems with and without diversity reception. The SNR threshold intervals with channel
estimation error are obtained. Under imperfect channel estimation, capacity loss is caused
by the need to increase the link margin to overcome the effect of estimation error.
Moreover, with imperfect channel estimation, some higher order modulation cannot be

employed due to the error floor hence significant drop in achievable capacity is observed.
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CHAPTER IV
CAPACITY OF RATE ADAPTIVE MODULATION

SYSETM OVER MULTIPLE ACCESS FADING CHANNEL

As multiple users are allowed to share the radio link, the optimum channel allocation is
that only the user observing the best channel conditions is allowed to transmit at any
given transmission interval over the entire bandwidth [32]. The bandwidth efficiency,
performance metrics such as the time duration for the fading process to stay in a
particular MQAM constellation and the channel inter-access time of the optimal scheme
are studied. A SNR-priority-based suboptimal channel allocation scheme which allows a
number of users to share the bandwidth is then proposed to effectively reduce the channel
inter-access time. A dual-class channel allocation scheme is further proposed to
accommodate two classes of service. The capacity and the system throughput obtained by
employing both the proposed channel allocation schemes and rate adaptive MQAM
technique are studied. Although the schemes studied here are simple, no thorough

analysis was performed before and hence is the main contribution of this chapter.

4.1 Channel capacity achieved by the optimal power allocation under

multiple access environment

Under a multiple access environment, users are randomly located within a cell. The
transmission environment varies vastly from user to user. Hence each user in the system

experiences a different degree of fading at an observation time, making some users
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sensing better channel conditions than others. This observation leads to the possibility of
employing a channel allocation scheme by allowing the user with the best instantaneous
channel conditions to transmit at any transmission interval to improve bandwidth
efficiency. The realization of such channel allocation scheme requires the base station to
have the knowledge of channel state information for all mobile links in order to decide
which mobile user is to transmit. In other words, to facilitate the operation of such a
system, the BS should keep track of channel conditions for all users, and coordinate the
transmission to make use of user diversity. Moreover, the channel state information is
used not only for the selection of modulation mode at the transmitter but also for the

channel allocation as shown in Fig. 4.1.

Mobile 2 Mobile 3

Mobile 3 Mobile 1 Mobile 3 Mobile 2 16QAM  16QAM  Mobile 3
64QAM 64QAM 64QAM L 64QAM l l 64QAM
> <+—>
SNR
SNR range 4 Smax

suitable for

64QAM /\

16QAM S

4QAM

BPSK \_/ time

Fig.4.1 An illustration of channel allocation and modulation mode selection

Considering an isolated cell, where performance of the receiver is determined only by the

received SNR. To make analysis free from the spatial distribution of mobile users over
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the cell, we assume that the BS performs regular ranging hence the distance between
mobile users and the BS is known. Thus path loss can be accurately compensated for and
the average received SNR for each mobile can be assumed to be independent and

identically distributed (i.i.d.).

Let y, be the random variable denoting the instantaneous received SNR for the mth

mobile (which is proportional to the square of the signal envelope, X,,). The PDF and

CDF of y, are denoted by f, (y) and F, (y) respectively. Mathematically, the

maximum SNR received at BS among N users, y__,is given by
Y max :max(71 Vo Yy ) (4_1)
The CDF of y__ could be derived as
N
F, (Vo <V)=P(r, <17, <y dy <y)=IT1IF, (7, <] (4-2)
m=1

As y,s(m=1---N) are i.i.d., PDF of y__ is obtained by taking the derivative of (4-2),
fo (D=NIF, (7, <" 1, (). (4-3)

As the adaptive power adaptive rate technique is employed, the Shannon capacity

achieved by this optimal power control scheme is

T Y
CShannon :BJ-f max (7)10g2 ]/_d]/ ) (4-4a)
0 0

where y,, is defined by I(ﬁ—g)/ym (7)dy=p.

70 0
By assuming a constant transmission power rate adaptation system, the Shannon capacity

achieved by this optimal channel allocation scheme is
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C gramon =B [ £ (1) [log, (1+7) ]dy . (4-4b)
0

The BER performance of MQAM under AWGN is bounded by [49]
BER<0.2exp[-1.57/(M -1)], (4-5)

where M is the constellation size. If we assume that M in (4-5) can take any real value

depending on the received SNR y, or mathematically
M (y)=1-1.5y/In(5-BER). (4-6)

The channel capacity using MQAM technique without constellation constraint to satisfy a
predefined BER performance is thus obtained by averaging over the fading statistics, or

mathematically,
Cp=B-Ellog, M(»)]=B-[f, ()[log, M (»)]-dy. (4-7)
0

Cyr gives the upper bound on the channel capacity when MQAM transmitter is used. In

practical, M =2’ and it takes only some finite integers. In this study, i=1, 2, 4, 6, 8 are

used. We partition y _ into a finite number of SNR intervals [a, ,,b, .) as shown in

th,i?
Fig.4.1. Each interval is associated with one constellation and only the constellation that
can meet the minimum BER performance is assigned. The probability that a MQAM

constellation is used is given by

by,
p=[""f
Aip i

7 max

(r)dy, (4-8)

where a, .,b, . take on the values given in Table 2.1. The channel capacity with

th i th i

constellation constraint is given to be
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k
Com =2.iB-P, . (4-9)
i=1
It is expected that CQAM <Cr <Cgpunnon

4.1.1 Capacity achieved over Rayleigh fading channel

For Rayleigh fading channel, the PDF of SNR for the mth user is given by (3-9), while

the CDF is given as F(y)=1-exp(1-y/u). The PDF of y_ is then obtained as

f

7 max

(7)=N{1—exp(—1)} L2, (4-10)
u u u

Fig.4.2 illustrates the PDF of y . under different channel conditions.

0.4+

0.35F

0.3+

0.25F

0.2+

0.15+

Probability density function

0.1+

0.05F

40 45 50 55 60
Received signal to noise ratio, ¥ (in dB)

Fig.4.2lllustration of PDF of y .. over Rayleigh fading channel

93



The probability that one QAM constellation being used is given by

b i
P ="
4 Qg i f7max

bhi ! th i )
(7)0'7:[1—67(1)(— — )} {l—eXp(—a : )} : (4-11)
H H

Channel capacities can therefore be calculated using (4-4b), (4-7) and (4-9). The results
are shown in Fig.4.3 and Fig.4.4. It can be seen from Fig.4.3 and Fig.4.4 that as more
users are allowed to contend for the access of channel, higher capacity can be obtained. It
shows that Cp4ps approaches 88 with only a few users at high received SNR. This is
because at high received SNR, the channel condition is so good that higher level
constellation (i>8) can be used but we are confined to /<8 in our example. On the other
hand, C7 continues to increase since we do not restrict the maximum value of 7 used.
The difference in capacities given by (4-7) and (4-9) shown in Fig.4.3 is due to the

limited number of signal constellation used.

channel capacity (in bps/Hz)

T T T T T

[ T
12 solid: capacity by Eq(4-4b) : u=25dB |
dash: capacity by Eq(4-7) o: n=15dB
dash+ dot: capacity by Eq(4-9) + u=5dB

10

- ......_*.__....*.____*.____*-__.._*._.._..*.____‘
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Fig.4.3 Channel capacity achieved over Rayleigh fading channel
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solid: by (4-9)
dash: 16QAM

channel capacity (in bps/Hz)

Fig.4.4 Channel capacity employing adaptive MOAM technique
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Fig.4.5 Channel capacity over Rayleigh fading channel with optimal power allocation
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Fig.4.5 shows that the Shannon capacity achieved by the rate adaptive modulation with
and without adaptive power allocation. It confirms the conclusion in Chapter II that rate
adaptive modulation and adaptive rate adaptive power modulation achieve roughly the

same information capacity, even under multiple access environments.

4.1.2 Capacity achieved over General Gamma fading channel

In earlier studies, only small-scale multipath fading is considered. As large-scale
shadowing effect is taken into account, General Gamma distribution can be employed to
characterize the statistical nature of channel with both multipath fading and shadowing
effect. The effectiveness of this model has been studied in Section 2.1. In General

Gamma fading channel, the PDF and CDF of instantaneous SNR y can be derived to be

1 [re(ry,) s y
f7max (7max :S): = : c,d CxXp — 2y (4-12a)
2 N7, B T(d,) B7,

and

x'ee-2 x e gy

dg/2(d g +1)2 (x) d g /241,(d g +1)12 (x)

d (d_+00(d,) d.T(d,) :

E, (7, <r)=

(4-12b)

where x=(y/ ﬁngr)cg /2 and M, (z) is the Whittaker function [60]. Whittaker
function is related to Confluent Hypergeometric function ®(x,y,z) through the

relationship M , (z)=z’7+”zeZ/2CD(77—/1+%,277+1;Z) :

The PDF of y,,. over General Gamma fading channel can be obtained by (4-3). Fig.4.6
illustrates the distribution of y, . under different number of users. Channel capacity

achieved over General Gamma fading channel is shown in Fig.4.7.
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Fig.4.6lllustration of PDF of y ... over General Gamma fading channel

a: capacity by (4-9) T T EgN=13E
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Fig.4.7 Capacity as a function of number of users over General Gamma fading channel
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4.1.3 Average time duration for the optimal channel allocation scheme to remain

in one MQAM constellation

The average time duration can be obtained from average level crossing rate (LCR) which
is defined as the rate at which the amplitude of channel fading crosses the level & in a

downward (upward) direction.
A. Derivation of LCR

Generally, the LCR is given by [66]

0

Ly (@)=]af, (a.a)da, (4-13)

0

where «,a are the fading amplitude and its derivative respectively, f, , (a,a) is the

joint PDF of « and & . For Rayleigh fading channel, the PDF of « is

1

o (a)=—=
fa=7 3

a?
AR 4-14
exp( ) (4-14)

where Q and Q= E[a?]=272Q are the variance of the random variable & and a,
respectively. f, is Doppler shift. The random variables o and ¢ are shown to be

independent and the joint PDF is derived to be [66]

Jau(@,a)=

= )exp(—%x (4-15)

2a _exp(
QA 72
If only the user observing the best SNR is allowed to transmit, the joint CDF of

a . and ¢ _ isgiven by

ma:
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N
(a,a)=> P(a,, <a,a,. <dla, isthelargest)P(«,, is the largest)

m=l1

@max s¥max

N
=Y Pa,, <a,a,, <da, isthelargest)

m=1

N a Qp Ay
=2 ,[ ,[ ,[ fal (al)"'faN (ay)da, "'daNdamde (a)

m=l 0 0 0

N @ N ‘
= mZ::l E|). fam (am )k=£[thak (am )Fam (a) (4_16)

where F, (a) is the CDF of a . The joint PDF of aanda is obtained by

differentiating (4-16) with respect to ¢ and «,

fama)(ﬂdmax (a,a)= %fam (@) l_N[ Fak (), (4-17)

k=1k#m

2

where F (a)=1- exp(—%) is the CDF of « .

The LCR can be obtained as [67,68]:

N O N
L (06)=Zfl1 ita, @ 1 F,, (@) (4-18)

k=1,k+m

where Q  is the variance of ¢ for the mth user and is identical to all users. Hence (4-18)

can be rewritten as

Lea(a) = Nf, ,/%fa @[F, @] (4-19)

Since y=a’y, (4-19) can be expressed in terms of y

Le(y)= me/%fa (\/72){1’& (\/72)} : (4-20)

Eq.(4-20) can be further written as
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7 M
Lo, (7)=Nf, 27 |Le “(l—e NJ : 4-21)
7

where #=Qy is the average received SNR for one user.

. 7/]‘ 7/;1‘4—1 .
[BPSK | QPSK | 16:QAM | 64-QAM | 256-QAM
: : - SNR
‘interval j /4
16.6dB  22.6dB
Fig.4.8 An illustration of SNR intervals
B. Derivation of average time duration to stay in one MQAM constellation

To obtain the average time duration for ¢ to stay in one MQAM constellation, we

employ the first-order Markov model to characterize the fading process o .

For individual user (taking the mth user as an example), as the fading process varies very
slowly over time, it has been shown that the higher order conditional probability can be

adequately approximated by the first order conditional probability [69,70], or
Ple, (e, (t-D,a, (t-2),a, (1))=P(a, ()|, (t-1)), (4-22)

where «, () is the channel fading gain at the frame time . Hence the first order Markov

model can be employed to characterize the slow fading process of individual user. The
underlined assumption for Markov model is that the channel fading remains in one SNR
interval over one frame period, and from a given SNR interval, the process can only

remain in the same SNR interval or transit to the adjacent SNR intervals shown in Fig.4.8.
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Now we verify that the first-order Markov model is also adequate to characterize o

ax *

Contradictorily, if we assume «  cannot be modeled as a Markovian process, the

fading gain at frame time ¢ will depend on the fading gains at both frame time (#-1) and

frame time (#-2), or mathematically,
P(amax (t) | amax (t - 1)’ amax (t - 2)) i P(amax (t) ’ amax (t - l)) * (4-23)

In the following, we consider two cases (a) where user m observes the best SNR at frame
time ¢, (¢-1) and (#-2), and (b) where user m observes the best SNR at frame time ¢ while

user k observes the best SNR at frame time (z-1).

Case (a): First we consider the situation where the mth user observes the best channel

conditions at frame times ¢, (¢-1) and (z-2), or
Pla,, (Dla,, t-Da,, (t-2))=Pla, ()|, (t-D.a, (t-2)). (4-24)
From (4-23) and (4-24), it can be obtained
Pla, (Dla, (t-1).a, (t-2))=P(a, ()|, (t-1)). (4-25a)

Eq.(4-25a) obviously contradicts with the conclusion drawn in (4-22) that the fading

process for an individual user can be modeled as a Markovian process. Hence
Ple,, (Dla,, (t-Da, (t-2))=P(a,, (), (t-1)). (4-25b)

Next we consider the case where the mth user observes the best channel conditions at

frame times ¢ and (#-1) while the kth user observes the best SNR at frame time (#-2). Since
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a,(t) is uncorrelated withe,, (¢ —2), it should also be uncorrelated with «, ( —2), hence

mathematically,

POt (1) Gt (= 1,0, (6 = 2)) = Pl (8) | 1, (1 = )2, (¢~ 2)
~ P(a, ()] a, (t-1)
= P(G (1) | @ (1)) - (4-26)

Case (b): Now we argue that (4-25b) is true for the case where another user & rather than

user m observes the best SNR at frame time (#-1), ie., o, ., (-1)=a,(-1),

max (

a...(t)=a,() and the channel at frame time (#-2) can be occupied by any user

j,je{l,2,---N}. In this case,

Pla,.. Ola,, (t-Da,, (t-2))=Pla, @)|a, (-1, (-2)
~Pla, (D)|a, (t-1))
=P, (D@, -1) (4-27)

From above discussions, we conclude that the higher order conditional probability of

a _can be approximated by the first order conditional probability as well if the fading

ma:

process for individual user is modeled as Markovian process, or mathematically
P(amax (t)|amax (t_l)’amax (t_2), ’ .amax (1))zP(amax (t)|amax (t_l)) (4-28)

Using the first order finite-state Markov model, the transition probability from state j to

state j+1 can be approximated by the average level crossing rate at y ., divided by the

average symbols per second as channel stays in the SNR interval j. Assuming a

transmission rate R, (symbols per second), the average symbols per second transmitted
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as channel stays in the SNR interval j is given as R/ =R P, =P, /T, where T =1/B is

the symbol time, and P; is the steady state probability which can be calculated as

7j+1
P=1f, (ydr. (4-29)
i
Hence the transition probabilities between the SNR intervals
j—=>(+1),j—>(j-1Dand j - j are given as
Lj+l L_/+1T Lj Lj T
) =R C; - P :Lf:%’ Py =1=P =P s (4-30)
R, j R; ;
where L7, is the level crossing rate at 7 ; which can be given as
;/A _7/' _Q N-1
Liy=NfpyN2m\|~Fe #|l-e * | . (4-31)
u

The average time duration for the process to stay in the jth SNR interval can be obtained

as

T T P,
’Z'j = s = s = /+1 j . (4'32)
1=P, . Py +P, 0 L +L,

With the SNR threshold intervals defined in Table 2.1, the average time duration for each

constellation can be obtained. Results are listed in Table 4.1 to Table 4.3

TABLE 4.1 Average time duration (in second) for N=5, fp=50Hz

H BPSK QPSK 16QAM 64QAM 256QAM
5dB 4.612 5.087 2.099 1.052 0.4
15dB 0.914 4.204 11.077 3.347 1.264
25dB 0.26 0.652 1.621 2.843 4.154
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TABLE 4.2 Average time duration (in second) for z=15dB, f{p=50Hz

N BPSK QPSK 16QAM 64QAM 256QAM
5 0.914 4.204 11.077 3.347 1.264
8 0.628 2.688 16.913 3.363 1.264
10 0.509 2.152 22.032 3.374 1.264
15 0.341 1.435 35.928 3.401 1.264
TABLE 4.3 Average time duration (in second) for x#=15dB, N=5
fp BPSK QPSK 16QAM 64QAM 256QAM
20 2.284 10.51 27.692 8.368 3.161
30 1.523 7.007 18.461 5.579 2.108
50 0.914 4.204 11.077 3.347 1.264
80 0.571 2.628 6.923 2.092 0.79
100 0.457 2.102 5.538 1.674 0.632

From these tables, it can be seen that, as transmitted SNR and the number of users
contending for channel access increases, the time duration that the process stays in higher
order modulation increases. For slow fading channel, or small Doppler shift, the process
tends to stay in one modulation for longer duration than for the larger Doppler shift
situation. This also means that the channel inter-access time increases with Doppler shift

S, - The analysis here is helpful to decide the frame period so that the fading process

remains nearly constant over one frame period for reliable transmission.

4.1.4 Analysis of channel inter-access time

In a communication system, if data waiting for transmission queues at the buffer for a
time interval exceeding the tolerable duration, outage will be declared to guarantee the
transmission quality. Channel inter-access time is an important parameter directly relating
to system performance. As channel fading varies slowly over time, a two-state Markov
model can be employed to compute the average channel inter-access time as shown in

Fig.4.9. The event that one particular user gains the channel access is denoted as state 1,
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while the event that one user loses the channel access is denoted as state 2. The transition

probability from state 1 to state 2, state 1 to state 1, state 2 to state 1 and state 2 to state 2

are denoted as P ,.P Py P, respectively.
P,
)
%
PLi Fas Py,
Gain the Lose the
access of access of
channel channel

Fig.4.9 An illustration of two-state Markov model

The probability that one user loses the channel access in k consecutive transmission

intervals is given as [71]
Pl =(P,,)*" (1-r,,). (4-33)

The average channel inter-access time can be calculated as

T.

inter—access

= ika‘sz
k=1

=T (4-34)

where T, is the duration of each transmission interval or the frame size. In the following,

we will illustrate how to derive the transition probability P, ,. For time correlated

Rayleigh fading channel, the joint PDF of two instantaneous SNRs separating by time

interval 7 for the mth user can be expressed as [53]
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f}/([)’y([—r) (7:7/): (4-35)

1 ex( (y+7.) J_[0£2|p|\/m}

u(1=p*) u(l-p?) u(l=p*)
where p=J (27af,7r) is the correlation coefficient, and J is zero-order first kind

Bessel function.

For a system with a number of N users contending for the channel access, if each user
experiences independent channel fading, the joint PDF for instantaneous SNRs for all

users separating by z is written as

/

1 2... Ny — 1 23... N
PP IR ARV ERVESY SRR SRy D bl SRR VAR 2D W NSPR VAT 2D B N G SV SN
(4-36)

In our analysis, we use 7=7 .

Now we track the process of the ith user. The probability that the ith user loses the
channel access in the current transmission interval conditioned on its loss of the channel
access in the previous transmission interval can be obtained using Bayes’ rule and is

given as

N N
P P(ith user stays in state 2 for 27',) m=lz,r:n;=i k=§¢ipm’k (4-37)
2 P(the steady state probability in state 2) N P, '

where P(X) denotes the probability of event X occurring. P, , is the probability that the

mth user gains the channel access in the previous transmission interval and the Ath user
occupies the channel for the current transmission interval. P, , is given as
o Vp m o0 Tk Tk
1 2 N N k 1 m
Bu= [ [0 [ T [ 7 Gurbrasy?yyydyl —dyidy' ---dy

.
Tw=07=0  yy=0y5=0y!=0---yY =0--.

(4-38)
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P, is the probability that user i loses the channel access in one transmission interval and

is calculated to be

Vm Ym

[ [ LD, ) f,, S, (xS, (r,)dy,dy,~dy,--dy,dy,

71=0  yn=0

P, =

m

m#i

: Mz
S =8

N-1
Y 7 }/Iﬂ 1 ym
- 1—exp(—)} Lexp(-~")dy,
2 I { 7 % )z

m=1,m#i ()

N-1

=N
(4-39)

The result obtained for P, is as expected. If all users have identical fading statistics, for a

long run, each user has the equal probability to access the channel. Hence the probability

that one user loses the channel access should be 1-1/N .

There are two cases in computing P, ,: 1) P =P denoting the case where the

m ~ * trans ®
same user occupies the channel for two consecutive transmission intervals. 2)

P =P denoting the case where different users occupy the two consecutive

m,k — " trans1 ?

transmission intervals. Hence

N N
Z z Pm,k :(N_l)f)trans +(N_1)(N_2)f)tmml' (4-403)
m=1,m=i k=1,k+i

Substitute (4-40a) into (4-37), P, , is given as

P2 2 = Nl)trans + N(N - 2 ) f)tmm 1° (4-40)
Substitute (4-40) into (4-34), channel inter-access time can be obtained as

1
T;'nter—access = Tf . (4-41)
1-NP,,..—N(N-2)P

trans ransl
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As fading channel is uncorrelated in the time domain, i.e., fp — oo, under such

circumstance, rate adaptive modulation technique is not advisable to employ, since
channel changes very fast even within one frame period. However, the results obtained

will give the limit of the channel inter-access time.

o Vm Ym © 7;”

P =Pun=] | ] ] j £ O ) Lo ) ()

0 7n1=0  yn 0 30 N0

LoD Ly IS, rdrdys dyydy,dydy; --dy dy;
1 (4-42)
N2
Therefore (4-40) is simplified as

1 N-1
P, , :N(N_l)F:T' (4-43)

Hence as channel fading for individual user is uncorrelated over time, the channel inter-

access time 1s obtained as

=NT

. (4-44)

inter—access

In order to verify the theoretical analysis, a simulation is conducted. The probability mass
function (p.m.f) of channel inter-access time is obtained from simulation. The average

channel inter-access time is just the mean based on this p.m.f.

The channel inter-access time under different correlation conditions is shown in Fig.4.10.
From this figure, we can see that the channel inter-access time strongly depends on
channel correlation as expected. As channel fading of individual user becomes more

time-correlated, the channel inter-access time increases. The reason is that as channel is
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more correlated, the user tends to stay in its current fading state for a longer period of
time and takes longer time for its channel conditions to turn to be the best. In the extreme
case where channel fading is too fast, the channel access by each user is totally random.
The dependence of channel inter-access time on g is not significant. This is due to the
fact that all users in the system are assumed to have identical fading statistics. x# does not
affect the probability that one user is selected to transmit or not. It can also be seen that,

for this two-user system, as f, —>co or channel is uncorrelated, the channel inter-access
time approaches 27, which can be predicted from (4-44). The p.m.f. of channel inter-

access time and average channel inter-access time obtained from simulation are shown in
Fig.4.10 (a) and Fig. 4.10 (b). It can be seen that the numerical results and simulation

results match very well.
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Fig.4.10 (a) Probability mass function of channel inter-access time (b) Average channel
inter-access time for two-user system

4.2  Channel capacity achieved by suboptimal channel allocation

scheme

A major drawback of the optimal channel allocation scheme studied in Section 4.1 is the
possible long channel inter-access time before a mobile user can access the channel, since
users who suffer severe channel fading would have to wait for a long period of time to be
allowed to transmit. The channel inter-access time increases dramatically with the
number of users admitted in the system. An alternative approach is to use a SNR-
priority-based channel allocation scheme, by allowing a number of users observing the
first few best channel conditions to share the channel during one transmission interval

(frame) rather than allocating the entire bandwidth to only one user for the whole
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transmission interval (frame). This is a suboptimal multiple access scheme similar to
TDMA systems as shown in Fig.4.11, except that the users transmitting simultaneously
are selected from all users contending for the channel access. The users being selected
observe the few best SNRs among all the users. For each user selected to transmit,
adaptive MQAM modulation is employed so that the constellation used by each user is
defined by its own channel conditions. Obviously, the tradeoff of this SNR-priority-based
scheme is the reduction of bandwidth efficiency and the improvement of channel inter-

access time performance.

In the following study, no power control is performed thus the transmission power is kept
as a constant. Channel is assumed to vary slowly so that it remains constant for a few
transmission frames. Channel estimation is performed at one transmission interval. In this
system, the selection of mobile users to transmit is performed at the BS. Therefore the BS
should have the knowledge of channel state information of all users and uses the
information to decide which K mobiles should transmit. Other mobile users who do not

have the permission to transmit must wait till their channel conditions are among the K

best SNRs.
One transmission interval (frame)
User 1 User 2 User3 | ------—--- User K-1 User K
Il Il Il [l Il
with highest ~ with second with third with Kth with (K-1)th
SNR, highest SNR, highest SNR, highest SNR, highest SNR,
16-QAM 16-QAM QPSK QPSK QPSK

Fig.4.11 A frame structure for a SNR-priority-based system

111



4.2.1 Introduction of order statistic

Suppose that T={y,,7, ¥ y_ ¥~ } 15 @ set of N independent random variables, each

with PDF f (y) and CDF F (y).If y,.,7,,--7 v .7 y are arranged in a descending

order of magnitude and are denoted as U, ,U, ,---U . ---U ,,, or mathematically,

U, =max(T)

U, =max(T'-{U,})
f , (4-45)
.UK :max(T—{Ul Uk $)
Uy =max(T—{U, U, })
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where the operation means excluding those elements listed in the given set.

Obviously U, >U, >U,--->U --->U . The PDF of U, is given as [72]

ful(u1)=N[F (U <u)]" f, ()

S ) =— 2 [F U, <up)] 1= F, U, <u))f, )
(N 2 , (4-46)

S () = [F, W, <up] ™ 1-F U, <u)]™ £, @)

(N - k)'(k 1)!
where oo>u, >u, >uy>--u, --->u, >0. The PDF of U, corresponds to the PDF of

7 max Which is shown in (4-3).

The joint PDF for the first K order statistics (U, ,k=1,---K') is given by [72]

— = [Fu )™ f, ) f, () f, (u). (4-47)

fU],Uz"'UK (ul’uz.”uK) (N K)'
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In the proposed SNR-priority-based scheme, the first time slot will be occupied by the
user observing the best channel conditions, the user observing the next best channel
conditions uses the second time slot, and so on. Hence this scheme allows a number of K
users observing the first K best SNRs among N users to transmit. It corresponds to a
single order statistics with N independent random variables, while only the first K order

statistics in a descending order of magnitude are considered.

4.2.2 Shannon capacity

Assuming that K time slots are available for allocation, for an individual user with the kth

highest SNR, the achievable transmission rate is given as
Ry pesik —Klogz (I+u, ). (4-48)

The channel capacity for a given combination (U, k=1---K) is given by

K
CbestK :;Rk,bele : (4'49)

The average channel capacity is obtained by averaging (4-49) over all the fading states

and is given as

u g g

Bool
Chouk _E” j kzllogz(lﬂt VS e, Wyttt it -duyduy . (4-50)
00

Largest Cp,qx given in (4-50) is obtained when K=1 and the result is given in section

2.1. However, the channel inter-access time for only one user to gain the access of the
channel is the largest. The SNR-Priority-based transmission scheme is expected to

improve this situation at the expense of capacity.
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Shannon capacity achieved is presented in Fig.4.12. It shows that as more users are

allowed to share the channel, the channel capacity will be reduced.
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Fig.4.12 Shannon capacity of SNR-priority-based systems
4.2.3 Channel capacity achieved with adaptive MQAM technique

The probability that a given MQAM modulation constellation is used is given by

P :ffl’:"ffuk (u,)du, , Vie{0,1,2,4,6,8}. (4-51)

The channel throughput obtained by employing adaptive MQAM technique is given by

_B

C =
BestK — K
(iy i

Z(z iy i+l ) g, , (4-52)

,1 ’,2 ’lK
ik )

where i, indicates that the user with kth highest SNR transmits using constellation

M =2 and
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bth,i1 bth,i2 bth,iK
Giiic = | | [ o uyv, sty g ) -dug - duyduy. (4-53)

Uiy Yhyiy  Yhiig

A comment on evaluating g, iy o is needed. Since i, i, >--+ 2i, | 2i, the limits of
142>

iK
integration need to be chosen carefully. If i, , >i, >i,, >i ,, for a given k, then

#a and b, #b
Sk

a,, i , 1.e. one of the ranges in Table 2.1 gives the limits of
k Lk+1 1

iy,

each of the integrals. If i,  >i =i, ,

> The

lk+2 ’

then a,, ira ~ Yn

‘ and bth,ik :bth,ikﬂ .

same method should be extended to the case where there are more time slots using the

same constellation.

The capacity obtained is shown in Fig.4.13. It confirms the results shown in Fig.4.12.
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Fig.4.13 Channel throughput employing adaptive MOAM technique
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In order to have a clearer picture of the proposed SNR-priority-based channel allocation
system, comparison of channel capacity (Shannon capacity) achieved by the conventional
TDMA system where all N users in the system are assigned one time slot during one
transmission interval is performed and the results are listed in Table 4.4. It shows that the
SNR-priority-based system achieves higher channel capacity than the conventional
TDMA system.

TABLE 4.4 Capacity achieved with SNR-priority-based system

R, Rx(bps/H | Ri(bps/H | Ra(bps/H Ri+ Ryt R

(bps/Hz) 7) 7) zZ) (bps/Hz)
Priori(%jzslevi ;)DMA 34152 | 2.4688 X X 5.8840
COHV(?EZH;IE)DMA 2.9420 | 2.9420 X X 5.8840
Priorig{jzs;é g)DMA 3.6192 | 3.0073 X X 6.6265
COHV(e]?ii;ng?MA 1.9614 1.9614 1.9614 X 5.8840
Priori(%jzslevi 4T)DMA 3.7405 | 3.2555 X X 6.9960
COHV(?EZ?;L?)JMA 1.4710 | 14710 | 14710 | 14710 5.8840

4.2.4 Simulation to investigate capacity under a real transmission environment

In order to verify the numerical results obtained in Section 4.2.3, a simulation is
conducted. The simulation assumes a more realistic situation. Each user is assumed to
experience time-correlated Rayleigh fading with maximum Doppler shift f; Hz. Clark
and Gan’s [73,74] model is used to simulate the Rayleigh channel fading observed by
each mobile user as shown in Fig.4.12. The channel fading experienced by different user

is independent and identically distributed with Q=1.

For simulation purpose we assume the channel estimation is perfect and the feedback

delay is negligible. In practical, for the downlink transmission, the estimation of channel
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conditions are activated by the BS at a frame interval by sending a common preamble
sequence to all the mobiles admitted in the system. Each mobile will estimate the
channel conditions from their respectively received signal simultaneously. A dedicated
uplink channel is used for the mobiles to send the channel information (an example is the
SNR) back to the BS, at certain predefined order so that no contention will happen and
the probability that the uplink channel encounters loss in data due to fading is assumed to
be negligible. After receiving the channel state information for all mobile links, based on
the above-mentioned SNR-priority-based channel allocation criterion, the BS then sets up
connection with mobile users observing the first few best SNRs with a suitable MQAM

constellation.

Is(r)

Ja fa
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Gaussian noise | FFT | o IFFT-x,
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Independent
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A

Time domain FFT
Gaussian noise . IFFT S -90°
samples —» i 4444444444 i } % =Xz

Fig.4.14 Clark and Gan’s correlated Rayleigh generation model
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The simulation program generates the fading amplitudes of each mobile at frame period.
The fading amplitudes of all mobiles are used to decide which K mobiles should transmit.
The criterion for the selection of MQAM constellation is shown in Table 2.1 (the fading
amplitude o is related to the SNR y through y=a*y ). One frame consists of K time
slots and the frame duration is fixed to be 0.005 second. Immediately after the channel
estimation is done, K mobiles observing the best K channel conditions among all N

mobile users are selected.

The results obtained from simulation are shown in Fig.4.15 and match well with the

results obtained from numerical analysis.
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Fig.4.15 Channel throughput employing MOAM obtained from simulation
(lines - theoretical result, markers- simulated result with f,T =005 )
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4.3 Throughput analysis of adaptive modulation system supporting

dual-class services

In the proposed rate adaptive TDMA systems studied in Section 4.2.4, the duration of
each time slot is fixed and hence the number of bits transmitted over one time slot is not a
constant if adaptive modulation is employed in each time slot. Therefore, such systems
can only be used to support delay non-sensitive services, where variation in transmission
delay is not critical.

For delay sensitive services whose data from one user have to be transmitted at a constant
rate, fixed time slot duration will not achieve higher bandwidth efficiency even if an
adaptive modulation technique is used. This is due to the possibility that the remaining
bandwidth when channel is in good conditions will be left unused. To improve system
bandwidth efficiency when a rate adaptive technique is employed to support constant bit
rate (CBR) services, we propose another channel allocation scheme where the time slot
duration assigned to each service depends on its instantaneous channel conditions or
modulation constellation used. We classify services supported in the system into two
classes. One class is CBR services that demands constant bit rate, constant delay with no
delay jitter tolerance. The other class is the best effort (BE) services with no QoS
requirement. For each class of services, the transmission rate is adapted according to the
instantaneous channel conditions. From hereafter, we will use the term QoS services to
replace CBR services, since it is sufficient to classify the two classes of service. Priority
is given to QoS services and the remaining bandwidth will then be used to transmit BE
services. In conventional systems, for BE services, media access control (MAC) employs

first-come-first-service scheme to allocate channel regardless of instantaneous physical
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link conditions. In this manner physical layer conditions are transparent to higher layer
services. However in rate-adaptive wireless systems, MAC protocol should have the
capability to schedule the transmission of BE services based on physical channel
conditions of all services. This scheme is possible because of the fact that in multiple
access environment, each mobile in the system experiences different degree of fading at
any observation time. This scenario brings up the possibility to further improve the

bandwidth efficiency of conventional adaptive TDMA systems.

The channel fading gain of each user is assumed to remain almost constant over a few
TDMA frame periods and is independent of each other. Accurate estimation of channel
conditions can be performed at receivers (BS for uplink and MS for downlink). Channel
state information will then be fed back to transmitters and used to schedule transmission
for the next frame. A simple way to realize such a system is to use a TDD system, where
both the uplink and the downlink are time-sharing one frequency band but transmitting in
different time slots. Since channels follow the same statistical model for both directions,
channel fading gains for both uplink and downlink transmission can be simply obtained
directly from downlink signals received at respective mobile through interpreting the
common messages sent out from the BS. Mobiles then take turn to inform the BS the

respective channel state information.

4.3.1 Channel allocation scheme

For convenience, only the downlink is considered in this study but the analysis holds true
for the uplink. The users’ data for transmission are grouped into frame formats as shown

in Fig.4.16. We consider a frame format with fixed frame duration but variable slot
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durations, while the number of time slots is fixed. QoS services have higher priority to
transmit while only one BE service is allowed to transmit when there is bandwidth
available after satisfying the QoS services. For QoS services, channel estimation results
are only used to decide the constellation size. Each QoS service will be guaranteed to
have a time interval enough to transmit a given number of bits, thus guarantee
transmission quality. If adaptive MQAM is used, the slot duration depends on
constellation sizes. But it is still some integer multipliers of “mini-slot”. Here a mini-slot
is a unit of time used for the convenience of calculation. For example, as 256QAM is
used, given that the information rate is common to all QoS services, time needed to
transmit a packet is 3 mini-slots, while if BPSK is used, it should take 24 mini-slots.
With the introduction of mini-slot and numbering these mini-slots in order over one
TDMA frame period, transmitters should know exactly when to transmit based on
scheduling instruction from the BS. Table 4.5 shows the dependency of the number of

mini-slots on MQAM modulation constellations.

tQos g

A
A
v

P One frame (7) <

1 2 | 3| f1| 5 \J/N Best effort services
"4

R

QPSK 16QAM
? 64QAM band

one time slot

Fig.4.16. TDMA frame structure for dual classes system

TABLE 4.5 Mini-slot illustration for MQAM modulation

i=log, M 8 6 4 2 1
Modulation 256QAM | 64QAM | 16QAM | QPSK | BPSK
Minimum SNR (in dB)

31 22.6 16.6 9.8 6.8
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Number of mini-slot 3 4 6 12 24

The transmission of BE services depends on the availability of bandwidth after satisfying
the bandwidth requirement of QoS services. The number of allowed BE services waiting
for transmission is a design parameter which is related to the allowable queuing delay and

the traffic model.

4.3.2 Probability mass function of transmission time

Based on the proposed adaptive modulation technique and the MAC scheme, the total
transmission time occupied by QoS services and thus the transmission time for BE
services are random variables depending on instantaneous channel conditions of all users.
Therefore the system throughput is also a random variable. To evaluate the average
system throughput, the p.m.f. of the total transmission time occupied by QoS services
over a TDMA frame period employing the proposed transmission scheme should be

studied.

A. QoS service

Assuming that the number of QoS services served in one TDMA frame is N. By
assuming that in any TDMA frame, the number of QoS services that employs ith order

MQAM constellation is N;, then N=N +N +N,+---N, +---N, , where H denotes the

number of constellation size available and zero denotes the situation where no

transmission is allowed.

The probability for a given combination of QoS services (N,,N,,N,---N, )over a

TDMA frame can be derived as
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N \(N-N N , (4-54)
P(N,.N, ’NZ'“NH):(N j( N 0)“{NH ]PON()PINl P2N2 ...p:H
0 1 H

by i
where P, = I S, (y)dy is the probability that 2' QAM constellation is used and f L ()

A i

is the PDF of the received SNR. The values of a , .,b, . are defined in Table 2.1. At

th,i >~ th,i
every TDMA frame, each QoS service will use one QAM modulation constellation

depending on channel conditions to transmit data. The transmission time allocated is then

determined as 7, =L /(iB) for i>0 and 7, =0 for ;=0 , where L and B are packet

length and the symbol rate (channel bandwidth) respectively. The total transmission time
occupied by N QoS services can be calculated as

 bos :N1t1+N2t2+N3t3+---N[.t,.+---NHtH. (4-55)
The p.m.f. of 74,5 can be obtained by calculating P(N,,N,,N,---N ) for all possible

combinations of N,, where N,e{0,1,2,---N} and » N,=N . For example, the

probability of all QoS services employing BPSK modulation constellation is given by

p(Noz(),NI:N,O,O---O):( jplN, the total transmission time of N QoS

1

services is Nf;. The probability of (N —1) QoS services employing BPSK and one
: . . N (1

service employing QPSK will be P(0, N-1,1,0,---0)= ol PNIP, | the total

transmission time for N QOS users is (N —1)t; +1,.

If any QoS service predicts that a packet loss is going to happen due to the poor channel

conditions, the bandwidth released by this user will be re-assigned to BE services.
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B. BE services

For BE services, we assume the number of users waiting to access the channel is Ny
The selection of N is based on the ultimate queuing delay that a system can tolerate.

For simplicity, we assume only one of the N BE services and only the service with the
best channel conditions (highest SNR among all the Nz users) is allowed to transmit

during each TDMA frame. The PDF f () of the best signal-to-noise-ratio (y .. )

for N is given in (4-3). The probability that a given QAM modulation constellation is

used by the selected BE service observing the best SNR is given in (4-8).

Given the frame duration 7'/, the transmission time available for BE services is given by

. (4-56)
tpg =max(Ty —1p,s,0)

Therefore the p.m.f of 7zz can be obtained easily from the p.m.f of 7y,5 if

Ty —tp,s > 0.

The probability mass functions for different system configurations are shown in Fig.4.17.

As more QoS services are allowed in the system, the p.m.f of 7, ¢ shifts toward the high

end.
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4.3.3 System performance evaluation in terms of packet loss and average

throughput

A. Probability of packet loss

We may expect that if more transmission time is allocated to BE services the system will
achieve higher system throughput. On the other hand, QoS services can generate more
revenues to service providers, therefore we may want to accommodate as many QoS
services as possible. However as the number of QoS services supported in the system
increases, it is possible that the bandwidth cannot fulfill the need of all QoS services if a
few of the mobile’s transmission links turn out to be poor simultaneously. Some QoS
services may have to drop transmission due to insufficient frame time for all QoS
services to transmit. Therefore the number of QoS users supported in the system has to be
designed delicately. In practical, some QoS services can tolerate a small probability of
packet loss, or mathematically the total transmission time occupied by QoS services in

one TDMA frame can exceed the frame duration with a pre-defined small probability P, ,
re. P(t

oos >1;)<P, . The parameter P, is a design metric that should be satisfied

when trying to accommodate more QoS services.

Two situations will cause packet loss in our proposed system. The first situation is when
the channel conditions observed by a service is poor and instantaneously received SNR is
smaller than the minimum required SNR to transmit using BPSK (lowest order of
MQAM constellation). The transmission for this service has to be suspended and a

packet loss occurs. The second situation is when 7, > T, happens, the services sensing
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the worst channel conditions will be forced to drop transmission since the available time
in one TDMA frame cannot accommodate all the QoS services to transmit and hence
results in packet loss. The former type of packet loss is determined by the transmission
power and channel conditions, while the latter one is introduced by system design to
generate more revenue. The total packet loss can be further reduced by increasing the
transmission power, although in this study we have assumed a rate adaptive transmission
scheme with constant power. In the following, we explain how these two terms are

computed.

The average packet loss due to the channel fading can be derived as
NN :
ﬂfading :zl i ()l (1_P0 )N_l =NP0 ) (4-57)
i=1

where N is the number of QoS users and P, is the probability that SNR is below

minimum SNR requirement of BPSK. The packet loss due to the poor channel
conditions will dominate the overall packet loss when N is small. As the number of QoS

services N increases, the total transmission time of QoS services 7,y may exceed the
frame duration 7,. The maximum number of QoS services N that can be supported in
the system with P(t,,; >T,)=0 is givenby N le e J, where | x | is a function that
returns the maximum integer less than X, #; = L, B is the transmission time needed for
QoS services employing BPSK. If N<N _, the average packet loss is defined by (4-57).
If N>N_, tp,s > Ty happens, then the QoS service with the worst channel conditions

may be forced to drop the packet transmitted. The average packet loss is the summation

of these two types of packet loss, i.e.,
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ﬂloss = ﬁfading + ﬂQoS (4-58)
where [ ,4i,q 18 calculated by (4-57) and Sy, is the packet loss caused by #p,5 > T .
The calculation of S, is not straightforward, we have to turn to computer program. We

give two examples below to illustrate this.

Assuming N, =T / t; 1s an integer, the computation can be done in a much simpler way.
Supposing N=N,+1, P(t,,s>T,) will happen if: (1) All QoS services are

transmitting using BPSK, hence one of the QoS services will have to drop its packets. (2)

The data from N, QoS services are transmitting using BPSK while the data from the

remaining services is transmitting at a constellation size above BPSK, therefore one of

the QoS services that is transmitting using BPSK will have to drop its packets.

Mathematically,
N +1 H (4-59)
_ N, +1 q N
Pty >T,)=(P )™ J{ N, J(Pl) ! ;P
The average packet loss when N = N , 1 is given by
Bross =(Ny #1) Py + P(tg,s >T ). (4-60)

Similarly if N =N, +2, packet loss happens when (1) all QoS services are transmitting
using BPSK so that each of the two services has to drop its packets, (2) (N, +1) QoS

services are transmitting using BPSK while the remaining QoS services are transmitting
using higher modulation constellation so that two services transmitting using BPSK have

to drop their packets, (3) N, QoS services are transmitting using BPSK while the

remaining two services are transmitting using higher modulation level so that one service
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transmitting using BPSK have to drop its packets. (4) One QoS service is forced to stop

transmission due to poor channel conditions, while the remaining ( N ; +1) QoS services

are transmitting at BPSK and one of them has to drop its packets. (5) One QoS service is
forced to stop transmission due to poor channel conditions and one QoS service are

transmitting at a constellation above BPSK, while the remaining N QoS services are

transmitting at BPSK. Hence one of QoS services using BPSK has to drop its packets.

Mathematically, then the probability of 7, > T can be derived as

N
N,+2 Ny+1
p(thS>Tf')=pl +(N +1J(p1 sz
N +2\2 K K N +2 K (4-61)
( v j[ll(pl)”qZ Zpip_,+( v J(pl)”qz(pi)2+
q i=2 j=2,j#i q i=2

N +2 4 (N, +2\ N, +1 L
( ql jpo(pl)Nq 1"‘( ql ]( ]qv Jpo(pl)qupi
i=2

q

Accordingly, the average packet loss due to 75,g > 7 is given as

N N +1
ﬁQoS :2171 +2 N 41 (Pl) e ZP,

N +2\(2 . N, +
( X[+ j(l](pl) qi.i' .pipj +( N j(pl) qZ(p )2 (4-62)

q

N +2 N +2 N +1 K
( ql jpo(p1)Nq+l+( ( ! J (pl)Nq Zpi
i=2

The average total packet loss will be given by

ﬂloss :(Nq +2)PO +ﬂQoS : (4_63)

129



From the viewpoint of system design, we would like to know what the maximum number

of QoS services will be given the constraint on the probability of ¢y,5 >T,. We have

illustrated the computation of packet loss using two examples, however, the computation

of the probability of ¢,,5 > T, and the number of average packet loss will be of a very

complicated form as N increases. To solve this problem, a computer program has to be

used.
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average packet loss per user
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B. Average system throughput

The average system throughput is defined as the total number of data bits transmitted for
both QoS services and BE services over one TDMA frame. We assume no constraint on
data volume, i.e. user data is always available for transmission whenever there is
bandwidth. This assumption is valid when evaluating the maximum system throughput.
For simplicity, the signaling overheads are assumed to be part of the system throughput.

Given the combination of number of QoS services (N ,N,,N,---N,, ), and assuming

iBE . .
the BE service chosen from N g services employs 2 QAM modulation constellation

during the transmission frame, the instantaneous system throughput in bits can be

expressed as

BE /
C(NO’NI’Nza"'NH’Ni =1)=(N1+N2+"'+NH)'LP+ZBEZBEB. (4-64)

where N /* is the number of BE user employing M =2[BE constellation size to transmit
and is always equal to 1 in our case. Assuming that both types of services are
independent of each other, the probability of C(N,,N,,N,,--N, ,N, BE =1) can be
derived to be

P.(N,,N,,N,---N, ,)=P(N,,N,,N,,...N,, )P", (4-65)
where and have been defined in (4-54) and (4-8) respectively.

P(N,,N,,N,,...N,) P"*
Taking packet loss into account, the average system throughput will be given as

1 . (4-66)
Cov :T_[ZC(NO’NDNZs"'NHal)PC(NOaNlaNZ""NH’l)_ﬂQoSLp]
/
The probability distribution of system throughput is shown in Fig.4.21. The average
system throughput is shown in Fig.4.22. It can be seen that the system throughput

increases with the decrease of the number of QoS services. The system throughput
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obtained for fixed TDMA systems where all time slots are assigned for QoS services with
a fixed slot duration and BPSK modulation being used, the adaptive TDMA system with
fixed time slot duration but adaptive modulation being used and the proposed system are
compared in Table 4.6. It shows that the proposed system achieves a higher average
system throughput than the other two systems. However as the same number of users are
allowed to share the radio channel, the system throughput achieved by employing an
adaptive MQAM with the proposed scheme performs worse than that achieved with the
channel allocation scheme studied in Section 4.2. This is due to the fact that in the SNR-
priority-based scheme, only users with the best few SNRs can be accommodated,
whereas in the dual-class system, the QoS services have to be served regardless of their

channel conditions thus insufficient usage of channel bandwidth is observed.
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Table 4.6 Average system throughput comparison (SNR=15dB)

No. of No. of | modulation Packet Throughput
QoS BE size(bits) (bps/Hz)
service service
Fixed TDMA 8 0 BPSK 128 1
Adaptive TDMA 8 0 adaptive Adaptive 2.08
Proposed system 8 1 out of | adaptive 128 291
5

4.4 Summary

The channel capacities achieved by the optimal channel and power allocation under
multiple access environment are studied theoretically. It is observed that the capacity gain
achieved by the combined rate and power adaptation over the rate adaptation only is
insignificant employing this optimal system. Some performance metrics of the optimal
channel allocation scheme are obtained. To overcome the difficulty of long channel inter-
access time of the optimal channel allocation scheme, a suboptimal SNR-priority-based
allocation scheme is proposed. The capacity achieved by this suboptimal scheme is
studied by employing order statistics. The numerical results show that this proposed
scheme can achieve a higher channel capacity than the conventional TDMA system and
effectively alleviate the problem of the long channel inter-access time. A channel
allocation scheme to accommodate QoS and BE services is also studied in this chapter.
The average system throughput and the probability of packet loss have been investigated.
This dual-class allocation scheme performs better in terms of average system throughput
than the conventional fixed TDMA and the adaptive TDMA system with fixed time slot

duration.
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CHAPTER V
CAPACITY OF RATE ADAPTIVE CDMA SYSTEM OVER

FREQUENCY SELECTIVE FADING CHANNEL

Rate adaptive modulation techniques can be applied to CDMA systems. In CDMA
systems, users share the entire bandwidth simultaneously by employing spreading codes,
unlike the systems studied in Chapter IV. Capacity of a CDMA system is then limited by
both the channel characteristics and the multiple access interference. Most of currently
deployed CDMA systems employ power control with fixed rate transmission. In this
chapter, a variety of adaptive rate adaptive power control schemes is first proposed to
improve the capacity of a CDMA system. These power control schemes make use of the
information of channel conditions and location of mobile user. Capacity analysis is
carried out on the uplink transmission under the constraint of a minimum required PG,

the average transmission power and the BER performance of individual user.

5.1 System model description

5.1.1 RAKE receiver structure and combining techniques

As a wideband signal transmits over radio channels where the signal bandwidth is much
greater than the coherent bandwidth of the radio channel, it experiences frequency
selective fading. It will resolve the multipath components thus provide the receiver with
several independently fading paths. Mathematically, frequency selective fading channel

can be represented by (2-6). The commonly used receiver for processing such wideband
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signal is a RAKE receiver. It is designed to exploit the path diversity to overcome severe
channel fading [75]. In fact, RAKE receiver attempts to collect the energy from all paths
that fall within the span of the delay spread and carry the same information. RAKE

receiver consists of a bank of L fingers defined by L =|T, /T, |+1, where T, ,T, are the

delay spread and the coherent time of channels or signal duration. | X | is an operation

taking the largest integer less than or equal to X. The finger output is then combined to

form a decision variable.

r(t)
[EENY T T RPRR NN ]
1T, c T, c T, c T c
waveformn]| waweform waveform
correlator correlator correlator

Lo !

a (1) a;(t)

combiner

D

T —

Fig.5.1 A block diagram of RAKE receivers

The structure of a RAKE receiver is shown in Fig.5.1. The RAKE receiver employs a
single delay line model through which the received signal is passed. The time-varying tap
weights {a, (¢)} corresponding to the L different delays are uncorrelated and complex-
valued stationary random processes. At the output of the RAKE receiver, combining

schemes can be employed to make use of the resolvable paths. The available diversity

combining schemes are MRC [61], EGC [62] and SC [63]. In the subsequent study, MRC
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is assumed and the achieved system capacity is investigated. With MRC, the power

received at the BS can be expressed as
< 2
pr:,§ \h,|>cz"p,, (5-1)

where p_,p,.,h, =a,e’’ are the received power, the transmission power and the channel
fading gain for the /th path respectively. c¢,n,z are path loss constant, path loss index and

the distance between mobile users and the BS, respectively. In this study, we assume n=2.

To avoid the singular point when performing analysis, a minimum distance z, between

mobile users and the base station, which denotes the situation where mobile users are
much closer to the base station so that the transmission is forced to stop, is defined in this

study. The amplitude of the channel fading gain «, takes any form of distribution

introduced in Section 2.1 of Chapter II. The channel fading for each tap can be estimated

precisely if the fading changes sufficiently slowly.
5.1.2 Detection techniques for CDMA systems

Assuming K mobile users are admitted in a CDMA system, the optimal maximum
likelihood (ML) detector for a CDMA system must compute a large number of
correlation metrics and select the K sequences that correspond to the largest correlation
metric. Obviously this optimal detector has a computational complexity which grows
exponentially with the number of users K. Some suboptimal detectors with computational
complexity which grows linearly with K are employed, for example, conventional single-
user detector, decorrelating detector and minimum mean-square-error (MMSE) detector

[76-78]. Among them, multiuser detection techniques including decorrelating detectors
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and MMSE detectors are promising solution to combat MAI. However the major obstacle
to the deployment of multiple user detector (MUD) is the high complexity of the
algorithms. Therefore, the conventional single user matched filter based detector remains
popular due to its simplicity. In this study, we employ the single user detector and
analyze the capacity and the performance of some adaptive rate adaptive power control

schemes.

In conventional single user detectors, the received signal is first correlated (or matched-
filtered) with the signature sequence of the desired user. The output from the correlator is
then passed to the detector, which makes decision based on the single correlator output.
Thus the conventional detector treats signals from other co-channel users as interference.
For the transmission over uplink, MAI is unavoidable since the long spreading codes or
random codes are not perfectly orthogonal. In the extreme case, the interference is
excessive if the power levels of some users are larger than the power level of the desired
user. This leads to near-far end problem. The adoption of some kind of power control

strategies is thus necessary in a CDMA system.

Two categories of power control schemes are widely employed in a CDMA system, one
is strength-based power control scheme which maintains the received power for each user
at the BS at a desired level, while the other is signal-to-interference ratio (SIR, defined as
the ratio of signal power to interference power) based [79,80] power control scheme
which maintains the received SIR at a desired level. In strength-based schemes, the
strength of a signal arriving at the base station from one mobile is measured to control the

transmission power, whereas in the SIR-based design, the quantity metric is the SIR with
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the interference consisting of both the channel noise and the MALI. In reality, the strength-
based power control seems to be impractical due to the difficulty in the measurement of
signal power, while the SIR-based power control is more realistic and desirable since it is
the SIR which is directly related to the received bit error probability. It suffices to
maintain the SIR at an acceptable level in order to guarantee the BER requirement.
Generally adaptive transmission systems adopt the SIR based power control strategy and
adjust transmission parameters such as transmission power and transmission rate

accordingly.

In this chapter, three SIR-based power control schemes are proposed and studied. In each
case, the transmission rate is adaptive to the received SIR while the transmission power
of mobile users can be designed to adapt to the mobile location and the channel fading. In
power control scheme I, we assume that path loss is compensated for at any time. The
transmission power after path loss has been compensated for is kept as a constant, while
the transmission rate is adapted to the received SIR. In scheme II, the transmission power
is distributed according to the instantaneous channel conditions of individual mobile user.
In scheme III, the location of each mobile user is taken into consideration. The
transmission power is a function of the distance from the base station — the transmission

power is adapted to path loss rather than just to compensate for it.

5.1.3 Rate adaptive modulation technique in CDMA system

Rate adaptive modulation can be employed in CDMA systems. The adaptation can be
achieved by not only adaptive constellation size and coding, but also adaptive PG,

adaptive chip rate and adaptive number of sub-channels for multi-carrier systems. The
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capacity and the BER performance of MQAM in CDMA systems was studied in [35,36].
The capacity of multi-rate CDMA systems realized through multi-code techniques was
studied intensively in [81,82]. The adaptive PG is another solution to achieve adaptive
modulation where the chip rate is kept as a constant while the processing gain is adjusted
accordingly [33]. The capacity of CDMA systems achieved with rate adaptive
modulation techniques over multipath fading channel has been investigated in [42] in

terms of lower bound.

However, when the rate adaptive modulation is realized through adapting the PG to the
channel conditions, these reported works generally do not set a minimum value on the PG
and thus the conclusions are not accurate. In CDMA systems, user data is spread using a
PN code with the chip rate much higher than the data rate to enable multiple access
capability and to overcome the multipath channel fading and the MAI, therefore, there
should have a minimum PG (Gp,). It is obvious that with this PG constraint, the
transmission rate achieved by rate adaptive CDMA systems cannot go beyond the

maximum rate defined by R =B/G . even if the channel conditions are extremely

good. In this chapter, we propose a combined adaptive PG and adaptive MQAM
technique which does not need to expand the spreading bandwidth while overcome the
minimum PG constraint. Some power control schemes can be developed to increase the
system capacity achieved by this technique. Detailed description of this technique is

given later in this chapter.

In this study, the transmission rate for users in the proposed adaptive CDMA systems

fluctuates with the channel fading or the user location. This fluctuation causes varying
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transmission delay for services. However this issue is above the scope of this study. Like
most of the works in the literatures, without looking into the details of implementation,
capacities of adaptive CDMA systems achieved by different adaptive rate adaptive power
control schemes based on some available information of users such as channel fading
gain and location are studied. However, since the performance of the proposed power
control schemes relies on the estimation of SIR, channel fading gains and user location,
with channel estimation error or location tracking error, the power control schemes are
not able to allocate the transmission power to make use of the instantaneous conditions
and user locations, resulting in the loss of bandwidth efficiency. The effect of estimation

errors on the achieved system capacity is not studied in this thesis and is left for future
5.2 Interference analysis of adaptive CDMA system

Generally, for asynchronous transmission, there are a few symbols from interference
users sharing the radio channel interfering with the desired symbol to be detected,
resulting in MAI. Conventionally the uplink transmission suffers much severe
degradation of system performance than the downlink transmission. CDMA is said to be
uplink interference limited.

Assuming a multiple access DS/CDMA system in a single cell and signal transmitted
over radio channel experiences both large-scale path loss and small-scale multi-path
fading (the effect due to shadowing is neglected in this study to simplify the analysis).

The received baseband signal r(¢) can be expressed as

K L
F(O=32p, wez.t Sh, (Db, (t-7, a, (t-7, ) +n(t) (5-2)
m=1 =1

where b, () is the transmitted binary signal, a, (¢) is the spreading signal and n(z) is
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AWGN with double sided power spectrum density N, /2. p,  (¢) is transmission power

for the mth user. &, , (1)=«,,, (t)e’’ 1" is fading gain for the mth user over the /th path
with «, , (¢), 6, () being the amplitude and the phase of the fading gain, respectively.
K is the number of users allowed to transmit simultaneously, 7, , =IT, is the delay for

the mth user over the /th path. The power delay profile employed in this study can be
uniformly distributed or has any other distributions. For uniformly distributed power
delay profile, the variance for each path is 20? =Q=1/L. For exponential distribution,

200 =Q, =Aexp(—(I-1)T, /T, ), where 4 is the normalized factor. c¢ is the path loss

constant and z,,is the distance between the base station and the m™ user. n is the path loss

index.

The RAKE receiver is employed and MRC is performed at the output of the receiver. In
the /th path of the RAKE receiver of the mth user, the interference power received at the

base station can be derived to be

L 5 K L s
Im,l = pm,tczmn Z| hm,j | + ij,tczjn Z| hj,l |
=1

J# j=l,j=m
L ) K L )
=pm,tCZng(am,j) + ij,tczjnz(aj,l) . (5-3)
J#l J=lj#m =1

In the right hand side of (5-3), the first term gives the self interference power from other
paths of the mth user whilst the second term gives the interference from other users
sharing the frequency band. In practical, the second term is much larger than the first

term, i.e. self-interference can be neglected, (5-3) can be written as

K L
I,~ % p,cz” E(au)z. (5-4)

i=1,i#m
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In CDMA systems, for coherent BPSK receivers, the BER performance can be
approximated by P, zQ(,/2(Eb /N, )) [83,84]. The E, /N, for the mth user can be

expressed as [85]

Eb pm,r /Rm

| (5-5)
N, ) 2T.1,/3+N,

where p ,R are the received power and the instantaneous transmission rate for the

mth user. The constant 2/3 arises in (5-5) since rectangular chip pulses are assumed.
However for different pulse shapes, it has different value. If thermal noise is negligible

and substitute (5-4) to (5-5), E, /N, is obtained

L L
2 - 2 -
Eb 3 lgl (am,l ) pm,ZCZm’7 Tb B lgl (am,l ) pm,lczm’7 3B

= X I3 - K L :
N, 2L )y pi,;CZi_”E(ai,z)z )y pi,rczt_n[;(af,l)z 2R,

i=l,i#m i=l,i#m

(5-6)

In (5-6), T, /T, =B/R, =G is defined as the PG. Generally in CDMA systems, to

maintain the capability of combating multipath fading, one symbol cannot be spread by
less than one chip, i.e., the PG must be kept larger than a pre-defined G_. with G . >1.
This PG constraint limits the system to make use of the advantage offered by the adaptive
transmission efficiently. For example, although one user observes channel conditions
where higher transmission rate can be employed, it has to transmit at a rate equal to
B/G - Hence the better channel conditions cannot be fully exploited. This fact has not
been considered in most of the reported works [41,42] and results in inaccurate
conclusion. In the following, various adaptive transmission schemes are proposed and the

performance in terms of system capacity under the PG constraint is studied.
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5.3 Capacity of rate adaptive CDMA system with path loss being

compensated for

Conventionally, the capacity of a CDMA system is evaluated in terms of the maximum
number of users supported in the system. This is fair in a single rate CDMA system. As
adaptive rate or multi-rate is used, this definition turns out to be inappropriate. Here we
adopt alternative definition where the system capacity is defined as the sum of the

average transmission rate from all users in the system, or mathematically,

c=f§m , (5-7)

m=1

where R 1is the average transmission rate for the mth user.

5.3.1 Power control scheme I—adaptive rate constant transmission power

In this rate adaptive power control scheme, we assume that path loss can be compensated
for at any time instant. This scheme is similar to conventional CDMA systems except no
intention for closed loop power control to combat fast fading but rather rate adaptive
being employed. This compensation can be performed very easily once the position of
the mobile is known and the path loss model is well defined. Alternatively we could
average the received signal over a sufficient observation period to estimate path loss. The
transmission power after path loss is totally compensated for remains constant for all
mobile users. Therefore the received power at the base station for the mobiles is different
only as a result of the fast channel fading and the instantaneous transmission rate is

adapted to the respectively received SIR.
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Considering BPSK modulation, from (5-6), the instantaneous transmission rate for the

mth user can be obtained as

L
Z:(am ! )2pm,tcz;tn
R, =1 L 38 (5-8)
_ IZ p;.cz; [Zi(aj’l )2 Y min
Jj=.j#m =

where y . is the predefined E, /N requirement to guarantee the transmission quality

and B=1/T_ is the spreading bandwidth.

L K
Setting o, =l§l(am, ;)7 and o =j:§¢ml§(aj,l )? and assuming uniformly distributed

power delay profile, the PDF of «, and «, can be derived as

1/(202)]"
ot e exp{—z‘sz } 59)
and
_ [1 /(20'2)](K_1)L (K-1)L-1 ay
R e L =] (-10)

where 202 =Q is the variance of the channel fading for each path. For a non-uniform

distribution, the following expressions can be derived [86],

L_ (04 L 1
fo, (@)=2a P exp(—==) [ =——=—, (5-11)
1=l L g% T
and
(K-OL g a (K-1)L
fo (@)= 3 @ S T exp(—=E) [T =, (5-12)
1=1 aK,l j:l,j¢laK’l—(ZK

"
where o, =|h, ,|*, a, =lh;, |? are the power gain of the /th path for the mth desired

user and the jth interference user. &, ., 6 are the mean values of «,  .a,,

respectively.
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Since large scale path loss is needed to be totally compensated for at the BS, the
transmission power for the mth mobile user before path loss being compensated for will

have to overcome the power attenuation caused by path loss and has the form of
P, =pz,/c, (5-13)
where p is the transmission power after path loss is compensated for. Substitute (5-13)

into (5-8), the received E, /N, for the mth user can be rewritten as

2pT,
E,__HOh e (5-14)
N, 2T, «x_t , « 2
2p2(a,,)
3 =l jEmi=l

The PDF of E, /N can be derived to be

Ceoh k- 2y Y2 (0 2y VT 515
’W)_[(K—l)L—l]![L—l]!&Gmm] 3Gmm(2az+6Gmm02j | o

The PDF of E, /N, is shown in Fig.5.2. It can be seen that, with higher PG constraint,

the PDF of y moves toward high E, /N, end.
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Likewise, the PDF of R (the subscript m is dropped since it is identical to all users) is

derived to be

fR (R):

/o) KL-11 27 W RY ™ 270 (1 27w R o 5-16)
[(K-1)L-1][L-17'\ 3B 3B (20?2 6Bo> '

As more users are allowed in the system, the interference experienced by each user
increases, hence the probability that one user transmits at a high data rate decreases, as

observed from Fig.5.3.
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A. System capacity employing adaptive PG only

As PG can take any value larger than G _. , the average system capacity is given as

min ?
max

C:K[ [ Rf (R)dR+ TRmafo (R)dR}, (5-17)

max

where the first term is the average system capacity achieved as G<G_. and the second

term is the system capacity achieved as G>G . .

In multi-rate systems where the PG can only take a value from a set of discrete PGs

G={G,.G,,-G,.G .-G, }, the system capacity is given as

Jj+l 5"
B/G;y,

C:KZGE j f.(R)dR . (5-18)

j BIG;
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For the purpose of comparison, the system capacity achieved by the fixed rate perfect
power control scheme where both path loss and fast fading are compensated for (or the
power received at the BS remains constant) is computed. When thermal noise is not taken

3B

—=—— and
2y . (K-=1)

into account, the transmission rate can be expressed as: R=

G=2E D

™ If G>G,, ,then C=KR. Incase GG ., C=KR

min * max *

The system capacity achieved by adaptive continuous and discrete PG is shown in Fig.5.4
and Fig.5.5 respectively, with the transmission power defined by (5-13). As continuous
PG is used, it can be seen that there exists a maximum system capacity. Before reaching
this maximum capacity, the SIRs experienced by most of the users are high. However

users have to transmit at R ___due to G, even though they can transmit at a data rate
higher than R__ . Therefore the system is in an underloading state because of the G,

constraint. After reaching the maximum capacity, most users in the system are
transmitting at a rate defined by (5-8). The system capacity decreases with the number of
users. For discrete PG, as the number of users increases, the system capacities achieved
by different sets of PG approach the same value. Another observation is, with the PG
constraint, the capacity achieved by discrete PGs cannot be better than that achieved by
continuous PG due to the limited number of PGs being used. As fewer users are
supported in the system, the rate adaptive system employing adaptive PG performs not
better than the fixed rate or the ideal power control system as shown in Fig.5.4, while
with the increase of number of users in the system, it will achieve the same system

capacity. The explanation is as follows. With a small number of users, due to the low
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MALI, the system is in an underloading state. The received SIR for individual user is high,
adaptive PG can be used to make use of the good conditions, thus to improve bandwidth
efficiency. At a large number of users, since the MAI is large, the received SIR is low
most of the time. Therefore the capacity gain achieved by employing adaptive PG is very

limited.

. . + G . =8
0.7 solid: adaptive PG B=5MHz min B

dash: fixed rate 252=0.25

0: G ;=16

bandwidth efficiency (in bps/Hz)

number of user K

Fig.5.4 Capacity achieved by adaptive continuous PG
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Fig.5.5 Capacity achieved by adaptive discrete PG

B. System capacity employing combined adaptive PG and adaptive MQAM

In previous study, as there exists a minimum processing gain constraint, G __ , even if the

min ?
SIR observed by one mobile user is good, the instantaneous transmission rate cannot

exceed R . One solution to overcome this problem is to employ the rate adaptive
MQAM modulation once the PG required to achieve desired a E, /N threshold (y . )
is smaller than G_. . The rationale behind this solution is: in case that higher R can be
employed but a transmission rate of R__ has to be used, the instantaneous E,/N
obtained for one mobile user might exceed the minimum £, /N, requirement (or y . ),
hence a higher order MQAM constellation can be used to exploit the extra E, /N

resulted from good SIR conditions while the required BER performance can still be

guaranteed. As MQAM is used, the transmission rate is calculated as R=R__ log, M ,
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where M =2' is the constellation size. For BPSK modulation, i=1 and the y . required
to achieve the BER performance of10~ is 6.8dB. For QPSK, i=2 and y_._ =9.8dB.

With the combination of adaptive PG and adaptive MQAM, the system capacity is
expected to increase. Hence with this combination, the system capacity achieved can be

expressed as
C=K(R,+R,), (5-19)

where R, and R, are the portion of capacity when only adaptive PG takes place and

when PG takes the values G,,,, respectively.
. Rmax
R, = | Rf, (R)dR , (5-20)
0
and
Ry =Ry, [ logo[M(N]f ()dy . (5-21)
7 min
here M (y)=1 L5y The adaptive MQAM will be employed once y >
w =l-—. \% -
4 In(5-BER) p ploy V27 min
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Fig.5.6 Capacity achieved by adaptive continuous PG and continuous MQAM

The system capacity achieved by the combined adaptive PG and MQAM technique is
shown in Fig.5.6 with B=5MHz. From Fig.5.6, it can be seen that with the combined
adaptive PG and MQAM, the system capacity can be improved noticeably. The

improvement in terms of bandwidth efficiency is significant as G . is higher. However

with the increase of the number of users, the capacity gain achieved by the combined
adaptive PG and MQAM technique becomes insignificant, for example, the bandwidth

approaches 0.35 as G,,;, = 8. This can be explained by the fact that with the increase of X,

the probability of R>R__ becomes insignificant. With the combination of adaptive PG and

max

adaptive MQAM, unlike systems with adaptive PG only, the achieved system capacity can
be higher than the fixed rate perfect power control systems, especially under small a

number of users in the system and a higher G, .
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5.3.2 Power control scheme II--adaptive rate adaptive power

As the instantaneous channel information is available at both transmitters and receivers,
not only the transmission rate but also the transmission power can be adapted. The
implementation of the optimal power control is complicated for interference limited
systems since the increase of the power level of each user will cause interference to other
users in CDMA systems. Most of the previous works aim to look into the optimal power
allocation to maximize information capacity over fading channel with the help of iterative
algorithms [87]. The optimal rate and power adaptation for multi-rate CDMA systems
over fading channel was studied in [88]. Here we proposed a simple power allocation
scheme based on the knowledge of the fast channel fading, for which no complicated
algorithm is needed and the attainable system capacity is still improved. In this power
control scheme, the transmission power is distributed according to mobile user’s
individual channel conditions, like the single user water-filling strategy. User will be
assigned more power and transmits more data when it observes better channel conditions.
Part of the transmission power will, however, still be used to compensate for respective
path loss, with the amount depending on the distance from mobile users to the BS.
Therefore, in this case, both the transmission power and the transmission rate are adapted
accordingly, unlike the power control scheme I studied in Section 5.3.1 where only the
transmission rate is adapted. Comparing to the scheme with rate adaptation constant
transmission power, the power control scheme studied in this section gives more

privilege to the user observing better channel conditions. However, in the extreme case,
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no power will be allocated to the user with poor channel conditions, and transmissions for

these users have to be delayed to a later time.

In this scheme, the transmission power of the mth mobile is of the form

Dz" (L q
P, ZT’"(E(“W)Z) , (5-22)

where both D and g are power control parameters. The received power for the mth user is

P =D L@ (523

As adaptive transmission schemes are used, the sum of instantaneous transmission power
for all mobile users in the system will fluctuate according to the instantaneous locations
of all mobile users. To fairly evaluate the performance of power control schemes, we are
looking at maintaining the long-term average total transmission power at a constant. To
keep the average transmission power as a constant, and assuming that users are likely

occur in anywhere of the cell over the observation period, coefficient D can be derived as

L-1'p
S R ) (5-24)
(262)4 (L+g-1)!
L q+1
By setting w = [Z(aj,l)z} , based on (5-9), the PDF of w is given as
I=1
1
R S Lol et
w)= w ol e 202 5-25
S () (20‘2j (L-D!(g+1) (5-25)

Substitute (5-22) into (5-6), the transmission rate for each user (the subscript m is

dropped) is derived to be

156



L g+l K L g+l 3
R = D[Z(am,l)z} /D > [zmj,,)z} 5
I=1 I=1 2y

J=Lj=m min
(5-26)
3B W,
= ‘ 7
27m1n | z Wj
j=Lj#m

The capacity achieved by the adaptive PG and adaptive MQAM can be obtained as

2rmin KL
— 3B o O " 3G j:l,/imw‘/ Wm
SRI = .[ .[ K-1 fwm (Wm )fwl (wl )“.fw]( (WK )dwmdwldwK
;/min wg =0wy =0 0 w.
jelgem
(5-27)
— o o0
Ry =R [ [ o J log, M ()., W, ). o, W)=+ f, (Wi ddw, dw, -+ dwy
we- =0 w, =0 2% min - ,
K 1 W"’=§Tj:1§¢mwj
(5-28)
where
3B w
V=oR TE (5-29)
w s
j=1,j#m

Capacity achieved by the adaptive rate and adaptive power scheme is shown in Fig.5.7,

where g=0 corresponds to the case presented in section 5.3.1. It is observed that the
increase of g leads to the improvement of the system capacity. However as G . is larger,

the increase of the system capacity with ¢ is very insignificant. Fig.5.8 shows the
dependence of the system capacity on the number of users K. This dependence varies
with the G _. as seen in this figure. The system capacities achieved from different

schemes are listed in Table 5.1. It can be seen that with the combined adaptive PG and

MQAM, the adaptive rate adaptive power scheme studied in this section achieves higher

157



system capacity than scheme I studied in Section 5.3.1 and the conventional perfect

power control scheme.
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Fig.5.7 Capacity achieved with different power control coefficient ¢ (K=3,20* =0.25)
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Fig.5.8 Capacity achieved with different number of users K (20* =0.25)
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TABLE 5.1 Bandwidth efficiency comparison (K=3)

Scheme Gmin With Without MQAM
MQAM
Adaptive rate 4 0.65 0.43
8 0.5 0.33
Adaptive rate 4,q=3 0.8 0.25
adaptive power 8, q=3 0.61 0.15
Perfect 4.8 0.375 0.375

5.3.3 Dual-class services employing adaptive PG only

In wireless systems, more than one class of services will have to be accommodated. For
different services with different transmission requirements, the power allocation strategy
can be different. Here assuming a dual-class CDMA system supporting voice and data
services, the power control strategies are specified as: 1) Voice service is transmitted at a
fixed rate (using BPSK) in order to maintain constant delay performance, a constant
received power for voice user is then required. 2) Power control scheme I is employed for
data users which has no stringent requirement on delay performance: the received power
fluctuates with the channel conditions of individual user and the transmission rate is
adapted to the received SIR by changing PG. The transmission power for data users is
defined by (5-13). The co-existence of these two power control schemes makes the total
transmission power of dual-class systems not a constant. In the following, the system

capacity and the power consumption will be studied.

Assuming that the number of voice users and data users supported in the system is

K and K ,, respectively, and the transmission rate of voice user is R . For the voice and

data users, their respective £, /N, expression (5-5) can be written as
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(v)
y ) 2 mr 38 (5-30a)
K ) Ki L _ 2Rv
z p/,r+zz (a]l) Pq
j=1, j=m j=l1=1
L —_—
(@)’ Py 1B
S _ = ’ (5-30b)
Kv (v) Kd L _ 2Rd
zpjr+ z Z(ajl)zpd
j=l1 Jj=l,jzmi=1

where pj.vr) ,p, are the received power for the jth voice and the average transmission

power for the data user respectively. The first term and the second term in the
denominator of (5-30a) and (5-30b) represent the interference from voice users and data
users, respectively. To ensure the fixed rate transmission for voice users, the received

power has the relationship

pl(,‘;) :p;fr) :.“=p;(vv),r =p£\/) . (5'31)

To satisfy the BER requirement, y () Zyr(nvhz. Substitute (5-31) into (5-30a), the received

power for voice user is obtained as

KaL , =
22 (a;,)" Py
p = i R, . (5-32)
3B/2y ) ~(K, ~DR,
A. System capacity investigation

To ensure the transmission quality, ;/(d) > 7(d) . Therefore from (5-30b), the

min

transmission rate for data users can be obtained as

L
>(a, )P,
B = 3B )
T 8 E 5
v) L a. min
j:lp”r =1, j#mi=l i) Pa
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Substitute (5-32) into (5-33), the transmission rate of data users can be rewritten as

R, = L 3B__(k,-DR, | 2B, (5-34)
381275 R, Jek R | 27 00) @
where

Ky L 5 L 5
&= 2ol P Yle,, 1 (5-35)
_ =1

j=1,j#mi=l1

The PDF of & is derived to be

(K,L-1)! 5(1([,71)&1; (5-36)
(K, -1)L-1][(L-1)! (E+1)Kat”

f; (5):[

Due to the existence of voice users, as seen from (53), R, is limited by R with

3B
_(Kv _l)Rv:|2T . (5-373)

min

max 1 3B
R;” = )
K R |:2}/min

v v

Here R;™ # R__.If R7™ <R __, only adaptive PG is used to realize the rate adaptation.

max ?

As R™ >R, adaptive PG is employed for R <R, , while adaptive MQAM is used

max ? max ?

for R, <R<R™. R depends K ,K,,7,.., and R, .

The average transmission rate for data users can be obtained

- 7 S () s
Ry=] 2238k 1R, < dé+ [ LBor, (&g,
& zymin 27min (33/27min +Rv )é:-l-KvRv 0 Gmin
(5-37b)
where
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3812y ~(K,-DR, BG,. 127D -K R,

min min

’ 3B/2y) +R,

min

(5-38)

The first term in (5-37) corresponds to the case with R, <B/G while the second term

min ?
corresponds to the case with R, >B/G . . The average system capacity for the dual
classes of services systems is given as

C=K R +K,R,. (5-39)

The bandwidth efficiency is then obtained as C/B.

0.5 T T T

solid: K =6,G =16
. d_ Gmln_ +: RV=96kbps L=4
0.45 dash: K ~2.G =16 * R =9.6kbps B=5MHz
dash+dot: K =6, Gmin:8 v

bandwidth efficiency (in bps/Hz)

Fig.5.9 System capacity for dual-class CDMA system
The system capacity calculated from (5-39) is presented in Fig.5.9. It is observed that the
system capacity first increases with K . It is expected that there exists a K| leading to a

maximum system capacity. After the maximum capacity is reached, the system capacity

will decreases with the increase in K, as for the case with G ., =16,R =96kbps

v 2
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shown in Fig.5.9. The reason is as follows. As the number of voice user is low, the MAI
experienced by the data users is low hence data users can transmit at higher bit rate.

However due to the PG constraint, the data users can only transmit at a rate R, <R ___.

Therefore the system is under-loaded and a large number of voice users are favorable to
exploit the good conditions. As the maximum system capacity is reached, more voice
user will result in the reduction of transmission rate of data user and thus the degradation
of the system capacity. The explanation holds true for the dependence of the system

capacity on G _. . Another observation is that given the number of voice users, the

system capacity increases with the number of data users. The reason is that data users are
able to exploit the channel conditions. The above observations suggest that in a dual-class

system, in order to use the bandwidth efficiently, K ,K , and R have to be chosen

carefully, givena G .

B. Power consumption investigation

Unlike the analysis in Section 5.3.1 and Section 5.3.2 where for comparison purpose the
long term average transmission power is kept as a constant, for a practical system defined
in this section, the total transmission power is not fixed. When comparing the capacity of
this dual class system for different conditions, the total transmission power is not taken
into account. Therefore it is necessary to investigate the power consumption for different
number of voice and data users. From (5-32), under the consideration of both path loss
and channel fading, the transmission power for the mth voice user located at a distance z

can be rewritten as
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p(v)zznﬁd R,
"¢ 3B/2y") (K, -DR,

min

) (5-40)

where c is path loss constant and
Ka L L

Sp=22 (@) [ (e, ) (5-41)
I= I=1

J=1

—

The PDF of & and z are given as

[(Kd —|—])L_1]' ngdL—l
(KdL_l)'(L_l)'(é:p +1)(Kd+1)L >

S (€)= (5-42)

f.(z)=2z/g* (5-43)

with ¢ denoting the cell radius.

The average transmission power for voice users is obtained by integrating (5-40) over

zand ¢, and is given as

—o) _ ]°-RV p, 'S, 1D (£,)dzdS, ¢,RE, ’ (5.44)

¢ 3B/2y" —(K.-DR, 3B/2y") —(K,-DR,

where ¢, =[2(g”+2 -z py ]/[cg2 (n+2)] and c_,?p =E[£,] . The total transmission

power is the sum of the average transmission power from voice and data users and is

given as

KVRVEP

Pt =

c 1K, |. (5-45)
"13B/2y0) —(k, -DR,

The power consumption of dual-class CDMA systems is shown in Fig.5.10. As more

voice users are allowed and transmit at a higher transmission rate, the total transmission

power increases. It indicates that the received interference power of data users increases.
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Fig.5.10 Power consumption for dual-class CDMA system

5.4 Power control scheme III—adaptive rate and location-based

adaptive power

In previous analysis, we assume that path loss has been totally compensated for. With
the development of location tracking and positioning technologies, it is possible to take
advantage of location information rather than just to compensate for it. Location-based
power control scheme was first studied in infostation systems for delay non-sensitive
services [89] for TDMA systems. It was proven to be effective to increase the system
capacity of TDMA systems. For single user systems, it has been shown that as more

power is allocated to users near to the BS, higher system capacity is achieved. In this
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section, we consider a location-based power control scheme for CDMA systems

employing adaptive continuous PG and MQAM modulation technique.

The proposed location-based power control scheme is in the form of
pm,t =Az*® > (5_46)

where 4 is a constant and g is the power control coefficient which can take any integer
value and defines how the transmission power depends on its distance. z is the distance
between a mobile user and the BS and its PDF is defined in (5-41). As g takes a positive
value, it indicates that mobile users near to the border of home cell will be allocated more
power, while mobile users near to the BS will transmit at lower power. The power
allocation strategy with a positive g will try to compensate for the power attenuation
caused by path loss, however it will result in large interference to mobile users in
neighboring interference cells (or other cells). As g takes a negative value, the power
allocation strategy will favor mobile users near to the BS. In this case, the interference
inflicted by home cell users to other interference cell users is expected to decrease. The
investigation of the effect of g on the system capacity with and without other cell

interference will be investigated.

To make the comparison fair, the total transmission power for the whole system is kept as
a constant, hence
¢
K [ 428 f.(2)dz = p,,, (5-47a)
Zo
The constant 4 is given as

g.n+2 _Z();+2 g_}_ZE

cer? _Zog+2 n+2c

A

(5-47b)
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With this power allocation strategy, the instantaneous received power for the mth user at

distance z, from the base station is given by

L
P, =2(a,, ) dczE. (5-48)
=1

5.4.1 Capacity without other cell interference

Without the consideration of interference cells, the interference is from the users sharing

the bandwidth in the home cell only. The instantaneous transmission rate is given as

R—3—B(i(am,,)zzi_")/( » i(aj,,)zzf_”) . (5-49)

2y, \i=l =1, jm 1=1

L
Setting u=)(«, ,)* z¢™" and v=g—n, the PDF of u is derived to be
I=1 ’

2/v (2/v)-1
£y =— (lj 2u _ {F(L—E, ”;v)—r(L—g = )}forv>0

(L-)\ 20" Ve v 20%¢ v 20%z)
(5-50)
and
1 1Y 2u®m 2 uz) 2 ug
u)= NL-=,—)-T(L-=, for v<O0.
Ju) (L—l)!(202j lv|g? ( v 202) ( v 202)
(5-51)
As R<R__, this portion of capacity can be evaluated by
2 ¥ min K-1
_ Q0 o0} 3G min j:l,%':tmuj 3B K
R
ug =0 uy =0 u,, =0 27/min J=1,j#m
(5-52)

Lo @) fy () f, (u)du, du, -du

After PG reaches G, ,the E, /N can be expressed as

min ?
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3G in u i u,. (5-53)

2 j=1,j#m

7/:

Thus the capacity with adaptive continuous MQAM is given by

ﬁZ :Rmax J. J. Tt J. 10g2M(7/)fum(um )ful (ul )“.qu (uK )dumdul o
U =0 u;=0 2Ymin K1

min =1, j#m

(5-54)

The system capacity achieved by the location-based power control scheme is presented in
Fig.5.11. g-n=v=0 corresponds to the case employing power control scheme I. It can be
seen that without the consideration of the other cell interference, the system capacity

achieves either A maximum or A minimum value around v=0, depending on G_. . As
G .., takes small value, the location-based power control scheme performs better than
the power control scheme I. However, as G_. takes large valueS, the proposed power

control scheme exhibits no significant capacity gain. Therefore, the proposed location-

based power control scheme is not promising if the other cell interference is ignored.
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Fig.5.11 System capacity achieved by location-based power control scheme

5.4.2 Capacity with other cell interference

Under the consideration of the other cell interference, it is expected that as power
allocation schemes favor the users nearer to the BS of the home cell, system will achieve
higher system capacity since the other cell interference is reduced. In this study, we
consider the first tier interference cells. Power control is performed by the home cell BS.
The model to characterize the other cell interference is shown in Fig.5.12. The other cell
interference is modeled as Gaussian random variable [90]. In the following we first
derive the mean and the variance of other cell interference when the proposed location-
based power control scheme is employed. The interference power received at the home

cell BS contributed by the mth user in the kth interference cell is given by
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Fig.5.12 Other cell interference model

k ZL: k 2 z, z,
pm r= (am ) bc “ =ACO! m "
= (22 +4¢2 —4¢z _cosf)"” “(22 +45% —4¢z_cos0)"”

(5-55)
where @ is a random variable uniformly distributed over 0 to 2. The distribution of

a, and z are defined in (5-9) and (5-41) respectively.

The other cell interference is then given to be

]oth :% z pr];,r' (5_57)

Assuming that all users experience independent path loss and multipath fading, the mean

and the variance of / , can be obtained as

]_oth :E[loth ]:%" ZE[pr];,i ]’ (5_58)
and
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O-oth _Var[]oth ] El 1, =1, )2 J

, (5-59)
e[, -,

where

el Y S el 2 b 2 8 S el Jelor, ] (5-60)

2

Elios 2 T T (0802 f. (@) £, (2) £, (0)dadzdo, (5-61)
E[p,i,r ]=TI f” pi, S (@) f,(2)f,(0)dadzdd . (5-62)

With the knowledge of the mean and the variance, the PDF of / is obtained as

oth

7(10/h L oun )2

1 202
S U, )=———¢ o (5-63)
o V2re,

Under the consideration of the other cell interference, the instantaneous transmission rate

for mobile users in the home cell is expressed as
L 2 2 I
R (Z(aml) g- nj z Z(Ol 1) g n ~oth . (5_64)
27/m1n I=1 j=l,j#m I=1 J> AC

The average transmission rate for one mobile user is

L
o oo 00 3Cmin j=1, j#m J Ae X I
SRl:I J J J 3B um/( Z u + othJ.
0 up=0u=0 u,, =0 27min J=1j#m AC
f;l,n (um )fu1 (ul)"‘qu (MK)fIDz/, (Ioth )dumdul ”‘dul(dloth ’ (5-65)

and
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J— © o0 o0 o0
Ry=Ro [ T [ o ] log, M(y)f, (u,)
0 Z’IK :01/11:0 _27min K1 1[
“m*3 Gin j:l%/‘imu‘/ +ch ol
S, (u, )-~~qu (g ) Sy U gy ) duy duyear, , (5-66)
where
3G, . K 1
=—""u u, +—1I1,, |. 5-67
7/ 2 m/(j-l,zj;im J AC othj ( )

The total capacity achieved is computed using (5-19).

bandwidth efficiency (in bps/Hz)
065 T T T T T T

0.6

0.554
0.5

without other-cell interference
0.45F .

04 min il
035 =3 —
03 B

-
-
-

025 ¢ ""*--..,_ with other-cell interfarance -

015 1 1 1 1 1 1

Fig.5.13 System capacity achieved by location-based power control scheme with
consideration of other cell interference

The system capacity achieved under the consideration of the other cell interference is
numerically computed and shown in Fig.5.13. g-n=v=0 corresponds to the case WITH
power control scheme I. Unlike the case without the other cell interference, the system

capacity decreases with g (g=v+n) regardless of G_. , given the path loss index n. It
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indicates that as more power is allocated to the users near to the BS of the home cell,
systems can achieve a higher capacity. The reason is that the other cell interference can
be effectively suppressed through reducing the transmission power of interference mobile
users near to the border of other cells. From Fig.5.13, we can see that with the
consideration of the other cell interference, scheme III achieves higher system capacity
than scheme I as v<0. However the capacity gain is achieved at the expense of the

transmission rate for users near to the cell border.

5.5 Summary

A combined adaptive PG and MQAM modulation technique for CDMA systems is
proposed in this chapter. A flaw present in the capacity study of adaptive CDMA systems

in most of the literatures is corrected by considering a minimum PG constraint (G_. ). A

dual-class CDMA system supporting both voice and data services is also proposed and
studied. Three power control schemes are proposed under the constraint of the total
average transmission power. The capacities achieved by these power control schemes
with the combined adaptive PG and MQAM technique are studied. The descriptions of

these power control schemes are summarized as follows:

1) Scheme I: The transmission power is defined by p, =pz; /c. The transmission

power is a constant after path loss is compensated for and the transmission rate is
adapted to the received SIR. Generally, the conventional power control scheme has
better bandwidth efficiency (system capacity) than scheme I with adaptive PG only,

but inferior to scheme I with combined adaptive PG and MQAM.
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2)

3)

L q
Scheme II: The transmission power is defined by p . =D(Z(am 1)2) . The
, =\,

transmission power after path loss is compensated for is allocated based on the fast
fading of individual user while the transmission rate is adapted to the received SIR.
Generally, scheme II with combined adaptive PG and MQAM achieves higher
bandwidth efficiency than scheme 1. Bandwidth efficiency increases with the increase
of positive gq.

Scheme III: The transmission power is defined by p,  =Az¢. The transmission

power is allocated based on the location of the mobile user while the transmission rate
is adapted to the received SIR. It is more efficient to overcome the other cell
interference. Scheme III with combined adaptive PG and MQAM outperforms

scheme I as v<0, under the consideration of other cell interference.
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CHAPTER VI
ANALYSIS ON MULTIPLE ACCESS INTERFERENCE
AND CAPACITY OF MULTIPLE CHIP RATE CDMA

SYSTEM

The capacity of rate adaptive CDMA systems employing adaptive PG is investigated in
Chapter V. Another solution to realize rate adaptive capability in a CDMA system is to
vary THE spreading chip rate while keep the processing gain unchanged. In the study
conducted in Chapter V, an interference model where mobile users can have different
data rates but the chip rate remains the same for all users is assumed. In this chapter, we
consider a multiple chip rate (MCR) system. The variance of MAI of a MCR system with
constant processing gain is derived under a model, where the asynchronous transmission
of signals with different chip rate at different carrier frequencies and the effect of power
spectral density (PSD) of signals are taken into account. With the knowledge of the
variance of MAI, different configurations of MCR systems are evaluated in terms of
system capacity. Comparison of capacity between MCR systems and multiple processing

gain (MPG) constant chip rate systems is then performed for the first time.

6.1 Introduction of MCR systems

Wideband CDMA is selected as a candidate for the future generation wireless systems to
accommodate a wide variety of services with information bit rates ranging from a few
kb/s to 2Mb/s [91]. The multi-rate capability of wideband CDMA systems can be

achieved by employing MCR systems where the spreading chip rate varies with the
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transmission rate while the processing gain remains unchanged. In a MCR system, users
requesting different bit rate services will share the entire frequency band in a manner
where data transmitted at different rates will be spread with different bandwidth. The
system bandwidth is selected according to the maximum transmission rate supported in
the system [92,93]. The users requesting highest bit rate service will occupy the entire
bandwidth, while other users requesting lower transmission rate will be allocated part of
the bandwidth in the same frequency band. The architecture of MCR systems can be
represented by a spectral layer structure shown in Fig.6.1. We define each subsystem as a
spectral layer supporting the same bit rate services but with different carrier frequencies.
In a MCR system shown in Fig.6.1, there is only one wideband subsystem with

bandwidth B, , while the number of narrowband subsystem with bandwidth B, is 4, 1

and 1 for configuration (a), configuration (b) and configuration (c), respectively. The
number of subsystems can be designed flexibly and tailored to meet the requirements of
traffic load and service quality. The MCR system was proposed by the Code Division
Testbed (CODIT) [94]. In the experimental CODIT testbed, three different chip rates
were proposed, with the bandwidth of IMHz, SMHz and 20MHz respectively, where
IMHz is allocated to low-rate voice services, SMHz can be used as an option for

providing a higher QoS services.

The justification of spectrally overlaid arrangement of a MCR system is that it is not
necessary that users requesting lower bit rate service occupy the whole frequency band.
With the control of MCR system configurations shown in Fig.6.1, the MAI from users
with different spreading bandwidth can be different. This chapter will look into the

capacity of a MCR system with different configurations.
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(@) (b)

Bn :BW/L Bn :BW/L

=
=

w,c

B =B /L

(c)

Fig.6.1 Examples of MCR system configurations

6.2 Interference analysis

6.2.1. System model

Due to the spectral overlay of subsystems with different spreading bandwidth, the MAI of
MCR systems exhibits different statistical characteristics from that of single chip rate
systems. The co-existence of different chip rates affects system performance through
three effects: (1) The non-orthogonality of spreading codes with the same and different

spreading bandwidth, for example, spreading codes with bandwidth B and B  as

shown in Fig.6.1. (2) The difference of carrier frequencies for different subsystems, for

example, the difference between f, ~and f,  as shown in Fig.6.2, where f, ,f, . are

carrier frequencies for the interference signal and the desired signal, respectively. (3) The

effect due to the receiver filter for the desired user and the PSD of the interference signals
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with different spreading bandwidth, for example, the effect of H (/) on S (f) as

shown in Fig.6.2, where S (f) and H, (f) are the PSD of the interference signal and
the ideal transfer function of the receiver filter for the desired user, respectively. [95]. An
interference coefficient y is introduced to characterize the effect (2) and (3). Obviously,
7y depends on the shape of PSD, the ratio of spreading bandwidth of the desired and the

interference user, and the difference between f, = and f, . The computation of y is

shown in Appendix B.

The statistical characteristics of MAI of MCR systems were studied through computation
in [96]. The interference analysis taking both the effect (1) and (2) into account was
conducted and a closed form solution was obtained in [97]. However, in all the previous
works on the capacity analysis of a MCR system [98-100], the MAI model was
oversimplified by assuming that the MAI of a MCR system has the same statistical nature
as that of a single chip rate system, by treating the interference caused by interference

users with spreading bandwidth B, to desired users with bandwidth By as p,-B,/B,,
where p, is the received power of the interference user. This simplification will

definitely lead to inaccuracy on the evaluation of the system capacity. Therefore the study
on the capacity of a MCR system under a more practical environment, which considers

all these effects, is imperative and valuable for the design of such system.
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Fig.6.2 A illustration of effect of PSD and center frequency

For a multi-rate CDMA system, assuming that the system can support Q classes of
service (or Q different data rates or subsystems), the transmitted signal of user k of class i

can be expressed as

52 (=42, (1)a, (t)cos(w, .1+6,), (6-1)

where p, is the transmission power for the ith class of service. a, (¢) and b, (¢) are of

the form
a =33 a;;;op[t_(m;—"A)T”}, (6-2)
n=-0m=0 ci
and
b, (=Y b;;(cp[t_T”Tb“ } (6-3)
n=-0 bi
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In (6-2) and (6-3), Ais the PG and @ (¢) represents the unit impulse function and is
given by

1 0<r<1

. (6-4)
0 otherwise

() = {

where b is the nth data bit of user k of the ith class and aj} is the mth chip of
spreading code for user k of class i under the assumption that data and spreading chip are

of rectangular pulse shapes. Both aj} and b, take values of (-1,1). @, . 1s the carrier

frequency for the kth user in the ith class, @, is the initial phase offset.

Assuming a power control scheme which totally compensates for the channel fading and
path loss, signals are then transmitted over a channel equivalent to AWGN channel, the
signal received at the base station is given as
0 K;
r(t):;; s, (t—7,)+n(1), (6-5)

where 7, is the relative delay for user & of class 7, n(?) is AWGN with two-sided power

ik

spectral density N /2. K, is the number of services for the ith class.

The received signal contains both the desired signal and the interference signals from
other services, either in the same class or in different classes. The signal is down-
converted to baseband, correlated by the spreading code of the desired user and integrated
over one bit period. By adopting a single user detector, the decision variable for the nth
bit of the desired user (/th user of jth class of service) is constructed by correlating the

received signal with the desired user’s spreading sequence and is given as
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(n+) T,

Z, = j r(t)a ; (t)cos(w ; t)dt. (6-6)

nTbj

Substitute (6-5) into (6-6), the matched filter output can be written as

(n+1)Tp; ;K

Zjl = _[ Z Z N2pby (t—1y)a, (t—1, )Cos[a)ik,c (t—74)+0, ]ajl () Cos(a)jl,ct)dt

nTy; i=l k=1
=S, +1+¢ (6-7)

where the first term is the contribution from the desired user, the second term is the MAI

from other interference users sharing the same bandwidth, the third term is from AWGN

and
(n+1)T;
Sy = ; J2P by (a0 cos|w (6 —7 )+ 0 a (D) cos(w, )t (6-8)
Ty

Assuming ideal coherent detection and perfect phase and timing synchronization between

the desired user and the receiver, (6-8) can be rewritten as

P
S, =,/7’b oT, - (6-9)

The noise term is given by

(n+1)T;

¢ = I n(t)a ; (¢)cos(w, b)dt. (6-10)
nTy;
The mean and the variance of ¢ is derived to be [101]
E[Z]=0 (6-11a)
and

N,T,
var[¢ ]= 04 v, (6-11b)
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The MALI term is given by

0 K
I:Z I, (6-12)
i=1 k=1,ik=jl
where
(n+1)Tbj
L= j V2Piby (t=1y )ay (t-7, )Cos[a)ik,c (=74 )+0, ]ajl (t)cos(w ; t)dt
nT, .
pbj‘ (n+1)Ty,;
:VTI [ by t=)ay (=7, )a, ()cos(Aat+g, )dt

nTy;

(6-13)

¢, =0, -0, 7, , and Aw=w,; —w,; . Eq.(6-13) is obtained by ignoring the high

ik ¢~ ik

frequency term @,  +o It can be seen from (6-13) that the MAI is obtained from

ik,c*®

the integration over one data bit duration (or 7}, ) of the desired user.

Conventionally, the MAI can be modeled as a zero mean Gaussian random variable.
Hence it is sufficient to investigate the variance of the MAI in order to evaluate the BER
performance of CDMA systems. In the following analysis, the variance of the MAI is

first derived by assuming that the pulse shape of a, (¢)anda , () is rectangular. The

resulting interference due to the receiver filter for the desired /th user and the PSD of the

spreading signal a, (¢) of the interference user is included and described by the

interference coefficient y [95].

6.2.2 Derivation of variance of MAI

It can be shown that each of the multiple access interferers are uncorrelated [102]. The

variance of the MAI is then obtained as
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K.

Var[I]E[(iZ 1[.,{} ]ii E[I2]. (6-14)

k

In the following, var[/] is studied in three cases where T' =L, T,>T,

ci?®

T, <T,, with
T, T, being chip the duration for the ith and the jth subsystem or class of service
respectively. These three cases correspond to the situations: 1) 7, =T, or the desired
user j and the interference user i have the same spreading bandwidth, 2) 7, >T, or the
desired user j has a smaller spreading bandwidth than the interference user i, 3) T, <T,

or the desired user j has a larger spreading bandwidth than the interference user i.

A. Variance of MAI for the case where 7' g =T,
In this case, Aw=0 and var[/] is similar to that of single spreading chip rate systems.
The variance of the MAI of a single rate system is [83,84]

T2
var[l] = G6C E D s (6-15)
k

where G is the PG, T, is the chip duration and p, is the received power for the kth user at

the base station.

B. Variance of MAI for the case where T . >T .

In this case, we denote a narrowband subsystem as a subsystem with a smaller spreading

bandwidth (or larger chip duration T;), whereas a wideband subsystem as the one having

a larger spreading bandwidth (or smaller chip duration 7 ), respectively. For the
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narrowband users with chip duration T, the interference caused by the wideband user
with chip duration 7, is illustrated in Fig.6.3 where 8=3,G=12, with =T /T,

denoting the chip rate ratio of the two subsystems. Generally, the MAI imposed on the
data bit bjl.l of the desired user is caused by ($+1) data bits of the interference user for

asynchronous systems. The data bits in both subsystems are spread by the same PG,

denoted by G. Each chip of narrowband subsystems with duration 7, will span over a
number of chips of the wideband subsystem with duration 7. The delay of the data bit
of the interference user k relative to the data bit of the desired user / is denoted as

t,=¢,T +A

AT . » Where ¢; can be expressed as &, =wd+v with w and v being
L cl L L

integers.

The integration of (6-13) over one data bit duration of 7, can be partitioned into three

cases: 1)/, : the correlation between chips a,,a; with duration of A, as shown in

ik ?

Fig.6.3 (b). 2) I,: the correlation between chips a, ,a, with duration of 7, —A, , as

ik 2
shown in Fig.6.3 (c). 3) ,,/,: the correlation between chips a,, ,a ;, with duration of

T

ci 2

as shown in Fig.6.3 (d). 1, ,/, are used to distinguish the correlation for v wideband
chips a, on the right hand side of /, and ($—v—1) wideband chips a, on the left hand
side of /,, as represented by the two different shadowed regions shown in Fig.6.3.(d).
This differentiation is necessary given that v wideband chips a, correlate with b while

($—-v—1) wideband chips a, correlate with b .
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1 b5
( bik > ik
ik
1 bl b2
! = Jjl il
aj < I,=GT,, > /
I I, 1 1,

(a) Diagram to evaluation various components of the MAI for a wideband user imposed on the narrowband user. In this illustration, we use
T, /T, =8=3, PG for both users are given by G=12, hence G/ 3=4, g; =4 or w=1(gy =1-9+1)

T, . =GT. T,.=GT
< 1 " bi ci _ 2 .= N - _ 941 R
< by biy b < > bie" >
G-¢, Hw++5(9-1)] 9
G-, +(w+%)9 ik 9
—_e. — . G-, +9 G-y +Ww8  G-¢,, +wI+v+l ik 9 a. IT,;
(Gegl.k lgT,l. 9T, a, A a, k a; & TWIHY Zaiiﬂ a, ik ci
1 G-g 1 w wl G-¢, +H(w+l) 8 LG
ag ay ‘| 9t | aji | 9l 4y -~ 7l
< 1
< bj
T, =GT,=GJT,

(b) Diagram for computation of I,
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bl}( ci b%c Tb, =GTCi bl]9€+l
< i i rd i rd
; G-e,, H{wH+S(9-1)] 9
G-¢, +(w+) 9 ik E

-¢, -1)T . 9T, G—sy +8 G-ey+wd  G-g, +w+v+l ik g a, 9T

(G(_é'lk )T, 9T, cfik k ag | ag o :algﬂ a, ik <l
/J -------- | -]i --------------- l ------ ‘_ [
________ Y I R e e -
1 Gt ) 1 w w+l Gf“"ik +H w+l) 4 w+l+5 w+1+§( g-1) a G
ag ay *| A | aj | 9t Gy 4 __ Jl
< 1
T, =GT,=GJIT,
(c) Diagram for the computation of 1,
T,.=GT. T, =GT
1 bi ci 2 .= .
< b > < b ——b > < . B! >
G—é&y H wH+(9-1)] 9+
Gt Hw-1) 941 Ge, +w -1 ] G M. s

(G_g'k T . 9T.. G-g;,+9-1 a, a; aG“ G-y +w+vtl G-gy +(wt)I+1 G i 9T, G—g, +G9-1

<k i a ik — A a Grey +lw+l+E(9-1)] 941 — < — ik

""""" he T T B NP N don Grg gl
1 Gé 4 B w wil G-¢y+Hw+l) 3 b SCH et Bt 76
aGik ay ik ar aji aji 4y —ai R jl a) jl
< b}l ai_g"k +G-1) 9+
T, =GT,=GJIT,

(d) Diagram for the computation of I,and I,
Fig.6.3 Schematic diagram of correlation for T >T,,
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With this partition, (6-13) can be rewritten as

P,
I, = 7"[(11 +1,+1,+1,)], (6-16)

Denote

T()= | cos(ar+g,)dt,

X_Aik
x=Ajk

T,(x) = jcos(Awt + @, )dt,

x=T¢i

T, (x) = jcos(Aa)t + @, )dt.

x=Tei

I,,1,,1,,], are calculated as follows respectively.

w+l
I, { by > ahay (G- gy + In-D]L, )+

n=1

w+l+—
by Y aal I (G- e, + S(n- DT, )+
n=w+2
G
+ b Za;alg—swwn—l)Tl ([G —&, +%(n- 1)]Ta) } , (6-17a)

n:w+2+g(9—l)
g

where the subscript n denotes the nth chip of narrowband subsystems. Fig.6.3 can
help to identify these chip and bit positions. The terms in (6-17a) correspond to the

correlation from interference data bits b, b2 ,b. ---b? b2 . After some

arrangements, (6-17a) can be rewritten as

11 = btlka aG o T G 5‘ zbtka _lag_gik*"g(”_l)]’l ([G - gik + l9(’1 - 1)]Tct)

(6-17b)

where b, e {bl,b2,b} b b2} . The reason to use this notation for
bl .,b2 b3 b7 b is that the actual values will not affect the computation of

interference in the following.
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w+—

|: btkzan al(k; gk+‘9”T [G gtk + lgn]]"u +b3{ Za" ati 8k+9” [G glk + l9’1]]11)

n=w+l

et b Za al é”g"T [G—gik +l9n]Tci) }

n=w+l+— (3+1)

_szkan : zG o l)T ([G_gik +19(}’l—1)]Tm)+bG G 5(; ““k*G‘gT ([G_gik +G19]Tci)
(6-18)

v w+l
=3 | S G-a, s s sl
g=1

n=1
W+E+l
bi?c z ajlazi_gikhg(n_mq]é ([G —&y T 3(1’1 - 1) + q]Tci )+ et
n=w+2

B Sl (G S gl }

n=w+2+— (3 1)

= ZV: { bya ilazi e ([G_gik +1 zbzkan ay R ([G_gik +‘9(”_1)+1]Tci) }
q=1
(6-19)

9—v-1 w
I, = { bll,(Za”alf 5”9("_1)”“’T3([G—5ik +19(n—1)+v+q]Ta.)+

q=1
w+—

b,k zan G -y +3(n— 1)+v+qT ([G_gik +19(n_1)+V+Q]Tci)+"'

n=w+l

b’ ahay T (G- gy + (- +v+q]T, )+

n= W+2+ (.9 1)

bitaGal et (GO +1) -6, — 9 +v+q]T,) }

G—v-1

— { Zb,ka” Gt ((G-g, +S(n—1)+v+q|T, )+

=1

bl agag e (G + 1) - 6y — 8+ v+qll,) } (6-20)
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Substitute (6-17b), (6-18), (6-19), and (6-20) into (6-16), and using

I cos(x)dx=sinb—sina, the MAI caused by the kth interference user is obtained as

a

I, = pT""(A+B), (6-21)

G

e ZL[ buajay "0 (G =y + S0 =DIL, )+
= Aw

buay'ag 00, (G~ g, + Hn-DIT, )+

2 bl_ka;tlag—g[kw(n—mq 0, ([G —&, +9(n-D+ Q]Tc[ )+
q=1

G-v+1

Z blkazzlal(k; 8k+|9n+v+qQ3 ([G — gik + 19]1 +v+ q]]—;l) :| s (6-22)
q=1
and

[b G ”QI G glk u) bG Gazi Tk+G‘9Q ([G_gik +G19]Tu)+

zbilka;’ G TkJquS ([G 811{ + Q]‘Tu )
q=1

G-v+1

ZbliﬂajG[ali(ul)fr,rquQ} ([G(3 +)—e, —G+v+ Q]Ta) (6-23)

a1
In (6-22) and (6-23),
0, (a)=sin(Awa+¢, )-sin(Awa—AoA , +¢, ),
0, (a)=sin(Awa—AwA,;, +¢, )—sin(Awa—-AwT, +¢, )),
and
0, (a)=sin(Awa+¢, )—sin(Awa—-AaoT, +¢, )).
Here we consider random data and random spreading sequences. Since all terms in (6-

22) and (6-23) represent independent random variables and both the data and the
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spreading sequence have zero mean, E[4B]=0. The variance of I 4 can then be

calculated as
E[12 ]——’k(E[A l+E[B2]), (6-24)

where E [A2 ] and E [B2 ] can be obtained as

]y { 0,(G -2, + 8-V, )f +(0,(G -5, + -V, ) +

= (Ao
S @G- e 0Dl )+ S 6o, s mevalr) |
(6-25)
and
)] @6-a ) + 6o, + 66l )F (0,62, 1) +
Vl ©6-a, a1+ 3 @6t 0-2, -+ vralr) |
(6-26)

Averaging over ¢, which is uniformly distributed over 0 to 27, (6-25) and (6-26)

become

E[A2 ] = ! i { [1 —cos(AwA )] + [1 —cos(Aa(T, — A, )]+ [1 — cos(Aa)(Tci)] +

(Aw)* £

-+ [1 —cos(Aa(T, )]+ [1 —cos(Aa(T, ))]+ et [1 —cos(AwT, )] }

_ (Al < i { [1-cos(AwA )]+ [1—cos(Aa(T,, — A, )]+ (=1 - cos(AwT,)] }
w n=2

(6-27)
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E[B2 ] = ﬁ[ [1-cos(AwA )]+ [1 - cos(Aa(T,, — A,)]+[1 - cos(Aa(T,)]+--- +
®

[1 - cos(Aa(T,)]+ [1 - cos(Aax(T.,) |+ -+ + [1 = cos(Aa(T,)] }

- (Al . E{ [1-cos(AwA )] +[1 - cos(Aa(T,, — A, )]+ (3= D[l - cos(AwT,,)] }
w
(6-28)
Substitute (6-27) and (6-28) into (6-24), we obtain
G AwA. Ao(T, —A. AoT
E[];]: LuZ ~| 2sin’ AOAy L gin? AT —A) | 2(9-1)sin? 2 |,
2(Aw) 2 2 2
(6-29)
Considering the two cases where Aw=0,and Aw#0.
I) Aw=0
Taking limit on the right hand side, (6-29) becomes
21 PaGJ,2 2 2
el ]= Pe2 N + (@, a0 + (901 ], (6-30)

Averaging over A, which is uniformly distributed over T, (6-30) can be simplified

as
E[EiF%pik- (6-31)
1) Aw=0
2 ]= 2&"‘;2 [ 2- % +(9—1)(1 - cos(AaT.,)) } (6-32)
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C. Variance of MALI for the case where 7 p <T,

In this case, as shown in Fig.6.4, two data bits bl.1 ,bi of the narrowband user & in
class i will correlate with the data bit b}l., of the wideband user. We consider the case

where G =19, ¢, = Gw+v. Similar to the case with T 5 >T,;» the integration in (6-

13) can be partitioned into/,,/, ,I, ,I, as shown in Fig.6.4 (a). The definition of
I, ,1, is defined in Section 6.2.2.B. I,/ are defined as the integration with duration
T . I, denotes the integration for the first and the last interference chips

g

a, correlating with bjl.[ , while /, denotes the integration for other interference chips

a, . Hence the MAI from user £ in class i is obtained as

A Ay (6-33)

where 1,1, ,1 1, are defined in the following.

x
1 bl Z 3(;1 1)+l+v ,’}{Tl ([19(1’1 1)+1+V] )+b2 zafl(n—l)ﬂwa;}{Tl ([19(1’1—1)+1+V]T6j)

n=1 n=w+2

ik jl ik ™1

X
=D bea g, ([9(n-1)+1+9]7, JtbLazyar T, (v+1]7, )

(6-34)
where b, e{b} b2 }.
w+l A+l
I =bj > ai " P an T ([9(n - 2) + 14+v]T, )b a5 "M T ([9(n - 2) +14+9]T)
n=2 n=w+2

= Zblk "ML T (9 -2) + 14+ 9]T,; )+ba ;’}“ DY BT ([9(R - 1) + 14T,

(6-35)
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Ty = 8ichj + Aik = (ng + V)ch + Aik
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(b) Index number for the sequence

Fig.6.4 Schematic diagram of correlation for T, <T,
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<o

] { Za 9(n— 2)+v+1+qT ([19(;1—2)+v+1+6]]Tq» )+

ik ]l
q=1

A
bzi 22613(0;’;(" 2)+v+1+qT ([9(n—2)+v+l+q]TCj) }
9-1 R
> ;b,ka;}{a,’}(" 2ty ([9(n-2)+v+1+¢]T, ) (6-36)

\4

G—v-1
ala’T, (g7, )+ v bjal a2 ([-9+v+1g]T, ) (6-37)

zk ik ™l 3 ik zk ]l

]6

q=1

Based on (6-34), (6-35), (6-36) and (6-37), (6-33) can be simplified as

I, = pT”‘(A1+B1), (6-38)
where
A
4, Z;[ bpay " "anT T, ([9(n- D+1+v]T, )+blkaj(” D, ([9(n—2)+l+v]ch )+
& n 3 (n=2)+v+l+q )
lblkalka], T, ([3(n—2)+v+1+q]ch
p
(6-39)
and
B =blaalT, ([1+v]T, J+b2a 0 a7, ([9(h-1)+1+v]T, )+
G—v-1
Zblkalkaﬂﬂ( ) Zb}k g Aty ([h-9+v1+q]T, ) (6-40)

Therefore the variance of 7, caused by the narrowband user to the wideband user is
Pi
E[12 =52 (E[Alz l+E[B2]). (6-41)

Similar to the case where T g >Ty,
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2 1 3
E[A1 ]:(Aa))2 Zz‘é { [l—cos(AwAik )]+[1—cos(Aa)(ch -A, ))]+(19—1)[1—cos(Aa)ch )] }

(6-42)

E|B} ]Zﬁ{ [l—cos(Aa)Al.k )]+[1—cos(Aa)(TCj A, ))]+(19—1)[1—cos(Aa)ch )] }

(6-43)
Substitute (6-42) and (6-43) into (6-41), we got
X AwA, Ao(T, —A, ) AT,
[12 == L2 | o5in2 200 L ogin2 =9 "% 5 (9 1)sin2 ——2
2(Aw)?
(6-44)
Averaging (6-44) over A, , we obtain
39-1)GT3
wpik Aw =0
129
GIFE (6-45)
e 2sin(AwT,;
LZ{ , 2sin(aely) | (9 -1)(1 - cos(A@T,;)) } Aw#0 .

The results obtained in this section confirmed the results published in [97] although
we use a different approach. In the following, we compute the capacity obtained from
MCR and multiple processing gain (MPG) systems. The MAI is approximated as a
Guassian random variable. This approximation is proven to be accurate for large
signal to noise ratio and many users, or alternatively for a few users with large

processing gain.
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6.3 Capacity obtained for MCR systems

In this study, a dual-service system accommodating wideband and narrowband users
will be considered. There is only one wideband subsystem, however the number of
narrowband subsystems on top of the wideband subsystem is flexible as shown in
Fig.6.1. By modeling MAI as a Gaussian random variable, the BER performance of

CDMA systems employing BPSK can be determined from the decision variable

(5,)?
defined in (6-7). The BER can be obtained as P =Q s [101].
¢ x-var[/ ]+ var[{ ]

The introduction of y is due to the effect caused by the receiver filter for the desired

user and the PSD of the spreading signals of the interference user. The significance of

y 1s: for the wideband desired users y =1, since all the interference power from the

narrowband users can pass through the receiver filter for the desired wideband users,

while for the narrowband desired user, y <1 since only a portion of the interference

power from the wideband users can pass through the receiver filter for the

narrowband desired users and the actual value of y depends on the difference in their

carrier frequencies and the PSD of the spreading interference signals. The

computation of y caused by wideband user to narrowband is shown in Appendix B.

Substitute (6-9) and (6-11b) to this BER expression, BER can be rewritten as

P = 2T} 6-46
e_Q 4zvar[l]+NOTb ' (6-462)
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Compared with P, =,/2E, /N for BPSK, E, /N for CDMA systems is defined as

pT;
=4 yvarl11+N, T,

(6-46b)

where var[ /] takes different expressions shown in (6-15), (6-31), (6-32) and (6-45).

We employ the perfect power control scheme is employed for each subsystem.
Therefore, the received power for users in one specific subsystem is kept as a constant.

For computation simplicity, the QoS requirement which is only defined by £, /N

for users in the same spectral layer (narrowband or wideband subsystems) are
identical, however in a practical implementation, it can be different for users in
different subsystems of the same spectral layer. The system capacity is defined as the
sum of the average transmission rate from all users in both wideband and narrowband
subsystems. The bandwidth for high data rate (or the wideband subsystem) and low

data rate (narrowband subsystems) users are assumed to be B, =1/T, ,B =1/T,,
respectively. The E, /N, requirements for both wideband and narrowband

subsystems are y .7, , hence, in (6-46b), T, e{T, .T, }.y€ly,.r,  for the

n b
narrowband and the wideband subsystems, respectively. In our analysis, the

transmission rates R ,R are fixed for the wideband and narrowband users. The
number of narrowband users K is also fixed. The number of wideband users K
accommodated in the system is determined by K, y  ,7,and B ,B, . The system

capacity will be investigated in detail for the MCR configuration (a), (b) and (c)

shown in Fig.6.1.
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6.3.1 Capacity achieved by configuration (a)

In this configuration, there will be ¢ narrowband subsystems on top of the wideband
subsystem. Narrowband users are evenly distributed among & narrowband
subsystems. It is expected that with such arrangement, the interference experienced by

narrowband users is minimized so that the system capacity can be improved.

. . 2sin(AwT )
In this case, Aw#0 . Setting n(Aw,S):Z—T+(9—1)(1—cos(Aa)TCW),
@

and substitute (4-32) and (4-45) into (4-46b), the E, /N, expressions for narrowband

users in the gth narrowband subsystem and wideband users become

_ Prailn 1.9 6-47
}/n _2 A 9 K K, s q_ e s ( - )
2,100, ,8) 5% 29T,, &
2 pw,k + an,q,k
(Aw,)* 9T, & 3 kTka
and
_ pw,lwa (6-48)
& 2 (Ao, ,9) 2T K ’

pn,q,k +% pr,k

9T, = (Aw, )= k=T Kl
where T, =1/R, T, =1/R  and Kn’q =K, /§ is the number of narrowband users in

the gth narrowband subsystem if narrowband users are distributed uniformly over all

the narrowband subsystems. p g1 P denote the received power for the /th user in

the gth narrowband subsystem and the /th user in wideband subsystem respectively.

They are the same for all users in the same subsystem. y  is the interference

coefficient caused by the wideband user to the user in the gth narrowband subsystem.

X, s obtained for different narrowband subsystems are listed in Table 6.1 with
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B=5MHz. As the carrier frequency of the narrowband subsystem is located far away

from the carrier frequency of the wideband subsystem, y  decreases.

TABLE 6.1  y, for different narrowband subsystems

19:8 1924 19:2

Ao (MHz) | 2.1875 1.5625 0.9375 | 0.3125 | 1.875 | 0.625 1.25

e 0.0078 0.0638 0.1697 | 0.2588 | 0.0715 | 0.4285 0.5

From (6-47), it can be obtained

pn,q,l 2Zq77(Aa)q 719)KW
_ , (6-49)
P, (Aw,)? 9T, [y, R,)-(29T,, (K,, ~1)/3)|

Py,
3—B+1 to ensure L >0.
27/an19 pw,k

where Kn’q <

Substitute (6-49) into (6-48), for a given number of users in all the narrowband
subsystems, the number of users supported in the wideband subsystem can be

obtained as

2/3+B/Ay R,)
K, = 5 : (6-50)
4p3 & x A0, 9) K, 3By, R, 93
9 &= (Aw,)* (38-297,R, (K, -1)
Therefore the system capacity is obtained as
C=K,R,+K IR, =(K, +9K )R,. (6-51)

The system capacity obtained with different narrowband and wideband transmission
rate is shown in Fig.6.5. For configuration (a), the increase in the transmission rate of

narrowband and wideband users R, ,R , the spreading bandwidth ratio ¢ and the

n?

number of narrowband users supported in the system result in higher system capacity.
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Fig.6.5 System capacity achieved by configuration (a)

6.3.2 Capacity achieved by configuration (b)
Under this configuration, all narrowband users are in one narrowband subsystem. The
carrier frequency of the narrowband subsystem is the same as that of the wideband

subsystem, or Aw=0. In this €ase, ¥, s Py 44 of (6-47) and (6-48) can be replaced

by x.p, ;-

As Aw=0, by substituting (6-31,45) into (6-46b), we obtain

pn,Tn

Ve E e © : (6-52)

y (39 l)TCWZ 29T, Z

39 k=1pw’k 3 k=1,k5n°k
and
pw,lwa
V= - ra ra (6-53)
(39 I)TCWZ 2T, Z
pn + pw
33 k=1 * 3 ke g

The interference coefficient y for different 4 is listed in Table 6.2.
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TABLE 6.2 Interference coefficients y for Aw=0
9 2 4 8

x 0.8570 0.5178 0.2722

The number of users supported in the system is obtained as

. 3B/y R, )+2
YK, 3-1/9)? [(3BIy R,)-29(K, —1))+2

(6-54)

The system capacity can be obtained using (6-51) and results are shown in Fig.6.6.
Unlike configuration (a), the system capacity decreases with increase of the number

of narrowband users K . As K is small, the system capacity is higher with the

increase of R,,, however as K,, reaches a certain value, the observation reverses.

0.35 .

< 9 solid: Rn=9.6kbps B=5MHz
% 0.34 + 2 dash: Rn=16kbps 7
3 o:. 4
£ o8
=~ 0.33r 7
2 -cr--'-'+_-—-+----+-_-""‘~-
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(3] =~
— ‘*
5 0.32r n S ]
s — T
_-g 5 ° ~ 3
$ 031] ""G"“'G---—-e---__e AN ]
. e R 3

| | ] | | | | |

Kn

Fig.6.6 System capacity achieved by configuration (b) (Aw=0)

6.3.3 Capacity achieved by configuration ( ¢)
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In this case, Aw#0, by substituting (6-32) and (6-45) into (6-46b), the £, /N,

requirement for narrowband and wideband users can be obtained as

PuyTh,
y = Lo , (6-55)
2xm Z L2
Py,
(Aw)? 9T, = £ k=1 k1
and
pw Ty,
V= S (6-56)
27 z 2
P,
(Aw)? 9T, e k=1 k=l
The number of wideband users K supported in the system is obtained as
B/(y R _)+2/3
[B/(y,,R,)+2/3] 657

K = .
" 4y B3K, /[(A0)* 92 (1(y R, )-29(K, -1)/(3B))|+2/3

The interference coefficient and the system capacity obtained using (6-51) are shown

in Table 6.3 and Fig. 6.7 respectively.
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Fig.6.7 System capacity achieved by configuration (c) (Aw #0)

TABLE 6.3  Interference coefficients y for Aw # 0
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Aw (MHz) 2.1875 1.5625 0.9375 0.3125

X 0.0078 0.0638 0.1696 0.2588

The system capacity obtained for Aw # 0 is shown in Fig.6.7. From Fig.6.5 to Fig.6.7,
it can be concluded that configuration (a) outperforms configuration (b) in terms of
system capacity. This observation confirms the conclusion in [89,91] although the
interference model considered in their works is oversimplified. However as there is
only one narrowband subsystem, system capacity achieved by configuration (c)
(Aw #0) is higher than that of configuration (b) (A®w=0) while in [89,91] all
narrowband subsystems achieve the same system capacity. In terms of bandwidth
efficiency, configuration (a) outperforms configuration (c) if there are more
narrowband users supported. Therefore in case the system has to support a large
number of users while not to degrade the system capacity, configuration (a) can be a
choice. In configuration (a), distributing the narrowband users unevenly over the all
narrowband subsystems will further improve the system capacity, although it is not
investigated here. The results obtained here indicate that in MCR systems, with a
delicate design of spectrally overlaid structure, more users can be accommodated and

the system capacity can be enhanced also.

6.4 Capacity obtained for multiple processing gain (MPG) system

For comparison purpose, the system capacity obtained for multi-rate systems realized
by MPG with single chip rate is investigated in this section. In MPG systems, users
requesting different bit rate services have different PG, while spreading bandwidth are
identical for all users. The variance of MAI received by the jth desired user is shown

to be [38,103]
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0 GT? K
Z — '9217[1( A, > A,

var[f]=1 1 6 & , (6-58)
1

0 GTZ .

Kl
Z j6c kg Pi A_/ <A,

i

where G, G, are PGs and =G, /G, is the ratio between PG for high data rate and

low data rate users. T, =1/B is the chip duration. The first expression denotes the

MALI caused by low rate users to high rate users. The second expression of (6-58)
represents the MAI caused by high rate users to low rate users, Consider a dual-rate
system and O=2. The PG for low data rate and high data rate users are G, and G,

respectively and 9 = G, /G, . Substitute (6-58) into (6-46b), the £, /N for low rate

data users and high data rate users are given by

P11
n=E - : (6-59)
ch ZPZ,k +§Tc > P
k=1 k=1 el
and
P21y,
=% — : (6-60)
ch Zpl,k +§Tc > Pk
=1 k=1 el

where K| ,K, are the number of users requesting low data rate and high data rate
services respectively. T,, =1/R,,T,, =1/R, are the bit durations of low data rate and
high data rate users. p,,,p,, are the transmission power for low data rate and high

data rate users.

Assuming that for low data rate and high data rate users, the £, /N requirement is

the same for all users requesting service with the same data rate. y,,y, are the
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E, /N, requirements for low data rate and high data rate users respectively. For the

ideal constant received power control, (6-59) and (6-60) can then be rewritten as

y = 1 3B
1 )
2R
K, 2k -
1
and
_ 1 3B
Vo=

oR,
KDk, -

2

The number of high rate users K, supported in the system is obtained as

3B

K,=——-K X+1,
27,R,
(6-63)
3B+2y,R R
where X:( 72R:)7, l,andK1< 38 +1.
(3B+2y,R,)y,R, 2y,\R,

(6-61)

(6-62)

The system capacity obtained for MPG systems is shown in Fig.6.8. At lower ¢, the

effect of the number of low data rate users on the system capacity is not significant,

while with the increase of ¢, the system capacity drops with the increase of K.

The capacity comparison for MCR and MPG systems is shown in Table 6.4. From the

investigation on the capacity of MCR and MPG systems, given the same conditions

(the number of narrowband users K or K, high data rate R, (or R, ) and low data

rate R, (or R ), the ratio of high data rate to low data rate ¢, the system bandwidth

B or B ), MCR systems with Aw=0 achieve nearly the same performance with

MPG systems. However the full assignment configuration (a) and configuration (c) of

MCR systems achieve higher system capacity than MPG systems. The reason is that
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with the control of spectrally overlaid structure, the MAI of MCR systems can be

reduced significantly.
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Fig.6.8 System capacity obtained for MPG system

TABLE 6.4 Capacity comparison for MCR and MPG systems

System MCR (a) MCR (b) MCR (c) MPG
R =R, =16kbps 0.344 0.314 0.35 0.326
R =R, =9.6kbps 0.325 0.314 0.33 0314

6.5 Summary

In this chapter, the expression for the variance of MAI for MCR systems with
asynchronous chip alignment and different carrier frequencies is derived. With the
knowledge of the variance of MAI, capacity of MCR systems with wideband and
narrowband subsystems is investigated for different spectral configurations. For the

first time in the literatures, a capacity comparison is conducted for MCR and MPG
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systems. The results obtained show that with proper control of the spectrally overlaid

structure, MCR systems can achieve higher capacity than that of MPG systems.
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CHAPTER VII

CONCLUSIONS

Adaptive modulation is a promising technique to overcome the detrimental effect of
channel fading. Adaptive modulation can be implemented by changing the transmission
rate and the transmission power. However this study shows that adaptive modulation with
both rate and power adaptation achieves negligible capacity gain over adaptive

modulation with rate adaptation only under a given average power constraint.

The performance of adaptive modulation techniques relies on the precise tracking of
channel conditions and the reliable feedback of channel state information from receivers
to transmitters. In coherent detection systems, the study on the effect of imperfect
channel estimation shows that the BER performance under imperfect channel estimation

strongly depends on the correlation coefficient p (correlation between the estimated and

the true fading gain), whilst the dependence of BER performance on » (€2/ Q, the ratio of
variance of the true fading gain and the estimated fading gain) is not significant. Higher
p leads to less degradation of BER performance under imperfect channel estimation.
Under imperfect channel estimation, the BER error floor which does not exist under
perfect channel estimation is present. Under imperfect channel estimation, the complexity
in BER computation employing an exact method introduced in [29] grows with the
increase of constellation size. An approximate method is proposed to overcome this

difficulty under the assumption of higher p. Using this approximate method, a closed

form solution for the BER performance with amplitude estimation error only is obtained.
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The complexity in BER computation is reduced dramatically while sufficiently good

approximation is provided. The analysis shows that at higher p and within a practical

SNR range, the approximate method can predict the BER performance with good

accuracy.

In adaptive modulation systems, the estimated channel fading gain is used not only for
the coherent symbol detection, but also for the selection of suitable modulation mode at
the transmitter. Under imperfect channel estimation, it is expected that extra margins
should be given in the SNR threshold intervals for the selection of MQAM constellation
in order to maintain the targeted BER performance. A framework to investigate the effect
of imperfect channel estimation on channel capacity is introduced for adaptive
modulation systems with and without diversity reception. An equivalent circuit which
converts the effect of channel estimation error into an imperfect 1Q receiver structure is
conceived to quantify the extra margins required in the SNR threshold intervals. Prior to
this work, these extra margins under the consideration of channel estimation error are just
assumed to be a few dB through experience, without any quantitative analysis. This
framework enables these extra margins to be obtained from quantitative analysis based on

channel and estimation techniques. The studies show that smaller p causes larger extra

SNR margins, while » does not affect these margins significantly. Employing the
proposed framework, the BER performance curves which define the SNR threshold
intervals are obtained. It is shown that some higher order constellations cannot be used
due to the existence of error floors. In adaptive systems with diversity reception
employing SC technique, it can be seen that the error floor in BER performance curves

can be improved.
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As multiple users are allowed to share radio channel, the optimal channel allocation
strategy is to allow only the user with the best channel conditions to transmit at any
transmission interval. Analysis on capacity obtained from this optimal scheme shows that
the channel capacity gain achieved by adaptive rate adaptive power over rate adaptive
only is insignificant as in single user systems. Some performance metrics such as the time
duration for the process to stay in one MQAM constellation and the channel inter-access
time are studied by employing the first order Markovian process. The channel inter-
access time is a parameter directly related to the system performance in terms of service
delay. A methodology is introduced to obtain the channel inter-access time through
analysis based on channel statistics and the number of users in the system. Analytical
results show that the channel inter-access time increases with the decrease of Doppler

shift.

A suboptimal SNR-priority-based channel allocation scheme which allows a number of
users observing the first few best channel conditions rather than only one user to transmit
is proposed to overcome the long channel inter-access time of the optimal channel
allocation scheme. Order statistics is employed to study the channel capacity achieved by
the SNR-priority-based channel allocation scheme combined with adaptive modulation.
Numerical analysis shows that this suboptimal channel allocation scheme can achieve
higher capacity than the the fixed modulation system while it performs inferior to the
optimal system. Another channel allocation scheme to accommodate dual classes of
service (QoS and BE service) is proposed where all QoS services are allowed to transmit

at any transmission interval while for BE services, the optimal channel allocation scheme
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is employed. As fewer QoS services are allowed, higher throughput is achieved.
Although the schemes studied here are simple, the analysis conducted is concrete and

new and is valuable for designers to perform system design.

Adaptive modulation techniques can be extended to CDMA systems. A combined
adaptive MQAM and adaptive PG is proposed to study the system capacity achieved by a
variety of adaptive rate adaptive power control schemes without considering the
implementation details. A flaw present in the study of capacity of adaptive CDMA

systems in most of the literatures is corrected by considering PG constraint (G ). Three

power control schemes with rate adaptive capability are proposed. Scheme I aims to
compensate for path loss and the transmission rate is adjusted based on the received SIR.
Scheme II aims to compensate for path loss and allocate the transmission power based on
the fast fading of individual user. The transmission rate is adapted to the received SIR as
well. Scheme III aims to allocate the transmission power based on the mobile user
location and the transmission rate is adapted to the received SIR. All these schemes are
promising to improve system capacity. The studies show that the system capacity
achieved by scheme II is higher than that obtained by scheme I. Scheme III is a power
control strategy having the potential to reduce the other cell interference. The studies
show that under the consideration of other cell interference, scheme III achieves higher
system capacity than scheme I where path loss is totally compensated for, regardless of

Gmin constraint.

One way to realize rate adaptive modulation in CDMA systems is through varying
spreading chip rate. As adaptive chip rate is employed, with the co-existence of multiple

spreading bandwidth, the MAI exhibits unique characteristics. The study on the variance
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of MAI under a practical model, which takes into account the non-orthogonality of
spreading codes, the offsets of carrier frequencies, the effect due to the PSD of the
transmitted interference signals and the receiver filters for the desired user, is conducted.
The system capacities achieved by several configurations of MCR systems is investigated
based on this practical interference model. It can be concluded that the configuration
where the narrowband users are distributed over different narrowband subsystems can
achieve higher system capacity. As there is only one narrowband subsystem on top of the
wideband subsystem, higher system capacity can be achieved by separating the carrier
frequency of the narrowband subsystem apart from that of the wideband subsystem as far
as possible. For the first time, the comparison study on the capacity achieved by MCR
and MPG systems is conducted. It shows that the capacity achieved by MCR systems is
not lower than that of MPG systems regardless of the configurations of MCR systems.
The proper control of spectrally overlaid structure of MCR systems can achieve efficient

usage of bandwidth.
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APPENDIX A

COEFFICIENTS FOR THE COMPUTATION OF BER

TABLE A.1 BPSK(amplitude error)

w. a .
J J

b

J

1|2

0

TABLE A.2 QPSK(amplitude error)

w. a .
J J

b

J

1 1

0

TABLE A.3 16-QAM(amplitude error)

Jow, (x14) | a (x1/45)

b, (x1/,/5)

1 1 3 0

2 1 1 0

3 1 3 2

4 -1 3 2

5 1 -1 2

6 1 1 2

TABLE A.4 64-QAM (amplitude error)
J w (% a;(x b, (x J w; (% a;(x b, (x
1/12) UN21) | 1421) 112) | 21 | 17421

1 1 1 0 15 1 7 2
2 1 3 0 16 -1 7 6
3 1 5 0 17 1 5 6
4 1 7 0 18 1 5 2
5 1 7 -4 19 1 5 2
6 -1 7 4 20 1 5 6
7 1 5 4 21 1 3 6
8 -1 5 4 2 1 3 2
9 1 3 4 23 1 3 2
10 1 3 4 24 1 3 6
11 1 -1 4 25 1 -1 2
12 1 1 4 26 1 -1 6
13 1 7 -6 27 1 1 2
14 -1 7 2 28 -1 1 6
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TABLE A.5 BPSK(amplitude and phase error)

w.
J

alj aZj

b

J

1

\/E 0

0

TABLE A.6 QPSK(amplitude and phase error)

Wil ay | ay | b,
12
1 1 1 0
1 1 -1 0

TABLE A.7 16-QAM (amplitude and phase error)

Jo|ow, (x| a; (x| a,, (x| b (x J wo(x [ a; (x| a,, (x| b (x
18) 1 145) [ 11/5) | 1/4/5) 18) | 145) | 114/5) | 114/5)

1 1 3 1 0 7 1 3 1 2

2 1 3 3 0 8 1 3 3 2

3 1 1 1 0 9 1 1 1 2

4 1 1 3 0 10 1 -1 3 2

5 1 3 1 2 11 1 1 1 2

6 1 3 3 2 12 1 1 3 2

TABLE A.8 64-QAM (amplitude and phase error)

J|wi(x|a(x|a, (x|b,(x Jopw,xla(x fa, (x| b;(x
1/48) | 1/421)| 1//21)] 1/4/21) Va8) | 21y | 1721y | 1/4/21)

1 1 7 7 0 57 1 7 3 0

2 1 5 7 0 58 1 5 3 0

3 1 3 7 0 59 1 3 3 0

4 1 1 7 0 60 1 1 3 0

5 1 7 7 4 61 1 7 3 4

6 1 7 7 4 62 1 7 3 4

7 1 5 7 4 63 1 5 3 4

8 -1 5 7 4 64 -1 5 3 4

9 1 3 7 4 65 1 3 3 4

10 1 3 7 4 66 1 3 3 4

11 1 N 7 4 67 1 K 3 4

12 1 1 7 4 68 1 1 3 4

13 1 7 7 6 69 1 7 3 6

14 -1 7 7 2 70 -1 7 3 2

15 1 7 7 2 71 1 7 3 2

16 -1 7 7 6 72 -1 7 3 6

17 1 s 7 6 73 1 5 3 6
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APPENDIX B

COMPUTATION OF INTERFERENCE COEFFICIENTS

OF MCR/CDMA SYSTEM

In this appendix, the interference coefficients will be calculated from the viewpoint of

PSD of spreading signals and filters.

H
i S, (f) ; ()
| |
ft,c (a) f fr,c (d) f
T S, (f)
| 1
fii w7 1. (0 4
1 S, (f)
|
fi. © 7

Fig.B.1 lllustration of PSD

Assuming that the PSD of spreading signal is S, (/). For QPSK signal, the normalized

PSD is expressed as [104],
S, (f)=sine? [2(/ - £, )T, |, (B-1)

where f, is the central frequency of transmitter bandpass filter and 1/7, is bandwidth of

transmitter bandpass filter. For BPSK signal,
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S, (N=sinc?|(f~f, )T, | (B-2)
The bandpass filters in the transmitter and receiver are assumed to have ideal transfer
function H,(f), H,(f), where the frequency response equals to one during the passband

while the frequency response is zero elsewhere as shown in Fig.B.1(b) and Fig.B.1(d),
and the linear phase response is assumed within passband. The transfer functions of the

filters can be expressed as

H, (=T -r,. )1, Jle 277 (B-3)
and

H(N={TT[(f -1, e > "o, (B-4)
where /. and 1/T, are the central frequency and the bandwidth of transmitter and

receiver bandpass filter respectively. The function || [( f=f)r ] is defined as
U S S f <t
[ =fIr]=4" 7 or =7 =< "or.
0 elsewhere

The PSD of spreading signal at the output of transmitter bandpass filter is

S, (H=IH, (IS, (). (B-5)

Assuming an ideal radio channel and no distortion is imposed on signals transmitted over

air interface, the PSD of received signal at the output of receiver bandpass filter is
S, (H)=IH, (OIS, (). (B-6)

Substituting (B-5) into (B-6), the PSD of received signal can be rewritten as
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S, (N=IH, (NHIPIH, (NHIPS, ()
== ) ) rllr-7,.r ]

. (B-7)
S,

The autocorrelation function R(7) of the received signal separated by a time interval

7 can be obtained by taking Fourier transform of (B-7) and is expressed as

R(t)=F[S,(f)]

(il )]

fre-V2T,)

~ [ S, (f)errdf

Sy e-12T,)

TS, (el df (B-8)

M-, )]

The average power of signals passing through the receiver bandpass filter is then given

by

fremN2T,)
R (0= [ S, (Ndf. (B-9)

fr,cil/(ZTr)

Similarly, the average power of transmitted signal can be obtained as

fye-2T))

R(0)= [ S, (Ndf. (B-10)
Si,e-12T,)

It can be noted that the integration regions of (B-9) and (B-10) are different. The

interference coefficient is defined as the ratio of the average power of signal passing

through the bandpass filter to the average power of transmitted signal, or

_R,(0)

%@y (B-11)
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