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Summary

In this thesis, we study a few issues related to the design of virtual topology (VT)
of Optical Wavelength-Division-Multiplexing (OWDM) wide area networks. The main
focus of virtual topology design (VID) is on the provision of lightpaths and virtual
wavelength paths in the optical layer. VI'D has been well-known as a NP-hard prob-
lem, therefore, to avoid intensive computation when the network size grows, heuristic

algorithms are widely discussed to achieve effective suboptimal solutions.

First we define some of the basic function blocks related to OWDM networks, in-
cluding node configurations, optical switches and routers etc. Meanwhile we discuss
about the network model used in this thesis. Our study mainly focuses on future
OWDM networks, with their nodes having packet switching capability, and hence the
traffic flows from a source to a destination can be routed through multiple virtual
wavelength lightpaths. When necessary, wavelength converter is assumed to be avail-
able although it may not be cost efficient at this stage. The conventional adopted
mathematical method is to formulate VI'D as a mixed integer linear program with one
objective function. The formulation and possible objective functions to be used for

optimization are discussed.

Moreover, we examine the existing heuristic algorithms. Performances of some of
those algorithms are analyzed, compared and categorized, followed by a discussion on
their assumptions and limitations. We also define a new heuristic algorithm named
maximum-traffic-net (MTN). MTN-VTD achieves good congestion control by assign-
ing lightpaths to support as much direct high-traffic flows as possible. The algorithm

performs VITD by decomposing the problem into four subproblems, each with an ob-
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jective function, and to be solved sequentially. It has less computation complexity than
MILP but can achieve a congestion level closer to what is predicted using MILP due
to the embedding of computation-based optimization in each subproblem. Further it
overcomes the disadvantage of existing heuristic algorithms having a similar purpose

by eliminating the risk on obtaining a partitioned virtual topology.

In addition we propose a new objective function named as maximizing virtual
hops (MVH), which presents another point of view to partitioned traffic routing and
is more suitable for the packet-switched network. Also we present another novel way
to formulate VID problem. We remove the virtual degree (VD) constraints of each
individual node and replace them by a single constraint related to the total VD of the
entire network. Because we are attempting to optimize the same objective function
in a larger search space, a lower optimal value can be achieved than conventional
methods but at the expense of increasing computation complexity. However, this new
way of modeling can result in the development of a simple heuristic algorithm, named
as remove lightpath with lowest traffic (RLL). The solution provides information on
whether resources in the network are allocated efficiently, and in case it is not, how

re-distribution can be made to achieve better utilization.

Finally, we discuss about the possibility of concurrently considering more than one
objective function when designing the virtual topology of an optical WDM network. We
formulate VTD problems with two objective functions, and apply Pareto’s optimality
concept to solve the bi-objective problems. The discussion is demonstrated by using a

six-node optical network under various traffic models.



Chapter 1

Introduction

1.1 Background

1.1.1 Evolution of Optical WDM Networks

Wavelength division multiplexing (WDM) [1] [2] [3] is an effective technology utiliz-
ing the large bandwidth of an optical fiber by concurrently transmitting multiple data
streams over a single optical fiber via different wavelengths. Optical WDM (OWDM)
networks [6] are the state-of-art high capacity communication networks, and the poten-
tial candidate for the next generation wide-area backbone networks. OWDM networks
are very promising because it is easy to upgrade the deployed first generation optical
fiber networks to WDM networks. Moreover, OWDM networks, consisting of nodes
with switching capability, are able to provide routing, grooming, and restoration at the

wavelength level.

Although optical fiber networks exists only for two decades, tremendous progress
in photonics technologies has been made. Generally there are four generations of op-
tical networks. The first-generation uses time division multiplexing (TDM) concept
and intensity modulated (IM) technology, in which the optical power of the source is
modulated by the modulating signal, and recovered by direct detection using a pho-

todetector at the receiver. However, first generation has a major limitation: when
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multiplexing traffic from different nodes into a single fiber, TDM requires very high
electronic processing speed to achieve high data rate transmission. In addition, first-
generation systems generally use optical sources of poor coherency, which prevents the

use of more sophisticated modulation techniques.

Thanks to the breakthrough of integrated optic technologies, the use of sophisti-
cated modulation techniques becomes practical in the last decade, which in turn enables
the emergence of the second-generation optical systems. This generation is character-
ized by WDM techniques, in which data are transmitted via different wavelengths over
a single fiber, and each wavelength supports a single communication channel operating
at whatever rate one desires. Hence, WDM networks, when properly designed, are ca-
pable to achieve high system capacity through the use of multiple wavelengths. While
the technologies of optical TDM and CDM (Code Division Multiplexing) are still stud-
ied in research laboratories due to the bottleneck in electronics processing rate, WDM

has become mature and widely used in the industry [6] [9].

The third-generation optical networks use heterodyning receivers, allowing to tune
to any wavelength for receiving optical signal rather than the use of optical demulti-
plexers. This accommodates more wavelengths to be packed into a single fiber, and is
known as dense WDM (DWDM) optical systems. In this thesis, WDM is used as a

general term referring to the two types of optical WDM networks.

Along with the development of technologies, it is realized recently that optical net-
works are capable of providing more functions than simple point-to-point transmission.
According to the way optical signals are switched and processed, optical networks can
be divided into two types. In the usual optical networks, electrical-to-optical (E/O)
and optical-to-electrical (O/E) conversions are required at all intermediate nodes, be-
fore data reaching their destinations. Hence, the networks are not able to provide
protocol-transparency, i.e. the capability of accommodating data comprising different
bit rates and formats at the same time. The second type is the all optical networks
(AONSs), where data can be sent from one node to another entirely in the optical do-

main, providing complete transparency. In this case, data transported through multiple
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links undergo purely all-optical wavelength conversion and multiplexing. Today, AONs
are intensively studied in the experiments [1] [7] and are classified as fourth-generation

optical networks in the literature [3] [6] [9].

1.1.2 WDM Networks and Optical Devices

Although the success of WDM networks relies heavily upon the available optical com-
ponents, we are not going to present a comprehensive introduction to all of the op-
tical devices, such as amplifiers, filters and detectors etc. Along with illustrating the
WDM network architectures, only the functions of several key photonic components

are demonstrated.

Wavelength Add/Drop Multiplexers (WADM)

A Wavelength Add/Drop Multiplexer (WADM) enables a small number of contiguous
wavelengths to be added and dropped without demultiplexing the entire wavelength
bundle.

Fig. 1.1 shows a WADM consisting of a wavelength Demultiplexer (DEMUX), a
set of 2 x 2 switches and a wavelength Multiplexer (MUX). The 2 x 2 switches provided
here are simple 2 x 2 crosspoint elements. A 2 x 2 crosspoint element routes optical
signals from two input ports to two output ports and has two states: cross state and
bar state as shown in Fig. 1.1. In the cross state, the signal from the upper input
port is switched to the lower output port, and the signal from the lower input port is
switched to the upper output port. In the bar state, the signal from the upper input
port is switched to the upper output port, and the signal from the lower input port is

switched to the lower output port.

With the exception of A;, wavelengths A1 to A, flow through the 2 x 2 switches in
the ’bar’ state. However, the 2 x 2 switch for wavelength )\; is configured in the ’cross’
state. The signal on the wavelength \; is dropped locally, and a new signal can be

added on to the same wavelength accordingly.
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Figure 1.1: Wavelength Add/Drop Multiplexer

Wavelength Converter

When a lightpath is established from the source to the destination, usually a particular
wavelength should be used along all the links, this is known as Wavelength Continuity
Constraint. However, wavelength converters allow the conversion of data on any input
wavelength to any other wavelength at the intermediate nodes in the optical domain,
thereby eliminating the wavelength continuity constraint and improving the utilization

of the network bandwidth in high-speed networks.

Normally wavelength converters are located in the switches (or crossconnectors).
However, such a wavelength-convertible switch is not cost-efficient since not all of the
wavelength converters will be used all the time. Effective methods to cut cost, such as

sharing and sparse-implementation are discussed in [7] [33].

Although wavelength converters are used in AONs, this does not mean that wave-
length continuity cannot be removed in the usual WDM networks. Wavelength conver-

sion for WDM networks also can be made if the nodes have the O/E and E/O capability.
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Figure 1.2: Point-to-point WDM communication

The recovered electrical signal can be re-modulated into another wavelength through

controlling the emitting frequency of the laser sources.

Point-to-Point WDM Systems

The first and also the simplest implementation of WDM techniques is used for point-to-
point transportation [1] [28] [9]. Fig. 1.2 given on this page shows a typical four-channel
point-to-point WDM transmission system. The transfer of information between N 4 and
Np can be set up using one of the four wavelengths (A4 in this example) available in
the connecting fiber. Traffic routed via the link from node Np to node N4 have to
undergo O/E and E/O conversions at the two intermediate nodes. Generally these
systems implement only the minimum number of optical devices. They simply achieve
high-speed transportation through parallel bit streams having different wavelengths,

and they do not have any routing capability.

Broadcast-and-Select Optical WDM Networks

Generally broadcast and select networks are only useful for Local Area Networks
(LANs) and Metropolitan Area Networks (MANs) [1] [28] [9]. The simplest broad-
cast and select star network is shown in Fig. 1.3. Network nodes are connected to a
passive star via two-way fibers. Different nodes or hosts connected to the nodes trans-
mit using different pre-defined wavelengths. Their signals are optically combined by the
star coupler and broadcasted to all the nodes. Each node uses a tunable optical filter
to select the desired wavelength, as shown in Fig. 1.3. The passive star network can

also support multicast services because any of the receiving nodes can simultaneously
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Figure 1.3: Broadcast and select WDM networks

be tuned to the same particular wavelength. Since the end nodes perform the switching
functions in terms of wavelength tunability, the broadcast-and-select networks can still

function if one node is down.

Configuration of a passive star coupler is presented in Fig. 1.4. The passive star
broadcasts information from every input fiber to every output fiber — light powers
from all input fibers are each split equally to all the output fibers. The input and
output ports of the passive star copuler are connected to the transmitter and receiver

of each node as shown in Fig. 1.3.

Wavelength-Routed Networks

A simple model for wavelength-routed optical network is shown in Fig. 1.5. Such a
network is highly scalable and suitable for wide area networks (WANSs) [1] [28] [9]. A
wavelength-routed network (WRN) consists of wavelength routers and the fiber links

that interconnect them. Wavelength routers are capable of routing the light signal of a
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Figure 1.4: Functions of a node as a passive star coupler.

given wavelength from any input to any output port so that WRN can establish end-
to-end lightpaths, i.e. direct optical connections without any intermediate electronics.
The same wavelength may be spatially reused to carry multiple connections. A light-
path uses the same wavelength on every link in its path since there is no wavelength
conversion capability at each node. This requirement is referred as the wavelength
continuity constraint. For example in Fig. 1.5, a signal travels from Host; to Hosto
using wavelength Ao. If a signal originates at Hosty via wavelength Ao and reaches
the middle wavelength router Rj, it cannot continue towards router R; because the
wavelength A is already taken by the signal from Hosty. The signal is not allowed to

switch to wavelength A\; even though A; is not in use.

Several devices can be used in the nodes of WRNS, such as passive routers, active
routers or wavelength-routing switches (WRS). The differences on their re-configurable

capabilities are discussed below.

When signal reaches a passive router, traffic flows from a certain ingress fiber using
certain wavelength are routed to a 'pre-defined’ egress fiber, as shown in Fig. 1.6, where
traffic routing cannot be flexibly controlled. For example, as shown in Fig. 1.6, traffic
flows coming through input fiber 2 using wavelength A4 are all routed to output fiber

3 using the same wavelength.

As shown in Fig. 1.7, an active switch can support N x N simultaneous connections,
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Figure 1.5: A simple model for Wavelength-Routed Networks
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Figure 1.6: Functions of a node as a passive router.
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Figure 1.7: Functions of a node as an active switch

moreover it allows wavelength reuse. An active star has a further enhancement over the
passive router, because connections between its input ports and output ports can be
reconfigured on demand. For example, traffic flows coming through input fiber 2 using
wavelength Ao can be re-routed to any of the output fibers through controlling switch
Ao. Active switches need to be powered up and are not so fault-tolerant as the passive
stars, whilst the passive routers do not need to be powered up. The active switch can

be WRS, WSXC (wavelength selective crossconnector), or just crossconnector for short.

1.2 Related Work

1.2.1 Wavelength Routing

A basic VID issue in OWDM networks is the routing and wavelength assignment for
dealing with all the transmission requests in the network. To begin, we first differentiate
the two common terms used in this thesis: Wavelength Paths (WPs) and Virtual
Wavelength Paths (VWPs).

In general, WP is also known as lightpath, and VWP can be regarded as wvirtual
circuit connection between two nodes. A lightpath is simply a high-bandwidth pipe,
carrying data using a wavelength at up to several gigabits per second. The bandwidth

offered on the connection can be smaller than the full bandwidth available on a wave-
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Figure 1.8: Illustration of WPs and VWPs

length channel. Thus the OWDM network must incorporate TDM to combine multiple
VWPs onto a lightpath in WDM links to make better utilization of the wavelength
channel capacity. VWP has an important role in the cost effective management of
network resources [10]. For example, as shown in Fig. 1.8, when WDM networks route
data traffic between two node pairs (S1D; and S D>), and nodes A, B and C have the
capability of processing TDM data streams. VWPs for respective transmissions are set
up and combined into WP(A,C') when they are routed through links between node A
and node C. As shown in Fig. 1.8, if WP(A, C) uses A1, WP(B, C) can only use A2 be-
cause A1 is no longer available on fiber BC; however, VW P(S1, D1) and VW P(Ss, D3)
can both traverse through WP(A, C) via wavelength \;. This is because no two WPs
are capable to share one wavelength on a physical link, and one WP can only be routed
through one set of continuous physical links from its source node to destination node.
But two VWPs are capable to traverse over the same WP, as long as the wavelength

capacity is not violated.

One advantage of OWDM networks is that different network architectures can

be constructed in a physical network using different wavelengths. For example, one
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wavelength may be used to connect a few nodes as a ring configuration, while another
wavelength can be used to support a point-to-point configuration in the same network,
where each wavelength supports an existing service (such as ATM, SONET or IP layer).
This is also the simplest way to retain the original network service after upgrading a

single wavelength optical network into a WDM network.

If each lightpath in an optical network essentially uses a dedicated wavelength to
connect its two endpoints, the network is known to be single-hop virtual network [18].
If a lightpath in a network is allowed to travel via different wavelengths, the network
is known as multihop networks [19] [32] [40]. Without being constrained by dedicated
wavelengths, a multihop network can be optimized to support greatest amount of traffic
flows. Because of the limitation of single-hop networks, in this thesis, we focus our

discussion on multihop networks.

There is another type of hop being discussed in the literature. Physical hop is the
number of physical links that a lightpath is traversing through between its source and
destination, whilst virtual hop that has been defined before is the number of wavelength
conversions along a lightpath. Related illustrations are presented in Fig. 1.9. Basically
physical hops of a lightpath are related to the traffic propagation delay, while virtual
hops of a lightpath associate with cost and implementation of wavelength converters.

Further discussion will be presented in Chapter 4.

1.2.2 Virtual Topology (VT)

Generally the topology of wavelength-routed network is an arbitrary mesh, which can
be defined as a physical topology (PT) consisting of nodes interconnected by fiber links.
We can think the network is constituting of an optical layer [1] [2] [3] in the network
layered hierarchy. The optical layer is constructed based on resources and constraints
imposed by the physical layer, and its function is to provide a set of lightpaths to the

higher layers, i.e. a virtual topology (VT).

We illustrate the relation between physical layer and optical layer using Fig. 1.10
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Figure 1.10: Designing a Virtual Topology as a two-layered problem

and demonstrate how to perform a virtual topology design.

Assume the network supports two wavelengths transmission, as shown in Fig.
1.10, the VT can be expanded into two A sublayers. A; supports a ring configuration
connecting all the four nodes and Ao supports two sets of point-to-point communications

between node pairs N1 N3 and NoNy.

Classical network design problems can be expressed as two-level design problems:
designing the virtual topology in the optical layer and designing the physical topology
in the physical layer. However, nowadays designing VT's generally refers to build up a
set of lightpaths in optical layer (including all A sublayers) based on a given physical
topology, node functionalities and other design considerations. Several other parame-

ters influencing the virtual topology design of a network are as follows.

1) Number of transceivers (combined name of transmitters and receivers), i.e. num-
ber of lightpath terminals. Typically there are two types of transceivers: fixed

and tunable. In this thesis, we mainly concern the second type.

2) Number of hops: indicates the cost of implementation applying to networks with
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tunable transceiver.

3) Number of wavelengths: we would also like to use the minimum possible number

of wavelengths since using more wavelengths incurs additional equipment cost.

In short, VTD problems can be concluded as designing a topology over the optical
layer, where instead of using physical links to interconnect equipment, the intercon-
nection is done via lightpaths. This feature enables the interconnection pattern to be
programmable (changed as desired), and such flexibility is unable to be found in the

conventional point-to-point interconnected networks.

1.3 Contribution

Our accomplishments, which are elaborated throughout this thesis, can be broadly

listed as follows.

. Present a literature review on VT'D problem including the general notations and
formulations. Also design theories are covered comprehensively, with the compu-
tation complexity of VTD problem expressed in terms of the number of variables

and constraints.

. Review the existing heuristic algorithms for solving VI'D problem and describe
their implementations in details. Perform computations of all relevant heuristic
algorithms in both simple network models (4,6 nodes) and large network models
(8,14 nodes). Compare the performance and evaluate the scalability using the

numerical results. Consequently their cons and pros are analyzed.

. Develop a novel heuristic algorithm by decomposing the problem into four sub-
problems, each with an objective function, and to be solved sequentially. Nu-
merical results are computed and evaluation about this heuristic algorithm is

made.
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. Present a novel way to formulate VID problem by removing the virtual degree
(VD) constraints of each individual node and replacing them by a single constraint
related to the total VD of the entire network, for the purpose of maximizing the

resource utilization of the networks.

. Examine the parameters commonly used in the objective functions for VI'D prob-
lem, and evaluate their inter-relationships in networks under different traffic mod-
els. Parameters likely to have Pareto’s solution are selected. We then provide a
novel formulation of VI'D with two objective functions, and present the solutions

by applying mathematical methods using a simple network.

1.4 Outline of the Thesis

The remaining of this thesis is organized as follows. In chapter 2, an overview to the
typical notations and formulations of VID problems are given. This chapter aims
to provide detailed background knowledge to the contents covered by the next few

chapters.

Chapter 3 enumerates the theory of designing a virtual topology with different
constraints and demonstrates traditional heuristic algorithms for VI'D problem in de-
tails. A new objective function is suggested and solved by new heuristic algorithms.
We compare and evaluate these heuristic algorithms thoroughly with other commonly

known algorithms.

Chapter 4 investigates the relationships between various objective functions used
in VTD problem, aims to provide a novel method of formulating VTD with bi-objective
functions. Such a problem has not been investigated before the literature. Supplemental

computation work is presented in Chapter 5, and Chapter 6 concludes this thesis.



16

Chapter 2

VTD of Optical WDM Networks

This chapter defines VITD problem for wavelength routed OWDM networks. With
the preliminary knowledge introduced in Chapter 1, we first discuss the processing
capabilities of a node, followed by presenting the notations and definitions used in
this thesis. We also demonstrate the mathematical formulation of VTD problems, and

analyze the computation complexity of the VT'D problem.

2.1 Network Architecture and Related Notations

Our design will focus on the transport networks. A graph demonstrating the OWDM
network model used in this thesis is shown in Fig. 2.1, with only two nodes shown.

The definitions of the terminology terms labelled in Fig. 2.1 are self-explanatory.

In a network, two adjacent nodes are connected by a number of separate channels
identified by either different physical fiber links or different wavelength connections in
a fiber. We used the notation G(N,,E,) to represent the interconnections of physical
nodes (N,) and physical channels (E,) that form the physical topology of a given
network. Similarly, a virtual topology defined in the optical layer and can be presented
as a graph G(N,,E,), where N, indicates the virtual nodes and E, indicates the virtual

edges, i.e. lightpaths. Note this kind of expressions is commonly used in graph theory
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Figure 2.1: Layered View of the Optical Network

[4]. Notations used to express the connections of physical and virtual topologies are

given in the appendix.

2.1.1 Nodes Processing Capabilities

If the ingress traffic flow has not reached its destination node, it will be routed to
the egress port transparently, as shown in Fig. 2.2. Data remain transferring via the
same wavelength channel if there is no wavelength converter (O-O) available or wave-
length conversion capability (O-E-O) at the node; otherwise data can be transferred
via another wavelength. When the traffic flow reaches its destination, the lightpath
terminates and data are received by the terminal connected to the node, as shown in

Fig. 2.2.

When designing VTs, we only concern on the key functions of the nodes that
affect the VID, but not all the functions that a network node can perform. One of
the constraints that a physical node imposed when performing VTD is the number
of transceivers available at that node, named as Virtual Degrees Constraints, which

constrains the number of lightpaths originating from or terminating at each node.
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Figure 2.2: Functions of a node in the physical topology.

Generally, we assume all the transceivers are fully tunable, i.e. every transceiver is

capable to tune to any available wavelength.

Nodes in this thesis have the capability of switching and routing traffic flows trans-
parently. In circuit-switched networks, there are two varieties of this problem: offline
(or static), in which lightpaths requested are known initially, and online (or dynamic),
in which lightpaths are assigned and released on demand. It has been proven to be
NP-hard in [34], because VTD is almost the same as Routing and Wavelength Assign-
ment (RWA), i.e. VWPs are actually WPs. The number of wavelengths per fiber, and
the capacity of each wavelength are the two most important parameters. The objective
function of the design can be: (1) optimizing the number of wavelengths required to
establish a given set of lightpaths, or alternatively, to establish as many desired light-
paths as possible for a given set of wavelengths; (2) establishing lightpaths for a given
set of wavelengths that maximizes the total traffic throughput in the network [14] [17]
[27].

However along with the evolution of optical networks, lightpaths can be operated

at bit rates in excess of 2 Gb/s, and most applications do not require a bit rate of this
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magnitude. Implementing circuit-switched network is no longer an appropriate way to
fully utilize the optical resources. So we turn to packet switching technologies. In a
packet-switched optical network, packet arrivals are assumed to follow a Poisson process
and packet transmission time is exponentially distributed with a given mean time. We
also assume that the traffic offered to a lightpath in the network is independent of the
traffic offered to the others. In this case, the aim of the design is to find a set of WPs
supporting all traffic requests to minimize congestion level or delay [1]. Traffic flows can
be routed through multihop lightpaths [28], and multiple VWPs can share the same

WP for transmission.

2.1.2 Physical Link and Lightpath Characteristics and Capabilities

Sometimes backup fibers are implemented in the networks to enhance the failure toler-
ance and hence result in multifiber systems. In this thesis, unless specially mentioned,
we only consider single-fiber networks. Physical links referred to the fiber links between
nodes. As shown in Fig. 2.3, four cases of physical links are presented, where case 1,
case 3 and case 4 are three different types of representing a single-fiber, ‘undirected’
networks, because there is no difference between the two directions of a link. However,
case 2 presents an example of a directed physical link, e.g. transmission can be limited

to only one direction.

The edges of virtual topology are lightpaths, therefore two lightpaths routing from
the same physical edge cannot be assigned with the same wavelength, which is usu-
ally known as avoiding ‘wavelength confliction’. Lightpaths in a VT have also two
types: undirected and directed. In most cases we design a VT with directed lightpaths.
Compared to the undirected one, a VT with directed lightpaths is more flexible and
cost-efficient. Sometimes more than one lightpaths are assigned to the same node pair
to make full use of the transceivers and through sharing the traffic also to reduce traffic
congestion. An example is shown in case 3 of Fig. 2.4. Case 1 and case 2 in Fig. 2.4

illustrate directed lightpaths and undirected lightpaths, respectively.

An overall notation for a VT can be described as: VT(A, = / <, sym/ asym, 1,
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00 ,00 )[12], where the meaning of parameters are explained separately as follows.

1. A : Indicates the node virtual degree;
2. = : Indicates whether using all T,/ R, or just following the constraint;

3. sym / asym: Indicates whether is the virtual topology symmetric or asymmetric,
i.e., whether is there is a lightpath from node i to node j, and also one lightpath

from node j to node ¢ which is routed through the same set of physical links.

4. 1 or an integer greater than 1: Indicates whether there are multiple edges in the
virtual topology, i.e., whether one lightpath connects node pair ij, or N lightpaths

exist.

5. The first co : Means there is no restriction on the number of wavelengths used in

each node.

6. The second oo : Means there is no restriction on the number of hops taken by a

lightpath.

Parameters 1 to 6 should be regarded as constraints in VTD. According to the
cases shown in Fig. 2.4, cases 1, 2 and 3 can be expressed as VT (2,=,asym,1,00,00),

VT(3,=,sym,1,00,00) and VT (2,<,asym,2,00,00) respectively.

2.2 Mathematical Descriptions of VI'D Problems

2.2.1 Notations and Variables

Here we introduce the formulation of the VID problem as a mixed-integer linear pro-

gramming (MILP) [12] [16] [17], starting with the notations as follows.

1. s,d Source and destination of a packet, respectively, and are normally placed

in the superscript position;
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5.

1,7 Originating and terminating nodes of a lightpath, respectively, and also
known as WP;
q Multiplicity, the number of lightpaths between any two nodes, set as the

maximal value of lightpaths. ¢ = 1 when no multiple lightpaths are allowed.
m,n The two ends of a physical link;

k Wavelength denoted by a number and is placed in the subscript position.

2.2.2 Parameters

1.

N Number of nodes in the network, i.e. network size. We can enumerate

any node by ¢, where i =1... N, ie. 1...N is the range for all ¢, j, s, d, m and

n.
. T Traffic matrix, where T°¢ denotes the arrival rate for packets from source
(s) to destination (d), in packets/second, s,d = 1 ...n. T; = 0, for all i =
1,2,...,N.
P Physical connection matrix, where P,,, indicates the existence of phys-

ical links in the physical topology, e.g. P, = X if there exists X fiber links
connecting node m and node n; otherwise, P, = 0. In this thesis we consider
single-fiber networks (no protection fibers are concerned), e.g. regard all Py, as

binary variables.

which indicates there are two fibers joining two nodes in opposite direction (i.e.,
bi-directional or symmetrical ring network). But for a unidirectional network,
the fiber between two physical adjacent nodes can support only one direction

transmission. In such a case, given P,,,, = 1 we cannot derive P,,, = 1.

Ay, Ag“t, Aln Virtual Degree (VD), note that A(A?“t, Al are used to denote

the number of transmitters and receivers at node A, respectively. Normally we
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will set AQU = AP = A4 < (N — 1); but VD for different nodes are allowed to

take different values.
5. M Denotes the largest number of wavelengths each fiber is able to support.

6. H Virtual Hop (VH) matrix [12], where elements in the matrix, i.e. H;j
denote the maximum number of hops that a lightpath between node ¢ and node
j is permitted to take. If A intermediate wavelength routing nodes have to be
configured for establishing a lightpath V; ;, the hop length of that lightpath is
A+1.

2.2.3 Variables

1. bijgq Lightpath variables, where ¢,5 = 1,...,n, Vi # j, b;; are N x N binary
(0, 1) variables denoting possible lightpaths from ¢ to j. b;;4 = 1, if there exist
q lightpaths along the directed edge (7,j) in the virtual topology. Normally we

consider ¢ < 1, e.g. if there is one lightpath from 7 to j, b;; = 1; otherwise,

2. C*4(3,§) and CR4, (i, ) Wavelength assignment variables. C*4(i,j) = 1
denotes the ¢-th lightpath between i,j uses wavelength k, and Crkri?n(i, j) =1
if the lightpath between i, j using wavelength k is routed through physical link

m,n; otherwise, C’fn’f]n(i,j) = 0.

3. P Lightpath routing variables. P2 = 1, if the gth lightpath between node

i and node j is routed through physical link pairs (m,n); otherwise, P34 = .

4. ﬂz‘fq and T3 4 Traffic intensity variables; The solution to the virtual topology
design problem will specify which of the b;;, take the value 1 and which take
the value 0. We assume that we can arbitrarily split the traffic flow between the
same pair of nodes over different wavelength paths. Let the fraction of the traffic
between s-d pair (s,d) that is routed over link (,5) (if it exists), be Ti‘jflq.

Then
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S =1 2.)
1,559
where traffic T5¢ (in packets per second) between s-d pair (s,d) is routed over
link (7,7). Since all packets belonging to a virtual circuit (along a VWP) must be
routed on the same physical path, this is tantamount to assuming that the traffic
in a link consists of a large number of VWPs. Thus the total traffic routed over

link (4,7) is

Tja=> Ty (2.2)
sd

2.2.4 Constraints and Objective Functions

According to the notations and variables introduced in the previous section, we inves-

tigate some commonly used constraints and objective functions in VI'D problem.

Categories of Constraints

1.

Traflic constraints:

Here we identify the packets to be routed between each (s — d) pair with the flow
of a commodity. The left-hand side of the flow conservation constraint at node @
in the network computes the net flow out of a node i for one commodity (s-d).
The net flow at certain node is the difference between the egress flow of the node
and the ingress flow of the node. The net flow is 0 if that node is neither the
source nor the destination for that commodity (i # s,d). If node i is the source of
the flow, i = s, the net flow equals 7%, the arrival rate for those packets, and if
node i is the destination, i = d, the net flow equals —7°¢. Here, we use Ti‘fq as to
constrain all traffic originating in one source node and directed to a destination

node to flow on the same routes.

Flow conservation at each node:
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754 ifs=i
Z ZT% — Z Z Tfﬁq =< _7sd ifd—i Jfor all s,d,i,j.  (2.3)
q q9 J
0 otherwise
Traffic routing constraints:
Tijq = ZI}%, for all 4,j,q. (2.4)
sd

Tmaw > Ej,qv for all ’i,j,q. (25)
T3t < bij T, for all i,j,s,d,q. (2.6)

Eq. 2.4 and Eq. 2.5 ensure traffic over any lightpath is not greater than the
upper bound variable T},4;, which is the minimizing objective. And Eq. 2.6
ensures that the traffic routing variables Té‘fq can be nonzero values only when
there exists at least one lightpath from i to j, i.e. b;j4 # 0.

Normally when we formulate VI'D problems as MILP problems, we can consider
the implementation of any routing algorithm, such as optimal routing algorithm
and a simple shortest-path routing algorithm. The optimal routing algorithm
allows traffic flows to be partitioned and flow fractions to be routed on several
paths, but restricted by constraints on the length or hops of their routes, which
aims to reduce the congestion level. The static shortest-path routing algorithm
uses only one path to route the traffic generated from one source and directed
to the same destination, which aims to reduce delay. However, some links may
then reserve a much higher link capacity than what the real traffic demands.
We demonstrate them by Eq. 2.7 and Eq. 2.8. According to the difference in

their objectives, we prefer to use optimal routing algorithm since the objective
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3.

is to make full use of the wavelength capacity and hence reduce the bandwidth

wastage.

Optimal routing:

T;;-i =75 x ai? for all s,d,7, ag;l >0, (2.7)

where a;’? =1

Shortest-path routing;:

ai? =1lor0 foralls,d, j. (2.8)

Virtual degree constraints: These constraints are directly related to lightpath

variables b;; .

DD bigg =AY Y b =AY, forall i, (2.9)
qa J q 1

Or we can use < instead of =. This ensures that the number of lightpaths
originating/terminating at a given node is less than or equal to the number of
transmitters/receivers at that node. The number of transmitters and receivers

are equal to egress and ingress degree of that node, respectively.

Factor ¢ in variables b;; 4 is named as multiplicity factor.

q>1, q: integer.

Although multiplicity connections may not always help to reduce the conges-
tion level on lightpaths, they are important issues when dealing with failure or

reconfiguration problems [2].

Wayvelength continuity constraints:
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a)  Unique wavelength constraints:

M-1
Z cha(i, 5) = =b;jq foralli,j.g. (2.10)
k=0
and
cra(i, 5) > C’k L (i,7) for all i,j,m,n,q. (2.11)

Eq. 2.10 above ensures that a lightpath b;; , can only be assigned with one
of the M wavelengths; Eq. 2.11 denotes if a lightpath C*4(i, 5) from i to
j via wavelength k passes through physical fiber link P,,,, wavelength k on

the physical fiber link must be reserved for this lightpath.

b)  Wavelength crash constraints:

Z Z Ck’q ) <1 forall mn,k. (2.12)

q

Eq. 2.12 ensures wavelength k on a physical fiber link P,,,, is only assigned
to one lightpath if required, i.e. no two lightpaths traversing through one

physical link can be assigned with the same wavelength.

c)  Wavelength conservation constraints:

M-1 M-

> O (i) P

>—‘

> A P~

k=0 k=0

bijq iHn=j
—bijq ifn=i , for all 7,7,q. (2.13)

0 ifn#iand n # j

Eq. 2.13 is analogous to flow conservation given by Eq. 2.3. If lightpath b;; , uses
wavelength k, there is a path traversing through one (or a series of) physical fiber

link(s) from 4 to j with wavelength k assigned to it.
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4.

Lightpath routing constraint:

There is another way to perform traffic routing and wavelength assignment prob-
lems without considering wavelength continuity, i.e. in a multihop network. Ac-
cording to the definition of lightpath routing variables Pp/;? [17] [23] [24], conser-

vation and constraint functions can be expressed as below:

Y PPy =bijg, forallijg. (2.14)

ZP” 9P, =bijq, forallijq. (2.15)
N PP =Y PP, forall k #i,j. (2.16)
m n

Eq. 2.14, Eq. 2.15 and Eq. 2.16 are multicommodity-flow-based equations gov-

erning the routing of lightpath from source to destination.

Z ZPj,{#Pmn < M, for all m,n. (2.17)
PRl

While Eq. 2.17 ensures the total number of lightpaths passing through one fiber

link does not exceed the wavelength upper bound that each fiber supports, M.

If the aim of design is to build up a symmetric virtual graph. Additional con-

straints are imposed as shown in Eq. 2.18.

Pida(k) — Pisa(p) = 0. for all k,i,jq. (2.18)

Eq. 2.18 ensures that if there are a lightpaths from node ¢ to node j, then we
must have a lightpaths from node j to node 7. And also that the routing and
wavelength assignment for the lightpaths associated with the lightpaths between
node ¢ and node j traverse the same set of physical links and wavelengths, i.e. if
the ¢-th lightpath from node 7 to node j is assigned wavelength w, then the g-th

lightpath from node j to node 7 must be also assigned wavelength w.
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In this thesis, we mainly use P34 t0 control the routing and wavelength assign-
ment in multihop networks. Through simulation we can prove that compared
with using wavelength continuity constraints, the computation time and memory
usage are considerably reduced by using P Although it seems possible to in-
crease the cost of implementing wavelength converters, there are two reasons to
this. Firstly numerical results presented in the following chapter can demonstrate
that wavelength converters are only sparsely used, so that the actual increment
on cost is trivial. Secondly, the migration of technology is likely to bring down
the cost of such integrated optics devices in the future, i.e. more intelligent nodes

or routing devices are likely to take place.

D. Hop bound constraints:

> Cha(i,g) < H(i,j), for all i,j,q and k. (2.19)

m,n
According to the definition of variable C’,’f{?n(i, j), wavelength continuity constraint
ensures that each lightpath has one and only one wavelength assigned to it, which
means the hop bound set up for C’f,{?n (i,7) can only reflect information about the
number of intermediate nodes one lightpath passes by. Eventually, this is regarded
as an optional constraint, can be incorporated to ensure bounded packed delays
in the network. This prevents long and convoluted lightpaths, i.e. lightpaths with
an unnecessarily long route instead of a much shorter route, from occurring. The

value of H (i,j) may be selected by the network designer.

6. Non-negativity and integer constraint:

T3t Tijgs Tmaz >0, for all i,j,s,d,q. (2.20)

bij € {0,1}, for all 4,j. (2.21)
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Objective Functions

1. Minimize the congestion level [1] [16] [30].

Objective function: minimize T}y,4;, where

Tmaw 2 Ej,qv for all ivjv‘]' (222)

This also can be defined as mazimizing offered load, which is equivalent to mini-
mizing maximum traffic flow in a link.
2. Minimize the average packet hop distance H ..

Assuming the capacity of each lightpath is C, this objective function can be

expressed as follows.

Objective function: minimize Hyqe, Where

1 d
Have = ZS—’d Tsd ;Hsde . (223)

In the presence of the balanced network flows, minimizing the average packet hop

distance is equivalent to maximizing the aggregate throughput of the network [8]
[1].

There is one additional constraint:

D Ty < Bbijg x € forall ij.q. (2.24)
s,d

Eq. 2.24 specifies the capacity constraint in the formulation, where 3 denotes the
maximum loading per channel (0 < < 1) to prevent the queuing delay on a

lightpath from getting unbounded by avoiding excessive link congestion.

3. Minimize the number of wavelengths used [14] [17] [32] [33].

Objective function: minimize



2.2 Mathematical Descriptions of VI'D Problems 31

M—-1

max E E Ck’q P,
m,n
q

k=0 7]

subject to wavelength capacity C' (per fiber) constraint, which ensures that traffic

through a lightpath cannot exceed the wavelength capacity.

Y T, <C, forallijg.
s,d

Without considering the wavelength capacity constraint, the objective function

can be formulated as to balance the wavelength assignment on each fiber:
Objective function: minimize M

where

MZZP’” for all m n.

mn
15,9

4. Minimize the average connection cost [31].

This objective function is defined as an efficiency of a network in establishing

lightpaths between the node pairs.

Objective function: minimize

N N
z = chijbij, (2.25)

i=1 j=1

where ¢;; is the cost of establishing a virtual path between the terminators (,j).

The cost function reflects the required properties. It is defined as:

iy = 7+ f(dy)’, (2.26)

]

where d;; is the distance between the node pairs (4,j) and f(d;;) is a function of
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d;; which represents the resources that would be committed if a virtual path is

assigned along the directed node pair (4,7).

5. Minimize the average message delay [29].

Objective function: minimize

> T*Ly, (2.27)
s,d

where the variable L,y is the length of the virtual path between nodes s and d,

and it is given as follows.

Ly =Y Pj'Dy,

]

Within which, Pfjd are lightpath routing variables. Variable D;; is the length of

the lightpath between nodes i and j, and it is specified by:

Dij =Y P dmn, (2.28)
m,n

where fiber length d,,,, from node m to node n is expressed as a propagation delay-
related parameter (in time units). Since fiber links are bi-directional, dy,, = 0 if

and only if P,,, = 0.

2.2.5 Classical MILP Formulation

In the previous section, although we have listed quite a few objective functions and
many constraints, we only consider one objective function with some relevant con-
straints to formulate a VI'D problem. The objective function and constraints chosen
depend on the design parameter to be optimized. For example, here we demonstrate
the classical MILP with an objective to minimize the congestion level, i.e. using the

objective function Eq. 2.22.
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Objective function Eq. 2.22,

subject to

1. Traffic routing, which includes traffic constraints: Eq. 2.3, Eq. 2.4, Eq. 2.5, Eq.

2.6, together with constraints Eq. 2.7 or Eq. 2.8 optionally.
2. Virtual degree constraints: Eq. 2.9.

3. Wavelength assignment: includes either wavelength continuity constraints Eq.
2.10, Eq. 2.11, Eq. 2.12 and Eq. 2.13 when considering single hop, or lightpath
routing constraints Eq. 2.14, Eq. 2.15, Eq. 2.16 and Eq. 2.17, when considering

multihop.

4. Nonnegative constraints: Eq. 2.20, Eq. 2.21.

Simple Examples

Below we present examples to clarify the definitions of simplex VTs and duplex VTs
used in this thesis. Moreover we discuss the numerical results obtaining on congestion
levels derived from different cases. To calculate the exact MILP results, here we only
consider optimal routing algorithm by using Eq. 2.7 and consider to build up multihop
networks by using lightpath routing constraints Eq. 2.14, Eq. 2.15, Eq. 2.16 and Eq.
2.17.

Network and traffic information:

1. This simple network is made up of four nodes: node 1, node 2, node 3, node 4.

2. The traffic request T7°¢ in this network is given as follows. T = 1, T?! = 1,

T =1,T#=1,T*=1,T" =1and T* = 1.

Results obtained are shown in Fig. 2.5, where case 1 has a VT consisting of two
partitioned (or disconnected) subclusters if we build up duplex virtual connections
with VD = 1. It is partitioned because although four WPs are built up, not all VWPs

can be supported by existing WPs.
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Case 1: Separated VT

vl BV A

Case 3: 2™ duplex-connected VT Case 4: Simplex-connected VT

Figure 2.5: VT results for various design

With VD = 2, we can derive two duplex VTs shown in case 2 and case 3 of Fig.
2.5. Their congestion levels are both 1.5000. However, the simplex result derives a
congestion level of 1.3333 shown in case 4 of Fig. 2.5. Compared to the duplex VTs
in case 2 and case 3, simplex VT seems to give better congestion control due to more

flexibility is given when performing VTD.

So in the subsequent part of this thesis, we only consider to build up a simplex
VT without multiplicity (i.e. ¢ = 1), and the physical network is based on single-fiber

connected packet-switched network.
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2.3 Complexity Analysis

2.3.1 Mathematical Analysis

Fig. 2.6 provides an overview on the problems that MILP intends to solve. The
physical topology presents basic information about node locations, fiber lengths and
node interconnection status, as shown in Fig. 2.6(a). The number of the wavelengths
used in the optical layer may vary in different fibers, e.g. fiber 1 interconnecting node 1
and node 2 may support wavelength A1, Ao, A3, while fiber 2 interconnecting node 2 and
3 may support wavelength A, A3, A\y. To unify this problem, we assume that all fibers
carry the same set of wavelengths, as shown in Fig. 2.6(b). Traffic flows from one node
to another are not necessarily equal, and at a certain node, ingress and egress traffic
are not necessary to be balanced either, as shown in Fig. 2.6(d). All of the three parts
mentioned above are given as inputs. And VT shown in Fig. 2.6(c) and wavelength
assignment shown in right-hand side of Fig. 2.6(b) are the designs to be obtained with
VD as direct constraints. The VT provides how the lightpaths connectivity should be
made to optimize the transmission parameter such as minimum congestion level, and
should also disclose through what wavelength and physical path to realize the traffic

flows.

Consider in a regular physical topology, each node has In/Out virtual degree A.
To solve MILP formulation, the number of constraints and the number of variables
grow approximately as O( N3 x number of wavelength x number of physical edges
x multiplicity factor ), and for each iteration the searching space for lightpaths might
be O( Choose A from N x (N — 1) ); while the number of traffic variables might be
N x A.

Along with the increase of network size, the increase in the number of unknown
variables to be solved, computation time and memory required are obtained by com-
putation and shown in Fig. 2.7 and Fig. 2.8. Subgraphs show the growth of ‘number

of variables’, ‘solution time’, ‘memory required’ and ‘constraints’, respectively.
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T fraction 1

T fractio

(d) Traffic request: T*, Variables: T,
Links: traffic flows from one node to another

A"=sum R,

A O=sum T, A ®( ________

(c) Virtual Topology: A I A O Variables bijq
Links: lightpaths leading from one node to another.

Two VWPs for lightpath N> Ny

T fraction 2

(h) Wavelength channel: M; Variables: C*9,, ,(i,j) A
Links: available connections supported by lambdas

Solid lines are illustration
for VT and RWA

(a) Physical Topology: P,,; Variables: P14,
Links: physical connections between node pairs

Figure 2.6: Flowchart of MILP programming
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2.3.2 Complexity Reduction

To reduce the complexity of solving a MILP problem, one mathematical method named
linear programming (LP) was explored. By changing all integer variables b;; , into real
variables b”(ij, ¢) varying between 0 and 1, MILP turns to LP. Moreover, any feasible
solution of the MILP is also a feasible solution of the LP problem, but LP usually
have other feasible solutions. If the solution of LP happens to be a feasible solution
of the MILP, their objective function values will be equal. Otherwise the value of LP
is a lower bound on the value of MILP. So this is why we call this lower bound or LP
bound. Since LPs are easy to solve, we can obtain an approximate solution to this
mathematical program by using the techniques defined as LP-relazation and rounding,

shown as follows.

LP-relaxation method derives a lower bound solution T',qx (L) to the congestion
control variable T),,, defined in Eq. 2.5 and Eq. 2.6. In this approach, variable
T'maz(L), where the integer L marks the number of iterations, can be updated iteratively
according to Eq. 2.29.

sd

Tonaa(L+1) > S T3 4 T (L)(1 = b5(ij,q)),  for all i,jq. (2.29)
s,d

Initially, set Tae(L = 1) = 0. Then solve the LP-relaxation to get an improved lower
bound T'ynqz (L + 1), which is known as the iterative LP-relaxation lower bounds. After

several iterations, the calculation is stopped after reaching a given error bound, e.g.,

Trmaz(L + 1) — Thae (L) < 0.01.

Then arrange the values of b”(ij, ¢) obtained in a decreasing order and start with
the largest value, set all successful value b”(ij,q) to 1 without violating the virtual
degree constraints, otherwise set it to 0. This method is called LP-roundup [12] [20].

When the LP lower bound and the LP-relaxation upper bound obtained by using the



2.3 Complexity Analysis 39

rounding algorithm and solving the routing-LP are close to each other, we obtain a

good approximation to the optimal congestion value of MILP.

Chapter summary

We presented an overview on the theories about Virtual Topology Design problem
in Optical WDM Networks. And we categorized and reviewed some existing models
about designing the VT of an optical WDM Network. The formulation and theory
introduced and developed in this chapter are the foundation for our research work that

will be discussed in details in the coming chapters.



40

Chapter 3

Heuristics Algorithms to Solve

VTD Problems

3.1 Decomposition VTD problems and Analysis

Ever since [41] [42], the design of optimal virtual topologies has been intensively studied.
In general, the optimal virtual topology problem has been hypothesized to be NP-hard
[2] [3] [6] [8], which means that the problem cannot be solved optimally for large problem
sizes, unless one resorts to exhaustive search [11]. Therefore, heuristic algorithms have
been developed to achieve suboptimal solutions to VI'D problem. Usually heuristic
algorithms decompose VTD problems into four sub-problems [23] [24], which can be

described as follows.

a) Generate a virtual topology by using simple rules to get b;;, i.e. the virtual
connectivity between nodal transmitters and nodal receivers. We can see it mainly

focuses on designing WPs.

b) Determine how the lightpaths are imposed on physical links, i.e. lightpath rout-

ing.
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c) Assign wavelengths to lightpaths, i.e. wavelength assignment under certain constraints—
using wavelength continuity constraint or maximum-wavelength constraint op-

tionally.

d) Route traffic over the WPs given by sub-problem a. This sub-problem mainly

deals with designing VWPs for traffic flows.

Sub-problem a addresses how to properly utilize the limited number of available
transmitters and receivers. Most of the heuristics are defined simply using the traffic
requests or certain regular graphs to build up a set of WPs fulfilling the virtual degree
constraints. The developed heuristic algorithms normally aim to obtain an objective
function such as minimizing delay or congestion, by jointly solving sub-problem a with
sub-problem b or d. Sub-problem b and ¢ both deal with proper usage of the limited
number of available wavelengths. Moreover sub-problem b by routing lightpaths over
physical links decides the length of each WP, which is strongly delay-related. Sub-
problem ¢ aims to avoid clash when making wavelength assignment, a clash occurs
when two lightpaths with the same wavelength assigned to them happen to have a
common directed physical edge. Normally there are two approaches to obtain the min-
imum number of required wavelengths. One way is to assign additional wavelengths
to lightpaths where wavelength clash occurs, until all lightpaths have been assigned.
The other way is to construct a path-graph [21] [22], solve the chromatic number of
the path-graph and obtain the number of wavelengths required. Both approaches were
tested and there is no significant difference in the minimum number of wavelengths re-
quired. Here, we are going to modify the second approach, track the lightpath routing
and constrain the number of lightpaths sharing the same physical edge within the max-
imum number of wavelengths available on each fiber. As we consider packet-switched
networks, the optimal routing algorithm allows traffic flows to be partitioned, and if
necessary the fractions of traffic can be routed over several paths. Hence sub-problem
d is strongly related to both congestion levels and delay control. The number of VWPs
passing through a WP affects the congestion level, and the number of WPs each VWP

passes through affects the propagation delay.
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Although these sub-problems are not necessarily independent, heuristic algorithms
solve them separately to obtain suboptimal results, which is the reason why heuristic
algorithms achieve a lower complexity compared to the exact MILP. Results obtained
by the heuristic algorithms are compared to the optimal results obtained by exact
MILP, so that we can evaluate the accuracy of the heuristic algorithms and further
improve them. Detailed introduction and numerical analysis on VI'D problems can be

found in [37] and [20].

We survey and categorize the VTD heuristic algorithms into several groups. All
the groups optimizing one pre-defined objective function, however, they make different
approximations on some of the constraints. The first group focuses on how to present
a simple set of WPs only, general constraint is applied on each node. One batch of
this group is trying to implement regular topologies, such as mentioned in [4] [43]
[44] [45] [46] or building up a VT with prior consideration given to the PT. Heuristic
algorithms of this group work better for evenly distributed traffic models. Moreover,
there are several advantages of using regular topologies as VTs: regular topologies are
well understood and results regarding their bounds and averages are comparatively
easier to derive, and hence suitable for comparison of performance. Routing of traffic
on a regular topology is usually simpler and results are available in the literature.
In addition, using a PT-based VT possesses inherent delay-minimizing characteristics.
The other batch originates from the idea of maximizing throughput in a circuit-switched

network, e.g. it tries to set up WPs to support as many direct traffic flows as possible.

The second group of heuristic algorithms is calculation-based, while also applies
general constraint on nodes, e.g. [25] using GA algorithm or Turbo search etc.. These
heuristic algorithms use complicated calculation methods to approach to the optimal

objective value.

The third group has chosen a pre-defined objective function to optimize, with the
need to fulfill some original constraints, where modification of some other constraints
can be attempted and evaluated. The optimization is done by not very complicated

calculation, generally because the sub-problems (those not included in the optimization)
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are solved separately. This group performs well on approaching an optimal objective
function, and does not lead to a big burden on calculation. Our heuristic algorithms

mainly belong to this group.

Before introducing the existing heuristic algorithms, we first present information

about a four-node network model used for calculations and comparisons.

1. Network size: N = 4, e.g there are four nodes in the network under investigation.
Each node has the processing capabilities discussed in the previous chapter, it is
capable to deal with packet switching and wavelength conversion (when neces-

sary).

2. PT: 110 01 1 (refer to the appendix for the notation used)

eg. Po=1 P3=1 Py =0, Po)3 =0, Poy =1, P3y = 1, eventually we can
derive that: Poy =1, P31 =1, Pyo =1; Pyg = 1.

And the distance between node pairs are: Dijg = Doy = 1; D13 = D3 = 1;

Doy = Dyo =15 D3y = Dy3 = 2.

3. Traffic matrix: as shown in Table. 3.1, where the number in the first column
denotes the source node and the number in first row denotes the destination

node.

Table 3.1: Traffic Matrix T in a 4-node network

754 | 1 2 3 4
0 |[075] 04 ]05
045 0 | 0.1 |09
0151 06 | 0 |0.1
0.3 1035[080 | 0

NSV N

4. Wavelength constraint: M = 2. There are two wavelengths available on each

fiber, denoted as A1, As.
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3.2 Pseudo Descriptions, Assumptions and Analysis

3.2.1 MILP(exact) results

The MILP problem can be described as formulated in the previous chapter, with an

objective function to derive an optimal congestion level.

1. Objective function, Eq. 2.22.
2. Traffic constraints, Eq. 2.3, Eq. 2.4, Eq. 2.5 and Eq. 2.6.
3. Virtual degree constraints, Eq. 2.9.

4. Lightpath routing with Eq. 2.14, Eq. 2.15 and Eq. 2.16 are combined with

wavelength constraint Eq. 2.17.

5. Nonnegative constraints Eq. 2.20 Eq. 2.21.

Numerical results providing the exact MILP congestion values and delay are presented.
VTD results for VD =1, VD =2 and VD = 3 are shown in Table 3.3,Table 3.4, and

Table 3.5, respectively.

Table 3.2: MILP-VTD results on congestion and traffic-weighted delay values

VD VT Congestion | Traffic-weighted delay
1 | 0100 0001 1000 0010 2.7000 2.2037
2 | 0110 1001 0101 1010 0.9666 1.7653
3 Full connected 0.5928 1.9138

Table 3.3: MILP-VTD results(VD=1)

No. | lightpaths | Physical links | Wavelength number | Delay
1 1—2 1—2 1 1
2 2—4 2—4 1 1
3 3—1 3—1 1 1
4 4—3 4—3 1 2
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Table 3.4: MILP-VTD results(VD=2)

No. | Lightpaths | Physical links | Wavelength number | Delay
1 1—2 1—2 1 1
2 1—3 1—3 1 1
3 2—1 2—1 1 1
4 2—4 2—4 1 1
) 3—2 3—1—-2 2 2
6 3—4 3—4 1 2
7 4—1 4—2—1 2 2
8 4—3 4—3 1 2

Table 3.5: MILP-VTD results(VD=3) (full-connected)

No. | Lightpaths | Physical links | Wavelength number | Delay
1 1—2 1—2 1 1
2 1—3 1—3 1 1
3 1—4 1—-2—4 2 2
4 2—1 2—1 1 1
b 2—3 2—1—-3 2 2
6 2—4 2—4 1 1
7 3—1 3—1 1 1
8 3—2 3—4—2 2 3
9 3—4 3—4 1 2
10 4—1 4—3—1 2 3
11 4—2 4—2 1 1
12 4—3 4—3 1 2

We use Fig. 3.1 to illustrate the intermediate results obtained. Fig. 3.1(a) shows
the physical topology of the four nodes network, where each fiber link between any two

nodes can all carry two wavelength A\; and Ao for transmission.

For both cases, VD =1 and VD = 2, the variables b;; (Vi,) and Tfjd (Vs,d,1,7)
are unknown to be determined to minimize the traffic congestion. The process of solving
includes determining the variables af]d (i.e. Tfjd shown in Eq. 2.7).

The virtual topology for VD = 1 is shown using a directed graph in Fig. 3.1(b).
Since VD = 1, each node can only have an ingress/egress lightpath. So in this case,

four WPs(1 — 2,2 — 4, 4 — 3 and 3 — 1) are built up, and only one wavelength

is available for the transmission. The lightpath from node 1 to node 2, WP(1 — 2),
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carries traffic from VWPs(1 - 2,3 —-4,1—-3,1 — 4,3 — 2 and 4 — 2). The amount

of traffic can also be found in the table shown in Fig. 3.1(b).

Similarly, Fig. 3.1(c) shows the virtual topology obtained by solving the MILP with
V' D = 2. The interpretation of the result is similar, except the wavelength assignment
of the VWPs. For example, traffic from node 4 to node 2 is transported via two
VWPs, VWP(4 — 3 — 2) and VWP(4 — 1 — 2). The first fraction passes through
WP (4 — 3) via A1 then it is converted to Ay on WP(3 — 2); while the second fraction
passes through WP (4 — 1) via A\g , later it is converted to A\; on WP(1 — 2). However,

traffic from node 2 to node 1 goes directly through WP(2 — 1) via wavelength A;.

3.2.2 Descending Traffic Sequence VTD algorithm(DTS-VTD)

This is one of the heuristic algorithms from the second batch of the first group being

categorized in the former section. It can be described as follows:

1. Sort the average traffic flows in traffic matrix T by descending sequences.

2. Assign lightpath b;; to the highest traffic flow T;;. Replace T;; by subt