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Summary

Communications in shallow underwater acoustic ckhm challenged by strong
reverberations, fast time varying statistics angutsive ambient noise. Using channel
measurements and analysis studied previously, gletencommunication scheme is
developed to allow for mobile communications. Tkeeiver design combines different
methods tested for signal detection, synchronimationobility-induced Doppler
compensation and channel equalization using spdtiarsity techniques. The final
system constructed implements linear frequency mabed signals for detection,
synchronization and Doppler acquisition, lineaerpblation for Doppler compensation
and finally orthogonal frequency division multipleg (OFDM) and differential phase
shift keying (DPSK) for signal and data modulatidime performance results are based

solely upon simulated data.
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1. Introduction

1.1. Background

The technological advent of underwater explorati@miEshore mining operations,
oceanography and several other applications hdkobad underwater communications
to keep in pace with current advancements, or setoming the bottleneck of today’s
high speed technology. Not only do we demand adadtreliable communications link,
the vastness of the oceans has also prompted daragutethered, wireless connection.

Communications underwater has always been conduciedsound because
electromagnetic as well as optical waves attenuapedly in sea water. However,
underwater acoustic communications (UWA) is by neans without problems. In very
shallow waters, characterized by sea bed depthdesd than 50 meters, sound
transmission is subjected to long reverberatiors rafractions. In addition, scattering
resulting from inhomogeneities within the sea adl awe the random motion of the sea
surface gives rise to an extensive, time-varyindtipath communication channel [37].

Earlier methods of UWA communications focused maioh non-coherent and
spread spectrum techniques in order to overcomeutigerlying problems of limited
bandwidth, time-varying channel impulse responséR)Cas well as channel phase
variation [4, 14]. However, these methods tendddbandwidth inefficient, having data
rates that are typically less than 1 kilobits pszand (kbps). With the growth of digital
signal processing (DSP) technology, research fé@ssnow shifted to phase coherent
modulation techniques. Although such methods apcéfly more complicated and

require accurate synchronization, the higher badthnachievable is an important factor



of consideration. Recent advanced techniques appldecision feedback equalizers
(DFE) coupled with second order phase-locked-ld@hd.) have yield data rates of up to
10 kbps under medium range, shallow UWA channels 39].

Often, bandwidth efficiency is proportional to coumtgtional complexity. The
severe time-dispersion of UWA channels resultsitarisymbol interference (I1SI), which
effectively reduces the transmission bandwidth &hthere be no equalization involved.
Time reversal mirroring (TRM) employs the time syetny in wave equation and
requires rather slow time-varying channel to effedy refocus the energy back at the
transmission source [8, 16]. In single carrier mation techniques, long adaptive
equalizers are used [13]. Multi-carrier systems lemipg orthogonal frequency division
multiplexing (OFDM) implicitly equalize the dispéve channel with the implementation
of a cyclic prefix that exceeds the delay spreathefchannel [17], effectively reducing
the bandwidth with increasingly time-dispersive mia. Channel shortening filters,
which essentially equalize the channel partiallyatdargeted delay spread, have been
employed in ADSL lines as well as UWA channels sot@ improve the bandwidth
efficiency of OFDM [7, 20, 36]. Spatial diversitgdhniques via multi-channel combining
have also proven to be effective in combating teeetions by focusing upon the
direction of arrival (DOA) of the first signal paf&8, 40].

In the context of Singapore waters, UWA communar&iis further complicated
by severe Rayleigh fading as well as the presehsaapping shrimps which contributes
to highly impulsive ambient noise levels in the mhal [6, 28, 29]. Modelled as
symmetric alpha stable ¢S) distributions, such impulsive noises have neeaioform

probability density function (PDF) [27], hence itdating methodologies under



Gaussian noise assumptions. The stable family sifilbutions, instead, arises out of a
generalized Central Limit Theorem which states ttreg sum of independent and
identically distributed random variables, with oittvaut a finite variance, converges to a
stable distribution by increasing the number ofalales [27]. Intensive studies have been
made to model the channel, with the consensustibahultipath structure of the channel
arises from distinct eigen-rays that are separablghort ranges but tend to combine
quickly at medium to long range [5, 41]. Cohererdtimods have been employed using
both single and multi carrier modulations furtheupled with coding to improve the

overall bit error rate (BER).

In order to factor mobility in UWA communicationgtecautions must be taken to
first understand the influence of Doppler spreadhis medium. Whilst propagation
speed in the air via radio frequency is rapid ehotagmarginalize Doppler effects as a
carrier frequency shift, the propagation speedahs in water is considerably slower. In
addition, the practical limit upon the carrier fogmcy in UWA communications results
in the signal being wideband at high data rate strassion. Thus, the Doppler
contribution in UWA channels under mobility condiis consists of a spread as well as
an overall shift of the entire frequency spectrdi®, [23].

Research has been done to derive maximum likelil{ptig as well as estimation
of signal parameters via rotational invariance méghes (ESPIRIT) estimators to
compensate for the Doppler corruption in OFDM [3BJompensation methods that
involve lower computational complexities use linesnterpolation to offset the
compression / expansion effect contributed by nitylipon the signal. Simulations have

been conducted on both single-carrier and multi@armodulation using such a



techniqgue of compensation [15, 33, 35]. In additizea trials were successfully
conducted upon the single-carrier systems, repeidata rate of 16kbps at velocities up

to 2.6 m/s with acceleration up to 1 Aj34].

1.2. Thesis Contributions

This thesis is part of the Double Degree Prograrth Wirench Grandes Ecoles
organized by National University of Singapore andswconceived within a project
framework funded by Defence Science Organisatiorbiofjapore. The key aim is to
implement an UWA communications system for a fleétautonomous underwater
vehicles based on the best simulation results édafrom an amalgamation of various
methods for wireless communications. These methads not novel and can be
commonly found in the literature of engineeringeash publications.

With the knowledge of the constraints in shallow B\@Wommunications as well as
with the methodology used to overcome some of tlobsdlenges, the aim is now to
develop a wireless acoustic telemetry that alloarsréliable, mobile, high-performance
communication subjected to impulsive ambient naisall ranges. The work done in this
thesis is highly reliant upon the accuracy of tharmel model developed in [5] for the
design of UWA communication systems in the conté@ingapore waters.

An attempt to exhaust the vast resource of comnatinit techniques developed
over the decades for use in shallow waters wouldbeofeasible. Hence, this thesis
focuses on developing OFDM, a modulation technitpa¢ is gaining great popularity, as
the choice of telemetry. Another of the objectiweghis project is to concentrate upon
the development of the physical layer of commumicest hence correction codes will not

be mention in this discourse but can neverthelessalsily implemented into the system.



The key contributions of this thesis are essentiall

I.  Study the performance of wideband OFDM under mgbdonditions. It can be
shown that even under favourable channel conditiorability-induced Doppler
of wideband signals cannot be compensated for usngwband techniques.

ii.  Evaluate the choice of Doppler compensation fotliegipon. Linear interpolation
is the preferred method of two that were studied ife low computational
complexity and ease of implementation.

iii.  Develop a reliable detection and synchronizatigo@ihm under severe Rayleigh
fading conditions and short channel coherence tibee to the fact that the
strength of signals from surface reflected arrivas be greater than that of direct
arrivals within this channel, the synchronizatidégogithm must be able to make a
decision as to which path to lock upon.

iv.  Utilize spatial diversity to counter the severeddispersion of the channel. At
shorter ranges, the DOA of each eigen-ray can [ffereintiated and hence
equalized using multi-channel combining.

v. Design a signal frame that maximizes the bandwgiiten physical limitations of

the transducers and severe channel conditions.

1.3. Thesis Outline

The thesis is organized into 7 main chapters, athkvthe first has been dedicated
to give the readers a general understanding ofloshaUWA communications in
impulsive ambient noise and mobile conditions.

Chapter 2 reviews the salient points of the chammetel that constraints the

parameterization of the communications schematithiwthis chapter, the reader will



discover in greater detail the characteristichefchannel such asiS noise distribution,
coherence fading time, Doppler spread as well &s/dpread.

We find in Chapter 3 the physics of Doppler spreadideband signals, as well as
an analysis of correction methods commonly appiethe signal under narrowband and
wideband assumptions. Chapter 4 presents an asalgsi the detection and
synchronization algorithm applied at the receivexd éo ensure reliable coherent
communication.

The findings from chapters 2 to 4 decide the oVetalicture of the signal frame in
Chapter 5. The signal frame is then used in sinwrdatto understand its suitability and
overall performance. Chapter 6 supplements the rempatal results by attempting
multi-channel combining to take advantage of spdiigersity for better performance.

Finally, Chapter 7 summarizes the key findings frtims research and highlights

the possible directions for future work.



2. Shallow Underwater Acoustic Channel

Characterization of the channel model with respgectmeasurement taken off
Singapore waters has been done by both Chitre rfé] Ban [41] with experimental
results that concur very closely with each anotfi&e focus of this chapter is thus to
review the important features of the channel maldat would aid in the design of the

communications system.

2.1 Channel Propagation Model

The Helmholtz wave equation gives a theoreticatdgson of UWA propagation.
Characteristics of both the bottom and the surfateshallow waters determine the
acoustic field arising from reflections. On the eatthand, the velocity of sound over
different sections of the water channel determinew the acoustic field is refracted.
Sound propagation at high frequencies may be nedleising ray theory, whereby the
underlying assumption is of sound waves travelimgstraight lines in an isovelocity

medium [3, 43].

2.1.1 Sound Velocity

The governing factors of sound velocity in watex smperature and salinity [14].
The temperature in warm shallow waters is not etqueto vary greatly and the salinity
of water is expected to be constant unless it & freshwater source (e.g. river mouths).

Figure 2.1 shows a sample of the profile of sound velocitywiaters off Singapore,

" The figure has been reproduced from [18] for cre$srence purposes



validating the assumption of an isovelocity chanmelthis thesis, we shall assume a
slightly lower, theoretical velocity of 1500 m/srfsimplicity of calculation and

simulation. This assumption is valid as a lower pagation speed leads to more
pronounced wideband effects on signals, which requnore compensation. Also, the
practical limits of mobility that are applied inigshthesis are low as compared to the
assumed propagation speed, hence the Doppler spikamhly be affected marginally.

The rationale is revisited in Chapter 3, where raatatical studies are made on how the

speed of sound and mobility affects wideband sgynal

Sound speed profile
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Figure 2.1: Typical sound velocity profile in waghallow waters off Singapore



2.1.2 Delay Spread and Coherence Bandwidth

Delay spreads are measurements of the time takere&e the arrival of the first
signal path and last, detectable signal path whkighbends on the signal-to-noise ratio
(SNR). Excessive delay spreads leads to severanSingle carrier systems, this will
influence the length of adaptive filter required équalize the channel [13]; in multi-
carrier systems like OFDM, the guard time of thelicyprefix will be proportional to the
delay spread if no pre-equalization is performed.

Even with a cyclic prefix, the duration of delayresgads,zqs, Will still affect the
performance of OFDM due to frequency domain nults aertain sub-carriers [17].
Multiple paths that are sparsely located in timadk to more nulls in the signal
bandwidth. In addition, secondary paths of arrivedt are stronger will lead to deeper
nulls. In a noisy environment, this will degrade ttetection of the affected sub-carriers.

Estimates of the coherence bandwiddh, can be obtained from Doppler spreads
using the following equation [32]:

0.423
Iy

B. =

S

2.1)

S

The coherence bandwidth gives a statistical meastithe range of frequencies that
undergoflat fading All frequency components within this range arasidered to be
correlated and hence undergo the same amountiofyfdd the context of signal design,
distortion is minimised when the signal bandwidtHess than the coherence bandwidth.
Hence, when considering OFDM as the choice of $igmadulation, each sub-carrier
bandwidth should not exceed the expected coherbandwidth; otherwisdrequency

selective fadingvill occur.



Table 2.1: Delay spread and coherence bandwidth at differenransmission ranges.

Range (m) Delay Spreads (ms) Coherence BandwidtB. (Hz)
80 5.5 77
130 7.0 60
560 3.0 141
1040 3.5 121
1510 2.5 169
1740 1.3 325
2740 0.5 846

Water Surface

Double Reflection

Receivers
Point

Source . .
Direct Arrival

Single Reflection

Sea Bed

Figure 2.2: Shallow water multipath model with o@treflections

Figure 2.2shows the signal arriving from the direct path,glnreflections and
double reflections that constitute the multipathdeloand hence a delay spread. As the
distance between the transmitter and receiver ase the DOA of each path becomes
harder to differentiate. Also, the delay spread teihd to reduce with transmission range,
as shown in Table 2.1, since the horizontal distatien becomes more dominant

compared to the vertical distance travelled byrdflected signals.

" The table has been partially reproduced from fa®Fross-reference purposes
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2.1.3 Fading Characteristics

Two models are commonly used to characterise faimgultipath environments:
the Rician distribution and the Rayleigh distriloati{32]. The former is normally applied
when there is a line of sight between transmittel @ceiver whereas the latter does not
make such an assumption.

Usually, Rayleigh fading occurs due to the aggliegabf numerous signal paths.
Both authors of [5] and [41] concluded that theirigdstatistics conforms to that of a
Rayleigh distribution at shorter ranges (< 100nthaagh the direct path arrival exhibits
less severe fading statistics than predicted bynibdel at this range. Rayleigh fading
was reported in [41] at medium ranges (between 5@0h00m) whereas a novel model
resulting from the difference between two independeayleigh random variables was
found to be the best fit for the empirical datalexdkd. Long ranges (1500m and above)
yielded fading statistics that are similar to thei&h distribution in [41].

In order to simplify channel simulations, this tisegssumes, as in [5], a Rayleigh

fading upon each eigen-ray resulting from the cleénn

2.1.4 Background Doppler Effects

Due to the dynamics within the water channel, tiragation occurs in the arrival
paths. That, as a result, leads to a phase maoatulatithe signal, of which the bandwidth
of the modulation is defined to be the Doppler agi®; [37]. As the name suggests, this
effect broadens the bandwidth of a narrowband sigmaut its centre frequency.

The importance of understanding Doppler spread asabse it dictates the
maximum possible transmission duration of a symlmlsingle carrier systems, the

symbol duration[Ts, is inversely proportional to the signal bandwi@h(Ts = 1/Bs). In
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OFDM, the symbol duration depends on the numbesut-carriersN,, the length of
cyclic prefix N, as well as the signal bandwidBy (Ts = (Nc + Np)/Bs). This time
constraint is known as the coherence time, whicthéstime duration whereby there
exists a certain level of correlation in the CIRtHe symbol duration is insignificant
compared to the coherence time, thgaw fading occurs. In such a situation, the
influence of Doppler spread upon the performanceeims of BER is negligible. Vice
versa fast fadingresults in distortion of the signal and hence rzajtg upon the BER.

A popular rule of thumb is taken at the 50% coheeetimeT, [32], meaning that

correlation levels will be at least 50%:
T = (2.2)

Doppler spreads have been found empirically intfbpe between 5 to 10 Hz. This
concurs with the measurements in [41], showing Dappler spread decreases as the
transmission range increases. Table” 2ibws the typical profile of Doppler spread

across varying transmission range.

Table 2.2: Delay spread and coherence bandwidth different transmission ranges.

Range (m) Doppler SpreadBy (Hz) 50% Coherence TimeTl . (ms)

80 9 a7

130 8 53

560 4 106

1040 3 141

1510 2 212

1740 2 212

2740 3 141

" The table has been partially reproduced from fa®Fross-reference purposes
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2.1.5 Overall Power Loss

Besides fading which leads to temporal loss in aountensity, two other major
factors lead to an overall attenuation of acousiggoals with increasing distance from the
source: cylindrical spreading and volume absorption

Cylindrical spreading arises from an omni-direcibpropagation of waves from
the source. In an isovelocity medium, the finiteoamt of energy dissipated from the
source is evenly spread over the spherical wavefAm the distance increases, so does
the surface area of the sphere hence the energymiemlarea decreases resulting in
attenuation.

Volume absorption is frequency dependent and tisaltreg signal attenuation
becomes more significant with increasing distande transmission and at high
frequencies (typically more than 2 kHz). An empatiexpression of attenuation resulting
from volume absorption can be found in Eq. (6.7]5¢f

Energy is dissipated in terms of surface and botteftection losses when the
acoustic wavefront comes into contact with the sedace and sea bed respectively.
Surface reflection losses are less significant amegh to bottom reflection losses; the
reflection coefficient can be taken as -1 whengéa surface is calm, which translates to
merely a change in phase of the signal. Part osthumd energy is usually absorbed via
refraction at the seabed. Eqgs. (6.8) and (15) pafi [41], respectively, describes the

Rayleigh coefficient of reflection used in modedjithe channel.

2.2 Channel Noise Model

The UWA channel, in the context of Singapore watdrds an ambient noise

dominated by snapping shrimps at frequencies beyokHz [28, 29]. Strong ambient
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noise is detected at frequencies lower than 1 kidgulting largely from shipping
activities and surface waves. Sea water acts gghasa low pass filter for ambient
noise, attenuating it more at higher frequencigsHure 2.3 shows an example of the

power spectrum density (PSD) of ambient noise itergaof an anchorage area.

S
-
i\lﬁ:—\w - _ Ambient Noise Data

Heavy Shipping Curve .,
[Urick, 1986)

Snapping Shrimp Curve
{Off Pt. Lorna, San Diego

Ambient Noise Level (uncalibrated)

R Urick, 1986}
Il\l.
—- \\‘
i i M A | i i I N R A A | i i [ R B | |
10 102 102 104
Frequency (Hz)

Figure 2.3: Typical Ambient noise profile in warmmadow waters

Snapping shrimp noise has been found to be highpulsive in nature [5, 41]. As
such, the Gaussian distribution has been foundtdoem poorly to data collected for
ambient noise in Singapore waters. We thus looleatstowards the generalized Central
Limit Theorem, from which the & distribution arises, to better understand thench

noise model [27].

" The figure has been reproduced from [30] for cre$srence purposes
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2.2.1 SaS Distribution

The SiS distribution can be viewed as a generalized idigton which
encompasses both the Gaussian and Cauchy distnsutlpha-stable distributions are
parameterized by four variables. In the case ofra-mean and & distribution, which
is the noise distribution model of snapping shrinthen only two variables are required
to describe the characteristic function: the char&tic exponentiabk and the scale
parametep. Both parameters must strictly be positive. Initolid, the zero mean Cauchy

and Gaussian distributiomse obtained whemn takes on the value of 1 and 2 respectively.

2.2.2 Properties of SaS Random Variables

Although there are many theorems involving thes Slistribution, the following
properties would give us a necessary understarmfifigw to deal with ambient noise.
Rigorous proofs have been given in [27] and heneeaat reproduced here.

Property 1: Stability Property

A random variableX has a stable distribution if and only if for ad, and X,

independent, with the same distributionXasand for arbitrary constantg anda,, there

exists constanta andb, such that:

a1Xl+a2X2 ;ax+b (23)

Property 2: Existence of Lower-order Moments

Let X be a &S random variable with characteristic exponentThe p-order

moment ofX can be expressed &3 X| " ifa<2,
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E[X|" <o ifOsp<a

: (2.4)
EX|" = ifpza
Whena = 2,
E[X|"<w  Op (2.5)

Fora < 1, the &S distribution has no finite first- or higher-ordeoments. For 1 & < 2,
the SiS distribution has a finite first-order moment dnakctional low-order moments
(FLOM) but aninfinite variance and higher-order moments. When 2, all moments
exist.
Property 3: No closed-form PDF

With the exception of = 2 (Gaussian) and = 1 (Cauchy), the distribution of the
random variables do not take on a closed-form esse.
Property 4: Dependency of Complex Isotropic &S Random Variables

A complex &S random variablX = X; + jXzis isotropic (or rotationally invariant)

if xl andx2 are SS random variables and
INTVED% Og0[0,27) (2.6)

If the SuS random variables are af = 2, the random variabl¥ is a complex
isotropic Gaussian random variable, whereby th&apg condition is satisfied b) for
independently and identically distributéd and X, with Gaussian distributions. This is
the well known fact that complex Gaussian noise ihdspendent real and imaginary
components. Fat < 2, X; and X; cannot be independent [27], implying that the eral

imaginary components of complex isotropitSSnoise processes are in fact dependent.
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2.2.3 Signal to Noise Ratio (SNR)

From the second property of the previous sectias,@vident that ambient noise in
warm shallow waters does not have a finite varigheeretically since the value afis
empirically found to be approximately 1.7 [5]. Imew of providing mobility to UWA
communications, a practical approach would assuraethe communications system is
running on an autonomous but limited power supplyus, the signal strength at the
transmitter would be highly dependent on the ab&lgower left. In addition, fast time-
varying Rayleigh fading and strong signal atteraratcan greatly distort the signal
strength at the receiver end.

A method of circumventing the issue of infinite iaguce has been proposed in [27],
whereby the dispersion, of SuS noise is used to replace the variance taken fhem
Gaussian noise model:

y:[@]a @7)

2

Evidently, whena = 2, the dispersion is equivalent to the expressibthe variance of
Gaussian random variables.

SNR is measured from a specific point of referei@iace this thesis concentrates
on designing a robust receiver in shallow UWA cleésnthe variance of the signal at the
receiver end together with the deterministic vadieghe variance of simulated ambient
noise is thus used to study the performance o€dmemunications system under varying
noise conditions. The simplicity of this methodoalk for a comparison of the BER of a
precise signal modulated under identical channetlitions but varying noise strength.

The disadvantage however is that the signal eneelopl vary greatly under long
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transmission durations, thereby the localised raticertain points in time of the signal
would vary greatly. Shorter transmission duratiomghin the order of the channel
coherence time would minimise such a distortion.

The measurement is thus defined as the interferamce signal to noise ratio
(ISNR), since the variance of the signals arriviirogm different paths are taken as part of

the signal envelope strength.

2.3 Conclusion

Characterisation of the channel model in this olapilows for an understanding of
the constraints in designing and measuring theopadnce of an UWA communications
system. The channel is highly dispersive at shamges, but the delay spread reduces
significantly with transmission distance. Fast tivagying Rayleigh fades in this channel
where background Doppler spread is more prominesti@t transmission ranges.

The lack of a closed form expression fouSSdistributions poses difficulty in
analysing SNR, although the signal to noise dispersatio has been proposed as an
alternative. Instead, this thesis uses the ISNiReateceiver end due to rapid variations in
the channel conditions as well as the ease of mm@htation via the deterministic

variances of both the signal and noise.
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3. Doppler Compensation Schemes

In order to understand the severity of Doppler agrén widebandsignals, we
examine how a narrowbahessumption and compensation technique would fne.
dominant effect under this assumption is a Dopglhéft of the carrier frequency, leading
to compensation of the carrier frequency offset@EHn this chapter, we first define the
framework of mobility induced Doppler and that bEtcommunications scheme before
analysing the performance in terms of BER when yapgl different Doppler

compensation methods under both narrowband andamteassumptions

3.1 Mobility in Wideband Signals

3.1.1 Single Path Doppler Contribution

We first begin by developing a simplified mathercali model in order to
understand how mobility affects a signal. Consittera baseband signalt) that is
modulated on a carrier frequenigy The resulting passband sigisét) that is transmitted

is simply:

s(t) = Reu(t)e’?™} (3.1)
At the receiver end, assuming a relative velocity,ca propagation speed of and an

attenuation of the signalt), the received signa{t) can be expressed as:

r(t) = a(t)s(t + ‘—ét - 7(t)) = at)s(@+ A)t - 7(t)) (3.2)

" A signal is wideband should the bandwidth be withitave range of the centre frequency
" A signal is narrowband should the bandwidth begimiicant compared to the centre frequency
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wherez(t) is a delay incurred due to the transmission degaAssuming thed(t) andz(t)
are slow time varying processes, the baseband @&guoivofr(t) would then be:

r(t) = au((L+ A)t)e! " el2 (3.3)
and the Fourier transform of the received basekayrdl is:

R(f) =ae?™~U((f - f.A)/1+ D)) (3.4)

From Eq. (3.4), a Doppler time scaling factordof v/c as well as a shift d{4 is
applied to the frequency spectrum of the signalil$¥/ltcommunications done on radio
frequencies have propagation speeds in the ordB®’pfJWA communications are done
at much lower speeds. As seen in Chapter 2, adlypaund profile would propagate at
1500m/s in shallow waters. Assuming a maximum ingdatelocity of 5m/s, thed =v/c
=1/300. Using Eq. (3.3), the discrete basebanibsig expressed as:

r(nT,) = au((L+ A)nT, Je! 2T gi2er (3.5)
whereTs is the duration of each discrete sample. Thisstedes to a slippage of 1 sample

for every 300 samples taken from the received sidnahe case of OFDM, this would

severely hinder the maximum length of a symbol inbss

3.1.2 Multi-path Doppler Contribution

Under multipath conditions, the angle of arridgglat the receiver varies for each
path. In such a case, each individual path cortiohuo the Doppler scaling factor 4,

=4 cost,. The received passband signal is thus:

(0= Yasla+an-r,) (3.6)
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As the different arrivals are dominated by surface bottom reflections, the angle of
arrival will vary greatly under rapid vertical mawent. Under horizontal motion, the
Doppler scaling factor for each path can be comettldo be identical. This thesis
assumes that the relative vertical motion of thébiteoplatform is quasi-stationary with

respect to time duration, hence the Doppler coutioin of individual paths are equal:

((t) = Lfaps((1+A)t -7,) (3.7)

3.2 Communications Framework

3.2.1 OFDM modulation scheme

The basic idea of using OFDM as a communicatiomriggie is to divide the
available bandwidth of transmission into multiplébscarriers that are mathematically
defined to be orthogonal to one another [2, 17pnkChapter 2, it is understood that flat
fading occurs when the transmission bandwidth ialemthan the coherence bandwidth.
When applied to the context of OFDM, having a salrier bandwidth that is less than
the coherence bandwidth simplifies channel equ#bzao a one-tap equalizer in the
frequency domain. However, the more sub-carrieesethare, the longer the symbol
length will be. Although this would make the transsion robust towards impulsive
noise, the symbol length should also ideally be mless than the coherence time of the
channel.

To perform OFDM for transmission and reception, theerse Discrete Fourier
Transform (IDFT) and Discrete Fourier Transform {DRre used respectively. LEtbe

the number of sub-carriers in an OFDM symbol, Bpdbe the data symbol modulated on
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sub-carrielk, k(I [0, N-1]. The discrete-time domain samplgeghat constitute an OFDM

symbol via IDFT is:

-1

D.e'?N nofo,N -1 (3.8)

MZ

u

n

-1
N

k

I}
o

and reconstruction to obtain the data symbols a 3:

N

_1 )
D, =) u,e 7N (3.9)

n
n=0

3.2.2 Cyclic Prefix

To overcome ISI arising from multipath channelsyalic prefix comprising of the
last N, discrete-time domain samples is attached to the sf the OFDM symbol,
maintaining orthogonality within the sub-carrierfilst negating the effects of ISI. The
length of the cyclic prefix is dependent on theagie$pread of the channel. Evidently,
long cyclic prefixes results in lower bandwidth ie#ncy as the data symbols are
transmitted at a lower rate. Upon demodulation,cydic prefix is removed and DFT is

performed on the remaining OFDM symbol.

_—

Cyclic N - N,
Prefix Sample

Np
Sample

Figure 3.1: lllustration of cyclic prefix in OFDM/mbol

3.2.3 Data Modulation Scheme

Two different types of data modulation schemes emgployed in this thesis:

Quadrature Phase Shift Keying (QPSK) and Diffee@PSK (DQPSK) [30].
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In QPSK, pilot data symbols are used to first eigeathe individual OFDM sub-
carriers for distortions in phase and/or amplitbdére determining the data symbbdlg
which are valid in the dictionary set (for QPSKe thize of this set is 4). This process
involves the multiplication of a single-tap equelizoy, k(I [0, N-1] to thereceiveddata

symbol D, , which is usually corrupted by noise and distoried phase. During

equalization mode using pilot symbais; is first obtained using:

O

=% 3.10
D, (3.10)

C"{( =
Subsequent updates with any pilot symbols are weighvith a coefficient so as to
reduce the impact of noise on the equalizers. titiad, the average angle of rotation of

the data constellation is compensated for:

2] :% (3.11)
ﬂ N-:
WZ_; 0(@,, @) 0<p,<1 (3.12)
w = B.e%w. +1-B,)0 0<p,<1 (3.13)

By and g, are the update coefficients for the angle of rotatand equalizer tap
respectively. This allows for the equalizer tapsaiccurately track rapidly rotating
constellations due to timing mismatches. Evidenthgre sub-carriers will result in a
better estimate of the rotation in data consteltatWhen determining the data symbols,
Egs. (3.11) to (3.13) are still applicable, exciyett a smaller value fgf,, is applied to
minimise decision errors. The equalized receivetd @gmbol is then placed through a
slicer; the symbol in the dictionary set that ygettle minimum distance to this symbol is

considered as the intended symbol transmittedeasdhrce:
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D, = slicer(w,D,) (3.14)
In DQPSK, equalization is comparatively easier asguires in theory one pilot

symbol to be first transmitted followed by the datanbols. Letn O Z* represent the
time instance of the data symbol. Eviden‘ﬁy'0 represents the received pilot symbol that
is mapped ont®, ,. Subsequent data symbols that are received cdetbemined based
on the difference in phase:
9=0(D,,.D, ) (3.15)
D, , = slicer(D, ,.€'?) (3.16)

As a result, errors can be propagated easily teegptent received symbols.
To minimize errors for both QPSK and DQPSK, thesteltation mappings should

be based upon Gray codes.

3.2.4 Signal Processing Per Symbol Basis and Per Frame Basis

Within a known duration of time, multiple OFDM sywmlb can and may be
transmitted. Often, the number of symbols is fixewl the symbols are collectively
named as a signal frame. The overall structurelvimwg the placement of pilot and data
symbols is also known to both the transmitter awtiver.

Compensation techniques like CFO compensationXamgle are normally based
on maximum likelihood (ML) [9] or minimum mean saaaerror (MSE) methods. These
techniques can be applied on a per symbol basisdhe totality of the frame. While
compensation by symbols is easier to implement, pemsation by frames can yield
better results by averaging the errors over sev@naibols in the context of a quasi-

stationary channel condition.
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3.3 Doppler Compensation Techniques

3.3.1 CFO Compensation using OFDM CP

OFDM is known to be highly vulnerable to CFO, whitdads to inter-carrier
interference (ICl) as the DFT is not done at thénpof orthogonality between sub-
carriers [17]. The orthogonal structure is destdolpg mobility between transmitter and
receiver. Taking Eqgs. (3.5) and (3.8), let us assumithout a loss in generality a

sampling intervalls = 1:

r(n) :%e'Z”CA”e’Z"JZ D, g/ ZkE+anN nd[o,N -1] (3.17)

k=0

and in vector notation:

r=[r©@ .. r(N-D
d@)=[D, ... Dy.J

C(d) =diaglt e . el?menD) (3.18)
w® o wP
W(A)z \Nl WN_l W:ej2n(1+A)/N
T s
aejz;tcr
r(d) = C(A)W(A)d(D)

Except for integer values @, W(A) is no longer an orthonormal matrix and cannot be
made unitary via the conjugate transposeWbf[12]. If, however, the value oA is
negligible, thenW"W = 1. ICI can be considered to be negligible in thiseca
Compensation is done to rendefA) unitary, which is trivial should the value af be

known since it is a diagonal matrix.
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CFO compensation is performed using the cyclic iprebrrelation of OFDM
symbols to estimat@ [44]. However, since the UWA channel has impulsimbient
noise, this ML estimation would not be appropridtstead, the cyclic prefix correlation
is averaged over the energy of the received sigmaivalent to the length of cyclic prefix

[5]:

Npz_:lr*(n— N+7)r(n+7)
c. (1) =" (3.19)

N,-1

dri(n+o)r(n+r)

Correlation estimates obtained from multiple OFDyinbols can be combined together
to improve the accuracy. Under slow time-varyingrafiel assumption, the absolute peak
value ofc,(t) at the point of cyclic prefix correlation would bery close to 1. Due to
ambient impulsive noise, a margin of 0.8 to 1.1mposed upon this peak value to be
considered as an acceptable estimate. Assuminghé areNsym symbols in a frame
and that any drift in clock synchronization doe$ lead to a slippage of more than one

baseband sample, then from Eq. (3.19) we derive:

¢, @ +m(N+N,)) if 0.8<max(c, (r+n(N+N,)))s11
0 otherwise

c, (r,m) :{
(3.20)

N —

sym 1
c, (1)= Y c,(r.m)
m=0

To obtain the estimated value af the phase is measured at the point of maximum

correlation taken front,, (7) of each symbol or frone, (7  9f the signal frame:

A - 0 rnaX(Crr (T))
27 T.N
° (3.21)
A= Omaxc, (7)
27f T.N
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It is to be noted, however, that the range of CB@mensation using this technique

is limited over the phase af ton. Hence, the range fak using OFDM cyclic prefix is:

(3.22)
2f T.N 2f T.N

3.3.2 Interpolation

Using interpolation as a method of wideband Dopmempensation was first
proposed in [23]. The accuracy of the resulting@rnpblants with respect to the original
transmitted signal depends on the sampling ratetlaadype of interpolation applied to
the signal [9, 11]. Ideally, the sine cardinfiter would allow for perfect recovery of the
interpolants; however, this filter is non-causad amas an infinite impulse response.
Instead, 3 types of interpolators are proposee@alincubic and parabolic. Parabolic and
cubic interpolators incur a higher computationamptexity compared to the linear
interpolator, but produce less distortion [9].

In this thesis, linear interpolation is chosen tas thode of Doppler compensation
for its ease of implementation. In general, intémpon can correct drifts due to
synchronization errors in the transmitter and nemeiclock, which is taken to be a
general mistiming error oA. The algorithm accounts for both positive and tigga
mistiming errors. An accumulataicc is used to keep track of the sample positions from
which the interpolantg(n) are obtained. Once the accumulator exceeds ajual ¢o 1
(we assume that takes on values less than 1), the counter widldjasted in accordance

to the sign ofA.

. . . L , . sinx
The sine cardinal function is defined sigadx) = ——
X
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Linear interpolation algorithm

Given a discrete signalix), n//[1, N], n JZ
cond := signy)
counter := 2 — cond
y(1) = x(1)
n:=2
acc .= abs{)
while counter < N
y(n) := (1-acc)*x(counter+cond) + x(counter)
incrementn
incrementcounter
acc := acc + abs{)
if acc>=1
acc:=acc—1
counter := counter — cond
end
end

3.3.3 Null Sub-carrier Maximum Likelihood (ML) Estimation

A ML estimator has been derived in [33] involvirgetstrategic placement of null
sub-carriers in OFDM. The minimum number of actiseb-carriers that can be used is
determined by the delay spread of the channel.oéitjh the mean square error (MSE) of
the estimates was low, the high computational cexipyl involved puts this method at a
disadvantage over other methods. In addition, the ddtimator assumes a Gaussian
noise model with finite variance, which is not apable in this UWA channel model.
Hence, the estimate would be at best sub-optim&u noise. For these reasons, this

method was not chosen to be tested.

" This refers to sub-carriers containing data angilot symbols. Sub-carriers may be null in OFDM.
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3.4 Doppler Acquisition Techniques

3.4.1 lIterative Interpolation method

In order to apply the Doppler compensation algamitmobility induced Doppler
must first be estimated. Kim and Lu [15] proposednathod based on an iterative
approach towards interpolation to determine thepmmated sampling interval required
under mobility. Based upon OFDM using the correlaif the cyclic prefix [9], the time
interval between the two peaks as well as the pbtset at the second peak is used to
determine a new sampling interval to be applied.

| terative | nterpolation Algorithm’

1. Guess an initial sampling interva e
2. Find the peak cyclic prefix correlatidpeakand the phase at that poiptax
3. Estimate timing erron using:
Speak= NTs/ [(1 + A)Tsed
Beax= -2 [(1 + A)Ts - Ts,eq] peare
whereN is the number of sub-carrieffg,is the carrier frequency andis the
original sampling interval
4. If &peak= N and geak= 0, terminate the iteration
5. determine a new sampling interval usings= Ts/ (1 +A)

6. Repeat steps 1 to 5.

3.4.2 Linear Frequency Modulated (LFM) Signal

LFM signals, or commonly known as chirp signalg, exrathematically defined as:
x(t) = cod27f t + 7kt?) (3.23)

The instantaneous frequency can be obtained \ieréiftiation:

" The algorithm has been reproduced from [25] fossfreference purposes
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1d

f(t)=——|27f .t + 7kt?)= f.t + kt 3.24
0= ot + 7k )= £, (3.24)

Thus, the start frequendy, a stop frequencys and the time duration of transmission

T.rm are all that is required to characterise a chigpad:

|f0 B f1| — BLFM (3_25)
TLFM TLFM

K=

where Bgy is the bandwidth of the chirp signal [31].
The ambiguity function shows the matched filterpmsse against delay and
Doppler shift variations of the incoming signal.rfeowide-band continuous time signal,

the definition of the ambiguity function is gives:a
X.(1.8) = 1+ 1) f’ s(@+a)t)s(t - 7)dt (3.26)

For LFM signals, the main ridge of the ambiguityndtion lies along the axis of

correlation delayt) as a function of the fractional Doppler shiff18]:

T A [ f, B
T(A)_B(l—A)[l—A 1+A} (3:27)

At realistic levels of Doppler shiftsA(< 0.01), the delay can be considered to vary
linearly with Doppler.

From the ambiguity function in Eqg. (3.26), a barkliscrete correlators replicating
the LFM signal at different values of Doppler shuifin be used to estimate However,
the number of filters required would be significahbuld the expected velocity range be
wide or should the required resolution of estintatlme important. Instead, two LFM
waveforms are interleaved in the signal frame agteéated via matched filtering using a

single correlator [34].
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From Figure 3.2, the duratiofi, between the measured peaks of the received
signal varies due to expansion / compression ofitpeal frame under the influence of
Doppler. Thus, by using the original duratidg between the LFM waveforms, the

fractional Doppler shift can be estimated as [34]:

—

A=—"-1 (3.28)
T,

The resolution ofA depends not only on the duratidg between LFM signals, but also

BLev as well as the sampling rate used.

LFM LFMI
waveform Data packet waveform
) Ta_n = Tl',u g
Matched filter cutput

Figure 3.2 lllustration of match filtering with LFM waveform

3.5 Simulation Tests

3.5.1 Simulation Parameters

To standardise the tests conducted in this sectien,channel as well as signal
parameters used are identical so as to have adais for comparison. The channel
parameters used are considerably less “severe” thase expected from an UWA
channel: each individual path arrival undergoesl®&gly fading that is constant over the
signal frame duration; in addition, channel delpsead is less than the OFDM CP length.

Since none of these assumptions are imposed mriagetiving the different Doppler

" The figure has been reproduced from [23] for cre$srence purposes
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compensation methods, the validity and suitaboitghe various methods should not be
affected.

In all the tests, QPSK is applied upon the datalb®jm Also, perfect timing
synchronizations assumed in locating the start of frame. Faistdgat require the usage
of LFM signals, the bandwidtB,ry is assumed to be equal to that of the OFDM signal
Bs. The results obtained for each test are averaged1®00 Monte Carlo trials.

Table 3.1: Simulation parameters for analysing Dopler effects.

Channel Parameters

Ambient noise type &;0=1.7

SNR range 0to 30dB

Channel type Dispersive, non time-varying.

Fading type Rayleigh distributed for each individpath
Propagation speed 1500 m/s

Velocity range -5to5m/s

Signal Parameters

Carrier frequency of 50 kHz
Signal bandwidth B, BLrm 20 kHz
LFM duration Tem 1ms
Number of OFDM symbols N 8
Number of OFDM pilots Miot 4
Number of OFDM sub-carriers N 128
OFDM cyclic prefix length N 32

3.5.2 Simulation Test 3.1

This initial test analyses the robustness of Dapatguisition using LFM signals
as well as the sensitivity of wideband OFDM to CR@e assume here that Doppler
spread is insignificant compared to Doppler shignce only CFO compensation is

performed upon the received time dilated / consticignals due to mobility.
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Figure 3.3: Signal frame structure for Test 3.2

Figure 3.3 shows the structure of the transmittgphad. A null period of 5ms is
implemented between the LFM signals to prevent rimtions from affecting the

estimation of the second correlation peak. CFO asation is done in 2 steps:
1) Initial Doppler shift estimate?&1 Is obtained using Eqg. (3.28) and compensated for

in passband before low-pass filtering the signddaseband.

2) Each baseband OFDM symbol is individually compestsdbr using the OFDM
cyclic prefix. The estimaté, represents the average Doppler shift obtained from

the cyclic prefixes of all the OFDM symbols.

At a sampling rate ofs = 160kHz, it is observed from Table 3.2 that thetf
estimateA, is stratified over different ranges of velocityiglding similar results for
different velocities. This result is not surprisiag this method of estimation is dependent
on the duration between the LFM signals as welkasapling rateapplied. AIso,A1 IS
observed to over-estimate the actual value of Depglift.

From Table 3.3, we find thah, is able to improve the overall Doppler shift
estimate. The figures in red represents a resif&t ¢ for which the value is higher

than that of the MSE obtained using ofly At velocities of 0.5m/s, 2.0m/s and 2.5m/s,

Jeis of the same order (EDif not higher than that of the actual Dopplerfshi This is
due to the fact that the initial estimat&sare not precise enough to limit the residual

CFO within the value ofr-andr.
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Table 3.2: Estimated Doppler shiftA, from LFM signals at fs= 160 kHz for Test 3.1

Velocity| Doppler Estimated Doppler shifa at different ISNR (dB)
m/s shifta
0 5 10 15 20 25 30

-5.0 |-3.33*10°]-1.89*10%|-2.06*10°|-2.07*103%|-2.07*10%|-2.07*10%|-2.07*103|-2.07*10°
-4.5 |-3.0010°|]-1.93*10%-2.07*10%|-2.08*10%|-2.07*10°|-2.07*10°%|-2.07*10%-2.07*10°
4.0 |-2.67*10°-1.92*10%-2.06*10°|-2.07*103%|-2.07*10%|-2.07*10%|-2.07*103|-2.07*10°
-3.5 |-2.33*10°-9.32*10%-1.05*10°|-1.04*10°%|-1.04*10°%|-1.04*10°%|-1.04*10%|-1.04*10°
-3.0 |-2.00*10°-9.57*10%-1.03*10°|-1.04*103|-1.04*10°|-1.04*10°%|-1.04*10°|-1.04*10°
2.5 |-1.67*10°-9.56*10%-1.03*10°|-1.04*10°%|-1.04*10°%|-1.04*10°%|-1.04*10%|-1.04*10°
-2.0 |-1.33*10°-9.41*10%-1.03*10°|-1.04*103|-1.04*10%|-1.04*10°%|-1.04*10°|-1.04*10°
-1.5 |-1.00*10°|-6.43*10°|-2.06*10° 0 0 0 0 0
-1.0 |-6.67*10%-1.13*10%-1.60*10° 0 0 0 0 0
-0.5 |-3.33*10'|-9.22*10°|-9.96*10° 0 0 0 0 0

0 0 -1.27*10%-1.64*10° 0 0 0 0 0
0.5 |3.33*10%| 1.86*10%| 2.08*10°| 2.08*10°| 2.08*10°| 2.08*10°| 2.08*10%| 2.08*10°
1.0 |6.67*10'| 1.84*10°| 2.08*10°| 2.08*10%| 2.08*10°| 2.08*10°| 2.08*10°| 2.08*10°
1.5 | 1.00*10°| 1.86*10°| 2.08*10°| 2.08*10°| 2.08*10°%| 2.08*10°%| 2.08*10°| 2.08*10°
2.0 |1.33*10°|2.81*10°%|3.10*10°| 3.13*10%]| 3.13*10°| 3.13*10°| 3.13*10°| 3.13*10°
25 | 1.67*10°|2.76*10%| 3.12*10°%| 3.13*10°| 3.13*10°| 3.13*10°| 3.13*10°%| 3.13*10°
3.0 | 2.00%10°| 2.75*10°%|3.12*10°| 3.13*10%| 3.13*10°| 3.13*10°| 3.13*10°| 3.13*10°
3.5 | 2.33*10°| 2.76*10%| 3.12*10°%| 3.13*10°| 3.13*10°| 3.13*10°| 3.13*10°%| 3.13*10°
4.0 | 2.67*10°| 3.04*10%| 3.32*10°| 3.33*10°| 3.33*10°%| 3.33*10°| 3.33*10%| 3.33*10°
4.5 |3.00710°| 3.06*10°%| 3.32*10°%| 3.33*10°%| 3.33*10°| 3.33*10°| 3.33*10°| 3.33*10°
5.0 | 3.33*10°| 3.04*10%| 3.33*10°| 3.33*10%| 3.33*10°| 3.33*10°| 3.33*10°| 3.33*10°
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Table 3.3: MSE¢ from overall Doppler acquisition at fs = 160 kHz for Test 3.1.

Doppler MSE¢ = (A —Al - Az)z at different ISNR (dB)

Velocity

m/s

0 5 10 15 20 25 30
-5.0 | 2.70*10" | 5.90*10° | 4.16*10° | 4.20*10° | 4.16*10° | 4.20*10° | 4.20*10°
-4.5 | 1.88*10" | 4.28*10° | 3.28*10° | 3.28*10° | 3.28*10° | 3.28*10° | 3.28*1(°
-4.0 | 1.58*10" | 3.06*10° | 2.53*10° | 2.53*10° | 2.53*10° | 2.53*10° | 2.53*10°
-3.5 | 2.39*10" | 2.79*10° | 1.88*10° | 1.88*10° | 1.88*10° | 1.88*10° | 1.88*1(°
-3.0 | 1.25*10" | 1.90*10° | 1.35*10° | 1.37*10° | 1.35*10° | 1.35*10° | 1.35*10°
-25 | 5.06*10° | 1.21*10° | 9.16*10° | 9.20*10° | 9.18*10° | 9.24*10° | 9.20*10°
-2.0 | 2.22*10° | 7.23*10° | 5.75*10° | 5.82*10° | 5.78*10° | 5.76*10° | 5.76*10°
-1.5 |4.00*10"| 3.65*10° | 3.06*10° | 3.06*10° | 3.06*10° | 3.07*10° | 3.05*10°
-1.0 | 4.34*10° | 4.20*10"°| 1.27*10° | 1.30*10° | 1.27*10° | 1.28*10° | 1.28*10°
-0.5 | 5.01*10° | 5.11*10"" | 2.62*10"° | 2.96*10" | 2.62*10™° | 2.76*10™ | 2.72*10"
0 1.37*10° | 3.92*10'°| 4.62*10"* | 1.03*10™ | 1.03*10™" | 8.18*10" | 7.90*10"
05 | 7.24*10° | 9.30*10° | 9.61*10° | 9.61*10° | 9.61*10° | 9.61*10° | 9.61*10°
1.0 | 1.99*10° | 1.96*10° | 9.18*10" | 6.25*10"° | 1.54*10"° | 2.46*10"° | 1.56*10"°
15 | 2.10*10° | 2.17*10° | 3.67*10° | 3.70*10° | 3.65*10° | 3.67*10° | 3.66*10°
2.0 | 4.84*10° | 6.40*10° | 6.55*10° | 6.55*10° | 6.55*10° | 6.55*10° | 6.55*1Q°
25 | 3.42*10" | 8.72*10" | 8.41*10" | 9.49*10" | 8.85*10" | 9.31*10" | 9.41*10’
3.0 |1.92%10" | 1.61*10° | 1.51*10° | 1.51*10° | 1.54*10° | 1.54*10° | 1.54*10°
35 | 2.34*10" | 2.46*10° | 2.13*10° | 2.16*10° | 2.13*10° | 2.13*10° | 2.13*10°
4.0 | 1.81*10" | 3.06*10° | 2.86*10° | 2.82*10° | 2.82*10° | 2.82*10° | 2.82*10°
45 | 2.16*10" | 4.00*10° | 3.69*10° | 3.69*10° | 3.69*10° | 3.69*10° | 3.69*1(°
5.0 | 2.69*10" | 5.06*10° | 4.75*10° | 4.75*10° | 4.75*10° | 4.75*10% | 4.75*10°
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Figure 3.4 shows irreducible BER across differ&@NiR for the 3 velocities of high
residual error (0.5, 2.0 and 2.5 m/s). Compare@etst 3.4, the severity of both Doppler
shift and Doppler spread is evident in this cabe; former is characterised by high
irreducible BER with increasing SNR whereas theéetais noticed in poorer BER at
augmented speeds. A noticeable phenomenatbiw/s is an increment of BER to a
ceiling with increasing ISNR. This is due to a dipirotating constellation of which the
equalizer taps are unable to keep track, resubtiragbias on the decision from the slicer.

Figure 3.5 shows the BER performance for velocitiesveen Om/s to 2.5m/s. The
disparity in performance due to mobility can bensigem low ISNR of 5 dB. The BER at
0 m/s approaches a threshold at higher ISNR duapgecision in estimation of CFO via
the OFDM cyclic prefix. As a result, while a BERrfsemance of <18 was attainable in

the previous test at 30 dB, the results here shBR that cannot surmount 10
In order to improve the accuracy obtain frdm, the timing resolution is increased

by applying a sampling rate ¢ = 640 kHz. Table 3.4 shows the initial estimated
Doppler shift obtained from the LFM signals. Thdues are no longer stratified across
similar bands and have smaller errors. The figumesed represent estimates yielding
higher MSE compared to thosefat 160 kHz.

Table 3.5 shows the MSE after applying the secoep of CFO compensation vis-

a-vis the OFDM cyclic prefixes. The values in regnesent absolute errors in estimation

that are higher than those arising from the inie'aiimateﬁl. As the residual Doppler
MSE resulting afterﬁ1 are well within the bounds defined by Eq. (3.2kessively high

errors were avoided after CFO compensation fiymn

37



Table 3.4: Estimated Doppler shiftﬁ1 from LFM signals at fs = 640 kHz for Test 3.1.

Velocity] Doppler Estimated Doppler shifﬂlat different ISNR (dB)

ms | shifta 0 5 10 15 20 25 30

5.0 |-3.33*108]-2.63*10%|-2.98*10°|-3.11*10°%|-3.11*10°|-3.11*10°%|-3.11*10°|-3.11*10°
45 |-3.00¢10°]-2.16*10%-2.48*10%|-2.58*10°|-2.60*10°|-2.60*10°%|-2.60*10°%-2.60*10°
4.0 |-2.67*10°]-1.89*10°%-2.28*10°|-2.33*103|-2.34*10%|-2.34*10°%|-2.34*10%|-2.34*10°
35 |-2.33*10°8]-1.75*10%-1.99*10%|-2.07*10%|-2.07*10°]-2.08*10°%|-2.08*10%-2.08*10°
3.0 |-2.00108]-1.62*10%-1.70*10%|-1.82*10°|-1.82*10°]-1.82*10°%|-1.82*10%-1.82*10°
25 |-1.67*10°]-1.39*10%-1.49*10°|-1.55*103|-1.56*10°|-1.56*10°|-1.56*10°|-1.56*10°
2.0 |-1.33*108]-9.42*10%-9.51*10%|-1.03*10°|-1.04*10°]-1.04*10°%|-1.04*10%-1.04*10°
.15 |-1.00*108]-7.14*10%-7.50*10%-7.75*10%-7.80*10%|-7.80*10%|-7.80*10%-7.80*10*
1.0 |-6.67*10-5.35*10%-4.59*10%*-5.02*10%-5.20*10%-5.20*10%|-5.20*10%|-5.20*10*
05 |-3.33*1¢]-2.78*10%-2.15*10%-2.42*10%-2.60*10%]-2.60*10%|-2.60*10%*-2.60*10*
0 0 -1.24*10% 3.14*10°| 5.97*10’ 0 0 0 0

05 |3.33*1¢|5.25*10*|7.64*10*| 7.85*10%| 7.81*10*| 7.81*10*| 7.81*10"*| 7.81*10*
1.0 | 6.67*10¢|6.99*10*| 1.06*10°| 1.05*10°| 1.04*10°%| 1.04*10°%| 1.04*10%| 1.04*10°
1.5 | 1.00%1¢%|9.40*10*| 1.28*10°| 1.31*10°| 1.30*10%| 1.30*10°%| 1.30*10%| 1.30*10°
20 |1.33*10°|1.10*10%|1.55*10°|1.57*10%]| 1.56*10°| 1.56*10°| 1.56*10°| 1.56*10°
25 | 1.67*10°| 1.46*10%| 2.05*10°| 2.08*10°| 2.09*10°| 2.09*10%| 2.09*10%| 2.09*10°
3.0 | 2.00¢10°| 1.66*10%| 2.26*10°| 2.35*10°| 2.35*10°| 2.35*10°%| 2.35*10°%| 2.35*10°
35 | 2.33*10°| 1.92*10%| 2.58*10°| 2.60*10%]| 2.61*10°| 2.61*10°| 2.61*10°| 2.61*10°
4.0 | 2.67*10°| 2.11*10%| 2.82*10%| 2.86*10°%| 2.87*10°| 2.87*10°| 2.87*10°| 2.87*10°
45 |3.00010°| 2.30*10%| 3.04*10%| 3.13*10°%| 3.13*10°| 3.13*10°| 3.13*10°| 3.13*10°
5.0 |3.33*10°|2.78*10°%|3.55*10°| 3.66*10%]| 3.66*10°| 3.66*10°| 3.66*10°| 3.66*10°

Figure 3.6 shows a typical profile ¢F obtained at the two different stages of
Doppler acquisition. The compressive / expansiviluemce of mobility upon the

received signal limits the accuracy oﬂz at higher ISNR, resulting in irreducible
residual error from 10 dB onwards. It is once agdiserved from Figure 3.7 and Figure
3.8 that there exists a great disparity in BER grenince with augmenting speeds.

Figure 3.7 shows a symmetrical BER structure abouts, which means that there is no

bias to take into consideration at positive andatigg velocities when using OFDM.
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We can therefore conclude that compensation forpl2oshift only is insufficient
at higher ISNR due to deterioration of the estimdig Doppler spreading. Corrections
are to be made before CFO compensation using OFR&ccprefix correlation to

minimise the influence of Doppler spreading in viadied signals.

Table 3.5: MSE¢ from overall Doppler acquisition at fs= 640 kHz for Test 3.1.

Velocity Doppler MSE¢ = (A —Al —AZ)Z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 4.68*10" | 1.02*10" | 3.57*10° | 3.57*10° | 3.61*10°% | 3.61*10° | 3.61*10°
45 | 4.75*10" | 7.56*10°% | 3.28*10° | 2.82*10° | 2.82*10° | 2.82*10° | 2.82*10°
4.0 | 4.87*10" | 4.67*10% | 2.53*10° | 2.19*10° | 2.19*10° | 2.16*10° | 2.19*10°
35 | 3.60*10" | 5.11*10% | 1.88*10° | 1.72*10° | 1.64*10° | 1.64*10° | 1.64*10°
3.0 | 2.58*10" | 5.76*10% | 1.25*10° | 1.17*10° | 1.19*10% | 1.17*10° | 1.17*1C®
25 | 8.41*10° | 2.07*10% | 9.84*10° | 7.99*10° | 8.05*10° | 8.03*10° | 8.03*10°
2.0 | 213%10° | 2.22*10% | 6.10*10° | 5.00*10° | 5.01*10° | 5.06*10° | 5.04*10°
-1.5 |6.05%10%] 4.12*10° | 3.12*10° | 2.76*10° | 2.77*10° | 2.76*10° | 2.76*10°
-1.0 | 6.42*10° | 5.10*10° | 2.45*10° | 1.18*10° | 1.16*10° | 1.17*10° | 1.16*10°
05 | 2.13*10° | 2.52*10° | 9.49*10% | 2.46*10% | 2.50*10"° | 2.50*10% | 2.50*10"°
0 1.64*10° | 5.57*10"° | 7.90*10** | 5.86*10™ | 5.38*10"* | 4.97*10% | 5.15*10"
05 | 8.57*10° | 2.56*10%| 2.16*10'°| 4.00*10"° | 4.16*10™ | 4.12*10"°| 4.12*10"
1.0 | 2.02*10° | 4.08*10%°| 5.71*10"°| 1.47*10° | 1.49*10° | 1.51*10° | 1.49*10°
15 | 3.28*10°% | 2.34*10° | 2.08*10° | 3.29*10° | 3.28*10° | 3.28*10° | 3.28*10°
2.0 | 1.12*x10" | 4.62*10° | 4.64*10° | 5.73*10° | 5.82*10° | 5.81*10° | 5.81*10°
25 | 3.35710" | 1.12*10° | 1.06*10% | 9.22*10° | 9.14*10° | 9.20*10° | 9.14*10°
3.0 | 7.01x10" | 4.93*10° | 1.32*10° | 1.35*10° | 1.35*10° | 1.35*10° | 1.35*10°
35 | 7.83*10" | 3.61*10° | 2.04*10° | 1.88*10° | 1.88*10° | 1.88*10° | 1.88*10°
4.0 |9.12*10" | 4.58*10° | 2.82*10° | 2.50*10°% | 2.50*10° | 2.50*10° | 2.50*10®
45 | 9.53*10" | 7.08*10° | 3.35*10° | 3.28*10° | 3.24*10°% | 3.24*10° | 3.28*10°
50 | 9.64*10" | 8.76*10° | 4.16*10°% | 4.16*10° | 4.16*10° | 4.16*10° | 4.16*10°
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Table 3.6: Estimated Doppler shiftA, from LFM signals at fs=1.28MHz for Test 3.1

Velocity| Doppler Estimated Doppler shifﬁlat different ISNR (dB)

mis | shifta 0 5 10 15 20 25 30
-5.0 |-3.33*10%-2.70*10°|-3.06*10°%|-3.23*10°|-3.24*10°%-3.24*10°|-3.24*10°|-3.24*10°
-4.0 |-2.67*10%-2.07*10%-2.46*10°|-2.59*10°|-2.60*10°%|-2.60*10°%|-2.60*10°%-2.60*10°
-3.0 |-2.00*1C%|-1.61*10°]-1.70*10°|-1.80*10°|-1.82*10°%|-1.82*10°%|-1.82*10°%-1.82*10°
2.0 |-1.33*10%-1.08*10%-1.12*10°|-1.17*10°|-1.17*10%-1.17*10%-1.17*10%-1.17*10°
-1.0 |-6.67*10%|-5.76*10"-4.84*10%|-5.16*10%|-5.19*10%|-5.20*10%|-5.20*10%-5.20*10*
0 0 |-1.91*10%3.53*10°|5.48*10°| 7.81*10’ 0 0 0
1.0 | 6.67*10*|3.64*10*|7.99*10*| 7.86*10*| 7.82*10*| 7.82*10*| 7.82*10*| 7.82*10*
2.0 | 1.33*10°|9.12*10%| 1.36*10°%| 1.45*10°| 1.44*10°| 1.43*10°| 1.43*10°| 1.43*10°
3.0 | 2.00*10°| 1.47*10°%|2.02*10°%| 2.10*10°| 2.09*10°| 2.09*10°| 2.09*10°| 2.09*10°
4.0 |2.67¥10°| 2.08*10°| 2.78*10°| 2.87*10°%| 2.87*10°| 2.87*10%| 2.87*10°| 2.87*10°
5.0 |3.33*10°| 2.57*10°|3.43*10°| 3.53*10°| 3.53*10°| 3.53*10°| 3.53*10°| 3.53*10°

" Values in red represent estimates that are lessate than those obtainedfat 640 kHz.
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Table 3.7: MSE ¢ from overall Doppler acquisition at f=1.28VIH z for Test 3.1.

Velocity Doppler MSE¢ = (A —Al —Az)z at different ISNR (dB)

m/s 0 5 10 15 20 25 30

-5.0 | 4.94*10°| 1.32*10°| 4.20*10°| 3.80*10°| 3.84*10°| 3.80*10°| 3.80*1(°
-4.0 5.48*10"| 8.47*10°| 2.46*10°| 2.28*10%| 2.28*10%| 2.28*10°| 2.28*10°
-3.0 | 2.79*10"| 6.00*10°| 1.66*10°| 1.21*10%| 1.21*10%| 1.21*10%| 1.21*10°
-2.0 | 1.19*10°| 1.19*10°| 4.87*10°| 5.18*10°| 5.17*10°| 5.16*10°| 5.17*10°
-1.0 | 1.46*10°| 2.18*10°| 1.40*10°| 1.22*10°| 1.19*10°| 1.19*10°| 1.20*10°
0 3.84*10%| 1.02*10°| 3.81*10%| 7.24*10%| 6.71*10"*| 5.95*10%| 6.00*10"
1.0 7.08*10°| 5.36*10™°| 1.35*10°| 1.60*10°| 1.60*10°| 1.60*10°| 1.61*10°
2.0 1.47*10°| 1.51*10%| 4.28*10°| 6.16*10°| 6.15*10°| 6.16*10°| 6.15*10°
3.0 6.94*10°| 4.45*10°| 1.42*10°| 1.37*10%| 1.42*10%| 1.42*10%| 1.42*10°
4.0 9.41*10"| 6.60*10°%| 2.72*10°| 2.59*10%| 2.62*10°%| 2.59*10°| 2.62*10°
5.0 1.17*10°] 9.12*10°| 4.41*10%] 4.37*10°| 4.37*10°| 4.37*10°| 4.37*10°

Table 3.6 and Table 3.7 shaly and ¢, respectively, af = 1.28 MHz. The MSE

once again reaches a threshold from an ISNR ofB@mvards. The improvement in

accuracy ofA, is marginal as the sampling rate increases.

3.5.3 Simulation Test 3.2

Having seen from the previous test the influenc®aoppler spread upon the BER

performance, we now seek to compensate for itiwi@al interpolation of the received

signal. Doppler acquisition is carried out using LM signal followed by compensation

with linear interpolation which corrects for the fder spreading effect. Compensation

of the Doppler shift is subsequently performed gshe OFDM cyclic prefix method.

" Values in red represent higher residual errorainbtl due tcﬁz : (A -A )2 < (A -A -A )2 .
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Figure 3.9: Schematic of both Doppler compensatiethods applied in Test 3.2

The previous simulations show that sampling fregyemadvertently affects the
accuracy of Doppler acquisition from the LFM signalhus we perform the simulation
starting with a sampling frequendy = 640 kHz. Table 3.8 shows the accuracy of
Doppler acquisition from the LFM signal only, whicimce again reaches a threshold at
10 dB due to limitations in the timing resolutidrable 3.9 shows the MSE after Doppler
estimation using the OFDM cyclic prefix. The figana red represent MSEs that exceed

those in Table 3.8. Not only are the MSEs smahantthe previous test, the estimates

A, were also more precise as seen in Figure 3.10.

Table 3.8: Doppler MSE¢ from Al at f<=640 kHz for Test 3.2.

Velocity Doppler MSE¢ = (A - 51)2 at different ISNR (dB)

m/s 0 5 10 15 20 25 30

5.0 | 3.06*10' | 1.16*10" | 5.11*10° | 4.84*10° | 4.84*10° | 4.84*10° | 4.84*10°
-4.0 | 5.46*10 | 1.62*10" | 1.18*10" | 1.09*10" | 1.09*10" | 1.09*10" | 1.09*10’
-3.0 | 3.84*10 | 6.50*10° | 3.53*10° | 3.28*10° | 3.28*10° | 3.28*10° | 3.28*1(°
2.0 | 5.16*10 | 1.57*10" | 9.00*10° | 8.58*10° | 8.58*10° | 8.58*10° | 8.58*1(°
-1.0 | 2.91*10 | 6.60*10° | 2.31*10° | 2.13*10° | 2.13*10° | 2.13*10° | 2.13*1(°
0 1.72*10° | 4.93*10" 0 0 0 0 0

1.0 | 2.58*10 | 9.80*10° | 1.41*10" | 1.41*10" | 1.41*10" | 1.41*10" | 1.41*10’
2.0 | 3.08*10 | 2.59*10° | 5.06*10° | 5.34*10° | 5.34*10° | 5.34*10° | 5.34*10°
3.0 | 3.17*10 | 8.53*10° | 1.21*10" | 1.21*10" | 1.21*10" | 1.21*10" | 1.21*10’
4.0 | 5.79*10 | 2.28*10° | 4.20*10° | 4.20*10° | 4.20*10° | 4.20*10° | 4.20*10°
5.0 | 2.50*10 | 2.31*10° | 6.76*10™ | 8.94*10"°| 1.91*10° | 1.86*10° | 1.88*10°
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Table 3.9: Doppler MSEe from A, +A, at f=640 kHz for Test 3.2.

Absalute Fesidual Error

Velocity Doppler MSE¢ = (A =N - 52)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 9.67*1¢ | 1.54*10% | 5.67*10'* | 8.41*10% | 1.56*10% | 1.90*10* | 1.72*10%?
4.0 | 1.41%10 | 5.52*10° | 2.16*10'° | 5.29*10%? | 6.45*10% | 6.00*10* | 5.48*10"?
-3.0 1.67*10 | 4.48*10° | 3.53*10* | 6.02*10" | 2.36*10"| 1.11*10*| 3.03*10™
2.0 1.60*10 | 1.00*10® | 5.94*10* | 6.50*10% | 2.99*10% | 4.58*10* | 3.80*10*
-1.0 1.38*10 | 1.00*10® | 2.95*10* | 4.93*10%* | 1.08*10% | 4.75*10% | 3.06*10*
0 1.39%10° | 6.05*10% | 5.58*10% | 2.50*10% | 1.93*10%* | 3.10*10%* | 2.72*10%
1.0 | 8.53%10° | 3.01*10° | 1.65*10* | 1.41*10* | 1.19*10** | 1.06*10"! | 1.10*10"*
2.0 | 6.81710° | 3.91*10° | 2.44*10™ | 1.80*10% | 1.28*10"? | 2.31*10"?| 1.82*10"?
3.0 | 6.92710° | 2.39*10° | 3.76*10*?| 7.73*10%**| 9.61*10**| 1.14*10* | 1.08*10™
4.0 | 7.24*10° | 2.81*10° | 5.76*10%| 4.84*10"% | 1.74*10"? | 2.25*10"? | 2.89*10"?
5.0 | 3.66%10" | 5.81*10° | 1.62*10° | 1.12*10° | 3.69*10%*°| 3.92*10%*° | 3.80*10™
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Figure 3.10Doppler RMS errox/€ in varying ISNR at -3m/s ang=640kHz for Test 3.2
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Figure 3.11 shows the BER across different ISNR\aldcities with interpolation
applied using the estimate and CFO compensation applied using the estifaat&rom

the similar BER performance for different velocstigt is evident that interpolation is
able to compensate for the mobility-induced expamsind contraction of the received

signal in the time domain.

035

10 T -y
e .
[SNR4p 20

velncitgrm.-’;
Figure 3.11: BER under varying ISNR and velocitysa640 kHz for Test 3.2
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Figure 3.12 shows a detailed comparison in BER ed¢cted velocities. The
similarity in performance indicates the abilityinferpolation to eradicate Doppler spread
due to mobility. Further testing at £ 1.28 MHz and 2.56 MHz vyielded similar
performances in BER, hence proving that the tinseltgion at { = 640 kHz is sufficient

for the initial Doppler compensation using LFM sim
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1 mi=
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— 3 mis

4 mis
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Figure 3.12: BER under varying ISNR and selectddoies at {=640 kHz for Test 3.2
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3.5.4 Simulation Test 3.3

Having seen the performance of Doppler compensaiging a combination of

LFM signal and OFDM cyclic prefix correlation, wew study the performance of the

iterative interpolation approach [15].

The iterative interpolation algorithm seen in thheypous section of this chapter is
applied only to the first OFDM symbol as we haveumsed perfect synchronization
without knowledge of the exact start timing of teenaining symbols due to time dilation

or compression of the signal frame. The velocitggsumed to be constant for the period

of the signal frame, hence the estimated timingmaish ofA is valid for the entirety of

the signal frame. As the phase offggt.xcannot be zero in the presence of noise and ISI

due to multi-path arrivals, a threshold of 5*1i8 imposed on the absolute valuegfax

to be considered as a good estimate. In additibmitof 5 iterations is imposed in order

to prevent excessive computational complexity.

Table 3.10: Doppler MSEg from A at fs= 160 kHz for Test 3.3.

Velocity|] Doppler Doppler MSE¢ = (A —A)Z at different ISNR (dB)

mis | shifta 0 5 10 15 20 25 30

-5.0 |-3.33*10% 2.79*10°| 3.06*10°|1.30*10"%|3.87*10"2.69*10"{2.97*10"3.40*10"
-4.0 |-2.67*10°| 1.61*107|3.17*10%| 8.65*10°| 3.66*10°| 3.04*10°| 3.00*10°| 1.41*10°
-3.0 |-2.00*1¢%| 7.45*10°| 8.88*10°|9.61*10°| 9.67*10°| 1.00*10°| 1.01*10°| 1.01*10°
2.0 |-1.33*10% 1.59*10°|8.95*10°| 1.60*10°[5.95*10"°|1.64*10"°|3.50*10"°|1.64*10"°
-1.0 |-6.67*10%[2.69*10°|2.89*10"'%1.25*10"%|9.12*10"2.55*10"1.56*10™(8.07*10"
0 0 1.04*10°[1.08*10%°[8.93*10"3.56*10""|7.97*10""|2.34*10"|4.57*10™
1.0 | 6.67*10'(1.17*10™| 5.81*10°|6.76*10"°| 1.00*10°|9.92*10'°9.73*10"'%6.60*10"°
2.0 | 1.33*10°| 8.54*10°| 1.21*10°|3.76*10"°[3.76*10'°3.84*10'%3.88*10'%3.88*10"°
3.0 | 2.00*10°| 7.02*10°| 9.06*10°| 9.67*10°| 9.92*10°| 9.92*10°| 9.99*10°| 9.99*10°
4.0 |2.67*10°|1.55*10"| 2.82*10%| 1.30*10°%| 1.39*10%| 1.30*10°| 7.97*10°| 8.89*10°
5.0 |3.33*10°|6.81*10%|1.66*10°|6.15*10™°| 1.51*10°|3.69*10"°|1.82*10'%|7.53*10""
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Table 3.11: Average number of iterations at#£160 kHz for Test 3.3.

Velocity Average number of iterations at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 3.16 2.89 2.77 2.69 2.69 2.71 2.64
4.0 3.24 3.02 2.87 2.66 2.66 2.64 2.6
-3.0 4.86 4.94 4.96 4.97 4.97 4.97 4.97
-2.0 3.38 3.12 2.86 2.82 2.76 2.76 2.77%
-1.0 3.36 3.02 2.90 2.79 2.73 2.74 2.73
0 2.76 2.23 2.11 1.97 1.89 1.88 1.89
1.0 3.39 3.06 2.85 2.75 2.70 2.69 2.64
2.0 3.34 2.95 2.85 2.71 2.66 2.67 2.64
3.0 4.91 4.95 4.98 4.98 4.98 4.99 4.99
4.0 3.26 291 2.77 2.67 2.65 2.65 2.6
5.0 3.10 2.84 2.68 2.67 2.61 2.62 2.6(

Table 3.10 shows the average residual ermarthe end of the iterations conducted
at a sampling rate df= 640 kHz. At velocities of -3.0 m/s and 3.0 mfede errors were
observed to be of the same order as the Dopplé&rshirurther inspection of Table 3.11
shows that the average number of iterations reduuere very close to the limit of 5 at
these velocities. This implies that the algorithould not satisfy the stopping criteria
before reaching the iteration limit imposed.

As a result, the BER at these velocities seen guréi 3.13 and Figure 3.14 are
extremely poor. The BER for the remaining velositslhown are slightly poorer than that
obtained in Test 3.2. This is most likely due te tact that the Doppler estimates
obtained in the previous test were generally maau@te than the estimates obtained
here. Lowering the threshold level would lead tdraprovement in precision i from

the iterative interpolation algorithm at the prafean increment in iterations.
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Figure 3.13: BER under varying ISNR and velocitysal 60 kHz for Test 3.3
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Figure 3.14: BER under varying ISNR and selectddoies at =160 kHz for Test 3.3
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Table 3.12: Doppler MSEg from A at fs= 640 kHz for Test 3.3.

Doppler MSE¢ = (A —A)z at different ISNR (dB)

Velocity|] Doppler
mis [ shie T 5 10 15 20 25 30
-5.0 |-3.33*10%2.86*10°|8.12*10°|8.76*10"°|8.76*10"|5.61*10"(5.37*10™(5.42*10™
-4.0 |-2.67*10*| 1.76*10" | 4.71*10°| 8.28*10°| 9.33*10°| 2.39*10°| 2.39*10°| 2.38*10°
-3.0 |-2.00*10%| 8.07*10°| 8.76*10°| 9.80*10°| 1.03*10°| 1.04*10°| 1.03*10°| 1.04*10°
-2.0 |-1.33*10%2.19*10°|7.84*10'%8.23*10"!|2.03*10"3.39*10"|2.16*10"2.82*10"
-1.0 |-6.67*10%[1.17*10'%1.23*10"%/6.86*10"°|1.82*10"°|1.85*10"°|6.29*10™(6.02*10™
0 0 |3.65*10'3.08*10°|3.57*10"°|8.19*10"5.49*10""|6.19*10""5.78*10™
1.0 |6.67*10'|3.39*10"| 1.33*10°|4.58*10"°|5.17*10"(6.13*10"!{4.62*10"*|1.24*10"
2.0 |1.33*10°| 2.46*10°| 3.28*10°|2.07*10"°|1.60*10"|3.57*10"*1.88*10"!|3.03*10"
3.0 | 2.00%10°| 7.84*10°| 9.49*10°| 1.00*10°| 1.01*10°| 1.03*10°| 1.04*10°| 1.04*10°
4.0 |2.67*10°|2.03*10"|8.70*10°| 3.06*10°| 8.63*10°| 8.57*10°| 7.67*10°| 6.76*10°
5.0 |3.33*10°|3.20*10%| 3.50*10°|2.62*10"°|2.40*10"°|1.76*10"{1.17*10"|9.42*10"
Table 3.13: Average number of iterations atd= 640 kHz for Test 3.3.
Velocity Average number of iterations at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 3.66 3.18 2.98 2.96 2.79 2.77 2.7
-4.0 3.65 3.38 2.95 2.76 2.64 2.64 2.6
-3.0 4.95 4.98 5.00 4.99 4.99 5.00 5.0
-2.0 4.36 4.25 4.10 4.09 4.05 4.04 4.0
-1.0 4.42 4.36 4.23 4.16 4.10 4.11 4.1
0 3.59 3.08 2.84 2.54 2.45 2.42 2.44
1.0 4.45 4.33 4.08 4.02 3.98 3.95 3.9¢
2.0 4.42 4.30 4.16 4.02 3.95 3.95 3.92
3.0 4.95 4.99 4.98 5.00 4.99 4.99 5.0
4.0 3.62 3.17 3.02 2.84 2.80 2.71 2.7
5.0 3.55 3.21 2.96 2.81 2.72 2.77 2.7
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Figure 3.15: BER under varying ISNR and selectddoies at =640 kHz for Test 3.3

Table 3.12 and Table 3.13 show that an incremesampling rate did not improve
the accuracy of Doppler estimation at -3.0 and /8, but resulted instead in higher
number of iterations before meeting the stoppintea. Figure 3.15 shows a similar
BER performance when the sampling rate is 640 KHzther tests at higher sampling
yielded the same trend: an increasing number aftitens required with similar

performance in Doppler estimation and BER perforoean

3.5.5 Simulation Test 3.4

Previous simulations have shown that while inteapoh is able to correct for

mobility induced Doppler spreading of the signaEMBhowever tends to decrease at a
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slower rate at higher ISNR. This is most likely daghe sensitivity of OFDM to offsets
in carrier frequency. Although the residual Doppeanrs seen previously in Test 3.2 and
Test 3.3 were low, they were based upon the avepége obtained from individual
OFDM cyclic prefixes. Hence, some of the individeatimates would be more imprecise
than others, resulting in higher BER for the speddFDM symbol. If we assume that
time dilation / constriction is constant over tlendth of the signal frame, then CFO
compensation by frame using Eq. (3.20) developedipusly would be feasible.

The simulation conducted here is similar to Test 8xcept thaf\, is obtained via
Eq. (3.20) and only CFO compensation is appliedetdter. Table 3.14 shows the
residual Doppler error obtained at various velesitatnd ISNR. Compared to Test 3.2, the
MSEs are generally lower using this method, with REfror order of I0achievable
from 15 dB onwards.

Table 3.14: Doppler MSEs from A, + A, at fs= 640 kHz for Test 3.4.

Velocity| Doppler Doppler MSE¢ = (A -4, —52)2 at different ISNR (dB)
mis | shifta 0 5 10 15 20 25 30
-5.0 |-3.33*10%| 6.35*10°| 1.95*10° 5.46*10"!{2.50*10"*1.52*10"%|1.12*10"%(9.24*10™
-4.0 |-2.67*10%| 3.46*10°|3.12*10° [2.07*10"°{4.37*10"|1.90*10"|6.15*10"|7.29*10™
-3.0 [-2.00*10%| 2.16*10°|7.08*10"°|3.42*10"|1.14*10"%1.14*10"|1.11*10"|1.10*10"°
2.0 |-1.33*10%| 1.10*10°|6.45*10"°|4.75*10"*{1.02*10"*|4.04*10"|6.10*10"|7.24*10™
-1.0 |-6.67*10%| 1.66*10°[9.72*10"{3.35*10"!|1.18*10"%1.13*10"|1.10*10"|1.10*10"°
0 0 |6.76*10'3.32*10"(4.04*10"|1.74*10"]5.02*10"7.62*10"|9.36*10™
1.0 | 6.67*10%|2.76*10°[2.44*10"|7.45*10"%2.98*10"%2.20*10"%1.78*10"*|1.55*10"°
2.0 |1.33*10°| 1.72*10%| 1.27*10°|2.27*10"2.21*10"|1.74*10"|1.60*10"*1.56*10"
3.0 | 2.00%10°| 2.99*10%| 1.62*10°|7.73*10"2.53*10"|2.02*10"|1.78*10"*|1.66*10"
4.0 |2.67*10°| 2.04*10°(8.47*10"°[4.04*10"1.47*10"|1.41*10"%1.28*10"%|1.06*10™
5.0 |3.33*10°| 6.66*10°| 2.08*10°|3.92*10"8.64*10™|1.11*10"|1.27*10"*1.36*10"
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Figure 3.16 shows BER in the order of*1étained for ISNR above 25 dB,
surpassing the results obtained previously wheBBR in the order of 18 were
unachievable even at ISNR of 30 dB. Unlike the jmes tests, the decrement in BER
does not reach a threshold, demonstrating thetsatysof OFDM to carrier frequency
offsets.
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Figure 3.16: BER under varying ISNR and selectddoites at {640 kHz for Test 3.4

3.6 Conclusion

In this chapter, we reviewed the mathematical modiehobility-induced Doppler
spreading in wideband signals. Due to the fact pinapagation speed of sound is at most
1000 times more than the expected speeds of mplatéorms in UWA channels, the
Doppler timing scaling factoA becomes significant; hence the spread in the é&ecy

spectrum of the signal becomes more accentuated.
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The OFDM signal modulation scheme is presentedhig ¢chapter and shows how
the usage of a cyclic prefix is able to combatiiSa multi-path channel. Also, the data
symbols under QPSK and DPSK modulation is expoungbeh to complete the overall
model of the communications framework.

Due to time dilation / compression, it is showmattlCFO compensation using
OFDM cyclic prefix correlation [44] is not suffia due to the loss of orthogonality
between sub-carriers, resulting in further ICI. dan interpolation is an attractive method
to compensate for the time dilations and compraessaf the signal due to the ease of
implementation and comparatively low computationamplexity involved. The ML
estimator using null sub-carriers in [33] is avaides the ambient noise in warm shallow
UWA channels is impulsive and not Gaussian; alsee tcomparatively high
computational complexity places this method at sadvantage. Doppler acquisition is
performed using 2 different methods: using LFM ailgnand using the OFDM cyclic
prefix. The former incurs a penalty on bandwidtrages but has a wide ambiguity
function that makes it more detectable in mobileditions.

The tests show that neglecting Doppler spreadenstgnal results in performance
degradation in terms of BER at augmenting speeds.effectively apply Doppler
acquisition using LFM signals, the sampling ratd gansmission delay between signals
must be high enough to provide the required timmesplution. Estimating Doppler using
the OFDM cyclic prefix however requires a few itewvas and may not work at certain
velocities. Nevertheless, linear interpolation Ipasven to be capable of compensating
Doppler spread. Finally, CFO compensation by frataa greatly enhance the BER

performance should there be no acceleration dih@geriod of the signal frame.
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4. Signal Detection and Timing Synchronization

A question commonly asked in communications systesrsow signal detection
and synchronization should be performed given &qudar channel model. In this case,
the UWA model is fast time-varying, dispersive, dras impulsive ambient noise. ML
based detection methods would be sub-optimum gimee rely on the Gaussian noise
model with finite variance. This chapter looks ikeveloping a method of detection and

synchronization based upon constraints imposedibyptrticular channel.

4.1 General Signal Detection

4.1.1 Windowed Cross Correlation Detector

In the previous chapter, we have defined the anityigunction and have stated
that LFM signals would yield a ridge along the etation delay axis which, under
practical velocities, can be considered to vargdity with the Doppler scaling factor.

In general, when a received sigm@) is cross correlated with the original signal
s(t), a measure of how insensitive the signal is taxbppler lies in the ability to detect a
distinct peak at various Doppler scaling factorewidver, in impulsive ambient noise,
the peak can arise not due to a fact of high caticel between the received signal and
the transmitted signal, but also due to a suddie $p amplitude that is falsely detected.

To address this problem, the cross correlationtfonas normalized within the
window of measurement. LeT represent the window length in which the cross
correlation is measured. The windowed cross cdroglds very similar to the OFDM

cyclic prefix correlation in Eg. (3.19):
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1 (n+1)s(n)

\/Tz_lr*(n+r)r(n+r)

o

c.(1)= (4.1)

From Eqg. (4.1), we see that the cross-correlasarormalized to the root of the energy of
the received signal within the window. As signated#ion is based upon the correlation
about the start of the signal frame, this acceetutiie detected peak since the energy of
the incoming signal is usually much higher wherrdhie a signal present under practical
SNR ratios. Hence, when transiting from the timegaewhere no signal is present to the
moment where there is one, an implicit gain is iggpto the cross correlation. However,
it is to be noted that should the window perioddme short such that the impulsive noise
duration is significant, then false detection ctlhaccur.

In order to mathematically define a distinct peak dross-correlation without
knowledge of the attenuation level upon the reakiggnal, we analyze the cross-
correlation once again in a window length. The cbamf this length is important as it
decides the accuracy and computational compleXith® estimation. A short window
length may falsely represent a localized peak wdeeeelong window would require more
processing time. In this thesis, a window lengtt2bfis chosen. The ratio between the
square of the peak value of cross correlation &edvariance of the cross-correlation

within the window is used as the criteria of measuznt:

C(r):lcrs(r) crs(r+2T—1)J

”:mw@BJ¢WﬂkU» (4.2)
var(C(7)
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4.1.2 Threshold Detection Parameter

From the previous chapter, we observe that tweedfit signals are known at the
receiver: the LFM signal and the OFDM pilot symkl(These two signals are used to
find the threshold; empirically in the following test. The LFM signated has duration
of T = 4ms and a bandwidth of 20kHz centered aboutraecdrequency of 50kHz.
Likewise, an OFDM signal dil = 256 and\, = 64 with the same bandwidth modulated
at the same carrier frequency is used. Howevery dmhs of the OFDM signal
(equivalent to 80 baseband OFDM samples) is usedr@ss-correlation. The signal is
subjected to various Doppler time-scaling factord processed at different ranges using
the warm shallow UWA channel model developed in [B] addition, a null period
consisting of 4ms of ambient noise is introducetbieethe start of the received signals
so that the correlation window comprises equallgroks correlation with ambient noise
as well as the signal of interest. 10000 Monte € #&ikls are conducted to obtain the

results.

4.1.3 Results

In the absence of Doppler time scaling upon theaijga distinct peak should be
observable under the assumption that the chanh@uses a single path. Figure 4.1
illustrates an example ¢d.s(7)| taken within the stipulated duration. A peak isrsalong
the time axis close to Oms which demarks the sfathe OFDM signal. In contrast to
Figure 4.2, measured similarly at an ISNR of 10d#&l aelocity of -5m/s, the peak
obtained from the cross correlation using LFM slgria very distinct, with two other

peaks visible near 0.5ms and 3ms that denote tivalaof secondary and tertiary paths.
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As the noise is impulsive, deriving the constatgdalarm rate (CFAR) would not
yield a close-form expression. Instead, we obtaomf Table 4.1 the breakdown gf
when no signal is present for 10000 Monte CarkldriThe data is used to compare with
the number of occurrences f@with both the OFDM and LFM signal. Empirically,eth
minimum value obtained foy was 3.72 and 16.14 with the OFDM and LFM signal,
respectively. In the absence of a signal, the lohit was 20

Table 4.1: Windowed cross correlatiom between LFM signal and ambient noise.

Range of;,1 >0
<3 <4 <5 <6 <7 <8 <10 <14 <16 <2p

No. of
occurences 26 726 | 3640 7069 8964 9637 99B2 9995 9998 10000

Tables 4.2 to 4.4 show the number of occurrencesvfoch » obtained from the
cross correlation of the OFDM signal at a transmissange of 50m, 200m and 1km,
respectively, was less than 20. Table 4.5, TalBeaid Table 4.7 represent that of the
LFM signal at the various transmission ranges. &wily, the number of false detections
arising from the usage of the OFDM cross corretattomuch higher than that with the
LFM signal. At higher speeds, the OFDM based coosselation performs poorly and is
thus unsuitable for signal detection. In contragtsetting the threshold value figito 16,
all the LFM signals would be detected with a fadtsam rate of 0.02%.

Table 4.2: Number of occurrences fon < 20 with OFDM signal at 50m range.

Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 10000 9980 9980 9944 990( 989 9811
-2.0 3413 1201 373 94 32 31 27
0 2170 580 120 4 1 0 0
2.0 3402 1107 380 103 31 30 30
5.0 10000 9984 9982 9942 9904 989¢ 9813
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Table 4.3: Number of occurrences fom < 20 with OFDM signal at 200m range.

Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 10000 10000 9983 9961 996( 9958 99%5
-2.0 6800 4611 3280 2582 2340 2268 2250
0 4813 2535 1454 1077 940 854 85(
2.0 6803 4603 3341 2553 23472 227p 2242
5.0 10000 10000 9891 9960 9958% 9956 9951
Table 4.4: Number of occurrences fol < 20 with OFDM signal at 1km range.
Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 10000 10000 9993 9993 9992 9983 9973
-2.0 6844 4578 3510 2873 2594 2524 2496
0 5352 2773 1610 1194 1062 1024 990
2.0 6841 4663 3505 2871 2615 2521 2572
5.0 10000 10000 9995 9992 9991 997p 9970
Table 4.5: Number of occurrences fon < 20 with LFM signal at 50m range.
Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 18 4 0 0 0 0 0
-2.0 9 2 0 0 0 0 0
0 11 1 0 0 0 0 0
2.0 14 0 0 0 0 0 0
5.0 11 3 0 0 0 0 0

Table 4.6: Number of occurrences fom < 20 with LFM signal at 200m range.

Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 36 8 0 0 0 0 0
-2.0 28 5 0 0 0 0 0
0 30 4 0 0 0 0 0
2.0 21 6 0 0 0 0 0
5.0 34 5 1 0 0 0 0
Table 4.7: Number of occurrences fom < 20 with LFM signal at 1km range.
Velocity ISNR (dB
m/s 0 5 10 15 20 25 30
-5.0 41 3 0 0 0 0 0
-2.0 33 5 0 0 0 0 0
0 23 1 0 0 0 0 0
2.0 36 0 0 0 0 0 0
5.0 38 6 0 0 0 0 0
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4.2 LFM Signal Detection

Figure 3.2 and Figure 3.3 of the previous chaptems2 possible arrangements of
the LFM signal for Doppler acquisition. The struetun Figure 3.2 is more bandwidth
efficient as no null period is required, but maysubjected to poorer estimation due to
time-varying Rayleigh fading of the individual am paths which are highly time
dispersive at short ranges. A method to minimizeithpact of the multi-path channel
could include a null period before the transmisbnhe second LFM signal in Figure
3.2 albeit at a loss of bandwidth efficiency. Altigh a better time resolution would be

obtained, Rayleigh fading can still negate the wnpd accuracy.

4.2.1 LFM Signal Correlation

Assuming a LFM signal has been detected using tethad developed in the
previous section at timey, a search is then conducted in a similar methocrogs
correlatingT milliseconds of the received signal gtwith the range of expected delay

between LFM signals. This range is limited by theexrmum expected velocCitynax

(1— o jTtp <T, < (1+ o j‘l’tp (4.3)

wherec is the propagation speed of sound in water. Thieeladion is done before and

after the point where the LFM signal is detected srexpressed as:

—

-1
rr(n+r)r(n+7,+T")

o

Crr (r |T0) =

(4.4)

-1
\/ r(N+7,+TY)r(n+7,+T")

n=|

—

o
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A correlation window is once again used to decfdee second LFM signal is detected.

Let T")eak represent the point in time within a window wh#re correlation is maximum,

if | Tl lies within the criteria stipulated in Eq. (4.3hen the correlation peak is
considered to be valid. The probability of falseedéon for the second LFM signal is

hence minimized by having a larger window and alkemdelay range.

4.2.2 Test Parameters

In order to determine the effectiveness of bothcstires, 1000 Monte Carlo trials
were conducted. The LFM signal was once again 4ong lwith 20kHz bandwidth
centred about a carrier frequency of 50kHz. Forsigaal structure of Figure 3.2, defined
as Structure 1, 4 OFDM symbols f= 256 and\, = 64 are used, which yields a delay

of 16ms between LFM signals. The null period seeRigure 3.3 for Structure 2 is 6ms.

4.2.3 Results

Table 4.8 and Table 4.9 show the number of suagkedstections for Structure 1
and 2, respectively, at a transmission range of.5Doe to extensive delay spreads,
Structure 1 was not able to detect all the signamés even at high ISNR. On the
contrary, Structure 2 shows the benefit of the patiod in terms of higher detection rate.
The miss rate for both structures, however, is iigtaigher than the detection method
with one LFM signal as two signals have to be sssitdly detected in this case. Table
4.10 and Table 4.11 show the MSE of the Dopplemedton resulting from the LFM
signal. While Structure 1 gave better estimataseghtive velocities, Structure 2 showed

greater accuracy at positive velocities.
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Table 4.8: Number of successful detections at 50mamge for Structure 1.

Velocity ISNR (dB)
m/s 0 25| 5| 7.5 10] 12p15|17.5 20 | 22.9 25 | 27.H 30
-5.0 | 623|741 836|905| 951|974 977|984 987 988| 986 | 986 | 986
-2.0 | 590[ 7241831 915|946 969| 978| 982| 983| 984 | 984 | 984 | 984
0 582| 727 829|902 | 939 967 | 984|989 991 991]| 991| 991| 990
2.0 | 595 730|847[917]|949|971]|981|984|982| 983|983 983]| 983
5.0 | 593| 750 8441 902] 952| 968 982 990| 991| 990| 989 | 988 | 988

Table 4.9: Number of successful detections at 50mamge for Structure 2.

Velocity ISNR (dB)
m/s 0 25| 5| 7.5 10] 12p15|17.5 20 | 22.9 25 | 27.H4 30
-5.0 | 782| 850 904|958 981 993] 99710001000/ 1000 1000110001000
-2.0 | 796| 842925]|976| 996 9981000110001000/ 1000 1000110001000
0 769] 869 945| 980 994 | 998]10001000 100011000 100010001 1000
2.0 | 787 865|933|970] 996 998{10001100011000/1000 10001 100011000
5.0 | 795|828| 884]949] 974 992] 997100011000 1000 1000/ 100011000

Table 4.10: Doppler MSEe with LFM Signal at f=640kHz for Structure 1.

Velocity Doppler MSE¢ = (A - Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 1.63*10 | 4.25*10% | 1.60*10% | 1.55*10% | 1.52*10% | 1.52*10% | 1.51*10®
2.0 | 9.49*1¢ | 5.11*10% | 1.09*10% | 1.04*10% | 1.03*10% | 1.03*10® | 1.03*10®
0 9.79*10% | 2.07*10% | 9.66*10° | 3.92*10% | 1.92*10% 0 0
2.0 1.20*10 | 7.62*10'°| 2.26*10'° | 9.99*10% | 2.11*10* | 2.11*10* | 2.11*10"
5.0 1.57*10 | 2.36*10% | 2.03*10% | 5.15*10%° | 4.00*10%° | 3.06*10%° | 3.06*10%
Table 4.11: Doppler MSEe with LFM Signal at f=640kHz for Structure 2.
Velocity Doppler MSE¢ = (A - Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 3.97*10 | 1.44*10" | 2.06*10% | 5.61*10° | 4.13*10° | 4.02*10° | 4.02*10°
2.0 | 3.11*10 | 1.51*10" | 4.72*10% | 1.49*10% | 8.32*10° | 6.87*10° | 5.06*10°
0 2.20%10" | 7.04*10®% | 1.69*10° | 3.19*10° 0 0 0
2.0 3.38*10' | 1.14*10" | 5.25%10% | 1.73*10% | 7.17*10° | 5.67*10° | 5.62*10°
5.0 2.15%10 | 7.36*10% | 1.92*10% | 6.12*10° | 1.75*10° | 1.75*10° | 1.75*10°
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4.3 Timing Synchronization

Timing synchronization is pertinent in OFDM to nmrize errors due to ISI. If the
delay spread is shorter than the cyclic prefixjfar cyclic suffix is included, then a
greater margin of error is allowed for ISI free commications [17]. However, inclusion
of a cyclic suffix results in lower bandwidth eféacy, while the extensive delay spread
of the channel at short range transmission inhiw&ng the symbol start timing within

the cyclic prefix.

4.3.1 Channel Estimation with LFM Signals

In the previous section, we have established ththadeof signal detection by
cross-correlation of the received signal with awnd_FM signal. Due to the assumption
of Rayleigh fading on individual arrival paths, tlirst peak observed as shown in Figure
4.2 may not necessarily always be the strongeht pat example, should the arrival path
represented by the peak at 3ms of Figure 4.2 dagbfer amplitude and taken as the
point of symbol synchronization, then a cyclic suffif 60 samples will be required for
ISI free communications.

A method to minimize such errors in timing is talude a roll-back period to
search for a peak in the correlation function. Frtiva studies done in [5], the first
reflected arrivals tend to be strong; also, shange communication exhibits the largest
delay between the first arrival and first reflectadival. This delay is typically within
2ms, hence the time period taken for roll-backaddlition, a minimum threshold of -3dB
is imposed upon the amplitude of the correlatioakgewithin the roll-back period to be

considered as valid path arrivals.
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Figure 4.3 Schematic for Channel Estimation with LFM signals

Figure 4.3 shows the schematic for estimating tret &rrival path. The cross-
correlation between the 2 received LFM signals @nedoriginal LFM signal is summed
together to improve detection. The window of catiein takes into account the rollback
period which is then checked for peaks that aréeast -3dB of the maximum peak
detected. The first peak that surpasses the thoeshithin the rollback period is
considered to be the first arrival.

Table 4.12: RMS error of timing synchronization with LFM signals at 50m range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 11.60 7.52 5.31 3.78 3.03 3.04 2.89
-2.0 12.97 9.20 7.24 5.37 4.66 4.672 4.49
0 10.44 7.70 4.07 2.86 2.35 2.39 2.4
2.0 13.68 9.71 7.64 5.66 491 4.88 4.7%
5.0 11.05 7.17 5.06 3.60 2.88 2.8 2.7

Table 4.13: RMS error of timing synchronization with LFM signals at 200m range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 10.08 4.89 3.11 2.25 1.09 0.889 0.88
-2.0 12.66 6.61 3.75 1.53 0.81 0.4§ 0.4y
0 12.53 6.59 4.52 2.38 0.43 0.44 0.44
2.0 13.63 7.12 4.04 1.65 0.87 0.5] 0.50
5.0 10.66 5.18 3.29 2.38 1.15 0.93 0.98

Table 4.14: RMS error of timing synchronization with LFM signals at 1km range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 11.02 6.16 2.10 1.19 0.90 0.7¢ 0.71
-2.0 10.87 5.64 2.69 1.92 1.01 0.59 0.58
0 11.37 5.53 5.06 2.13 1.31 0.79 0.8(
2.0 11.70 6.07 2.90 2.06 1.08 0.64 0.62
5.0 11.66 6.51 2.22 1.25 0.95 0.74 0.7p
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A simulation test was conducted with Structure 2VLBignals using the same
parameters as the previous section and 2000 Mcaarie @ials. Table 4.12 to 4.14 show
the RMS error of timing synchronization in terms OFDM samples at various
transmission ranges. The MSE tends to be higha@t sange transmission as the delay

spread is higher, but stabilises from 200m onwards.

4.3.2 Timing Synchronization with OFDM Cyclic Prefix

To compare the effectiveness of using this metlmodiming synchronization, we
conduct a test using the OFDM cyclic prefix to aftine symbol start timing. Chitre [5]
has shown that the cyclic prefix is able to perfomecurate timing synchronization
between OFDM symbols; however there is no conclusive ewde that the
synchronization is locked upon the arrival of tistfpath. Van de Beek et. al [44] has
shown however that timing synchronization detetEsaunder multi-path channel
conditions. From structure 2, the 8 OFDM symboldNcf 256 and\, = 64 are used to
measure the accuracy of symbol timing within thene&®2000 Monte Carlo trials. The
symbol timing obtained from averaging the OFDM Gftrelation in a signal frame is

expressed as:
t = argmax(c, (7)) (4.5)

wherec_ (7 )is obtained from Eq. (3.20). From Table 4.15, €a#l16 and Table 4.17,
we observe that the symbol timing RMS error is bight all transmission ranges and
velocities than using the LFM signals to estimaie ¢hannel for the first arrival. Hence,
we can conclude that the proposed method with Ligvads for timing synchronization

is more effective.

66



Table 4.15: RMS error of timing synchronization with OFDM CP at 50m range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 22.63 14.93 12.48 10.72 9.67 9.6 9.4)7
-2.0 26.07 19.57 14.23 12.73 11.41 11.48 10.p1
0 18.78 11.86 7.35 5.36 4.21 4.1 4.59
2.0 25.22 17.00 14.60 13.62 13.59 12.46 12.80
5.0 19.58 11.83 9.49 8.12 7.81] 7.8 7.8
Table 4.16: RMS error of timing synchronization with OFDM CP at 200m range.
Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 20.54 10.32 5.18 5.08 3.90 3.1 3.0
-2.0 26.62 15.99 9.25 7.40 6.42 5.91 5.7
0 21.50 10.68 5.76 2.34 0.66 0.66 0.66
2.0 27.06 14.96 9.18 4.81 4.39 4.2 4.28
5.0 21.73 10.92 5.47 5.38 4.13 3.31 3.2y
Table 4.17: RMS error of timing synchronization with OFDM CP at 1km range.
Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 25.95 14.05 5.71 2.85 1.85 1.56 1.5p
-2.0 27.77 15.17 6.41 3.97 1.36 1.36 1.3p
0 24.06 11.76 6.27 4.52 2.74 1.44 1.44
2.0 28.51 14.81 6.52 4.33 3.18 1.5( 1.4p
5.0 20.41 11.49 4.26 2.35 2.35 1.2§ 1.28

4.4 Conclusion

In this chapter, we have determined that, witheigrgknowledge of the velocity at
which mobile communications is conducted underwdt&M signals are more robust
than OFDM symbols for signal detection. Doppleruoeld time scaling of the signal
results in a shift in frequency at a given timetanse, hence it is more insensitive to

mobility.
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The structure for transmitting the LFM signals vea®sen based upon bandwidth
efficiency, accuracy of estimates as well as rétdetection. Having a short null period
between LFM signals is found to be the better smutnstead of attaching an LFM
signal to both the start and end of the OFDM symbulhich makes detection very
susceptible to long delay spreads. In addition,abeuracy of Doppler estimation was
similar in both instances, which puts the lattendure at a further disadvantage.

The LFM signals are also utilized for estimation path arrivals in the UWA
channel. Given the fact that the correlation peaknfmatch filtering may not correspond
to the first path arrival, a roll back period isglemented with a search threshold of -3dB
of the initial peak detected. This detection scheesellts in lower error of estimation in

comparison to the cyclic prefix method.
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5. Single Channel UWA Wireless Communications

In the previous chapters, we identified the mainallemges of acoustic
communications under mobility conditions. Short eé@mnce time impedes the symbol
length for OFDM, yet a narrow coherence bandwidtht$ that of each sub-carrier used.
Mobility-induced Doppler effects requires compeiwatbeyond that of a carrier
frequency offset, whilst lengthy delay spreads withlividual Rayleigh fades on
individual arrival paths affects timing synchroripa. In this chapter, we take into
account these factors and implement the signaleveark as well as receiver schematics

for UWA wireless communications.

5.1 Signal Framework

In reality, acoustic transmitters have a maximumation of transmission. In this
thesis we assume that the duration is to be wilMs and thus attempt to maximize the

signal bandwidth within this period.

5.1.1 LFM Signal Structure

In Chapter 2, we observed that delay spreads dbufms is possible in the real
channel. In the course of simulations conductetiénprevious chapter, it is shown that a
null period of 6ms embedded within two LFM signalk 4ms duration and 20kHz
bandwidth resulted in acceptable detection ratek Roppler estimation errors. Hence,

the same structure is retained for the LFM sigradsupying a total duration of 14ms.

" The duration is obtained from the specificatiohthe transducer used by Chitre in his experiméonat
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5.1.2 OFDM Signal Structure

Using a signal bandwidth &s = 20kHz, the OFDM symbol is constrained by the
coherence bandwidth, coherence time and delay ddmand in Chapter 2. To have
acceptable DPSK communications, the OFDM symbadaitlemust lie within half of the
minimum coherence time df, = 47ms. Assuming moderate delay spreads at medium
range (560m), a cyclic prefix length that is atstegs = 3ms long would be required. At

this delay spread, a coherence bandwidth of 143kmposed upon each sub-carrier.
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Figure 5.1 Viable zone for number of OFDM sub-carriers andicyarefix length

From Figure 5.1, two possible sub-carrier and cygtefix combinations lie within
the constraint boundaries. To maximise bandwidfltiehcy, the combination oN =

256 sub-carriers and, = 62 is chosen with a suffix &s= 2 allowed for timing errors.
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Thus, each OFDM symbol is 16ms in duration. Gives ¢onstraint upon transmission
duration as well as the duration for LFM signalnsmission, a total of 24 OFDM

symbols can be transmitted.

5.1.3 Data and Signal Modulation Parameters

The pilot OFDM symbols are evenly distributed omsery 8 symbols for both
DPSK and QPSK modulation schemes presented in &h8ptFor QPSK, the angular
update coefficieng, is chosen to be 0.8 while the update coefficiemtefqualizer tap
weightsg,, is 0.7 for pilot symbols and 0.1 when in data sieci mode. Figure 5.2 shows
the signal frame to be used for testing the compaimns system. From [5], it is found

that the ideal carrier frequency is locatedl at 50kHz.

Chirp Null Chirp | OFDM 7 OFDM OFDM 7 OFDM OFDM 7 OFDM
Pilot Data Symbols | Pilot Data Symbols | Pilot Data Symbols

Figure 5.2 Proposed signal frame structure

5.2 Receiver Structure

{ Band Pass| |  Chirp R Inter- | Carrier Low Pass
Filter "| Detection [ 7| polation > Removal [~ Filter
A 4
Data FFT Fine OFDM CP

A

Data <4 Equalization® Correction [€| Correlation

Figure 5.3 Schematic of single channel receiver structure

Figure 5.3 represents the receiver structure fa tommunications system.
Incoming signals are first over-sampledat 640kHz then band pass filtered about the

carrier frequency within the bandwidth of transnuas Care has to be taken to ensure
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that the bandwidth of the filter is larger thanttbithe signal due to Doppler spreading
and shifting of the frequency spectrum. Given a imax speed of 5 m/s between the
mobile transmitters and receivers and a propagaf@ed of 1500 m/s, the signal frame
developed does not exceed more than 1kHz in trgudrecy spectrum of 40kHz to
60kHz. Hence, the filter should be designed to haait-off frequency at 39kHz and
61kHz. The LFM signal detection and interpolatisrhence done in passband. Detection
encompasses Doppler acquisition as well as symypmthsonization of the received
signal to the firstdetectablearrival path from which linear interpolation isrflemed.

The signal is then down-converted to baseband afigec multiplication followed
by low pass filtering. The low pass filter can kesigned to have a cut-off frequency at
10kHz as linear interpolation would have correatsast of the Doppler spread and shift
of the frequency spectrum. From the correlatioO8DM cyclic prefixes, the residual
error in Doppler is detected. A priori, the finermxtion would only require CFO
compensation. However, initial tests reveal thatdata constellation spreads as seen in
Figure 5.4 for the in-phase & quadrature (I-Q) dalats obtained from the*1and '
OFDM data symbol. A second stage of interpolat®ithus included as part of the fine

correction in Figure 5.3 to compensate for the aghireg constellation.

Cuadrature
=
Cuadrature
=

S 0 1 T 0 —
In-phase In-phase
(a) (b)
Figure 5.4 1-Q plots for (a) I OFDM data symbol (b)"YOFDM data symbol simulated

at transmission range of 1km and ISNR of 30dB
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FFT is performed for each pilot and data symbokinezd after down-sampling.

The data samples obtained after FFT demodulatems@aisequently equalized via DPSK

and QPSK using the parameters in the previousoseetnd the method presented in

Chapter 3. The output from the equalizers is theived data.

5.3 Single Channel Simulation

Channel simulations were conducted at transmissimiges of 50m, 200m and

1000m using Doppler spreads Bf = 9Hz, 6Hz and 3Hz, respectively. The Doppler

spread governs the coherence fading time undeagbemption that. = 1/By. A total of

2000 Monte Carlo trials were conducted. From TaBldsto 5.3, the rate of detection

observed is consistent across the different trasson ranges for any given ISNR.

Table 5.1: Number of successful detections at 50mamge.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 1688 1915 1984 1993 2000 200( 200p
2.0 1724 1924 1978 1998 2000 200( 200p
0 1730 1936 1986 2000 2000 200( 200p
2.0 1789 1954 1992 1998 2000 200( 200p
5.0 1717 1911 1983 1995 1998 200( 200p
Table 5.2: Number of successful detections at 200mnge.
Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 1721 1906 1987 1998 2000 200( 200p
2.0 1759 1935 1989 1998 2000 200( 200p
0 1736 1930 1992 1998 2000 200( 200p
2.0 1768 1944 1995 2000 2000 200( 200p
5.0 1699 1902 1974 2000 2000 200( 200p
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Table 5.3: Number of successful detections at 1000iange.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 1694 1917 1984 1998 2000 200( 200p
2.0 1702 1930 1995 2000 2000 200( 200p
0 1727 1932 1989 2000 2000 200( 200p
2.0 1753 1947 1993 2000 2000 200( 200p
5.0 1687 1917 1992 2000 2000 200( 200p

The error in signal timing synchronization, shownTables 5.4 to 5.6, is measured

in terms of OFDM samples. Higher errors are obgkrae short range transmission

compared to medium and long range transmissionss. i§hdue to the extensive delay

spread at short ranges, resulting in a higher fiébeof ISI.

Tables 5.7 to 5.9 show that, despite having a Ioogelic prefix and more OFDM

symbols, Doppler MSEs obtained over the averagthefsignal frame saturate at the

order of 10" at high ISNR, which is higher than those obtaifrech Test 3.4 in Chapter

3. The increment in error is most likely due to dinrarying Rayleigh fading which

affected the accuracy of the estimation.

Table 5.4: Single channel RMS error of timing synctonization at 50m range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 11.20 6.91 4.81 3.09 2.12 2.10 1.87
-2.0 15.29 11.48 8.41 6.26 4.89 4.88 4.5¢
0 10.44 7.70 4.07 2.86 2.35 2.35 2.48
2.0 11.94 7.84 6.81 5.01 4.89 4.83 4.83
5.0 12.01 8.14 5.82 3.46 2.94 2.93 2.93
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Table 5.5: Single channel RMS error of timing synctonization at 200m range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 10.92 5.58 3.45 1.71 0.89 0.59 0.58
-2.0 12.21 6.90 4.00 2.63 1.12 0.43 0.41
0 12.53 6.59 4.52 2.38 0.43 0.44 0.44
2.0 14.38 6.98 3.87 0.57 0.58 0.57 0.57
5.0 9.34 4.25 2.80 2.82 0.90 0.48 0.48

Table 5.6: Single channel RMS error of timing synctonization at 1km range.

Velocity ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 12.69 7.09 2.11 1.25 0.66 0.67 0.68
-2.0 10.94 5.93 3.01 1.86 0.59 0.58 0.57]
0 11.37 5.53 5.06 2.13 1.31 0.79 0.80)
2.0 11.88 5.91 2.63 2.16 1.53 0.66 0.64
5.0 9.46 4.28 2.11 1.13 1.04 0.74 0.75

Table 5.7: Single channel Doppler MSE at 50m range.

Velocity Doppler MSE¢ = (A - Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 8.89*10° | 6.56*10% | 1.26*10% | 4.91*10° | 4.83*10° | 4.07*10° | 4.07*10°
2.0 | 7.63*1¢ | 3.77*10% | 1.06*10% | 6.85*10° | 6.02*10° | 5.22*10° | 5.20*10°
0 4.49%10° | 2.72*10® | 8.53*10° | 3.10*10° | 1.56*10° 0 0
2.0 6.87*1C¢° | 2.55*10° | 9.62*10° | 6.69*10° | 5.88*10° | 5.86*10° | 5.85*10°
5.0 7.67*1C¢° | 3.43*10° | 4.08*10° | 1.79*10° | 1.76*10° | 1.75*10° | 1.75*10°

Velocity Doppler MSE¢ = (A -4, -52)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 1.26*10 | 8.56*10° | 1.31*10° | 2.00*10° | 3.92*10% | 1.36*10% | 1.35*10™
2.0 1.59*10 | 7.15*10° | 1.14*10® | 3.75*10° | 1.87*10%°| 2.96*10* | 2.90*10"
0 9.76*10% | 5.34*10% | 1.55*10®% | 9.23*10'°| 3.69*10%° | 1.74*10"* | 1.70*10"*
2.0 1.32*10 | 4.53*10° | 9.28*10° | 1.86*10° | 2.66*10*! | 2.53*10* | 2.49*10"*
5.0 1.27*10 | 4.63*10° | 5.82*10° | 1.53*10*°| 1.47*10** | 1.46*10* | 1.45*10"
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Table 5.8: Single channel Doppler MSE at 200m range.

Velocity Doppler MSE¢ = (A - 81)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 3.94*10° | 2.27*10% | 5.88*10° | 4.22*10° | 4.13*10° | 4.09*10° | 4.08*10°
2.0 | 1.04*10 | 3.78*10% | 1.69*10% | 6.66*10° | 6.80*10° | 6.00*10° | 5.24*10°
0 5.88*10° | 2.15*108 | 7.61*10° | 1.34*10° 0 0 0
2.0 8.04*1C¢ | 3.84*10° | 1.87*10° | 6.70*10° | 5.89*10° | 5.87*10° | 5.87*10°
5.0 2.53*1¢° | 1.27*108 | 4.59*10° | 4.71*10° | 2.47*10° | 1.75*10° | 1.75*10°
Velocity Doppler MSE¢ = (A -4, -52)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 7.14*10° | 3.53*10% | 3.83*10° | 1.26*10"°| 1.24*10"* | 1.24*10* | 1.24*10"
-2.0 1.57*10 | 6.64*10° | 2.40*10° | 2.14*10° | 7.54*10* | 3.80*10* | 2.11*10"
0 9.69*10% | 3.67*10% | 1.88*10® | 3.71*10'°| 1.50*10"* | 1.45*10"* | 1.43*10"
2.0 1.45*10 | 6.97*10° | 2.98*10° | 1.88*10*°| 1.95*10*! | 1.88*10*! | 1.87*10"
5.0 5.11*10° | 2.39*10% | 7.69*10° | 7.61*10'°| 3.98*10%° | 1.42*10"* | 1.42*10"
Table 5.9: Single channel Doppler MSE at 1km range.
Velocity Doppler MSE¢ = (A - Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 1.65*10 | 8.73*10° | 9.82*10° | 5.58*10° | 4.78*10° | 4.02*10° | 4.01*10°
2.0 | 8.00x10° | 3.89*10% | 1.38*10% | 9.12*10° | 5.12*10° | 5.06*10° | 5.03*10°
0 5.61*10% | 3.11*10% | 1.25*10®% | 4.43*10° | 1.56*10° 0 0
2.0 7.90%1¢ | 3.51*10% | 1.50*10® | 8.88*10° | 7.28*10° | 5.68*10° | 5.66*10°
5.0 3.29*10° | 1.42*10% | 5.71*10° | 2.50*10° | 2.48*10° | 1.75*10° | 1.75*10°
Velocity Doppler MSE¢ = (A -4, —32)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 21710 | 1.09*10" | 7.92*10° | 3.93*10'°| 2.02*10" | 7.79*10% | 7.74*10™
2.0 | 1.58*10 | 6.01*10% | 2.11*108 | 9.62*10'° | 2.52*10% | 2.53*10% | 2.53*10™
0 1.28*10" | 6.22*10% | 1.96*10% | 1.15*10% | 3.91*10% | 4.95*10% | 4.84*10%
2.0 1.68*10 | 6.68*10% | 1.74*10% | 7.71*10° | 3.82*10° | 8.25*10%? | 7.52*10%
5.0 7.19*1C¢° | 3.05*108 | 9.68*10° | 2.09*10%° | 2.09*10*°| 1.52*10%°| 1.52*10%°

76



Figures 5.5 to 5.10 show the BER at various vdkxiand transmission range for
both DPSK and QPSK data modulation. QPSK perforlights better under low ISNR
ratio, but is overtaken by the performance of DHAR&n 15dB onwards. At the upper
ranges of ISNR, BER is observed to be poorer fortstange transmission. This is most
likely due to the fact that the length of delayesm reduces with increasing distance in
transmission until it is shorter than the cycliefpr, resulting in I1SI free demodulation.
Also, the symbol timing error is more significamtsaort range, thus even a cyclic suffix
of 2 OFDM samples may not be sufficient to demotuthe OFDM symbol within the
ISI free region.

The reduction in BER reaches a threshold that isenevident at short range
transmission. This could possibly be due to theghold in CFO estimation error using
the OFDM cyclic prefixes, hence introducing ICI ewves ISNR increases. Also, the time-
varying nature of Rayleigh fading is more acuteslairt range transmission. Since the
ISNR is measured based on the deterministic ratiariance of the received signal and
impulsive noise, certain OFDM symbols located irpléades will result in numerous
data symbol errors upon demodulation. As a reRRSK tends to suffer a penalty in
performance when the overall ISNR is low.

An ISNR of more than 25 dB is expected at 50m trassion range. At 200m and
1km range, the anticipated range would be 15 taR%and 5 to 15 dB, respectively.
Therefore, QPSK is more suitable at 1km whilst DRSKetter for the shorter ranges. A
BER performance in the order of 4ds guaranteed for the 3 different ranges of
transmission under the given UWA channel conditiah different velocities of

communication. The effective bandwidth of the syste 27,015 bps.
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5.4 Conclusion

In this chapter, we combined the findings from pinevious chapters to develop the
structure of the signal frame as well as the remestructure of the communications
system. Due to small coherence bandwidth, shoreresite time and long delay spread,
the choice in number of OFDM sub-carriers and cygtefix length is limited.

The communications system was tested based on shiemation of a single
receiver. Based on the similarity in BER performarat different velocities, we can
conclude that the primary Doppler acquisition amsnpensation technique via LFM
signals and linear interpolation can nullify mosttloe Doppler spread in the frequency
spectrum of the signal.

ISI is dominant at short range transmission duertg delay spreads exceeding the
length of cyclic prefix. Also, larger synchronizati errors occur in simulation for short
ranges. In reality, the energy of the first arriyalth is usually higher than that of the
reflected paths; thus smaller errors can be exgdediee performance of the secondary
Doppler compensation scheme using the OFDM cyekéixpis affected by time-varying
Rayleigh fading of individual paths, leading to I@hich inhibits further reduction in
BER; In addition, the frequency of deep fades aaagrincreases as the transmission
range reduces, causing a higher BER using DPSK W&€R is low.

Therefore, we can conclude that the main challenfgsng short range
communications is an extensive delay spread argLdém® deep fading; at medium to
long ranges, low ISNR is the dominant factor affegBER as fading occurs at a slower

rate while delay spreads are shorter.
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6. Channel Equalization Techniques

Diversity techniques are commonly applied to eg@alchannels in order to
improve the performance of communications systefmg such techniques are studied

in this chapter: channel shortening and spatiahteaning.

6.1 Channel Shortening

Channel shortening equalizers are essentially toreain filters that reduce the
CIR to a desired length. Unlike adaptive filtetsere is a greater degree of freedom in
obtaining the filter weights since there is no niesbn to reduce the CIR to a singular
impulse response.

The UWA channel is generally characterized by aland sparse CIR. Normally,
such a sparse structure will be lost after filtgrsince an arbitrary power distribution
results among the desired channel coefficients. [Riti-trellis Viterbi algorithms have
been proposed to deal with such channels [21, 22{,tend to be computationally
intensive due to the length of CIR associated wghrse channels. A blind method was
proposed in [1] based upon minimization of the azdoelation of the received signal.
This method was further developed in [24-26] urtierassumption of impulsive ambient
noise. The possible drawback to the latter methiedsin the convergence time of the
algorithm, although the method being blind seeniigsie a priori in this context.

In this thesis, the 2 methods developed in [19haighe maximum shortening
signal-to-noise ratio (MSSNR) and minimum mean sguarror (MMSE) as cost

functions are tested for their suitability in skeming the UWA channel.
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6.1.1 MSSNR and MMSE Techniques

Both the MSSNR and MMSE methods employed assuntethikeaCIR is known,
although application of the latter, as seen in [38]n also be within a blind context.
When the CIRh(n) is known, letL, denote the length of the shortening filter L. the

length of the target impulse respomsandL;, the length oh(n). We define:

h(r) h(r-1) -+ h(r-L,+])
H,.()=| : (6.1)
h(r+v) h(d+uv-1) --- h(r+u-L_,+1
[ h(0) O 0
| h@ :
A= h(r-L, -1)
|h(r-1) - h(r-L,+D) h(r-L,)
_h(r+:u+1) h(r+u—:Lw+2)_ Hwa“(r):{:l} 6.2)
A L (s N (M B
2- 0 . h(L, -L, +1)
| 0 h(L, -2
Hl
H= |_Iwin - c= H(O’ Cwin = me(!), Cwall = Hwallm (63)
HZ

whereo+1 is the desired length of the target impulse saspc,in and r denotes the
starting position of the target impulse responsebéo determined. Therein lies the
disadvantage of channel shortening since the caatipoal complexity of determining
the optimal value of increases witlh.. andL.

For MSSNR, the aim is to maximise the absolute sxjualue ofc,i, subject to the

constraint of making the absolute square valug,qfbe equal to 1.
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i, = MfoH L, Hoy0

win® " win

‘ subject to €| = @H J o H @ =1 (6.4)

HLH o=AH] H _ ® (6.5)
Eq. (6.5) represents the generalized eigenvalugemothat needs to be solved to satisfy
Eq. (6.4).

On the other hand, the MMSE method requires thatstiuared error between the
desired response and the target impulse resporsertonimum, subject to the constraint
of making absolute square valueaf, be equal to 1 in order to prevent the trivial null

solution. Thus, the eigenvalue problem is preseased

H win win~win win (66)

(HTH)"HT, o = Ac
The computational complexity of searching throughbe valid range of for both
the eigenvalue problems presented in Egs. (6.5)(&8J can be minimised; the MSSNR

method takes advantage of the symmetry of the sequatrices while the MMSE method

relies upon the computation &(r)= —HWm(HTH)_lHT to minimise the calculations

win

for R(1+1) required to solve Eq. (6.6) [19].

6.1.2 Simulations

1 OFDM pilot and 3 OFDM data symbols modulated vidfaSK atN = 256 and\,,
= 64 is used as the test signal. No ambient naslenzobility is factored within the test
for simplification. Instead, 3 channel types, detinas Type |, Type Il and Type Il
generated with a maximum reflection of 2, 3 ande8pectively, are used to test the
channel shortening filters at different lengthse TIR is known at the receiver and each
arrival path is subjected to static, Rayleigh fgdiihe maximum CIR length is assumed

to be 500 baseband OFDM samples, or 25ms as thal figndwidthBs = 20kHz. A total
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of 1000 Monte Carlo trials are conducted to obtidi@ numerical results. Figure 6.1,

Figure 6.2 and Figure 6.3 illustrates the typidedrmnel profile of channel Type I to Ill.
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Figure 6.1 Typical profile of CIR for channel Type |
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Figure 6.2 Typical profile of CIR for channel Type I
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Figure 6.3 Typical profile of CIR for channel Type I

Two parameters are used as a measure of perfornfanahannel shortening:
signal-to-interference ratio (SIR) and BER. For StRe impulse response within the
desired duration is taken as the useful signal ggnevhile any remaining impulse
response outside the window is considered to berference. Hence, the window of
useful energy is taken to b§ = 64 from the optimal delayfound using both methods.

From Figures 6.4 to 6.6, we observe that the MS&Nhod is able to improve the
SIR with increasing number of taps for all threearhel types. The MMSE SIR
performance deteriorates as the number of maximeftactions increase. More often
than not, the SIR is not able to surpass thatebtiginal channel. While the trend for the
MSSNR method is increasing SIR with increasing nendj taps, the performance of the

MMSE method is indifferent to increasing filter s&ap
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Figure 6.7 shows that the MMSE is able to delivioveer BER for channel Type |
using 60 to 80 channel shortening filter taps. FRgu6.8 and 6.9 show the BER
performance for channel Type Il and lll, respedsivélthough the SIR for MSSNR is
superior to that of the original channel and the method, the BER obtained is
inferior in most instances to that resulting frone tunfiltered signal. As for the MMSE
method, the resulting BER is constantly higherdfirthe number of filter taps tested.
Thus, even though channel shortening may be carsideiccessful using MSSNR with
respect to the improvement in SIR, it is ultimate¢he BER which determines the
performance of the communications system. As stloh,implementation of channel
shortening methods using MSSNR and MMSE should beidad in UWA

communications.
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6.2 Multi-channel Techniques

Spatial diversity takes advantage of multiple reees to deduce the angle of
arrival of the desired signal and create a dirégtpattern to suppress unwanted signals
within the bandwidth of interest arriving from othelirections. For short range
transmission, the DOA is quite separated betweevais; at medium to long ranges, the
DOA for all the paths will be quite narrow, henaalnforming would be less effective in
suppressing multi-path arrivals. However, it capmess noise sources that are arriving
from a different DOA, resulting in higher overaBNR. In this thesis, we assume that the
multi-path arrivals are limited to two-dimensiomsspace since we do not expect a high
volume of underwater traffic or objects which wathntribute to laterally reflected paths.

Also, it is assumed that the added impulsive ntwsEach receiver is independent.
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6.2.1 Blind, Least Square Spatial Equalization

Unconstrained spatial equalizers adhere to thecipian of power inversion,
whereby the weakest signal at the array input isapoed at the array output of the
equalizer [13]. In this case, the weakest arriahps chosen and in the absence of multi-
path arrival, the signal inevitably gets suppresatidgether. For constrained spatial
equalizer, the DOA must first be deduced by alignthe incoming signal at each
receiver to the desired arrival path.

Assume that there ar® receivers and that the incoming signal vector athe
receiverrq(n) is of lengthL,, [0q U[1,Q]. The desired signal is assumed to be unknown at
the receiver, hence a blind method. We assume utithoy loss of generality thag(n)
are all aligned to the first path arrival. lR¢n) = [r1(n) ... ro(n)]; if rq(n) comprises only

of the transmitted signaln) and ambient noise, then:

()= S+ v ()
RO=[m) - rom)

s''s s's| |v,'v, ViV, s'v, s"v,
M=R"R=| : S : [+2R : :
H H H H H H
s's s's| |vav, Vo Vg s"v, e STy
3 (6.7)
H
viv, O 0
SHS SHS 171
. ) 0 :
E(M)=F|| : Cl+E|
H H O
s''s s"s y
| ‘ 0 - 0 vgvg

Should the noise energy be negligible comparetheécsignal energy, then the mathk
can be considered to be ill-conditioned or singutathe absence of noise [12]. In a

multi-path channelE(M) is normally an invertible, symmetric matrix.
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Letw represent the tap-weight vector aifd) the equalized vector output:

y(n) = R(nw
c'w=1 (6.9
c= [1 1]T

3

The weights are constrained such that the total giehds 1 to prevent a trivial null

solution. To render the algorithm adaptive, theghts are updated as follows [13]:

1 M=PYAP, A=diagll, - 4g)

max(/l )
2 Abeam: - A ) QD[:L Q]
mlnqu
3. M, = M7 f Epeam < fbeam (6.9
lo otherwise
AM . C
4, w=>0-ANw+ inv
a-4 c'M. c

inv
When the condition number,, exceeds the stipulated thresheld,,, the matrix is
considered to be ill-conditioned. In this situatidhe tap weights are updated to move
towards an omni-directional, overall unit gain. Tloegetting factorA is imposed to

minimise variations due to noise.

6.2.2 Multi-channel Signal Detection and Doppler Acquisition

Having multiple channels allows for the LFM sigatection and primary Doppler
acquisition to be refined. Signal detection and j@epacquisition remains the same for
each individual channel. Thereafter, the estimatiting point of the LFM signals
which is closest to the mean starting point is taks the valid start points. Channels
which have both starting points within a window, of the valid start points are

considered to be good estimates. Likewise, the nibegpler estimate is obtained from
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the channels that detected the LFM signals. Ifeast one channel is valid from the
symbol timing estimation and the mean error in Deppstimate is within a determined

Doppler thresholdqo, then the overall detection and acquisition schesneonsidered

successful.

6.2.3 Simulation

t Band Pass[—®  Chirp » Refined [® Beam- | Inter-
Filter » Detection || Detection [ forming "| polation

A 4

Carrier
Removal

\ 4
| Daa | FFT | Fine | | OFDMCP | _ | Low Pass
Equalization” ~ | Correction [~ | Correlation|" Filter

Figure 6.10 Schematic of multi-channel receiver structure

The signal and channel parameters used are idetdithat of the single channel
simulation conducted in Chapter 5, except 5 recsivare used. The beamforming
parameters ark, = 160 baseband OFDM samples (corresponds to 8maldgigration),
epeam= 60 andl = 0.005; update is conducted once every 0.4msthearefined detection,
esym= 2 baseband OFDM samples angh= 0.0002. Two other similar signal structures
were included in the simulations. The first struethave all the 3 OFDM pilot symbols
arranged at the start of the OFDM signal block;gbeond consists of 48 OFDM symbols
at N = 128 andN, = 32 of which 6 are OFDM pilot symbols. The latigreffectively
having half the number of OFDM sub-carriers ancceahe number of OFDM symbols

as compared to the former structure. Effective badith remains at 27,015 bps.
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Table 6.1: Multi-channel detection, synchronizationrand Doppler estimate at 50m.

Velocity Number of successful detections at different ISHB)(
m/s 0 5 10 15 20 25 30
-5.0 1725 1946 1994 2000 2000 2000 20d0
-2.0 1798 1955 1997 1997 2000 2000 20d0
0 1788 1961 1995 2000 2000 2000 200p
2.0 1823 1974 1998 2000 2000 2000 20d0
50 1746 1947 1991 2000 200d 2000 2040
Velocity Symbol timing RMS error at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 8.45 2.71 2.14 1.52 1.52 1.52 1.17
-2.0 11.10 7.37 5.76 4.08 3.99 3.94 3.9¢Y
0 6.31 3.42 2.67 2.67 2.66 2.45 2.44
2.0 6.52 4.67 4.85 4.51 4.80 4.8 4.80
50 7.44 5.63 3.66 3.92 3.92 3.9 3.91
Velocity Doppler MSE¢ = (A —Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
5.0 | 1.27*10®% | 5.55*10° | 3.97*10° | 3.85*10° | 3.74*10° | 3.81*10° | 3.84*10°
2.0 | 1.99*10% | 8.31*10° | 3.63*10° | 3.21*10° | 3.27*10° | 3.46*10° | 3.57*10°
0 1.03*108 | 3.84*10° | 1.08*10° | 2.76*10% | 6.25*10% 0 0
2.0 | 1.72*10% | 5.81*10° | 2.60*10° | 1.90*10° | 1.98*10° | 2.13*10° | 2.18*10°
5.0 | 4.92*10% | 6.93*10° | 2.87*10° | 2.15*10° | 1.74*10° | 1.75*10° | 1.75*10°
Velocity Doppler MSE¢ = (A -4, —82)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 | 4.01*10° | 4.12*10*°| 1.27*10"! | 1.24*10"* | 1.23*10"* | 1.22*10"* | 1.22*10%
-2.0 | 7.93*10° | 1.88*10° | 2.54*10"! | 2.08*10"* | 1.84*10* | 1.72*10"* | 1.67*10"
0 2.94*10° | 8.46*10" | 1.29*10"! | 8.13*10%?| 5.92*10% | 4.96*10% | 4.55*10*
2.0 | 2.66*10° | 3.32*10" | 1.79*10"! | 1.24*10** | 9.44*10% | 7.68*10% | 6.83*10*
5.0 | 4.51*10° | 3.98*10° | 1.49*10" | 1.40*10** | 1.36*10% | 1.33*10% | 1.32*10™
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Table 6.2:

Multi-channel detection, synchronizatiorand Doppler estimate at 200m.

Velocity Number of successful detections at different ISHB)(
m/s 0 5 10 15 20 25 30
-5.0 1672 1907 1988 1998 2000 2000 20d0
-2.0 1719 1932 1989 2000 2000 2000 20d0
0 1722 1931 1991 1997 2000 2000 200p
2.0 1749 1940 1995 2000 2000 2000 20d0
50 1645 1907 1985 2000 200d 2000 2040
Velocity Symbol timing RMS error at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 7.23 2.19 0.42 0.41 0.41 0.4 0.41
-2.0 7.22 1.61 0.40 0.39 0.38 0.39 0.39
0 8.27 2.54 0.41 0.42 0.42 0.44 0.43
2.0 6.17 1.71 0.57 0.57 0.57 0.56 0.56
5.0 5.50 1.35 0.44 0.45 0.45 0.45 0.4%
Velocity Doppler MSE¢ = (A —Al)z at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 | 4.05*10% | 6.17*10° | 4.41*10° | 3.73*10° | 3.73*10° | 3.83*10° | 3.86*10°
2.0 | 2.32*x10% | 7.62*10° | 3.66*10° | 2.99*10° | 3.25*10° | 3.41*10° | 3.43*10°
0 1.22*108 | 3.73*10° | 2.11*10° | 3.15*10%° 0 0 0
2.0 | 1.90*10% | 7.73*10° | 3.65*10° | 2.00*10° | 1.91*10° | 2.08*10° | 2.09*10°
5.0 | 1.44*10% | 6.04*10° | 2.69*10° | 2.13*10° | 1.75*10° | 1.75*10° | 1.75*10°
Velocity Doppler MSE¢ = (A -4, —82)2 at different ISNR (dB)
m/s 0 5 10 15 20 25 30
-5.0 | 3.15*10% | 1.127*10*°| 1.07*10"! | 1.04*10"* | 1.03*10"* | 1.02*10"* | 1.02*10"
-2.0 | 8.92*10° | 3.91*10° | 1.40*10**| 1.12*10** | 1.11*10** | 1.10*10"* | 1.11*10"
0 6.57*10° | 1.94*10° | 1.89*10" | 3.40*10%?| 2.83*10%| 2.71*10%| 2.69*10%
2.0 | 2.75%10° | 2.37*10° | 8.96*10"%| 6.06*10*? | 5.35*10%| 5.19*10%| 5.13*10%*
5.0 | 1.16*10% | 2.12*10° | 1.39*10" | 1.35*10** | 1.35*10% | 1.35*10% | 1.35*10™
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Table 6.3: Multi-channel detection, synchronizatiorand Doppler estimate at 1km.

Velocity Number of successful detections at different ISHB)(

m/s 0 5 10 15 20 25 30
-5.0 1635 1907 1982 1998 2000 2000 20d0
-2.0 1672 1929 1995 2000 2000 2000 20d0

0 1735 1946 1989 2000 2000 2000 200p
2.0 1687 1943 1994 2000 2000 2000 20d0
50 1675 1917 1992 1998 199§ 2000 2040
Velocity Symbol timing RMS error at different ISNR (dB)

m/s 0 5 10 15 20 25 30
-5.0 7.69 2.09 0.64 0.66 0.66 0.67 0.67
-2.0 6.48 2.07 0.61 0.59 0.58 0.58 0.58

0 6.23 1.59 0.93 0.76 0.78 0.78 0.74
2.0 6.44 2.02 0.60 0.61 0.63 0.63 0.61
5.0 5.45 1.39 0.74 0.74 0.75 0.75 0.7%
Velocity Doppler MSE¢ = (A —Al)z at different ISNR (dB)

m/s 0 5 10 15 20 25 30
5.0 | 1.57*10®% | 7.64*10° | 4.37*10° | 4.24*10° | 4.08*10° | 3.97*10° | 4.00*10°
2.0 | 2.15*10% | 9.77*10° | 4.73*10° | 4.13*10° | 4.39*10° | 4.69*10° | 4.83*10°

0 1.31*108 | 5.31*10° | 1.67*10° | 3.82*10% | 8.87*10% 0 0

2.0 | 2.11*10% | 9.84*10° | 4.10%10° | 3.34*10° | 4.09*10° | 4.58*10° | 4.79*10°
5.0 | 7.99*10% | 5.61*10° | 3.16*10° | 2.00*10° | 1.78*10° | 1.75*10° | 1.75*10°
Velocity Doppler MSE¢ = (A -4, —82)2 at different ISNR (dB)

m/s 0 5 10 15 20 25 30
-5.0 | 9.38*10° | 4.17*10° | 8.30*10"! | 7.85*10"! | 7.65*10** | 7.61*10"* | 7.59*10"*
-2.0 | 2.35*10° | 4.06*10° | 2.37*10"! | 2.39*10"! | 2.50*10** | 2.60*10"* | 2.64*10"*

0 2.22*10° | 2.04*10° | 8.91*10"% | 5.68*10'?| 5.12*10% | 4.85*10% | 4.82*10%
2.0 | 4.65*10° | 5.92*10° | 1.16*10" | 7.71*10*?| 7.05*10% | 6.72*10% | 6.54*10*
5.0 | 7.10%10° | 2.15*10° | 1.57*10" | 1.54*10** | 1.53*10% | 1.53*10% | 1.53*10™
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Tables 6.1 to 6.3 show the results of detectior, reymbol timing error and Doppler
estimate error for transmission range of 50m, 2Gfmd 1km, respectively. Smaller
symbol timing errors were observed from 200m onwa@hce again, the accuracy of the
secondary Doppler acquisition reaches a thresmoid 15dB onwards.

Figures 6.11 to 6.16 show the BER performance withti-channel diversity for
both DPSK and QPSK data modulation scheme at vati@nsmission ranges. At 50m,
the multi-channel BER performance for both QPSK @fISK were similar. DPSK
outperformed QPSK for the other transmission rangedkm, the BER for both QPSK
and DPSK converged towards that of the single oblaresults. The most likely causes
for this threshold are fading as well as the lihisccuracy of Doppler compensation
after 15dB. Overall, multi-channel combining wasedo yield lower BER.

Figures 6.17 to 6.19 compares the different QP Ssethalata modulation scheme
using multi-channel combining at various transnoissianges. The performance obtained
from using 128 OFDM sub-carriers and a cyclic preff 32 samples is similar to that
obtained fromN = 256 and\, = 64. Also, having the OFDM pilot symbols groudhe
start only yielded very slight gains in BER befoeaching a threshold at 50m; however,
at 200m, clear performance gain is seen for ISR tean 15dB for the 256 OFDM sub-
carrier signals. The signal usitfg= 128 runs almost parallel at a higher BER toNhe
256 counterpart due to ISI as path suppressi@sssédffective at medium ranges. At 1km,
the signals with 256 OFDM sub-carriers showed fifeidince in BER performance. The
128 sub-carrier system yielded a higher BER as ISMNReased. This agrees with the

theory in [5] that DPSK is more suitable in imputsambient noise.
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6.2.4 Further Investigations

In order to understand the exact reason why BEBhe=aa threshold, further tests
are conducted using a shorter signal frame. Instdaldaving 3 segments of OFDM
symbols consisting of 1 pilot and 7 data symboldy d segment is used instead. A
comparison of the BER for the 3 different scenanai enable us to identify the
dominant factor resulting in irreducible BER atlnilbNR: 1) perfect symbol timing and
Doppler compensation 2) perfect symbol timing oB)yestimated symbol timing and

Doppler compensation.
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From Figures 6.20 to 6.22, it is observed thaBE® in all 3 scenarios saturated at
the same level for all the transmission range®desthe penalty incurred from errors in
symbol timing is considerably negligible. On thé&eat hand, Doppler estimation errors
result in higher BER at low ISNR. As ISNR incregstss error gap decreases as the
dominant influence in BER arises from time-varyaigannel conditions. From Chapter 2,
we deduced that the channel coherence time tenbts &horter as transmission range
decreases resulting in fast fading. This is evideorh the 3 figures, as BER at 30dB is
higher at 50m and decreases further at 200m and, i&spectively. Therefore, an
improvement in the Doppler estimation would be feetive as the performance is

bounded by the fading statistics of the channel.
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6.3 Conclusion

In this chapter, a study of two equalizations teghe@ was made. Simulations
conducted with channel shortening techniques gagenclusive evidence that such a
method would be able to minimise ISI and hence awprBER. Although channel
shortening via Viterbi algorithm were shown in [2dd [22] to be suitable for sparse
channels, they were not tested in this thesis dileet computational complexity involved.

Spatial diversity techniques proved to be a robgsialization method at the cost of
increased number of receivers and computationalptexty. A blind, least squares,
equalization technique was used and proved to bset maffective at short range
transmission where DOA is easily separable. At madio long ranges, the advantage it
poses is an improvement in ISNR since DOA is narr®y employing DPSK, a
reduction of 50% in BER can be expected at all engompared to using a single
channel. Nevertheless, BER remains in the ordetO5fin the uncoded channel at a
transfer speed of 27 kbps.

Errors in estimation of the Doppler scaling fadeads to higher BER at low ISNR,
but this effect becomes negligible compared topgéealty imposed by channel fading
statistics at high ISNR, resulting in irreducibl&B. Symbol timing errors were found to

have less effect on the BER performance.
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7. Thesis Conclusion and Further Research

7.1 Conclusion

This thesis incorporated the study of the warmlslhnaUWA channel to develop a
strategy for mobile communications underwater. Doieelatively lower propagation
speeds in water, Doppler effects are not limitedDappler shift, but also Doppler
spreading of the signal frequency spectrum. We Isadosvn that a failure to compensate
for the latter results in poor performance of anD®Fbased communications system
even at modest speeds.

Doppler compensation technique involves a two-pratigck upon the challenge
posed by mobility — interpolation and carrier fregay offset compensation. Due to
difficulties in detecting OFDM signals without inwing numerous match filters, LFM
signals are used instead for detection and prini2oppler acquisition as they are
insensitive to mobility-induced time scaling. Sedary Doppler acquisition relies on the
simple method of OFDM cyclic prefix correlationténpolation is performed after both
instances with an additional CFO compensation redquafter secondary acquisition.
Based upon numerical results, the compensationnseteas proven to be effective at
velocities of up to 5m/s.

Symbol timing synchronization is shown to be mam@meous at short ranges due
to increased fading, delay and Doppler spreads. NDERlic prefix based methods of
obtaining symbol timing may be accurate between MF§ymbols, however a start

timing as close to the first path of arrival asgibke is desired to minimise ISI, especially
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when delay spread may exceed the length of theccgotfix used. Channel estimation
based on the LFM signal is able to reduce the @nrestimating the starting point of the
signal based on simulations. Effectively, timingnalyronization are expected to perform
better in sea trials as fading conditions are ses®re.

Simulation results show that by using an uncodemyles channel for OFDM based
communications with 256 sub-carriers and DPSK matttud, we can expect a BER of
102 at an effective transfer speed of 27kbps for comination ranges up to 1km. By
combining multiple channels, BER is expected ty sti&hin the same order but lower
than that obtained using a single channel.

Deeper investigation revealed that the performanese OFDM based
communications in shallow UWA channel is limited faye-varying fading statistics at
higher ISNR. Due to the dynamism of the channeljdiency selective fading as well as
deep amplitude fades causes numerous errors upooddéation. At low ISNR, Doppler
estimation error penalises the BER performance.eNbeless, we believe that the
simulated channel poses a harsher condition updingastatistics compared to the real

channel; hence, BER is postulated to be lower antsals.

7.2 Further Research

In many real applications of signal communicatiorhannel coding and
interleaving have shown improvements in BER albeiower bandwidth efficiency and
higher computational cost. Introducing turbo coniés the system developed here would
create a more robust communications scheme whetenmepted for sea trials. In
addition, multiple input multiple output system&da advantage of space-time diversity

to improve data rate, thus it is a potential caatiidor further exploration.
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The multi-channel system in this thesis assumesmdimensional space with
independent noise at each receiver. In reality,amdient noise source as well as the
signal source is three-dimensional. Some of theewiould then be correlated and the
receiver structure will have to be modified to tdkis into account. The received signal
should be mostly two-dimensional, barring horizbrdgeattering of the signal source.
Thus, impulsive noise may be further reduced froenunwanted space but become more
correlated in the DOA of the signal. More data égjuired to develop a model for

simulating ambient noise detected using multi@sducers.
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