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ABSTRACT

This thesis is composed of two different sectidnsthe first section, the effects of
the choice of inputs into a neural network modal flee prediction of foreign
exchange rates are examined. Fundamental indicsuiglsas interest rates and gross
domestic products, and technical indicators, suetmaving averages and support
and resistance levels, are fed into the neural orésmo see if any relationship may
be captured and improve the predictive capabilibedhe model. In the second
section, a comparison of different trading stragegand their resulting profitability
when applied on a stock market with mean-revenirgperties is made. The focus is
on two main strategies, dollar cost averaging aatlier averaging. Dollar cost
averaging is an investment strategy which redubesirtvestment risk through the
systematic purchase of securities at predetermimedvals and set amounts. Value
averaging is a strategy in which an investor adjilsé amount invested to meet a
prescribed target. Results indicate that valueagmeg does have higher expected
investment returns in a mean-reverting financiatkeawhen considering the cash
flow stream of the investment. However, when a-$ichel which provides loans and
deposits is introduced into the cash flow streaah,e averaging fails to outperform
the market. Dollar cost averaging on the other hdnds not provide superior

performance to a random investing technique.



ACKNOWLEDGEMENTS

| would like to reserve my deepest gratitude for supervisor, Professor Wang
Qing-Guo, for his patience, guidance and adviceugihout the course of this

project.



TABLE OF CONTENTS

ABSTRACT
ACKNOWLEDGEMENTS
TABLE OF CONTENTS
LIST OF FIGURES

LIST OF TABLES

LIST OF TABLES

LIST OF ABBREVIATIONS

Chapter 1 INTRODUCTION

1.1 Forecasting Exchange Rates with ANN
1.2 Mean Reversion and Money Management
1.3 Focus and Contributions

Chapter 2 ARTIFICIAL NEURAL NETWORKS

2.1 Architecture

2.2  Training

2.3 Validation

2.4 Performance Measure

2.5 Simulation Environment and Verification

Chapter 3 DATA PRE-PROCESSING

3.1 Data Sets

3.2 Data Division and Normalization
3.3 Experiment Design

3.4 Results and Discussion

Chapter 4 USE OF FUNDAMENTAL DATA

4.1 Perfect Future price
4.2 Noisy Future price
4.3 Fundamental Data

Vi
Vi

viii

10

10
13
15
16
18

21

22
24

25

26

37

39
44
48



Chapter 5 MEAN REVERSION

5.1
5.2
5.3
5.4
5.5
5.6
5.7

Stock Market Indices
Lognormal Prices

Data and Analysis of Statistics
Modeling

Parameter Estimation
Application to the DJIA & STI
Summary

Chapter 6 MONEY MANAGEMENT RULES

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9

Different Investment Strategies

Criterion for Investment Evaluation
Performance Measures

Historical Performance

Monte Carlo Simulation Methodology

Monte Carlo Simulations Results and Analyses
Interest Rates

Volatility

Rate of Mean Reversion

6.10 Modified Value Averaging

Chapter 7 CONCLUSION

7.1 Foreign Exchange Rate Prediction with ANN
7.2 Money Management in a Mean-Reverting Envirorimen
References

APPENDIX A: RESULTS OF EXCHANGE RATE PAIRS

58

59
61
64
69
74
77
77

80

81
88
98
98
110
211
116
118
122
123

125

125
126

128

132



LIST OF FIGURES

Figure 3-1 Historical EUR/USD Exchange Rate forr@e A..............oooeeiiviiiiiiiieen, 3.2
Figure 3-2 Historical EUR/USD Exchange Rate forrse® B..............ccccveveeeiiiiiiinne 3.2
Figure 3-3 Price Change Prediction Performanc&fR/USD Scenario A ....................... 27
Figure 3-4 Trend Change Prediction Performanc&tR/USD Scenario A...................... 28
Figure 4-1 Interpolations of Daily Future Prices..........cccccvvvviiiiiiiiiiiiiiiieeeeeee e 40
Figure 4-2 Noisy Future Prices against RMSE for BUBD Scenario A..........ccccceeeeeeennnns 46
Figure 4-3 Noisy Future Prices against DA for EURDJScenario A........ccccoeeveeeeeieeeeenenn. 46
Figure 4-4 Noisy Future Prices against RMSE for BUBD Scenario B...............occvvveeeee. 47
Figure 4-5 Noisy Future Prices against DA for EUBIJScenario B............ccccceeveeeeinnnns 47
Figure 5-1 Lognormal probability density functiaor four values 06 [23]...........vvvvvvvnnnns 62
Figure 5-2 Log returns of the DJIA which show amal distribution ..., 64
Figure 5-3 Log returns of the S&P 500 which shomoamal distribution ........................... 64
Figure 5-4 Difference between a GMR model and a GBM..............ooocciiiiiiiieeiinnns 3.
Figure 5-5 Demonstrates the property of paranietepeed of mean reversion................... 73
Figure 5-6 Demonstrates the effect of varyngolatility ..............ccceeiiiiiiees 74

Figure 5-7 Top: Log-price series of the DJIA. BattdRMSE of log-price series
created with estimated parametéranda, with c = 0. Parameters estimated
using LSE and window Of 60 POINES..........uuuuruueiiiiiiiiiiiceeese e 18

Figure 5-8 Top: Log-price series of the STI. Bottd®dMSE of log-price series
created with estimated parametéranda, with c = 0. Parameters estimated
using LSE and window Of 60 POINES..........uuuiiueriiiiiiiiiiieeseees e 79

Figure 6-1 (Left) Net Future Value curve where ¢hare three cash flows. Initial and
final cash flows are negative while the second ¢ashis positive. (Right)
Net Future Value curves of modified cash flow whigsefinal cash flow is
increased and the Origin ... 95

Figure 6-2 (Left) Net Future Value curves of maelificash flow where the final cash
flow is decreased and the original cash flow. R@anoves in the correct
direction to r2’ when the final cash flow is inceea. (Right) Net Present
Value curve of the cash flow stream, (-1, 5, -6)cltdemonstrates multiple
internal rates of return. When the initial casiwflis increased, the rate at 2
moves in the positive direction while the rate aetreases. Intuitively, the
rate at 2 is the relevant internal rate of return................cccooeeee. 96



LIST OF TABLES

Table 3-1 Using Pure Time Delayed Rates as inmmtEf/R/USD .................ooeoeeeeeeeeee. 26
Table 3-2 Using Moving Averages as inputs for EUBID...............ccccccoviiiiiiiiienneeeenn. 30.
Table 3-3 Using Lagged 5-day Moving Average astsjfor EUR/USD........................... 31
Table 3-4 Using Lagged 10-day Moving Average aslisfior EUR/USD ......................... 31
Table 3-5 Using Log-Returns to Predict Log-Retumitiout normalization....................... 33
Table 3-6 Using Log-Returns to Predict Log-Retumits linear normalization (0O, 1) ........ 34
Table 3-7 Returns Added Back on Price for EUR/USD.............cccccviiiiiiiieeiiiniiiiien, 35
Table 3-8 Using Returns and Price as Input for BUSEY ...........cccocoooeiiiiiiiiiiiee 36
Table 4-1 Using Interpolated Future Price as Infatshe EUR/USD .........ccccovveeeeiiiiinins 41
Table 4-2 Using Constant Perfect Future Pricesiasts for EUR/USD ............oevvvvvvviinnnns 42
Table 4-3 Step Analysis When Using Perfect FutuieeB as inputs for EUR/USD ........... 43
Table 4-4 Using Individual Interest Rates or Tligiference as Inputs for GBP/USD....... 51
Table 4-5 Using Individual GDP or Their Differenae Inputs for GBP/USD..................... 52
Table 4-6 Using Individual CPI or Their Differenas Inputs for GBP/USD....................... 54
Table 4-7 Using Individual Trade Balance or Theifféence As Inputs for

(€127 =10 5T I LS 55
Table 4-8 Using Fundamental Data as inputs for GBI ...............oovvvvvvvviivivviiniiiininnn. b6
Table 5-1 Simulation Results: Least Squares ESMAL..............cceeeeiiieiiiieiieniieneeeeeenn, 76
Table 5-2 Simulation Results: Maximum likelihoodiB®stion...............cccccceevvvveeeneen. 16
Table 5-3 Simulation Results: Mean RMSE ..o 77
Table 5-4 Mean RMSE When Applied To Historical MetrBata...................ccoovvvvveeeeennne. 78
Table 6-1 Example of Dollar CoSt AVeraging.............eeveeeeeeieeieeieeeeeiieeieeeeeeeeeieeeeeeeeees 83
Table 6-2 Example of Value Cost Averaging Assunint0% Return & Bank

INtEreSt RAE OF 20 ......viiiieiiiiee ettt e 86
Table 6-3 Mean IRR for Short-term Performance BEIA............oooiii on
Table 6-4 Mean IRR for Short-term Performance ofiled VA in the DJIA................. 102
Table 6-5 Mean IRR for Long-term Performance inBD3A ............viiiiiiiiiieiiiee e, 30
Table 6-6 Mean IRR for Long-term Performance of Mied VA in the DJIA................ 104
Table 6-7 Mean IRR for Short-term Performance g13&P500...............ovevveiviiiiiiinnnnnnnes 106
Table 6-8 Mean IRR for Short-term Performance ofifed VA in the S&P500............ 106



Table 6-9 Mean IRR for Long-term Performance in®8P500..................ccceeeivnnenn, 108

Table 6-10 Mean IRR for Long-term Performance ofdified VA in the S&P500 .......... 109
Table 6-11 Mean IRR for Market Return of 5% witlr 0.3281 and\ = 0.001................ 115
Table 6-12 Standard Deviation of IRR for Marketiratof 5% withx = 0.3281 and

AN T 00001 e ——————————— e s 116
Table 6-13 Mean IRR of VA(Combined Cash Flow) frofarying Interest Rates &

MArKEt RETUIMS ...t ee e e e e 118
Table 6-14 Standard Deviation of IRR of VA(Combir@ash Flow) from Varying

Interest Rates & Market REtUINS ..........ooi oo 118

Table 6-15 Mean IRR of Strategies from Varying ity & Market Return of 5% ....... 120
Table 6-16 Standard Deviation of Strategies fromylfeg Volatility & Market Return

(0] TSP 121
Table 6-17 Mean IRR of Strategies from Varying RateMean Reversion for Market

RETUIN OF 50, ettt e e e e e e e e e s 123
Table 6-18 Mean IRR of Modified Value Averaging Fr&varying Rate of Volatility

for Market Return Of 5%0.......cooeiiiii oo 124

Vii



BH

DCA

VA

RI

IRR

NPV

NFV

RMSE

S&P 500

DJIA

STI

P.A.

LIST OF ABBREVIATIONS

Buy and Hold

Dollar Cost Averaging
Value Averaging

Random Investing
Internal Rate(s) of Return
Net Present Value

Net Future Value

Root Mean Squared Error
Standard & Poor’s 500
Dow Jones Industrial Average
Straits Times Index

Per Annum

viii



CHAPTER 1 INTRODUCTION

This thesis addresses two different aspects ofsinvent using modern engineering
methods. First, it studies the effectiveness ofoa-lmear model called artificial
neural network in the prediction of daily foreigrchange rates. Second, it compares
the performance of two different investment stregegdollar cost averaging and
value averaging, in a financial market with meawveréng characteristics. In
chapters 2 to 4 the artificial neural network isadissed along with the empirical
findings of the experiments. The following chapfepresents mean-reversion and
how it is modelled. Finally, chapter 6 reports sienulation results for the two
different investment strategies when used on an@iieh market with mean-reverting

characteristics.

1.1 Forecasting Exchange Rates with ANN

The amount of international trade has experienagatacedented growth over the
past few decades. This increase in global opemato interactions has propelled
the foreign exchange market to be the largest andt riquid of the financial

markets. It has also become a crucial factor fer gshccess of many international

businesses and fund managers who deal with currésicgn a daily basis.



The foreign exchange market also sees direct iatdion from governments as
exchange rates affect economics and politics. Tdraptex interaction of these
varied factors from both the private and publictee@and on a macro and micro
economic levels makes exchange rate prediction @n¢he most challenging
amongst time series forecasting. Yet, the finanoglefits of predicting this volatile
and noisy market have driven academics and pr@autits to predict exchange rates

using numerous techniques.

Amongst these methods, artificial neural networRdNKs) which are function

approximators in system modeling have been usedpadential alternative for time
series analysis. As a multivariate model, it iseabd use a greater range of
information instead of being limited to pure timelalyed data. In the case of foreign
exchange prediction where multiple factors suchfiaslamental and technical
indicators interact, it would be ideal to includeemn as predictors in the model.
Fundamental inputs include the macroeconomic indisasuch as consumer price
index, Gross Domestic Product (GDP), trade surplud interest rates. Technical
inputs include, moving averages, supports andtesgie levels. Individual forecast

results from various sources could also be useapass.

Furthermore, ANNs are a non-linear, non-parametraciel which are data driven.
This allows the entire set of data to be utilizeithaut having to place parametric

modeling assumptions. These two advantages of AbiNs other linear and non-
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linear approaches have led to an increase in @searthe applications of ANNs in

the prediction of exchange rates.

For a good introduction to forecasting foreign extutpe rates using ANN, interested
readers may refer to a survey of this research doea by Huang et al. [26]. They
compare the different methods used by researchHeng dhe forecasting process
from input selection to data pre-processing methadd model selection. They

highlight the advantages and disadvantages ofdaheus ideas put forward.

Another comparison of predictive performances of\Adh exchange rates was done
by Yu L. et al. [7] and focuses on a quantitatinalgsis of the different performance
metrics and empirical findings of different resdems. They conclude that their
methodology produces significantly better resulbkeew using a principal component
analysis of the different performances. This methaddanalysis was used to

overcome the variety of performance metrics progdsedifferent researchers.

Yao et al. [6] was one of the earlier examples ©hg ANN in forecasting foreign
exchange rates, they found the forecasting reseatis promising for most currencies
except the yen. They used simple technical indisali&e the moving average as
inputs to the network. They also highlighted theklaf an automatic facility to
model construction which could alleviate the tinemguming trial and error method.

In fact, this problem was addressed by Refenet 74 around the same time that
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Yao et al. first finished their paper. They propbsed adopted a number of methods

to deal with variable selection and testing modmsispecification.

A variety of different architectures of ANNs weraitpforwvard and compared.
Karmruzzman and Sarker [8] showed that the Scaledjugate Gradient and
Backpropagation with Baysian Regularization model®re comparable in
performance when forecasting six foreign currenagmnst the Australian dollar. Qi
and Zhang [5] expose several problems in usingmmédon-based in-sample model
selection criteria in selecting the best model ieckure. They conclude that there is
no apparent connection between in-sample modeinfit out-of-sample forecasting

performance.

This is further supported by Panda and NarasimBanwvho used a single hidden
layer feedforward ANN to make daily predictions bfdian rupee/US dollar

exchange rates. They conclude that ANN give battsample forecasts than linear
autoregressive and random walk models. Howeverptitef-sample results for the

ANN are mixed and do not outperform the linear eagoessive model consistently.

Using monetary fundamentals as inputs, Qi and W8] {idd that an ANN with
market fundamentals as input cannot beat the rarnalknin out-of-sample forecast

accuracy.



1.2 Mean Reversion and Money Management

Dollar cost averaging has been touted by many psatdeal financial advisers as a
superior investment technique. The investor wigum of money to invest does not
invest the entire sum immediately. Instead, at Bgusaheduled intervals through
time, a fixed amount of the capital will be invaktén this way, the investor will

purchase more shares when prices are low andHasssswhen prices are high.

Value averaging amplifies the benefits of dollastcaveraging. If buying fewer
shares when prices are high is a good idea, thersbould take the opportunity to
sell some shares as well. This technique requinesirtvestment to grow by a
predefined amount each period. The amount of monegded to bring the
investment up to the target level is added eacioghelf the value of the investment
is above the target level, we bring the investniuk down to the target level by

selling shares.

These trading rules and their resulting profitapiliely on the properties of the
financial markets. The random walk description @frkets has recently come under
attack as such a process may diverge over timeltirgsin infinite profits or losses.
There is no longer an acceptable model which camskd to prove the effectiveness
of these rules. However, mean reversion behavibibéed by security prices has

recently been recognized by theorists. In real avdihancial markets, arbitrage



opportunities do arise, generating trading actidtgned at exploiting mispricing.
This contributes to drive the asset prices towheil theoretically fair or equilibrium

values. Mean reversion is the best way to captusectfect.

Dollar cost averaging has been around for decddesy Sharpe’s classic text in
1978 to current popular publications like MalkieRandom Walk down Wall Street
[22], which is a compilation of academic theories investment explained for the
average man in the street. It has a section whigims that, “This technique is
controversial, but it does help you avoid the ws$lputting all of your money in the
stock or bond market at the wrong time.” No exptem is given for the

controversial aspect of this technique.

Johnson and Krueger [13] have shown that dollar @esraging falls short of a buy
and hold strategy, which involves a lump sum investt up front. This is when the
two techniques are used on two decades of histarloaings of the Standard &
Poor’'s 500 and Dow Jones Composite Index. OnlyNASDAQ showed contrary
results. They used two different metrics of perfante, the dollar value of

investments at the terminal date and the compouadedal returns.

Marshall and Baldwin [14] did a statistical comgan of dollar cost averaging and
random investing techniques. They used the interai@ of return to an investor

from simulated market scenarios under both dollest averaging and random
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investing techniques as a base of comparison. Tthey that there is no statistical
difference in the internal rates of return achiew®sd each technique. Later on,
Marshall [15] compares dollar cost averaging toalarnative investment strategy,
value averaging. He prevents extensive evidendevtillae averaging does actually
provide a performance advantage over dollar costagyng and random investment
techniques without incurring additional risk. Hes@lconfirms the earlier work of
Marshall and Baldwin [14]. However, Marshall wasable to claim that there was a
statistical difference for market scenarios wittv leariability and a short investment

time horizon.

Marshall [15] uses a random walk hypothesis ands dud implement the use of a
side fund in his simulations. The random walk hyyesis is now generally rejected
as an adequate description of stock price behaWoterba and Summers [16]
presented evidence of mean reversion in stock fréevior. They presented an
auto-regressive (1) model and their results sugdesiat stock returns show positive
serial correlation over short periods and negatiogelation over longer intervals.
The data sets did not permit the rejection of tedom-walk hypothesis at high
significance levels but the sets together suppditedcase against the adequacy of

the hypothesis.

Hillebrand [25] reviews the different mean revegtimodels proposed and highlights

the difference between the two possible mean rerermodels, mean reversion in
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returns and mean reversion in volatility. The lattemplies with the hypothesis of
efficient markets while the other does not. Usirgjlyddata of the Dow Jones
Industrial Average and Standard & Poor’s 500 indexshowed that mean reversion
in returns is a transient but recurring phenomerttemnce confirming Poterba and
Summers’ [16] work demonstrating that mean reversioprices and returns does
exist and it is impossible to tell the null hypadileeof a random walk apart from a

mean reverting trend.

Brennan, Li and Torous [17] found that ‘rationaidividual investors with a well-
defined von Neumann-Morgenstern utility functionneBted from dollar cost
averaging when purchasing individual stocks to &mdn existing portfolio. The
same was found for the purchase of a single stbtkboth cases, dollar cost
averaging was compared with buy and hold and medsuith the Marginal Value
Ratio, the ratio between the expected marginaiiasl per dollar for each strategy.
They were able to reproduce the same benefits winemlated with a mean reverting
model based on the one suggested by Poterba anch&srfil6]. The parameters of
this modified model were chosen by trial and etoogenerate a pattern of positive

serial correlation for short horizons followed bgative correlations.

1.3 Focus and Contributions

The goal of the first section of this thesis isadd to the existing literature by
examining the choice of input variables into a Ergdden layer back propagation
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neural network. The architecture will be fixed vehwarying only the number of
hidden neurons in the hidden layer. First, theat$fen the different methods of data
pre-processing are examined. Second, the use ofafental economic data is

introduced to analyze the impact it has on theiptiee capability of the ANN.

This second part of this thesis aims to contritiotehe literature comparing the
benefits of investment strategies dollar cost ayiegaand value averaging. It will
add onto prior research in three ways. Firstlyséhstrategies will be compared
against the buy and hold strategy. To make val@sagyng comparable to the buy
and hold strategy, a modified version of value agarg is used. Secondly, these
strategies will be simulated on a financial envimemt exhibiting mean reverting
behavior. Finally, we examine the effects of inahgda side money market fund
which allows making loans and deposits at a fixgdrest rate. The performance of
the different investment strategies will be meaduog the internal rate of return

found using Monte Carlo simulations.



CHAPTER 2 ARTIFICIAL NEURAL NETWORKS

The idea behind an artificial neural network (ANN)to replicate the way that the
human brain processes information. Similar to thairnt) the ANN consists of
interconnected units called neurons which are contyngrouped into layers. Each
of these connections between the neurons has éntweadpe associated to it. It is

through the tuning of these weights that the ANKamed to perform its task.

As an input-output model, one of the tasks whictA&IN is capable of doing is the
modelling of nonlinear relationships. This abilitg extract complex nonlinear
interactions between inputs is attributed to itsssnge parallelism and multiple
layers of neurons. The most commonly used ANN ésfeed-forward Multi Layer
Perceptron (MLP) network which is trained via bgeckpagation. The popularity of
this particular ANN is due to the extensive mathicah documentation by

Rumelhart et al. [1] on the MLP and the back-praig algorithm.

2.1 Architecture

A MLP network consists of at least one input lasggresented by the vectdr= (x,
X2, ..., %) and one output layéf = (y1, V2, ..., ¥n)’ Wheren andm are the numbers

of inputs and outputs. In between these two lagez& hidden layers each with their
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own number of hidden neurons.

The feed-forward property means the connectionsvdmt the neurons are only
allowed to move forward. Neurons in the same lage¥ not permitted to be
connected nor are feed-back connections possildeh EBeuron in one layer is
connected to every single neuron of the followiagek. As the signal is passed
forward, the real-valued weight of each connectglh modify the signal while the
receiving neuron will sum up all the signals iteees and add a bias term before

transferring it through its transfer functiprand relaying it on.

This transfer function is also known as an actoratfunction and is necessarily
continuous and differentiable. The common trangfactions used in ANN neurons
are the sigmoidal-type functions like the logistied hyperbolic tangent functions.

Other known functions are the radial basis funcéad the polynomial function.

Hornik et al. [2] have shown that a typical backyagation ANN with one hidden
layer is able to approximate any function if givaufficient free parameters. With
this in mind, the architecture of the ANN used I tsimulations is fixed to one
layer. Considering that the number of neurons ithlibe input and output layers
depends on the input-output model, the only vaeiadkhe number of neurons in the
single hidden layer. In other studies, either aol@ionary approach or a trial and

error method was used to find the optimal solutfeor. this study, the focus is on the
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effect of the types of input hence the number aidan neurons is varied within a

fixed range.

There is only one output neuron which gives theligted exchange rate. The use of
a single output is to prevent a situation wheretiplel outputs lead to conflicting

weights and biased results.

For a three-layered feed-forward MLP network witmputs andh hidden neurons,
the neurons in the input layer do not have trarfsiiections and are used to distribute
the input signals to every neuron in the hidderedayhe output from the hidden
layer is noted by the vectdr= (z, z,..., z)’. The bias terms which are always equal
to one are noted ag andz. The weight associated with each connection frgputin
neuroni to hidden neuron is ﬁijl while the weight of the connection from hidden
neuroni to the single output neuronfg. Thus, the outputs from the hidden neurons

and output neuron are

Z, :¢1(Zﬂijl>g], j=12..,h.

h
y= ¢2( Bz J
i=0
The common choice of transfer function for an ANMNhwpredictive out-of-sample
tasks is a log-sigmoidal transfer function for tiidden layer and a linear transfer

function in the output layer.
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1
1 X) = '
#'(x) m
#°(x)=x.
This enables the ANN to extrapolate out of the eanits training data which is

possible in the context of predicting foreign exupa rates.

2.2 Training

The ANN is trained with a training set of the form

G ={(X,, ) (X, d) -, (X, d, ),
whered, is the desired output from the single output neusntien the input to the
ANN is X, andp is the total number of pairs in the training Sete aim of this

training is to minimize the sum squared erfbrat the output layer over all the

training data by adjusting the weights systemdiical

p

Z(dl _Y|)2-

1=1

E=

N

This cost function is dependent only on the weightsand 4% The standard back-
propagation algorithm by Rumelhart et al. [1] mirges the cost function using the
steepest gradient descent technique to approxith&echange required to each
weight by

=
OB = T

whereo is the learning rate. This is the most importaatameter which determines
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how fast the cost function converges. The optimualuer of the learning rate
depends on the error surface which is often tooptexnto calculate and is often

found through experimentation.

To improve on the speed of training and convergetite Levenberg-Marquardt
algorithm which is an approximation to Newton’s hat is introduced. This method
requires the calculation of the Jacobian mafrinf the partial derivatives of the
network errors with respect to the weights [3]. Thatrix for the weight updates

becomes

pB=(373+p) e,
whereu is a parameter multiplied by some factowhenever a step would result in
an increased and is divided by when there is a decreasedA large value of

makes the algorithm into the steepest descent vah#mallu the Gauss-Newton is

obtained.

Each of the iterations in this algorithm consistéwn passes. First the input vector
X from a pair in training se€f is applied to the ANN to produce outputSecond the
output is compared with the desired outglutfor the pair and the erroE is
propagated backwards and the weights adjusted dingty. If the weights are
adjusted at each of the iterations then this issknas the online mode. On the other
hand, if all the errors are calculated for every pathe training set, which is also

known as an epoch, before updating the weights, known as offline or batch

14



mode. This is the mode preferred by other reseesclas it gives a better
approximation of the gradient at each weight upddence, the batch mode is used

in the training algorithms in this study.

The initial values of the weights are generatechwilguyen and Widrow's [4]
method. The combination of these methods of ims@dlon and estimation may still
encounter the problem of local minimum, hence aaatlwork simulation is run 10
times based on 10 different initial parameter valaed the one with the least sum of
square errors is used for the out-of sample priedicand evaluation. This best
represents the actual use of an ANN for predictwere the user has no knowledge
of the future and will train the ANN till it has ¢hleast error before using it.
However, it should be noted that Qi and Zhang [&hatuded that the in-sample
model selection criteria does not provide a reéajplide to out-of sample prediction
performance. Nevertheless, the lack of more apmtgpmethods leaves this as the

most realistic choice.

2.3 Validation

A well trained ANN is able to generalize and giveod results for independent
input-output pairs not in the training set. If therformance for the training set is
much better than the independent data set, itgislyiprobable that the network has
overfitted by fitting the noise found in the traigidata. A solution to this problem is
the use of a validation set which monitors the guenfance of the network after each
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update of the weights and stops the training wihenperformance gets worse. For
this study, the training was stopped when the perdmce for the validation set got

worse for 5 consecutive updates.

According to the work of Yao and Tan [6], the sifethe training, validation and
testing sets should be 70%, 20% and 10% of theeatell data respectively. This
recommendation comes as a result of the researexgerience. The division of the
collected data is done in a sequential fashion Wightraining set comprising of the

oldest data and the test set has the latest data.

2.4 Performance Measure

This study is focused on the out-of-sample preoindtiof a trained ANN. The ANN

is first trained with the training set until thaiming is stopped when the validation
set performance deteriorates or the maximum numbggining epochs is reached.
With this ANN, predictions are made with tkénput-output pairs in the test set and
the network’s performance is measured by the roeamsquare error (RMSE) and
the directional accuracy (DA) which is the perceetaf correct predictions in terms
of direction changes. These are widely used pedoo®a metrics and were the two
main metrics used by Yu et al. [7] in their compesive comparison analysis model

of fifteen studies which applied ANN to exchange narediction.

Other common performance metrics include the tranduracy (TA), the mean
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absolute percentage error (MAPE), the mean abselube (MAE) and the goodness

of fit (R-value).
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The RMSE is a relevant measurement of performamtg when the aim of the
predictions is to minimize the size of the squaesdors without taking into
consideration the direction of the errors. Howeirerthe financial context, it is
essential that the predictions are in the corr@eiction to determine the course of

action to take, whether the trader goes long ortsltence, this metric has to be
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used together with DA to ensure profitability irethredictions made by the ANN.

2.5 Simulation Environment and Verification

The simulations were run using the Matlab 7.2 safewpackage implemented on

Windows XP.

To ensure that the neural network designed in Matlas performing correctly, the
network was used to replicate the results of otbsearchers and their experiments.
The principle considerations when choosing whigbeexnents to replicate were:

a) Detailed source and period of training and testdaa: The paper has to
be very specific about the source of its data aedchoice of inputs to the
neural network. Furthermore, the data has to bdilyeavailable online.

b) Training algorithm: The performance of a network is dependent on the
parameters used in a training algorithm. Thus,pdi@ameters have to be
explicitly stated in the paper.

c) Network architecture:The choices of transfer function and number of
hidden neurons have to be detailed to ensure that résults are

reproducible.

After searching for research papers with such ketaidiscussions on the
development and design of the ANN, three paper® whort listed, Kamruzzaman
& Sarker [8], Yao & Tan [6] and Panda & Narasimh@h
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a)

b)

Kamruzzaman & SarkerThe paper chose its weekly data from the
Reserve Bank of Australia and used daily simple inmp\averages as
inputs to the network. The back-propagation tragnatgorithm did not
use a validation set and terminated its trainingvben 5000 and 10000
iterations. There were no details as to how theimam number of
iterations was chosen. The performance resultbexfe authors were not

reproducible in the Matlab environment developadlics study.

Yao & Tan:The training and testing periods used for the ataa of the
ANN were clearly specified. However, the sourcedata from which
they obtained the Friday closing of the Singapoxehange’s foreign
exchange rates was not stated. Data from anotlhecesavas used for the
same time period and comparison of the statisfitiseoobservations used
was made. There was a slight difference in thassitz# yet the out-of-
sample forecasting results for the specified matehitecture (5-3-1)
were not reproducible with Yao’s performance beimgich better.
Despite getting in contact with Yao through e-maib, further details

were given regarding the development or initialpaeters of the ANN.

Panda & NarasimhanThis article studies the daily spot rates of the

Indian rupee/US dollar exchange rate. The datasd$eam the Pacific FX
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database which is readily accessible online. Thithoas detailed the
training algorithm and specified the various netwarchitectures used.
They had chosen to run the simulations on the Mafal software
package. The training performance of both the myda and out-sample

forecasts were all replicable.

This short exercise in verifying the developmerd aimulation environment for the
ANN has demonstrated the difficulties in replicgtithe results of previous studies
due to the sensitive nature of ANN to its trainangd initial parameters. It has also
verified that the programming of the simulation ieorment is at least consistent

with other researchers.
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CHAPTER 3 DATA PRE-PROCESSING

The foreign exchange markets are considered adyhigjuid markets with over
three trillion U.S. dollars in them. The markete apen 24 hours and traded on three
main exchanges each on their own continent and zione. This makes the already
volatile market have different characteristics dfedent exchanges. To improve the
guality of the raw data, which in this case is dadly closing exchange rate, the data

has to be pre-processed.

Data pre-processing is an important process ofldpiwg) an ANN so as to ensure
that the essential features of the data may baa®ed. In our study, it acts as a filter
which cancels out the noise through the use of ngpwdverages or logarithmic
returns. Another important step is to determinedtect that the number of lags will
have on the performance of the network. Lagged aH&as to older data in a given
time series. If the ANN has an input of the closiatec up to 2 lags, then it would
usecr, Cr.1 andcr., to predictcr,; at its output. Too many redundant inputs will slow
down the training duration and introduce additiotedjrees of freedom which could

lead to overfitting.
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3.1 Data Sets

The data used in this study is the daily foreigehexge rate of the U.S. dollar
against the other three core currencies in theagjlebonomy today, the Japanese

Yen, the British pound and the European Union Euro.

For this section where the different methods ofbdate-processing are examined,
only the daily exchange rates are required andstmeple data set is taken from
Pacific FX database which is maintained by the Sa®thool of Business at the
University of British Columbia. This database mag laccessed online at

http://fx.sauder.ubc.ca/data.htmiwo different data sets were used. The test data

sets were fixed with 252 observations each staftiogn May 1, 2003 to April 30,
2004 and Dec 29, 2005 to Dec 29, 2006. The traidatg was chosen to start from
both Jan 8, 1993 and Aug 25, 1995. This providekl 28bservations immediately

before the evaluation periods.

The earlier test period was chosen to make thdtsesiuthis study comparable to Yu
et al. [7] who concluded using a comprehensive @mpn analysis model that they
had the best prediction ANN compared to earlieeaesh. To ensure that the
performance of the network is not unique to a paldr period, two different time

periods were used in the simulations.
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3.2 Data Division and Normalization

Using the rule of thumb by Yao and Tan [6] mentobrearlier as guidance, the
training set was further split into a training aralidation set with the validation set

making up 20% of the entire historical data set.

Data normalization is one of the most importantpstén the use of an ANN.
Different inputs could have different ranges ancehsure that none of the transfer
functions in the neurons becomes saturated dudai@e input, the input data has to
be normalized. The data set into each input is abred using the maximum and
minimum of each set and it is done independentlyhef other sets. Whereas the
range of the normalization is kept fixed as tran&f@ctions in the hidden layer are
all the same. As the ANN in this study uses thediggnoidal transfer function with
an output range of 0 to 1, both the input and tadgéa should be normalized to (0,
1). This may be done linearly or using the logidtiaction. For this study, the

training data is normalized linearly.

Apart form the obvious methods of normalizationthié data is processed from raw
daily closing rates to log-returns, the data wédleduced to the (-1, 1) range which
is an acceptable range when using the log-sigmoidaisfer function. This

alternative method of data pre-processing is furéixamined via simulations.
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3.3 Experiment Design

In these series of simulations, the ANN will bedi$ar one-step-ahead prediction of
daily exchange rates. Despite having the ANN aechiire fixed to a three-layer
feed-forward network and specifying the transfarctions used in each layer, there
are still other parameters which affect the pertmmoe of an ANN. The other
choices of the number of inputsand the number of hidden neurdns the middle
layer will also affect the network by changing toéal number of parametegsasq

= h(2+n)+1. Having too many free parameters with respechéonumber of inputs
and observations could result in over-fitting. @a bther hand, if there were too few
hidden neurons compared to the number of inputsinaer-fitted network would be
obtained. There are no fixed rules regarding suwbices but there exist some
guidelines like Widrow’s rule of thumb and Baum addussler’s result for valid

generalization, both of which are briefly discusse#iaykin [29].

In this case, as there is only a single type ofiinthe number of inputs would vary
only by the choice of the number of lagged datbegased. In order to avoid a model
selection bias, both the number of lagged datatl@aumber of hidden neurons will
vary. The input data will have lags from 2 to 5 feach method of data pre-
processing while the number of hidden neurons waitly from 4 to 10. The different

performances will be compared to ascertain the ratdges of each pre-processing

method.
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3.4 Results and Discussion

The results of the simulations prediction are shanvthe Appendix. The different

tables report the results on the one-step-aheaticpixe performance for each of the

exchange pairs. The discussion will focus on thdRELED exchange pair in both

scenarios and then cover briefly the other two argle pairs.

3.4.1 Pure Time Delayed Closing Rates

The essential performance measurements of the cgikediresults for pure time

delayed inputs are shown in the Table 3-1. Fig. &d 3-2 are plots showing the

actual historical time series of the test datatiier EUR/USD exchange rate for the

two scenarios.

Table 3-1 Using Pure Time Delayed Rates as inputE YR/USD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario A

n=4 0.00833 0.00830 0.00838 0.00850 0.48413 0.48810 0.48443603

n=5 0.00829 0.00841 0.00837 0.00831
n=6 0.00840 0.00837 0.00835 0.00833
n=7 0.00838 0.00846 0.00845 0.00842
n=8 0.0083¢ 0.0083¢ 0.0084: 0.0084-
n=9 0.00835 0.00848 0.00860 0.00847
n=10 0.00834 0.00836 0.00852 0.00841
Scenario |

n=4 0.0059( 0.0059: 0.0059:. 0.0059:
n=5 0.00592 0.00590 0.00591 0.00591
n=6 0.00594 0.00593 0.00592 0.00592
n=7 0.00597 0.00591 0.00594 0.00595
n=8 0.0059: 0.0059¢ 0.0059: 0.0059:
n=9 0.0059: 0.0059¢ 0.0058¢ 0.0059¢
n=10 0.00595 0.00592 0.00594 0.00597

0.50000 0.47619 0.45638006
0.40476 0.47222 0.44849603
0.43254 0.49603 0.45639603

0.4722: 0.4642¢ 0.4881( 0.4563!

0.44444 0.48810 0.50006825
0.47222 0.50000 0.456384103

0.5079+ 0.5277¢ 0.5039° 0.5119(

0.51587 0.49603 0.50090794
0.49603 0.54762 0.54355190
0.49603 0.48810 0.53534365

0.5476: 0.5079« 0.5119( 0.5476:
0.4920¢ 0.5476: 0.4960: 0.5357:

0.55556 0.52381 0.52738190

26



The initial impression from both the performancenwe and the plots is very good.
The RMSE value is low and the predicted plot fite ictual time series well. The
DA on the other hand is poor with values around 50Btch imply that the ANN

does not have a market-timing ability when usingeptime delayed closing rates.
This is the case regardless of the number of lagig¢al at the input and the number

of hidden neurons.
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Figure 3-3 Price Change Prediction Performanc&fdR/USD Scenario A

Using the trend analysis, it may be seen that #teerk has been trained to output
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today’s exchange rate as the predicted rate footmw. Fig. 3-3 shows the rate
change between tomorrow’s predicted rate and tedate V., — y; while Fig. 3-4

shows the trend change between tomorrow’s predies and today’s predicted
ratey;,, —¥;. The rate change is close to zero as tomorroweslipted rate is

today’s actual rate multiplied by a weighting cldsaunity. The trend change has the
same magnitude as the actual changes but is detgyex period. This demonstrates
that the ANN was not able to extract any relatignstbetween the time delayed

closing exchange rates.
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These results are similar to those for the USD/#Pd the GBP/USD exchange

pairs. Their detailed results may be found in tippéndix.

3.4.2 Moving Averages

Moving averages are one of the most common techaitaysis indicator used by

traders. In this study, the simple moving avensiJés used,

MY = (yT Yt t yT—d+l)'
d

This represents thettrading days’ moving average. These indicatorsaad filter to

the noise present in the daily closing rates.

Other researchers like Yao & Tan [6] and Kamruzzar@aSarker [8] used the
indicatorsM®r, M*r, M?, M®%, M'?% andyy as inputs to the ANN to predicty.
However, they used weekly data instead of dailythwthis setup, they were able to

achieve DA above 65%.

When using the 5, 10, 20, 60 and 120 day movinga@es as inputs, the same
results as shown in Table 3-2 below were not a@dewm our simulations. The
number of hidden neurons was varied between 4 ata ¢heck for any model
selection bias. One of the possible reasons iglieatveekly data contains less noise

and moves much smoother than daily data.
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Table 3-2 Using Moving Averages as inputs for EURDJ

Model RMSE DA
Scenario A

n=4 0.0083: 0.4563!
n=5 0.00834 0.51984
n=6 0.00834 0.51984
Scenario |

n=4 0.0059¢ 0.5079:
n=5 0.00598 0.48016
n=6 0.00496 0.73810

Our study on the other hand uspime delayedd daysmoving average indicators
(M%, My, ..., M'r) together with today’s ratgr to predictyr:1. The number of

lagged or time delayed datas varied from O to 3 whild is taken as 5 or 10.

The results of these sets of simulations are showrable 3-3. Similar to the results
seen earlier when pure time delayed closing raere wsed as inputs; the ANN has
learnt the trend and outputs it with a one periadayl Their performance is
unaffected by the number of lagged data used. dlss the same regardless of the
number of hidden neurons in the network. As beftire,same results are obtained
for the other two exchange pairs. This leads tactrelusion that lagged 5 day or 10
day moving averages when used separately doesametdny relationship with the

closing rate which allows them to be used in tiees prediction.
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Table 3-3 Using Lagged 5-day Moving Average as isfor EUR/USD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)
Scenario A
n=4 0.00835 0.00833 0.00832 0.00830 0.45238 0.51190 0.49266397
n=5 0.00834 0.00837 0.00840 0.00839 0.48016 0.46825 0.45236082
n=6 0.00838 0.00835 0.00837 0.00838 0.49206 0.47222 0.468264P9
n=7 0.00833 0.00837 0.00833 0.00845 0.50794 0.48413 0.4920B609
n=8 0.0083! 0.0083¢ 0.0084: 0.0084!  0.4642¢ 0.4642¢ 0.4642¢ 0.4563!
n=9 0.00834 0.00836 0.00841 0.00843 0.47619 0.46032 0.4884R460
n=10 0.00837 0.00835 0.00839 0.00838 0.45238 0.49206 0.47222857
Scenario |
n=4 0.0059: 0.0059: 0.0059: 0.0059:  0.4920¢ 0.4841: 0.4920¢ 0.4682!
n=5 0.00590 0.00594 0.00597 0.00597 0.49206 0.48810 0.488412P2
n=6 0.00595 0.00595 0.00597 0.00594 0.51984 0.50397 0.50352778
n=7 0.00599 0.00597 0.00601 0.00604 0.52381 0.53571 0.49653984
n=8 0.0059( 0.0059¢ 0.0059¢ 0.0059°  0.5158' 0.5158" 0.4841:! 0.4801¢
n=9 0.0059: 0.0059: 0.0060: 0.0059:  0.5674¢ 0.5039" 0.4722: 0.4603.
n=10 0.00598 0.00601 0.00601 0.00600 0.48810 0.49603 0.50357190
Table 3-4 Using Lagged 10-day Moving Average asiisfior EUR/USD
No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)
Scenario A
n=4 0.00833 0.00835 0.00835 0.00834 0.47222 0.50794 0.47648006
n=5 0.00833 0.00833 0.00836 0.00828 0.44841 0.48810 0.452386429
n=6 0.00836 0.00837 0.00832 0.00836 0.46032 0.46825 0.50794800
n=7 0.00835 0.00835 0.00833 0.00840 0.48016 0.50794 0.49205685
n=8 0.0083: 0.0083: 0.0083! 0.0083°  0.4881( 0.4801¢ 0.4801¢ 0.4960:
n=9 0.00838 0.00838 0.00838 0.00837 0.43651 0.46825 0.47646082
n=10 0.00834 0.00834 0.00836 0.00835 0.47222 0.50397 0.49208006
Scenario |
n=4 0.0059: 0.0059: 0.0059: 0.0058¢  0.4920¢ 0.4801¢ 0.4801¢ 0.5238:
n=5 0.00591 0.00590 0.00594 0.00591 0.49206 0.47222 0.47639190
n=6 0.00590 0.00593 0.00593 0.00594 0.55556 0.50397 0.48830587
n=7 0.00600 0.00593 0.00600 0.00593 0.54365 0.50794 0.4883079%4
n=8 0.0059! 0.0059¢ 0.0059¢ 0.0059:  0.5357: 0.5158" 0.5158" 0.5119(
n=9 0.0059: 0.0060: 0.0059¢ 0.0059(  0.5238: 0.5238: 0.4642¢ 0.5674¢
n=10 0.00611 0.00599 0.00594 0.00597 0.55556 0.51984 0.535335D1




3.4.3 Log-Returns

It is common for research in the finance field teeuogarithmic returns when
analyzing a price series instead of the price setself. This is because the use of
log-returns enables us to get past the problenopfstationarity and outlier effects.

In so doing, the prediction bias may be removed.

The log-returrr at dayT is

_ Y
r. = Iog(—Tj :
! Yra

Using O to 3 lagged log-returnsr( ry.1, rr-2, rr-3) as inputs, the ANN is trained to
predict the following day’s log-returmr.;. To avoid model selection bias, the

number of hidden neurons is varied from 4 to 10.

As discussed earlier, converting the raw closirig s@ries data into log-returns is a
form of normalization to an appropriate range fgout into an ANN. This method of
normalization is compared against using the maximachminimums of the training

data to normalize linearly into the (0, 1) range.

Table 3-5 and 3-6 compares the performance of ttvesalifferent methods of data

pre-processing during the test data set. As cordgaréhe previous two methods of
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using lagged closing rates and moving averages,Dikeperformance improves
greatly when lagged log-returns are used as inpytsedict the following day’s log-
returns. The average DA for these networks is apprately 70%. When looking at
the R-value of the returns performance, a surgigitow average of 0.58 is found.

This indicates a poor fit of the predicted out @fgple performance.

Both methods of normalization produce approximatbl/ same results. The choice
of the number of hidden neurons and the numbeng@ddd log-returns data to be
used as inputs did not have a major impact on éselts. Once again, the same

trends are seen for the other exchange pairs.

Table 3-5 Using Log-Returns to Predict Log-Retustithiout normalization

No. of Lag: 0 1 2 3 0 1 2 3
Model RMSE DA (%)

Scenario A

n=4 0.00698 0.00697 0.00696 0.00704 0.74206 0.74603 0.74603603
n=5 0.00698 0.00700 0.00703 0.00704 0.74603 0.74206 0.75008397
n=6 0.00698 0.00702 0.00705 0.00708 0.74206 0.74206 0.75383800
n=7 0.00699 0.00710 0.00701 0.00709 0.74603 0.74206 0.74603206
n=8 0.0069° 0.0070! 0.0069° 0.0072( 0.7420¢ 0.7460: 0.7381( 0.7460:
n=9 0.00696 0.00700 0.00701 0.00735 0.74603 0.74206 0.74208006
n=10 0.00711 0.00704 0.00716 0.00714 0.73810 0.74603 0.74603403
Scenario |

n=4 0.0046" 0.0047( 0.0046¢ 0.0047: 0.7738: 0.7698: 0.7738. 0.7698:

5 0.00467 0.00470 0.00468 0.00474 0.77778 0.77381 0.7733379%4
6 0.00467 0.00469 0.00468 0.00468 0.76587 0.77381 0.76587778
7 0.00468 0.00469 0.00470 0.00472 0.77381 0.77381 0.75798587
8
9
1

0.0046¢ 0.0046¢ 0.0047( 0.0046¢ 0.7698+ 0.7658" 0.7658" 0.7698c¢
0.0046¢ 0.0047: 0.0047: 0.0047: 0.7658" 0.7698¢ 0.7738. 0.7619(
=10 0.00466 0.00468 0.00470 0.00473 0.76587 0.75794 0.76536984

> 3 53 5 35 35
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Table 3-6 Using Log-Returns to Predict Log-Retusith linear normalization (0, 1)

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)

Scenario A

n=4 0.00698 0.00699 0.00697 0.00696 0.74206 0.74206 0.74603000
n=5 0.00699 0.00700 0.00693 0.00701 0.75000 0.74603 0.74603397
n=6 0.00697 0.00702 0.00691 0.00714 0.74206 0.75000 0.74206206
n=7 0.00699 0.00702 0.00696 0.00704 0.74603 0.74603 0.75008800
n=8 0.0069¢ 0.0069° 0.0070. 0.0070¢ 0.7500( 0.7420¢ 0.7500( 0.7500(
n=9 0.00698 0.00699 0.00703 0.00704 0.74603 0.75000 0.74608190
n=10 0.00700 0.00710 0.00712 0.00699 0.74603 0.74206 0.75005000
Scenario |

n=4 0.0046¢ 0.0047( 0.0046¢ 0.0047: 0.7777¢ 0.7777¢ 0.7738. 0.7738:

5 0.00467 0.00470 0.00470 0.00471
6 0.00466 0.00469 0.00470 0.00473
7 0.00467 0.00469 0.00471 0.00470
8
9
1

0.0046° 0.0046¢ 0.0046¢ 0.0047(
0.0046¢ 0.0046¢ 0.0046¢ 0.0047-
0 0.00465 0.00470 0.00470 0.00469

5 53 53 5 5 5

0.77778 0.77381 0.785717178
0.76984 0.77778 0.77388587
0.77778 0.77381 0.76587381
0.7698¢ 0.7777¢ 0.7738. 0.7777¢
0.7658" 0.7777¢ 0.7698¢ 0.7698¢
0.76587 0.77778 0.77778778

3.4.4 Rates Prediction with Returns

The ability to predict log-returns in the correatedtion will only be useful if this

may be translated into the more difficult predintiaf exchange rates. Two different
methods are examined. First, the predicted logsnatutaken from the ANN, then its
exponential is used together with today’'s excharaje to calculate tomorrow’s

estimated rate. Second, today’s exchange ratelisded as one of the inputs into the

ANN to check if there exists a non-linear relatioipswhich may be extracted.



These two simulations will use the linear normdl@a method. Since the
performance of the returns prediction earlier oa eglatively insensitive to the
number of lagged inputs and hidden neurons usedsithulations were ran varying
the lagged log-returns as inputs from 0 — 3 antl wie ANN architecture of varying
at a reduced scale between 5 - 7 hidden neurgmet@nt model selection bias. The

results of the simulations are presented in TableaBd Table 3-8.

These results are in line with the paper writtenPaynda & Narasimhan [9] where
both the out and in sample performance of neurévorés was tested on the
INR/USD exchange rate pair using log-returns asitsipin this study, it was found
that the performance of the ANN was much poorernwtie predicted log-returns

were converted back to the price series.

Table 3-7 Returns Added Back on Price for EUR/USD

No. of Lag: 0 1 2 3 0 1 2 3

Mode| RMSE DA

Scenario A

n=5 0.0083 0.0083 0.0084 0.0084 0.4802 0.5595 0.5159 0.5238
n=6 0.0083 0.0083 0.0083 0.0084 0.5317 0.5317 0.5357 0.5397
n=7 0.0083 0.0084 0.0083 0.0085 0.5000 0.4762 0.4683 0.5000
Scenario |

n=5 0.005¢ 0.005¢ 0.005¢ 0.005¢ 0.504( 0.5437 0.511¢ 0.468:
n=6 0.0058 0.0059 0.0059 0.0059 0.5238 0.5119 0.5159 0.4921
n=7 0.0059 0.0059 0.0059 0.0059 0.5397 0.5079 0.5159 0.4643

When comparing these two methods of incorporatimegpredicted returns series to
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estimate the exchange rate, neither method outpesfthe other consistently. They
are both sensitive to the choice of the numbemptiis and the number of hidden
neurons without any clear relationship as to hows¢h parameters affect their
performance. None of the performance metrics agaifstant enough for use in
actual trading and are similar to the results foeadier when using the pure time

delayed closing rates and moving averages.

Table 3-8 Using Returns and Price as Input for ELST

No. of Lag: 0 1 2 3 0 1 2 3

Model RMSE DA

Scenario A

n=5 0.0083 0.0084 0.0083 0.0083 0.4722 0.5000 0.4643 0.4921
n=6 0.0084 0.0083 0.0083 0.0084 0.4881 0.5040 0.4802 0.4881
n=7 0.0084 0.0084 0.0084 0.0084 0.4603 0.4762 0.5159 0.4960
Scenario |

n=5 0.005¢ 0.005¢ 0.005¢ 0.005¢ 0.492. 0.511¢ 0.507¢ 0.507¢
n=6 0.0059 0.0059 0.0059 0.0060 0.4921 0.4722 0.5159 0.4881
n=7 0.0059 0.0059 0.0059 0.0059 0.5000 0.4881 0.5198 0.4841
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CHAPTER 4 USE OF FUNDAMENTAL DATA

The foreign exchange rate is linked to the fistahdings of the countries, their trade
relations, key interest rates and inflations rateere are other factors and economic
data which do affect the minor fluctuations butsingenerally do not influence the
long term trend. Economic data which are knowndattirs of trade relations and the
level of inflation are the Gross Domestic Prod@&D@), quarterly export and import
numbers and the Consumer Price Index (CPI). Togetlik interest rates, these sets
of figures were chosen by Yu et al. [7] as inpats itheir ANN for three reasons: (1)
these variables represent fundamental featureswancANN should detect in order
to obtain correct outputs; (2) they should haveiatimn which leads to
generalization and not memorization; and (3) thlegutd not have a case where
identical inputs give different outputs. The secoadson provided does not justify
the choice of such data as Yu et al. later go gotot out that these macroeconomic
figures are not available on a daily basis andimpeat as constants over the given
guarter or time period when it is left unchangebley consider these “explanatory

variables as dumb variables to adjust the neutalork forecasting model”.

Financial markets have been hypothesized to benigaddicators of the economic
or business cycles. They are bearish before asiereand bullish before economies
start expanding again. This is because the pritésancial securities or exchange
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rates in this case are determined not only by radpt free formulas but also with
investor’'s sentiments and expectations. Of courgertove will not necessarily be in
the correct direction all the time and even thenrtharket is quick to correct itself.

Whether this is done efficiently or not is still tgr debate among the academics.

If the financial markets are in fact leading indara, then the introduction of
coincident or lagging indicators such as the GDME &Pl should not contain
information or relationships which may improve therformance of the ANN. An
alternative to this is to use measures of marketirsent or expectations as inputs
into an ANN to see if it is able to extract a relaship between this data and the

exchange rates to predict future rates.

In this chapter, the influence of the fundamentabremic figures on the
performance of the ANN will be examined. On toptludt, a novel approach is used
to check the effects of using a leading indicatbexchange rates to the predictive
power of an ANN. This approach helps to overcongeptoblem of insufficient data
and uses a future closing rate as a measure ofemsektiment. The limit at which

this measure loses its predictive properties is @gestigated.

To avoid any confusion, the single output of the M known as theredicted
exchange rate while the input which serves as tiaerd price is known as the

forecastedexchange rate.
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4.1 Perfect Future price

In the previous chapter, simulations of ANN usirayigus pre-processing methods
were examined. Unfortunately, none of the methdasved any contribution to an
improved predictive performance of the ANN. Henaehie following simulations of
this chapter, only pure time delayed exchange maié®e used as inputs along with
the market future price. The imaginary experimeimtdicator which was chosen is
the weekly closing exchange rate. This is the olpsate of the last trading day of
each week. As the quotes on the Pacific Saudebastaare noon spot exchange
rates from the Bank of Canada at around 3pm EaStene, the Canadian holiday
schedule applies and if there is no trading onidalyr then the latest trading day’s

close will be taken.

It was demonstrated earlier that the number of énddeurons did not have a
significant impact on the performance of the ANNentthey were in the range of 4
to 6. To save time, the simulations in this chaptere run on an ANN with 4 to 6
hidden neurons and pure time delayed exchange faies 2 to 4 lags. Further
simulations were run to eliminate the possibilifynoodel selection bias but their

results were left out to save space as they wemnsequential.

4.1.1 Different Time Frames

The future prices have a weekly frequency whiletthree series which the ANN is

predicting has a daily frequency. There are twcsiixds approaches to overcome this

39



issue of different time frames. First, the weeklyufe prices may be kept constant
and used as daily inputs. Second, the future mckthis week’s closing price may
be used to interpolate 5 data points to represeiatilg future price series as shown

in the figure below.

Interpolation of Daily Future Prices
12 T T

1.198¢ Future Price———>» {

1.196 R

1.194 | O 1

1.192 R

1.19+ a

1.188 R

EUR/USD Exchange Rate

1.186 -
1.184 | o .

1.182+ -
&£ This Week's Closing Price
1 l

1.18
1 2 3 4 5 6

Days

Figure 4-1 Interpolations of Daily Future Prices

4.1.2 Interpolated Future Price

The results of the simulations for the EUR/USD &nel two different periods are

shown in Table 4-1. It is evident that the use It tnterpolated future weekly

40



closing rate as an input to the ANN is able to iower its predictive performance.
This is seen from the reduced RMSE and the high&rwiben compared to the
performance of an ANN without the usefofecasted(No FC) or future prices as
inputs. Using the Pesaran-Timmermann test for Sagmice of directional accuracy,
a p-value close to 0 is obtained for all of the wdamtions, which indicates the
predicted exchange rates have market-timing alefgn higher than a 99% level of

significance.

Table 4-1 Using Interpolated Future Price as Infutshe EUR/USD

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Model RMSE DA

Scenario A

n=4 0.0065 0.0065 0.0065 0.0083 0.7063 0.6905 0.6984 0.5119
n=5 0.0064 0.0064 0.0064 0.0083 0.7024 0.7063 0.7024 0.5159
n=6 0.0065 0.0065 0.0064 0.0084 0.7103 0.7103 0.7143 0.5040
Scenario |

n=4 0.004< 0.004t 0.004t 0.006¢( 0.742: 0.742: 0.742: 0.511¢
n=5 0.0044 0.0044 0.0045 0.0060 0.7381 0.7421 0.7421 0.4881
n=6 0.0045 0.0045 0.0045 0.0059 0.7500 0.7460 0.7421 0.4881

4.1.3 Constant Future Price

The results of the simulations using constant futprices as inputs for the
EUR/USD pair and the two different periods are shaw Table 4-2. It is evident

that the use of the constant future weekly closatg as an input to the ANN is able
to improve its predictive performance. This is séem the reduced RMSE and the

higher DA when compared to the performance of anNAWNithout the use of
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forecasted(No FC) or future prices as inputs. Using the Pesdimmermann test
for significance of directional accuracy, a p-vatliese to O is obtained for all of the
simulations, which indicates the predicted excharages have market-timing ability

even higher than a 99% level of significance.

Table 4-2 Using Constant Perfect Future Pricesipists for EUR/USD

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Mode! RMSE DA (%)

Scenario A

n=4 0.0068 0.0068 0.0069 0.0083 0.7302 0.7421 0.7262 0.5119
n=5 0.0067 0.0068 0.0069 0.0083 0.7341 0.7262 0.7341 0.5159
n=6 0.0068 0.0068 0.0068 0.0084 0.7341 0.7302 0.7262 0.5040
Scenario |

n=4 0.004¢ 0.004¢ 0.004¢ 0.006( 0.730: 0.730: 0.730: 0.511¢
n=5 0.0049 0.0049 0.0049 0.0060 0.7222 0.7341 0.7302 0.4881
n=6 0.0050 0.0050 0.0049 0.0059 0.7381 0.7341 0.7222 0.4881

The use of the interpolated future price and thestant future price does not have a

significant difference when compared against edbhro

4.1.4 Step Analysis

To further understand the impact of using the merfature exchange rate as an
input, an analysis of the degree of errors classifiy the number of steps away from
the end of the week was made. If the last tradaygaf the week is a Thursday then
the predicted rate for the Monday at the beginmihthe same week is considered to
be three steps away. Table 4-3 shows the break@éwow many days of the 252

test days fall into each category of steps for &tNAwith 4 hidden neurons. As
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expected, there are fewer days which are 5 stepsaing days away from the end

of the week.

Table 4-3 Step Analysis When Using Perfect FutureeB as inputs for EUR/USD

EUR/USD GBP/USD USD/JPY EUR/USD GBP/USOSD/JP’

Step: RMSE DA

Scenario /

s=1 0.0064 0.0302 0.4046 0.9434 0.6792 0.8868
s=2 0.0068 0.0332 0.4016 0.5094 0.7358 0.6415
s=3 0.0065 0.0330 0.5451 0.6731 0.6346 0.7500
s=4 0.0078 0.0364 0.4808 0.7843 0.5490 0.7255
s=5 0.006¢ 0.037C 0.709¢ 0.720¢ 0.488: 0.534¢
Scenario |

s=1 0.0044 0.0087 0.4611 0.9434 0.8113 0.9245
s=2 0.0041 0.0071 0.3730 0.7736 0.6792 0.8113
s=3 0.004¢ 0.007: 0.452¢ 0.6737  0.711f 0.750(
s=4 0.0050 0.0086 0.5753 0.6863 0.6471 0.6078
s=5 0.0064 0.0080 0.5772 0.5581 0.6279 0.6047

The RMSE and DA values given above are with respethe predictions for that

category of steps. This breakdown demonstratesth@apredictions made 1 step
away from the last trading day of the week weresggiantly the most accurate in
terms of direction except for scenario A of the GB®D pair. On the other hand, the
RMSE does not have a consistent trend. The two getadhe five steps with the

lowest RMSE values were found amongst steps 1,3 ©he overall results come as
no surprise and leads to the conclusion that usipgrfect future price does help the

predictive capabilities of an ANN.
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4.2 Noisy Future price

Indicators ideally have a perfect correlation vilike underlying property which they
track. However, sentiment or market expectationmigossible to quantify unless a
thorough survey of all market participants can lz&len The closest thing to a survey
of every investor's sentiment is the change ingwias buyers and sellers come to a
consensus on the value of the security. Even th@mne can be certain if the prices

readily reflect the crowd’s expectation.

The effects of such uncertainties are examinedetaidwith the aim of finding the
limit at which theforecastedprice will cease to aid the ANN in improving its
predictive performance. These uncertainties are effetl as noise into the
simulations introducing into the testing sefttwecastedprice inputs, leaving the
forecastedprice series in the training set perfect. The lefelvhite noise with zero
mean and unit variance to be added varies from *®%5% of the mean of the

perfectforecastedrice series.

Due to the stochastic nature of introducing thisteviGaussian noise, the level of
noise effectively added onto therecastedseries is measured by the level of
correlation between the noisy and perfect seriées& simulations are run 1000
times at each 0.5% interval and the mean of theeladions noted. The mean of the

performance metrics, RMSE and DA, will also be take be representative of the
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predictive capabilities of the ANN with that lewai noise.

In this experiment, the architecture of the ANNixed with 4 hidden neurons. The
pure time delayed exchange rates as inputs will bésfixed at 4 lags. These rates
are input along with the noisforecastedrates for a one-step prediction of the

following day’s exchange rate.

The results of the simulations for the EUR/USD paiboth scenarios highlight that
the accuracy of the future price does have an efie¢he predictive performance of
the network. As the level of noise decreases, disated by an increasing correlation
between the noisy and the perfémtecastednput in the test period, the directional
accuracy of the trained ANN improves. The size lnd RMSE also decreases
significantly. A similar result is also found fdne other two currency pairs and for

both scenarios. The graphs are found in the appendi
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4.3 Fundamental Data

Economic data like the interest rates, Gross DamBsbduct (GDP), quarterly trade
balance numbers and the Consumer Price Index (&R traditionally been the

fundamental driving forces for exchange rate tremigailed explanations of how

such figures reflect the current productivity aratle relations of countries are found
in most entry level economic textbooks. In brieflation is measured by changes in
the Consumer Price Index. When inflation increaties) it implies that the domestic
price of consumer goods has run up as comparets teeighbours. Exports would

become too expensive while imports will look in@iegly cheaper. The currency
would thus become uncompetitive and would resul ipalance of payment crisis
and a trade account deficit. Foreigners would tms#idence in the currency and sell

it off to repatriate funds.

With such well established qualitative relationship economic literature, it could

be possible that a more quantitative relationshgy ine extracted from this set of
economic figures. This was examined by Yu et gl.wio had outstanding results

using these fundamentals along with lagged excheatge when training an ANN to

predict future rates. They concluded that they dtaistanding results after doing a
comprehensive principal component analysis of pabtished research in the same
field.

48



The research study included the EUR/USD pair ewaforb the actual inception of
the European Union (EU). There were no details ca$dw they obtained the
economic figures of the Euro area for the earlygas: They could possibly have
blended the individual economic data and exchamgesrof each EU country to
achieve a representative figure. However, theyr latenclude these “explanatory
variables as dumb variables to adjust the neuréark forecasting model”. It
should also be noted that Yu et al. did introducenaified cost function whilst
training their ANN. Perhaps it was this adjustmevitich led to the improved

performance.

Similar to their work, a study on the relationsbigtween this set of four economic
figures and their ability to improve the predictiperformance of an ANN is made.
As there are two countries for each exchange rate gtotal of eight new inputs are
introduced into the ANN. These figures are updatec quarterly basis and are kept
constant throughout the quarter. The source of sufonmation is the International

Financial Statistics database maintained by thertiational Monetary Fund.

The number of hidden neurons of the ANN is variegif 4 to 6 to prevent any
model selection bias while the pure time delayecharge rates used as inputs are
fixed at 4 lags. To form a comparison, a perfettriel price such as tHerecasted

exchange rate used earlier is added on as an input.
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First, the influence of each of these fundamemigdicators is tested independently by
using only a pair of indicators, one from each doynas inputs into the ANN.
Second, all the indicators will be used as inptitth@ same time to examine if they

improve the predictive capabilities of the ANN.

4.3.1 Interest Rates

The foreign exchange rate between two currencieslaged to the interest rates in
the two countries. If the interest rate of a foreigurrency relative to the home
country goes up, the home currency weakens. Inr otioeds, it takes more of the

home currency to buy the same amount of foreigrecay.

When interest rates in a country rise, investmbatd in that country’s currency will
earn a higher rate of return. Therefore, moneyianestments will tend to flow into
that country. This in turn drives up the valuetsfdurrency. The reverse is true when

a country’s interest rate falls.

From the results in Table 4-4, the use of interatds or the difference between the

rates does not improve the performance of the ANNsistently.
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Table 4-4 Using Individual Interest Rates or THgifference as Inputs for GBP/USD

Forecas Individual Difference Individual Difference
Mode! RMSE DA

Scenario ;

n=4 0.0199 0.0162 0.4722 0.4365
n=5 0.0144 0.0646 0.5079 0.4444
n=6 0.0185 0.0173 0.4325 0.4405
Scenario |

n=4 0.023¢ 0.011: 0.480: 0.448:¢
n=5 0.0148 0.0132 0.4722 0.4643
n=6 0.0124 0.0123 0.5437 0.4921

4.3.2 Gross Domestic Product

The Gross Domestic Product (GDP) is the measuaw@fage economic activity and
it is the broadest measure available. GDP growitidely considered as the primary
indicator of the strength of economic activity ie@untry. GDP is a representation of
the total value of a country's production withire theriod and is made up of the
purchases of domestically produced goods and ssn\by individuals, businesses,

foreigners and the government. The GDP is repanted quarterly basis.

As GDP reports are often subject to substantialrtqu#o-quarter volatility and
revisions, it is preferable to follow the indicaton a year-to-year basis. It can be
valuable to follow the trend rate of growth in eaxdtthe major categories of GDP to

determine the strengths and weaknesses in the mgono

A high GDP figure is often associated with the estpgons of higher interest rates,
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which is frequently positive, at least in the shiatm, for the currency involved,
unless expectations of increased inflation presssreoncurrently undermining

confidence in the currency.

Table 4-5 Using Individual GDP or Their Differenas Inputs for GBP/USD

Forecas Individual Difference Individual Difference
Mode! RMSE DA

Scenario ;

n=4 0.0298 0.0298 0.4484 0.4722
n=5 0.0227 0.0372 0.4444 0.4365
n=6 0.0471 0.0381 0.4524 0.4325
Scenario |

n=4 0.010¢( 0.022¢ 0.468: 0.555¢
n=5 0.0562 0.0161 0.5278 0.5516
n=6 0.0112 0.0260 0.4921 0.5238

From the results in Table 4-5, the use of GDP @ dtlifference between the

indicators does not improve the performance ofAN&l consistently.

4.3.3 Consumer Price Index

The Consumer Price Index (CPI) is a measure oatggegate level of prices of a
fixed basket of goods and services. The changdelenCPI are considered as an

inflation indicator.

Reported on a monthly basis, the CPI is a primaflation indicator because
consumer spending makes up approximately two-thafds country’s economic

activity. There is also the core CPI which is feled. This excludes the price of

52



items that are generally much more volatile thanrdést of the CPI and can obscure

the more important underlying trend. Core CPI edekiitems like food and energy.

Rising consumer price inflation would normally let higher short term interest
rates and may therefore strengthen a currencyeinéar term. Despite the short term
benefits, an inflation problem will eventually umdene confidence in the currency

and depreciation will follow.
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Table 4-6 Using Individual CPI or Their Differenas Inputs for GBP/USD

Forecas Individual Difference Individual Difference
Model RMSE DA

Scenario ;

n=4 0.0173 0.0231 0.4246 0.4444
n=5 0.0203 0.0156 0.4325 0.4802
n=6 0.0182 0.0208 0.5278 0.4603
Scenario |

n=4 0.012¢ 0.012¢ 0.496( 0.468:
n=5 0.0149 0.0251 0.5476 0.4722
n=6 0.0169 0.0213 0.4444 0.4802

From the results in Table 4-6, the use of CPI erdifference between the indices

does not improve the performance of the ANN coasi$y.

4.3.4 Trade Balance

The trade balance is the difference between thardminount of imports and exports
of goods and services. The amount of trade balamckthe changes in amount
exported and imported are tracked closely by foregxchange markets. Trade
balance is considered as a major indicator of fmreixchange rate trends. This is
because measures of imports and exports are indscaf the economic activity in

the country.

The trend growth rates for exports and imports pedelently are often of more
interest. Changes in export activities reflect thhenpetitive position of the country

and also the strength of economic activity abrdad.the other hand, changes in

54



imports reflect the amount of economic activitytire country. A country with a
trade balance deficit will have a weaker currenag tb the continued commercial

selling of the currency.

Table 4-7 Using Individual Trade Balance or Theiff@ence As Inputs for GBP/USD

Forecas Individual Difference Individual Difference
Mode! RMSE DA

Scenario ;

n=4 0.0225 0.0187 0.4167 0.4325
n=5 0.0245 0.0188 0.4325 0.4405
n=6 0.0990 0.0180 0.4325 0.4563
Scenario |

n=4 0.0317 0.018¢ 0.476: 0.523¢
n=5 0.0167 0.0214 0.4960 0.5635
n=6 0.0178 0.0281 0.5635 0.5278

From the results in Table 4-7, the use of tradarx® or the difference between the

amounts of trade does not improve the performahtgoANN consistently.

4.3.5 Combined Input

On their own, the different fundamental indicatangy not make much sense.
Perhaps when they are combined, they will be ableelp predict changes in the

foreign exchange rates.

55



Table 4-8 Using Fundamental Data as inputs for GEEY

Forecas Without  With Without  With
Model RMSE DA
Scenario ;

n=4 0.0114 0.0264 0.5714 0.5317
n=5 0.0287 0.0131 0.4444 0.6349
n=6 0.0126 0.0239 0.5198 0.4643
Scenario |

n=4 0.061: 0.008¢ 0.507¢ 0.698¢
n=5 0.0157 0.0084 0.5595 0.7103
n=6 0.1119 0.0134 0.4722 0.6349

From the results in Table 4-8, the use of fundaaletiita does not improve the
performance of the ANN consistently. Furthermohe, performance of the ANN has
decreased significantly when fundamental data hesen lintroduced as inputs in
training the network. This could be attributed e fact that the fundamental data is

constant throughout the quarter.

4.3.6 Summary

The use of fundamental data independently or coeabutid not have a significant
impact on the performance of the ANN. In the comelirtase, the introduction of
fundamental data even decreased the performancineofANN in one of the
scenarios of the GBP/USD exchange pair. A probldth the use of fundamental
data is the slow rate at which it is updated. Aalgsis of the exchange rates could
be done at a quarterly rate which is inline with tate at which the fundamental data

is updated; however, the amount of data availaldg not be optimum to train the
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ANN. Perhaps, with economic indicators which arerenfvequently updated, there
may be a greater contribution to the predictivéfgrerance of the ANN. This was
also noted by Yu et al. [7] who remarked, “..., thegplanatory variables are used
as dumb variables to adjust the neural networkcestng model.” The better
performance of their model could stem from theed#ht error function which they

used. Their error function included a function &piutt the directional error.
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CHAPTER S5 MEAN REVERSION

This idea was motivated by Poterba and Summerswhgjh discussed the evidence
of mean reversion in stock returns. Mean reverssoseen when the stock price
diverges from the fundamental value of the compaaligwing speculators to
eliminate the difference and force the stock pheek to its fundamental value. To
model this behavior, a mean reverting process wakesl by Dixit and Pindyck [24]
and is known as a Geometric Ornstein-Uhlenbeckigit Bnd Pindyck model. This

model also appears in Metcalf and Hassett [18]Hifidbrand [25].

Evaluating the values of the parameters in the maodielg an economic analysis
would be ideal. Alternatively, we may use a dataellaapproach to calibrate the
parameters of the model. The aim is to contribatéhe literature on modeling the
mean reverting behavior by analyzing two methodgparfimeter estimation, Least

Squares Estimation (LSE) and Maximum Likelihoodifgation (MLE).

Sections 1 to 3 present a review of the necessatlgematical tools and information
required to have a clear understanding of how tteay be used to advance this
project. Then Section 4 provides an overview of theoretical arguments that
motivate mean reverting behavior in the stock markéll be presented. Next, the
selected model will be elaborated on and a dematiwtr of the properties of the
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parameters in the model. Section 5 focuses on wee methods of parameter
estimation, least squares estimation and maximukaliliood estimation. Using
Monte Carlo methods, the root mean square erroichwis a measure of the
accuracy of the estimation, is calculated. Finaliging monthly data for the Dow
Jones Industrial Average and the Singapore Sffaings Index, the accuracy of both

methods is analyzed.

5.1 Stock Market Indices

A stock market index is a listing of stocks andaistic which reflects the composite
value of its underlying components. It is used &sohto represent the characteristics
of its component stocks and the general performaricihe stock market. These
stocks have some commonality such as being tradeth® same stock market
exchange, belonging to the same industry, or hasimglar market capitalizations.

Many indices compiled by news or financial servifiesis are used to benchmark
the performance of portfolios such as mutual fufiago of the most well known and

tracked indices are the Dow Jones Industrial Averagd the Standard & Poor’'s

500.

5.1.1 Dow Jones Industrial Average

The Dow Jones Industrial Average (DJIA) is the etdeontinuing stock market

index in the United States of America. It consiefs30 of the largest and most
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widely held public companies in the United StafBisese companies are listed on
either the New York Stock Exchange (NYSE) or thetidveal Association of
Securities Dealers Automated Quotations (NASDAQImME of the more well
known stocks found in the Dow Jones Industrial Agerare:

* Coca-Cola Co. (NYSE: KO)

* Intel Corp. (NASDAQ: INTC)

* McDonald’s Corp. (NYSE: MCD)

* Microsoft Corp. (NASDAQ: MSFT)
The Dow Jones Industrial Average is criticized lh@ing a price-weighted average.
This means that higher-priced stocks have moreenfie over the average than the
other lower-priced stocks. This can produce mistepdesults, as a $1 increase in a
lower-priced stock will be negated by a $1 decrease much higher-priced stock,
even though the first stock experienced a largezgmeage change. Furthermore, the
small sample size in the average has brought otti@al criticism to the accuracy
of the index as a reflection of market conditidDespite these flaws, the Dow Jones
Industrial Average is widely used as an indicatbroeerall market performance.
Many critics of the Dow Jones Industrial Averag@a$e the float-adjusted market-
value weighted Standard & Poor’s 500 as a betticator of the overall economic

conditions.

5.1.2 Standard & Poor’s 500

The Standard & Poor’s 500 (S&P 500) is an indexaiomg the stocks of 500 large
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market capitalization corporations which are NoMmerican. Similar to the Dow
Jones Industrial Average, all of the stocks in itidex are those of large publicly
held companies and trade on major US stock exclsasugeh as the New York Stock
Exchange and NASDAQ. After the Dow Jones Indusifieérage, the S&P 500 is

the most widely watched index of large-cap US stock

Most of the companies found in the Dow Jones InthlsAverage are found in the
S&P 500 as well. The index was previously markeétiwaveighted. This means that
companies whose total market valuation is largdr mave a greater effect on the
index than companies whose market valuation is Ismalust last year, the index
was converted to float weighted, where only shamtsch Standard & Poor’'s

determines are available for public trading ("flpadre counted when determining

the market valuation.

5.2 Lognormal Prices

5.2.1 Lognormal Random Variables

A random variable is lognormal if the random variable z is normally distributed.
The opposite is also true, yfis normal, therz = € is lognormal. This implies that

the probability density function farhas the form

1 —?iz(m vy

D(Z)=\/Zmze

This distribution has the following properties:
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E(z) = et
E(lnz)=v,

var(z) = e(z”"z)(e”2 —1),

var(Inz) = o°.

Following the summation result for jointly normandom variables, products and
power of jointly lognormal variables are also lognal. If u andv are lognormal,
thenz = U" is also lognormal. The general shape of the dersitction of a
lognormal random variable is shown in Figure 5-the Tunction is always positive
and slightly skewed in the positive direction.dtthis property which gives an idea
as to how the value af influences the lognormal distribution. dfis increased, the
distribution will spread out. As this can spreadvaps but cannot spread below

zero, the mean value increases as well.

. Lognormal PDF (sigma =0 5) 07 Logrnormal POF(sigma=1)
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Figure 5-1 Lognormal probability density functiaor four values o6 [23]
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5.2.2 Real Stock Returns Distributions

Let X; stand for the price of an investment at tim# the investment is sold at sale
dayt > 0, then the return of the investmé&at= X; / Xo. Based on an analysis of past
stock price records, the logarithm of stock retuans fairly close to lognormal. To

verify this, a period length is chosen and the miaggrithms of returndpg R = log

X: - log %.1, are recorded. As the historical data which weseduwvere the monthly

closing levels of the Dow Jones Industrial Averagel the Standard & Poor’s 500,
the monthly changes in the logarithm of the clodengels were calculated. The Dow
Jones Industrial Average data runs frotnMarch 1929 to the*iMarch 2006 while

the Standard & Poor’s 500 data is from tfe\garch 1950 to % March 2006.

A histogram is then constructed and compared vi#t 6f a normal distribution of
the same variance as seen in Figure 5-2 and Fig@reThe distribution observed is
fairly similar to normal. A difference between ttistributions is the “fat tails” at the
positive and negative large values where the digtion is larger. This indicates that
large changes in price levels occur more frequethidyn would be predicted by a

normal distribution.
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Figure 5-2 Log returns of the DJIA which show amal distribution
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Figure 5-3 Log returns of the S&P 500 which shomoamal distribution

5.3 Data and Analysis of Statistics

The forecasting of future prices is a procedurectvinequires the use of the expected
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returns and variances of these returns. It is sacgdo assign values to the different
parameters of the model such that the output offtihecasting model will be
realistic. These parameters may be estimated fnenhistorical data of the securities
returns. If we are searching for the expected mpntite of return for the stock
market, we may average the monthly rates of retdrthe Dow Jones Industrial
Average or Standard & Poor’'s 500 over a suffickeriing period of time. This

method may give a fairly accurate estimate of tttaal mean monthly rate of return.

There are many simple methods used for estimatn historical returns data. This
is a convenient method since the sources of dat&asily available from financial
service organizations. It is often the case thase¢horganizations will provide the
parameter estimates along with their data. Howether,methods used may differ
and it is essential to understand how the estimatrs made and the reliability of
these methods. Not all parameters may be estimratedly. One such parameter
which has an unreliable estimation is the expecttarns. This unreliability stems
from a basic limitation from the estimation procdsss often referred to as the “blur
of history”. Other parameter estimates are mormbkd, such as the variance and

covariance.

5.3.1 Effects of Period-Length

Given that an investment has an annual returh ©fr,. This implies that the yearly

return can be considered as the result of 12 mpnghilirns. If these monthly returns
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are small, we are able to approximate the yeardyrme as the sum of the 12
individual monthly returns by keeping the first-erderms of the expanded equation.

Ltr, =(Ln)L+n)...(1+r,),

1+r, =1+ +r,+...+1,.
This approximation fails to capture the effect oimpounded interest but will be

sufficient to demonstrate the effects of periodgtbnon the estimation of the

expected returns and variance.

Suppose that the monthly returns are mutually uetated and statistically similar
with meana and standard deviation With the earlier approximation and the fact
that the returns are uncorrelated, we obtain tHeviong equations for the monthly

statistical properties in yearly terms:

1_
a=—r,,
12
oc=—1_57
Ji2

This case may be generalized to any period lengtloray as the same assumptions

that the periodic returns are uncorrelated and Baw#ar statistical properties.

Observe that the expected rate of return over eghencreases linearly with the
length of the period. However, the standard demmaincreases as the square root of

the length of the period. This implies that thearaif the standard deviation to the
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expected rate of return increases dramaticallyhasperiod length is made shorter.
As the period length tends to zero, the ratio efdproach infinity. Hence, the rates
of return for small periods have significantly hegtstandard deviations compared to

their expected values.

5.3.2 Mean Blur

Suppose that we wish to estimate the mean valuetofns using historical data. If
we haven samples of periodic returns, the best estimatth@fmean rate of return
would be the average of the samples,

o
r

1
n i

Ms

r .
1

This estimate is itself a random variable with @oitistic properties such as a mean

and variance. The expected value of the estimateigrue valug since

{1

To determine the accuracy and reliability of thetireation, we have to consider the

variance and standard deviation of the estimate,

¢l [ {agh] 2

This is the expression which governs the errothm éstimate of the mean rate of
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return.

To better understand the implications of this egpi@, some fixed values are put
into them. Suppose the returns to be estimatedharghly returns with mean of 1%
and standard deviation of 4.5%. If the investor basnonths of data to use for his

estimation of the mean, he will have a standardadien

This implies that the standard deviation is larpgan the estimated mean itself. The
investor will be able to reduce the deviation biaetor of 2 if he uses 4 years or 48
months of data. However, to get a reasonable ejrttee standard deviation should
not be more than one-tenth of the actual mean valis would requiren = (45Y =

2025 or about 168 years of monthly data. Furtheemitre mean value would not be

a constant throughout this period, thus worseregestimation problem.

It is basically impossible to accurately estimale tmean rate of return using
historical data and the accuracy may not be immrdwe varying the length of the
period. If the investor chooses a short period tlenge will have more samples to
work with but each sample is worse in terms ofrtte of the standard deviation to
the mean value. On the other hand, if he uses tqmgreod lengths, he will have less

data available but each sample will be more rediabl
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5.4 Modeling

5.4.1 Mean Reversion in the Market

The random walk description of capital markets fegently been challenged as such
a process may diverge over time, resulting in unbled profits or losses. However,
mean reversion behavior exhibited by security pgricas recently been recognized
by theorists. In financial markets, arbitrage oppoities arise and generate trading
activities which exploit the mispricing. This cobuutes to drive the prices of the
securities towards their theoretically fair or diduium values. Mean reversion is the

best way to capture this effect.

There are numerous ways of modeling the fair vafue share, with prices deviating

from this value to the extent that the assumptiorike particular model differ.

We may assume that various capital markets areiesiti and free of arbitrage
opportunities. In such an ideal situation, the meane of a share would be the book
value of the tangible and intangible assets. Ifghee were higher, an arbitrageur
could create a new company, purchase the exact assets and then sell the shares
for a premium. A higher price would imply that teeexist incentives for new firms
to compete in that market or for the existing firaexpand. This will continue until
profits decline to zero as an increase in supply damp the price increase. If the

price were lower, then the high-cost companies exiit the market whereas the
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other companies would stop replacement of assetsaald issue excess capital
back to their shareholders through dividends uh#l overall supply in the market

was sufficiently reduced. This will soften the grikall.

5.4.2 The Model

We begin by defining a Geometric Brownian MotionB{@) model which was
previously accepted by academic theorists. Subsdéiguewe will review the
different stochastic differential equations whiclkayrbe used for modeling prices
which have a mean reverting property. A prid&) (following GBM can be
characterized by the following equation:

dR =aRdt+oRdz,
wheredz is a Weiner Process with zero mean and unit vegiahe parametes

measures the trend in the price series whiles a measure of volatility.

The Geometric Mean Reversion (GMR) model [20] fatbathis process:

dR =(a + A(Re” - R)JRdt +oRdz,
where A is a parameter which measures the speed of reweifsit is positive or
aversion if it is negativeP, , a constant, is the long-run equilibrium priceiehhthe

prices tend to revert to. The term is the rate at which the equilibrium pricges

exponentially. The difference between the GBM aMdRGis the P, which attracts

the price in its direction. The further away froRy, the higher the tendency of
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reversion.

If we take a to be zero, we find a process which is known asn@ric Ornstein-
Uhlenbeck (OU) or Dixit & Pindyck model:

dR = A(P, - R)Rdt+oRdz.
The model gets its name as it was first studiedDbyit & Pindyck in financial
literature but was introduced by G.E. Uhlenbeck &ng. Ornstein in a physics
review. This model appeared in Metcalf & HasseiS][ Their research showed that
a cumulative investment strategy would yield th@esaeturns when applied in either

a mean reverting or random walk environment.

Another model is the Arithmetic Mean Reversion psx for the logarithm of the
stochastic variable. We find that this is a simplerdel to work with for simulations
and parameters estimation. We let the= In(P;) and consider that it follows the
arithmetic Ornstein-Uhlenbeck process towards amiliegum price which is a
Vasicek-type model,

dx = adt+A(x, +at —x )dt+odz. (1)

It is an accepted theoretical model that real stpokes are actually close to a
lognormal distribution. Hence the variabRR has a lognormal distribution and

variablex; has normal distribution. To calculate the expeatalde, it is noted that
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the expectation of the Itd integral goes to zem aisolution of (1) is:
X(t) =x,+at.
E[x] =x, +at.
To calculate the variance, we take into considemnathe stochastic integral format

for the process where:

X(t) = x, +at +}0e/‘(r“’dz(r) ,
Var[X(t)] = 0.2 e—2/1t E[}ez/lrdz(r)]’

O° _onon
Var[x(1)] :ﬂe (e -1,

2

Var[x(t)] = % L-e?ty. )

2
For a long time horizon the variance of this precends towards%. Unlike the

GBM the variance is bounded and does not growftoiip.

A continuous-time process may be simulated in téasdard form or using the log
form. These two methods are not exactly equivabentit can be shown that their

differences tend to be negligible in the long r8][

5.4.3 Examples of Model Properties

Figures 5-4 to 5-6 demonstrate the properties efnlodel and the effect that each

parameter has on the model.
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Figure 5-4 Difference between a GMR model and a GBM
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Figure 5-5 Demonstrates the property of paranietspeed of mean reversion



Arithmetic OU Process with Varying Volatility
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Figure 5-6 Demonstrates the effect of varyingolatility

5.5 Parameter Estimation

5.5.1 Maximum Likelihood
From model (1) we are able to analyze the conditidistribution of the log-returns
X+1 — %
(% =%) ~ Nla+A(x, +at-x).0%).
The parameters of the model, ¢ and a may be estimated by the Maximum

Likelihood Estimation given the data of the timeis® through datd. For the

samplexo, X4, .., Xr-1, Of sizeT, the log of the likelihood to be maximized is:

T-1

57 2K =X =@ =06 +at=x)).

In L()I,a,a,x[)z—TT_llnaz—
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We use the ‘fminunc’ function found in MATLAB whiclises a quasi-Newton

method with line search.

5.5.2 Least Squares

To estimate the parameters by Least Squares Egiimawe write (1) in the

following form:

X =Xy =a+ A +at-x)+e.

This represents a nonlinear least squares regnesgimation where the parameters,
anda can be chosen to minimiZzZ. From (2) we find that the standard deviation of
the regressiong, = 4. Using the ‘Isgnonlin’ function in MATLAB we arebée to

solve the nonlinear regression.

5.5.3 Monte Carlo Simulations

This section examines the accuracy of both the mmamxi likelihood and least
squares estimators using Monte Carlo experimemtatio each experiment the
results reported are based on 5000 replicationsd®&a normal errors are generated

using the ‘randn’ function with the seed being action of the computer time.

For each replication, a log-price series was cteaed we then estimated the
parameters using the two methods. Using the estmparameters, we create the
estimated log-price series without any noise=(0) and compare it with the original

log-price series to obtain the Root Mean SquaredrERMSE).
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5.5.4 Results and Analysis

Comparing the two methods, we find that both methestimates accurately and
without bias. However and/ are estimated with a degree of bias. When comgarin
the estimated price series and using the RMSEasasure of accuracy, we find that
MLE gives us a more accurate replication of theyiodl log-price series. MLE is
also more accurate when estimating the speed efsiewn parametef, for a smaller

number of samples.

Table 5-1 Simulation Results: Least Squares Esitmat

T=60 T=120
Parameter True
Mean RMSE Mean RMSE
A 0.0478 0.0982 0.0876 0.0569 0.0396
o 0.0025 0.0024 0.0005 0.0025 0.0003
o 0.0021 0.0001 0.0025 -0.0001 0.0023

Table 5-2 Simulation Results: Maximum likelihoodiBE®mtion

T=60 T=120
Parameter True
Mean RMSE Mean RMSE
A 0.0478 0.0372 0.0664 0.0188 0.0452
o 0.0025 0.0025 0.0005 0.0025 0.0003
o 0.0021 0.0004 0.0024 0.0004 0.0020

76



Table 5-3 Simulation Results: Mean RMSE

T=60 T=120

LSE MLE LSE MLE

0.1574 0.1516 0.2117 0.1955

5.6 Application to the DJIA & STI

We apply the two methods to historical market datd evaluate the accuracy of
their forecasts. The data used are monthly closofgthe Dow Jones Industrial
Average ranging from June 1933 to March 2006 witiak 874 observations. The
monthly closings of the Straits Times Index fromcBmber 1987 to Jan 2007
covering 230 observations were also used. Both aletsata were obtained from

Yahoo.

We estimated the parameters on a rolling windove®fpoints length which was
moved forward by one point every step. With thenestted parameters we create a
log-price series without noise € 0) and calculate the RMSE between the estimated

series and the historical market data.

5.7 Summary

This section has provided an introduction to meawerting models which are

analyzed in terms of model specification and edimna In the case of estimation
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methods, we demonstrate the advantages of Maximikelihood Estimation

compared to Least Square Estimation. Using Rootn\VBxuared Error as a measure
of accuracy, we find that the method of Maximumadlikood estimation provides a
better forecast of the log-price series comparedLéast Square Estimation.

Furthermore, it gives a more accurate estimatbefhodel parameters.

Table 5-4 Mean RMSE When Applied To Historical MetrBata

DJIA STI

LSE MLE LSE MLE

0.2116 0.2156 0.2803 0.2506

log (DJIA)

1940 1960 1980 2000

1940 1960 1980 2000

Figure 5-7 Top: Log-price series of the DJIA. BattdRMSE of log-price series created with

estimated parametefsanda, with c = 0. Parameters estimated using LSE and windo®0gfoints.
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log (STI)

1990 1995 2000

1990 1995 2000

Figure 5-8 Top: Log-price series of the STI. BottddMSE of log-price series created with estimated

parameters) anda, with ¢ = 0. Parameters estimated using LSE and windo&0gfoints.
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CHAPTER 6 MONEY MANAGEMENT RULES

Dollar cost averaging has been touted by many psadeal financial advisers as a
superior investment technique. The investor widua of money to invest does not
invest the entire sum immediately. Instead, at Bgeheduled intervals through
time, a fixed amount of the capital will be invastén this way, the investor will

purchase more shares when prices are low andHasssswhen prices are high.

Value averaging amplifies the benefits of dollastcaveraging. If buying fewer
shares when prices are high is a good idea, thersbould take the opportunity to
sell some shares as well. This technique requinesirtvestment to grow by a
predefined amount each period. The amount of monegded to bring the
investment up to the target level is added eaciogelf the value of the investment
is above the target level, we bring the investniedk down to the target level by

selling shares.

These investment strategies and their resultin§itabdlity rely on the properties of
the financial markets. The random walk descriptoddrmarkets has recently come
under attack as such a process may diverge over tesulting in infinite profits or
losses. There is no longer an acceptable modelhwtém be used to prove the
effectiveness of these rules. However, mean remersiehavior exhibited by
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security prices has recently been recognized byrigts. In real world financial
markets, arbitrage opportunities do arise, genegatrading activity aimed at
exploiting mispricing. This contributes to drive ethasset prices toward their
theoretically fair or equilibrium values. Mean resien is the best way to capture

this effect.

Sections 1 to 3 present a review of the necessatlgematical tools and information
required to have a clear understanding of how ttey be used to advance this
project. Then Section 4 analyzes the performancthede strategies on historical
data. Finally, Sections 5 to 10 analyze the peréorce of these strategies in a

simulated financial market with mean reverting elcéeristics.

6.1 Different Investment Strategies

6.1.1 Buy and Hold

Buy and Hold (BH) is the simplest strategy whicHyohas a rule for buying and
none for selling. The entire capital is investeahirthe on start and kept till the end
of the investment period. The return from this telggt best represents the market

return.

Edleson [12] remarked that comparing dollar costraging and value averaging

against the buy and hold strategy would not be ia damparison. The risk
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characteristics of a single lump-sum investmenttataly different from a gradual
investment over time. However, the average investlbmot necessarily be limiting
himself to accumulative investment strategies anil e open to other trading

strategies which provide higher returns.

6.1.2 Dollar Cost Averaging

Dollar cost averaging (DCA) is an investment sggtevhich reduces the investment

risk through the systematic purchase of securétgsredetermined intervals and set

amounts. Many investors already practice this efatout of necessity without

realizing it. They have a monthly budget and thawestments are made on a

monthly basis. Instead of investing assets in gleom, the investor works his way

into a position by slowly buying smaller fixed anmdsi over a longer period of time.

This spreads the cost out over the investment gepotecting the investor against

changes in market price. The following steps angartant in realizing this plan:

1) The investor needs to decide exactly how much méméywest each period.

2) The investor needs to select an investment thawvdrgs to hold for the long
term, preferably five to ten years or longer.

3) The investor needs to choose a regular intervaitdth to invest. Weekly,

monthly or quarterly are suitable choices.

Dollar cost averaging works better than the pedqalirchase of a constant number

of shares [12]. The rationale is that market vbtgtshould work in the investor’s
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favor, because he will automatically be purchasimge shares when the price is low
and fewer shares when the price is high. Thiseggsatacks a sell rule and does not

profit from high pricesA numerical example of dollar cost averaging isvahon

Table 6-1.
Table 6-1 Example of Dollar Cost Averaging
Market Amount
Period Shares Bought  Shares Owned Total Value
Price Invested
1 $50 $1000 20 20 $1000
2 $25 $1000 40 60 $1500
3 $20 $1000 50 110 $2200
4 $40 $1000 25 135 $5400
5 $50 $1000 20 155 $7750

Average Market Price: $37.00
IRR: 22.07%
Average Price Paid: $32.26

6.1.3 Value Averaging

Value averaging (VA) is a strategy in which a persdjusts the amount invested to
meet a prescribed target in the future. The inveften buys or sells units of the
investment such that his total investment has #nget value at each revaluation

point. The additional sell rule allows value avenggo profit when prices are high.

The first step in value averaging is to decide mouch and how often you intend to
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invest. With the funds available and the duratibeach period, the investor is able
to determine realistic target asset values. Thegetamsset values are defined
implicitly by requiring the value of the investmetiot grow by a predefined amount
each period. At the start of each period, the msetavalue of the investment is
evaluated and compared to the target asset valbe. nEt asset value is then

readjusted by buying or selling the riskier segquntorder to meet the target value.

For a clearer understanding, a detailed examplé nalv be presented. Before
commencing on this strategy, there are certainegato be predefined. Firstly, the
investor fixes the time of investment to be frord to t=T. Secondly, he determines
the amount of funds which will be available at #tart of each period;; for t=0 to
t=T-1 with him divesting att=T. Lastly, he defines his target valués Given a
target rate of returng% per period plus the fund available for the perigd; =

((1+g)*Vy) + Fr1 whereVg = Fo.

This strategy may be seen as an investment intalttferent financial products. The
investor invests a constant amount into this twadpct portfolio. He is then able to
assess his returns on the total portfolio and éterms from each of the individual
products. In this example, the two products arssleyrsecurity and a risk-free side-

fund such as an interest paying bank account.

Deposits into this bank account enjoy a fixed esérrate ofi% per period. This
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bank account allows the investor to make loansels f&or convenience, the interest
rate on the loans will be kept i@ per period. The total balance in the side-fund is
noted asB; and the cash flow in and out of the side-fundSasvhere a deposit is
considered negative and a withdrawal or loan istipes Hence, the total balance for

the following periods may be calculatedBas = ((1+i)*B ) - S+1.

To simulate the risky security, a price sefggor time t=0 to t=T is generated. At
the start, the funds are directed to the risky sgcwand the total amount of security
owned is noted a#. The cash flow into the risky security is notedRaswvhere
buying the security is negative. Hené®, = -Fo and Ry = F¢/Po. To simplify this

example, the purchases of fractional shares araitted.

The key feature of value averaging is the revatumatf the net risky assetdl(=
Pi*A¢1) at the beginning of each period and comparing the target valu®;. If N
is aboveV,, then the risky security is sold to bring down tiet asset value to the
target level with the proceeds being deposited tinéobank account. All the unused

funds available will then be deposited into thelkbaccount.

If N; is belowV;, then more of the risky security is bought. Theoant of money
needed to purchase the security is first taken ftben fund available at each is
insufficient; the investor uses the cash availablde bank account. Loans from the

bank will be made if the balance in the bank act@inot enough as well. The loans
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will be paid back with interest at the start of fhkowing period.

At the end of the investment horizon, the inveslisests from the risky security and
the risk free side-fundRr = Pt*Ar; and St = Br*(1+i). To analyze the
effectiveness of this strategy, the internal rate®turn for the following cash flows,

R, (R + S) are calculated.

Table 6-2 Example of Value Cost Averaging Assuming0% Return & Bank Interest Rate of 2%

Risky Security Risk-free Security
0] (i) (iii)) (iv) v) (vi) (vii) (viii) (ix) x)
Cash Flow | Price of Shares Net Target FISV?/S:ut S’}‘]Z\:Ves Cash Flow Bank Net
) of total risky Outstand Risky 9 : out of Asset
Time . f ] Value of risky Bought / Balance,
investment | security ing Assets Y securit (Sold) Bank, B Value
R+S P A N " 5 s G
t R+S, RO DeAn A MM ven rp | RESE IO gy,
+F¢ R S
0 $(400) $10 40.0 $0.0 $400.0 $(400.0) 40.4 $0.0 .0 $0 $0.0
1 $(400) $5 168.0 $200.0 $840.0  $(640.0) 1280 $240  $(240.0) $(40.0)
2 $(400) $3 441.3 $504.0  $1324.0  $(820.0) 27313 042  $(664.8) | $(160.8)
3 $(400) $6 309.4 $2648.0 $1856.4 $791.6 (131{9) 11%L.6) $513.5 $3161.5
4 $(400) $5 488.4 $1547.0 $2442.0  $(895.0) 179/0 951 $28.7 $1575.7
5 $4913.4 $10 0.0 $4884.1 $2686.2 $4884.1 (488(4) 29.3% $0.0 $4913.4
CF IRR: 2.0%

CS IRR: 29.6%
(CF+CS) IRR: 31.6%
Return of Risky Security: 0.0%

In Table 6-2 is an example where the investor had<(F;) of $400 per period with
his target return set at 10% per period. The istae on both loans and deposits of
the bank account available to him is 2% per per@ahsidering time=2, the target
value of the investoW, is 10% more than his previous target plus the temdil

funds for that period, ($840 * 110%) + $400 = $13P¥weverN,, the net risky
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asset owned at the beginning of the period is dii, * $3 = $504. Hence he has to
make up for the difference by investing more in tisky security,R,, $1324 - $504
= $820. This amount is made up of the additionatftor this period, $400 and from
the bank account, = $420. Such a withdrawal from the bank account meguihe

investor to make a loan and leaves behind $(6&&.8he balance.

6.1.4 Modified Value Averaging

In a bid to make the accumulative investment methfodhlue averaging comparable
to the buy and hold strategy, a modified methodadfie averaging was introduced.
To remove the “accumulative” property of value ageng, no additional funds will
be provided after the initial investment. The targalue will still grow at the
targeted rate of return. Any additional investmeotsneet the target will be made
with money borrowed from the side-fund at the d#ped interest rate while

proceeds from sales will be deposited into the-Bide to earn interest.

6.1.5 Random Investing

Similar to Marshall [15], a random investing (Rl)agegy is introduced as a basis for
comparison. This is a strategy which approximatesoamal investment pattern
common among investors. At regular intervals, theestor is equally likely to invest
50% of his available capital while the extra cdpit@l be saved, or 150% of his
available capital, where borrowing is required. #iform distribution between 0%
and 200% is used to represent the percentage otdpeal to be invested. The

expected investment value of this strategy is #maesas the dollar cost averaging
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method. This keeps our comparison fair by investimg same amount for both

methods.

There are two possible methods to analyze the ipedioce of this strategy. This is
similar to the value averaging case where theravemestreams of cash flows to be
considered, the combined cash fld®; + S), of both the investment into the risky
security and the deposit into the side-fund orithvestment into the risky security

alone,R.

6.2 Criterion for Investment Evaluation

The aim of an investor is to select the best péssibsh flow stream to meet his
investment targets. In order to evaluate and diffeate the different investment
options in a fair and logical way, the investor baseral different criteria to use. The
two most important methods are those based onghprasent value and the internal
rate of return. Both these methods involve the tialee of money which states that
the present value of money is less than the fatieevaf that amount in the future.
This allows us to make comparisons between cashsflepent or received at

different time intervals.

The two methods have both attractive features emnidations. Hence the choice of
criteria depends on the situation presented tan¥estor. The investment could be a
one-time opportunity and cannot be repeated, irthwvbase, net present value would
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be the appropriate criterion. On the other hanelitlkestment cannot be repeated or
it could be an investment which may be repeateéliyvested. In this situation, the

internal rate of return would be the ideal critario

6.2.1 Net Present Value

Money invested today leads to an increased valtleeiriuture as a result of interest.
This concept may be reversed to calculate the vallee assigned to money at the
present moment that is to be received in the futlire process of evaluating an
equivalent present value of a future cash flowrievin as discounting. The present
value of future money is less than the face valutha amount because money in
the present is more useful and the future cash Blears with it a risk of default.
Hence, the future value has to be discounted taimlihe present value. The factor
by which the future value has to be discountedeisrred to as the discount factor.
This is an example of a future vall€y to be received im-period discounted by a
1-period discount factor,

FV

PV = .
(L+r)

The present valu®V is dependent on the choicetb& discount factor.

This concept may be extended to cash flow strearas multiple periods. Assume
that we have a cash flowo( xi, %, ..., %) and that the cash flow occurs at the end of

each period. The net present valddPy) of this cash flow can be calculated if we
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consider each stream individually. The presente/alix, would be that value itself
and the present value af is discounted for one period by 1/¢)}+while x; is
discounted by two periods by 1/(1%rThis continues on for the rest of the cash flow

stream to give,

_ Xy X, X,
NPV = — <+ +—"
ot ey +(1+r)2 ¥ +(1+r)n

This may be regarded as the equivalent present grayamount from the entire

stream.

Net present value is used to rank different casv 8treams resulting from different
investment schemes. It evaluates the present vafuége investments and the higher
the present value, the better the investment. Arstment which gives a negative

net present value should not be considered.

6.2.2 Internal Rate of Return

Internal Rate of Return (IRR) is a useful numbekriow when we are evaluating an
investment. Often used in capital budgeting, ithe interest rate, or the discount
rate, that makes the net present value of all iagls equal to zero. The internal rate
of return is the true interest yield expected fram investment expressed as a
percentage. It is often referred to as a break-eatmof return because it shows the
discount rate below which an investment resulta ositive net present value and

above which an investment results in a negativeoregent value. Suppose we have
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a stream of cash flows as,(x, %, ..., %). Then the internal rate of return of this

stream is a numbersatisfying the equation

_ X X, X,
0= I B S . 3
X0+1+r+(1+r)2+ +(1+r)” 3)

When used as a performance criterion, the higremtiernal rate of return, the more
profitable an investment. However, the investmdrmdusd only be considered if it
has an internal rate of return higher than theesirbank or treasury interest rate. If
it does not have a higher internal rate of returnyould be wiser to and more
profitable to invest in risk-free treasury bondsdeposit the available capital in a

bank account.

6.2.3 Multiple Internal Rates of Return

One of the shortcomings that accompanies inteatalaf return analysis is that if an
investment has at least three periods of cash flwasif one internal rate of return
can be computed, then there is likely to be attleas additional internal rate of
return solution. This implies that the solution(8) has repeated roots. For more
common investment situations in which all perioddlofving the initial outlay
involve inflows, one of the two internal rates eturn can be ignored because its
magnitude is in contradiction to the profitableuratof the cash flows. In fact, the
value of the errant internal rate of return will less than -100%, which indicates a

loss of more than the amount invested.
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Unfortunately, it is not always possible to ignoree of two internal rates of returns,
because both solutions may be of a magnitude thpeaas consistent with the
investment cash flows. This situation can occurmitiere is a reversal in the signs
of the cash flows, such that an initial investmenfollowed by at least one cash
inflow and, subsequently, at least one negative.flbhis is exactly the case when
the investor is executing the value averaging erat The investor will be either

buying or selling at each period, causing revergalthe signs of the cash flows.
When solving the internal rate of return of sucleash flow, there will often be

multiple internal rates of return. To select théevant internal rate of return, a

method suggested by Colwell et al. [21] was modiaed used.

The method put forward by Colwell et al. addresdksases of dual internal rates of
return regardless of the magnitudes of the restiis method developed has great
intuitive appeal, in that a rate is rejected imbves in the “wrong” direction when
the final cash flow changes. A rate is ignored, deample, if its value falls when
computed under new assumptions that show a lowgative cash flow or a higher
positive cash flow in any specified period. Thigheique treats a rate of return
measure as irrelevant if it falls as the investnstomes more profitable or rises
when the investment becomes a greater loss. Thikathéhas theoretical appeal
because it is applicable to all situations in whtblere are two solutions to the

internal rate of return equation, regardless of tiie one of the rates is clearly
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impossible because of its magnitude.

As an example, assume that there is an investmiémtthvee cash flows. The initial

cash flow relating to this investment would be @ateve amount and one would
normally expect subsequent cash flows to be pesitithough one or more could be
negative. The net present value of this investraethit three cash flows is calculated
with

N T,
NPV = x, + + : 4
e Ty )

In equation (4), the subscriptedrepresents the periodic cash flows. The initiahca
flow X is assumed to occur at the present; hence itsisodnted for zero periods.
Furthermore it has a negative value as it represiet initial investment. Variable
represents the rate by which expected cash flowsdacounted in computing
present values. This rate is the return that thiestor would expect to earn on other

available investments that would impose similakgis

We multiply each side of equation (4) by (1)%and can present the result in a form

that is easier to study by replacing (1)-byy, so that the equation appears as
NPV(y*)= %, (y2)+ %, () + ..

This equation could be called net future valN&V), in that it represents the future

equivalent of a set of cash flows, just as netgmevalue represents the present

equivalent of a cash flow series. In our examgie, équation takes the form of the
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well known quadratic function, the graph of whishai parabola. Figure 6-1 shows a
graph of this parabolic function based on an assiemphatx; is positive, whilex,,

like xo, has a negative value which simulates a cashriéwersal.

The roots of the function are shown graphicallypamts where the parabola crosses
the horizontal axis. At each such point, the fumts value equals zero:
NFV:OIXO(y2)+x1(y)+x2. (5)
We can find the dual internal rates of return, wtace the values for whichtNFV =
0, by subtracting 1 from each of these roots; tabaty = 1 +r. The two internal
rates of return are shown in Figure 6-1Iraandr,. It is here that the investor has to
select the one that is relevant. A computationedigy cash flow change to consider
would be an increase or decreaseiinNote that in equation (5)%; is the only cash
flow not multiplied byy or y?. Graphically, a change i merely shifts the parabola
up or down. Suppose that the investor revises &lsé dow projections such that
would rise or become less negative. It should beonis that the investor would be
better off with a higher cash flow in that finalrjpel. A graphical representation in
Figure 6-1 (right) shows the parabola shifting uplvaNote that the smaller root at
the left would decrease, while the greater rodhatright,r,, would take the higher

r,' value shown.

On the other hand, if the investor had revisedctsh flow showing a decreasexin
which would represent a loss for the investor,tiedato the situation depicted in
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Figure 6-1. As shown in Figure 6-2, the parabol@sklownward; the greater root
falls fromr; to r,', while the smaller root rises from to r;". The root on the left
moves in the wrong direction whenever we changassamption regarding the cash

flows. Therefore, this root must be irrelevant.

— Original Cash Flow
***** Increased Cash Flow

()
3 S

< 3

> s

(] y=0 o 2
g (r=-1) 2 l
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4 rn 2’

Figure 6-1 (Left) Net Future Value curve where ¢hare three cash flows. Initial and final cash ow
are negative while the second cash flow is posit{iRéght) Net Future Value curves of modified cash

flow where the final cash flow is increased anddhigin

As an example, suppose that the following cash #tn@am, (-1, 5, -6), is given. The
NPV curve as seen in Figure 6-2 is obtained. Thaegaofr which solve (4) for this
cash flow stream are 100% and 200%. Graphicallgressing or decreasing the
initial cash flow X, translates into moving the quadratic curve upwacis
downwards. Intuitively, if the cash flows is increased, the relevant rate of return

should increase as well. This leads us to condlioaie200% is the relevant rate.

In this example where there are two internal rafagturn, it has been demonstrated

that the internal rates of return associated withrbot of the function where the net
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future value is increasing and the gradient is tpasishould be rejected as an
indicator of investment returns. This method sugggedy Colwell et al is equally
applicable in the more common investment situatitrere there are no cash flow

reversals, in which one of the two rates has aevhdss than —100%.

***** Decreased Cash Flow 0.08 — Original Initial Cash Flow
— Original CashFlow | | | |7 Increased Initial Cash Flow

Net Future Value
S
Net Present Value
o
o
N

y 12 14 16 LB 2 22
r

Figure 6-2 (Left) Net Future Value curves of maoglificash flow where the final cash flow is
decreased and the original cash flow. Root r2 mavése correct direction to r2’ when the final bas
flow is increased. (Right) Net Present Value cuwiée cash flow stream, (-1, 5, -6) which
demonstrates multiple internal rates of return. Wit initial cash flow is increased, the rate at 2

moves in the positive direction while the rate aetreases. Intuitively, the rate at 2 is the @bV

internal rate of return.

In general, an internal rate of return regardldsssanagnitude is a relevant measure
of investment return if a marginal increase in anyestment cash flow results in an
increase in the rate’s calculated value, whereatR&nis irrelevant if a marginal

increase in a cash flow causes a decrease in ti's xalue. Problems can arise in

the use of this rule if there are more than twdsao the net future value function.
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If there are more than two roots to the net futuadue function, we will first
implement the above mentioned method to eliminla¢eitrelevant internal rates of
return. From the remaining relevant internal radésreturn, we will select the

maximum internal rate of return.

6.2.4 Choice of Criteria

The two methods of evaluation presented each Baaditantages and limitations.
Net present value is easy to calculate and it do¢have the problems such as the
multiple roots of the internal rate of return egot as highlighted above.
Furthermore, net present value analysis allows asbreak it down into its
component pieces for a deeper evaluation. On ther dtand, internal rate of return
has the advantage of depending only on the cashsfiiecam and not on the discount

rate which does not have a standard definition.

It is possible that two methods of analysis givetcadicting recommendations hence
it is important to choose the right criteria foragwation. The choice of which of the
two criteria is the most appropriate for investme&waluation depends on the
scenario presented to the investor. If the investnmeay be made repeatedly but
scaled in size, the investment option which gives largest internal rate of return
should be selected as it allows the greatest grafticapital. However, if this

investment opportunity is a one-off event and carbve repeated, the net present
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value would be the more appropriate criterion sih@®mpares the investment with

other options offering the prevailing interest rate

In our research, the trading strategies being evatli present an opportunity for
continual reinvestment throughout the investmenizioa. Hence, we will be using

the internal rate of return as a criterion for isiveent evaluation.

6.3 Performance Measures

The criteria of performance will be the internakraf return. Monthly cash flows are
used to calculate the internal rates of returnchenmonthly internal rate of return is

obtained. A higher overall internal rate of returdicates a better performance.

For each of the strategies which involve the usa sile fund, two different streams
of cash flows will be considered in the assessrottite strategies. Firstly, the single
cash flow stream only from purchasing and selling tlee risky security is

considered. This method of analysis is noted as (8fock only). Secondly, the
combined cash flow stream from the overall investimeto both the risky security

and the side fund is evaluated. This method ischaseVA (Combined cash flow).

6.4 Historical Performance

To analyze the effectiveness of these strategiesy will be executed on the
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historical monthly closings of the Dow Jones IndastAverage and the Standard &

Poor’'s 500. The Dow Jones Industrial Average date from £ March 1929 to the

1t March 2006 while the Standard & Poor’s 500 datidm the & March 1950 to

15 March 2006.

The following investment parameters will be assumed

$1000 will be available for investment at the strteach month. This is
available to all the strategies except the modifieldie averaging and the buy
and hold strategies.

Value averaging will be executed with three différéarget rates of return,
0%, 5% and 10% per annum.

Both the buy and hold and the modified value avieagtrategies will make
one initial investment of $1000. Any subsequentdiimeeded by the
modified value averaging strategy will be obtainga a loan from the side
fund.

The side fund will have a constant interest rat@%f for both the deposits
and loans. Any loans made will have to be paid beckhe following
investment period.

Investments will be made at the start of every monthe investment
portfolio is valued on the last day of the investitnieorizon.

Random investing will not be considered.
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6.4.1 Short-term Performance — Dow Jones Industrial Averge

The short-term performances of the different sgiaewere compared for each year
of actual stock market history for the Dow Jonedubtrial Average. Each yearly

period starts and ends in the month of March.

Throughout the seventy six periods, when compaoethé buy and hold strategy,
dollar cost averaging had a higher return 40 timwed was beaten by the buy and
hold strategy 36 times. When dollar cost averagingperformed the buy and hold
strategy, it was on average 0.52% better and haduad as 1.94% higher returns.
When dollar cost averaging performed worse thanhihyg and hold strategy, it

averaged 0.55% lower and was no lower to the bdyhaid strategy than by 3.19%.

Looking at value averaging (combined cash flow)J aomparing among the three
target rate of returns, it performed the best A¥es (61.8%) when it set the target
returns at 10%. These results were then compartddtive buy and hold strategy.
Value averaging was able to outperform the buy holdl strategy 38 times and
averaged 0.56% higher. On the other hand, it I8stiBes and averaged lower by

0.58%.

As for value averaging (Stock only), when only tiesh flow stream into the risky
security is considered in the calculation of retyrthe choice of target returns for
value averaging was much less significant. Havimg trget return at 10% gave a
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better performance only 39 times while having at@¥get return performed best 37

times.

A comparison of the average internal rate of retimmoughout these seventy six
samples (Table 6-3) shows these trends more clegnly choice of target returns in
the value averaging strategy has an effect whesidering both cash flow streams
in the returns analysis but is less important whensidering only the cash flow

stream into the risky security.

Table 6-3 Mean IRR for Short-term Performance smmEdIA

VA (Combined Cash Flow) VA (Stock Only)
BH DCA

0% 5% 10% 0% 5% 10%

0.40440 0.41884 0.38977 0.39092 0.39196 0.50098 0005  0.50087

Comparing the modified value averaging strategyhwite buy and hold strategy
(Table 6-4), the opposite trend is observed. Medifivalue averaging, while
considering a combined cash flow, performs bestmthe target return is set at 0%.
In this case it is unable to beat the buy and Hsbtdtegy regardless of the target
return chosen. When evaluating the cash flow from rtisky security alone, the
target return still has a smaller influence andbte to outperform the buy and hold

method consistently.
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Table 6-4 Mean IRR for Short-term Performance ofdifled VA in the DJIA

VA (Combined Cash Flow) VA (Stock Only)
BH

0% 5% 10% 0% 5% 10%

0.40440 0.32520 0.32184 0.31793 0.56844 0.56641 648%

6.4.2 Long-term Performance — Dow Jones Industrial Averag

The long-term performance was analyzed using afisipte five year periods of

actual stock market history. Each period startseards$ in the month of March.

Comparing the seventy two five year periods, dotlast averaging had a higher
return 41 times and was beaten by the buy and bwoitegy in 31 investment
periods. When dollar cost averaging outperformesl iy and hold strategy, it
averaged 0.32% higher when it won and provided ashnas 1.93% higher returns
when it won (1930 — 1934). When dollar cost averggierformed worse than the

buy and hold strategy, it averaged 0.27% lowenaasl no lower than 1.59%.

Analyzing value averaging while taking into consaten both cash flow streams
into the risky security and the side fund, it iarid that among the three target rate of
returns, value averaging performed the best 56sti(@@.8%) when it set the target
returns at 10%. This case is then compared withbtheand hold strategy. Value
averaging was able to outperform the buy and hobitegyy 42 times and averaged

0.37% higher. On the other hand, it lost 30 timas @averaged lower by 0.26%.
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When only the cash flow stream into the risky siguis considered in the
calculation of returns, the choice of target resuoh value averaging played less of a
role. Having the target return at 10% gave a bgieformance only 38 times while

having a 0% target return performed best 34 times.

Using the average internal rate of return throughibese seventy two samples
(Table 6-5), the above mentioned trends become wiovmus. The choice of target
returns in the value averaging strategy has armcteffeen considering both cash flow
streams but is less important when considering tméycash flow stream into the
risky security. Value averaging is only able to patform dollar cost averaging if it

sets the target return at 5% and above.

Table 6-5 Mean IRR for Long-term Performance inEéA

VA (Combined Cash Flow) VA (Stock Only)
BH DCA

0% 5% 10% 0% 5% 10%

0.49162 0.55816 0.54604 0.57102 0.59625 0.63044 296%  0.62871

This is similar to the case when evaluating the ifrexti value averaging strategy.
When the combined cash flow is taken into accolawjng the target return at 10%
allowed the best performance 60 times. However,,grdy the cash flow into the

risky security is considered, the choice of tamgetirns does not necessarily lead to
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better performance.

Comparing the modified value averaging strategyhwite buy and hold strategy
(Table 6-6), the same trends are observed. Fantitéfied value averaging strategy
to out perform the market, the target return hasetset at 5% and above. If only the
cash flow into the risky security is considered thodified value averaging method

consistently out performs the buy and hold strategy

Table 6-6 Mean IRR for Long-term Performance of Mied VA in the DJIA

VA (Combined Cash Flow) VA (Stock Only)
BH

0% 5% 10% 0% 5% 10%

0.49162 0.47266 0.50939 0.54769 0.65471 0.65035 46046

6.4.3 Short-term Performance — Standard & Poor’s 500

The short-term performances of the different sgiaewere compared for each year
of actual stock market history for the Standard &Ps 500. Each yearly period

starts and ends in the month of March.

Throughout the fifty five years, when comparedhe buy and hold strategy, dollar
cost averaging had a higher return 24 times and lveasen by the buy and hold
strategy on 31 times. When dollar cost averagingperormed the buy and hold

strategy, it was on average 0.65% better and hadugh as 2.09% higher returns.
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When dollar cost averaging performed worse thanhkihg and hold strategy, it

averaged 0.34% lower and was no lower to the bdyhaitd strategy than by 0.84%.

It is found that among the three target rate airret for value averaging (combined
cash flow), the strategy performed the best foti®®s when it set the target returns
at 10%. The results of this is then compared vhtn huy and hold strategy. Value
averaging was able to outperform the buy and hobitegyy 25 times and averaged

0.64% higher. On the other hand, it lost 30 timas @averaged lower by 0.36%.

When only the cash flow stream into the risky siguis considered in the
calculation of returns, the choice of target resufior value averaging was much less
significant. Having the target return at 10% gaueetier performance only 30 times

while having a 0% target return performed besti2®s.

A comparison of the average internal rate of retthmoughout these fifty five

samples (Table 6-7) shows these trends more clegnly choice of target returns in
the value averaging strategy has an effect whesidering both cash flow streams
in the returns analysis but is less important whensidering only the cash flow

stream into the risky security.
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Table 6-7 Mean IRR for Short-term Performance a3&P500

VA (Combined Cash Flow) VA (Stock Only)
BH DCA

0% 5% 10% 0% 5% 10%

0.64962 0.74287 0.73102 0.73921 0.74718 0.78946 9041 0.7913

The modified value averaging strategy gives resulich are similar to the normal
case. When the overall cash flow is taken into antohaving the target return at
10% gave the best performance 35 times. Howeveznwinly the cash flow into the
risky security is considered, the choice of targéiirns does not necessarily lead to a

better performance.

Comparing the modified value averaging strategyhwite buy and hold strategy
(Table 6-8), the same trends are observed. Fantitéfied value averaging strategy
to out perform the market, the target return habaset at 10% and above. If only
the cash flow into the risky security is considerdte modified value averaging

method consistently out performs the buy and hokteqy.

Table 6-8 Mean IRR for Short-term Performance ofdifled VA in the S&P500

VA (Combined Cash Flow) VA (Stock Only)
BH

0% 5% 10% 0% 5% 10%

0.64962 0.63115 0.64193 0.65246 0.72807 0.72951 308Y
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6.4.4 Long-term performance — Standard & Poor’s 500

The long-term performance was analyzed using adisipie five year periods of

actual stock market history. Each period startseards$ in the month of March.

Of the fifty one possible five year periods, doltarst averaging had a higher return
30 times and was beaten by the buy and hold syrate@1 times. When dollar cost
averaging out performed the buy and hold strate@veraged 0.19% higher when it
won and provided as much as 0.61% higher returrenvithwon. When dollar cost

averaging performed worse than the buy and hoedegy, it averaged 0.23% lower

and was no lower than 0.73%.

Analyzing value averaging while taking into consate®n a combined cash flow
stream of the risky security and the side funds found that among the three target
rate of returns, value averaging performed the B2stimes when it set the target
returns at 10%. This is then compared with the lbng hold strategy. Value
averaging was able to outperform the buy and htvlitegyy 29 times and averaged

0.23% higher. On the other hand, it lost 22 timas averaged lower by 0.23%.

When only the cash flow stream into the risky si#guis considered in the
calculation of returns, the choice of target resuohvalue averaging played less of a
role. Having the target return at 10% gave a bgitteformance only 25 times while

having a 0% target return performed best 26 times.
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Using the average internal rate of return throughibese seventy two samples
(Table 6-9), the above mentioned trends become wiovmus. The choice of target
returns in the value averaging strategy has armcteffaen considering both cash flow
streams but is less important when considering tméycash flow stream into the

risky security.

Table 6-9 Mean IRR for Long-term Performance in $&P500

VA (Combined Cash Flow) VA (Stock Only)
BH DCA

0% 5% 10% 0% 5% 10%

0.63448 0.65035 0.61026 0.63966 0.66981 0.70826 070  0.70737

This is similar to the case when evaluating the iffext value averaging strategy.
When the overall cash flow is taken into accoumtyihg the target return at 10%
allowed the best performance 44 times (86.2%). Hewewhen only the cash flow
into the risky security is considered, the choitéaoget returns does not necessarily

lead to better performance.

Comparing the modified value averaging strategyhwite buy and hold strategy
(Table 6-10), the same trends are observed. Formtbdified value averaging
strategy to out perform the market, the targetrrehas to be set at 10% and above.

If only the cash flow into the risky security is nsidered, the modified value
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averaging method consistently outperforms the mayteold strategy.

Table 6-10 Mean IRR for Long-term Performance ofdified VA in the S&P500

VA (Combined Cash Flow) VA (Stock Only)
BH
0% 5% 10% 0% 5% 10%
0.63448 0.58012 0.62195 0.6656 0.72505 0.72242 9041

6.4.5 Summary

The results above emphasize the importance of tethod used to analyze the
internal rate of return from value averaging. Ilfiyothe cash flow stream into the
risky security is considered, then value averagitigbe able to outperform both the
buy and hold and dollar cost averaging consisteriflithe combined cash flow

stream is to be analyzed, then the choice of thgetareturns when applying the
value averaging strategy becomes an important rfadtor this strategy to

outperform dollar cost averaging and buy and htiid, target return has to be set

above a certain threshold of about 10%.

The length of the investment horizon, short-termomg-term, does not affect both
dollar cost averaging and value averaging. The-leng investment over five years
did better for the historical Dow Jones IndustAakrage data while the short-term

investment over a year performed better for theohisal Standard & Poor’s 500.
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Using the mean internal rates of return as our imdbar analyses has certain
drawbacks as mentioned earlier in section 2.4 faglthe historical mean blur.
Despite a higher mean internal rate of return, thmber of times a strategy out
performs another may not be significantly gredferther studies could be made into

the conditions which favor one strategy over anothe

6.5 Monte Carlo Simulation Methodology

The simulations were done using Matlab. To allow itBsults to be comparable with
previous works, Marshall’s [15] methodology of aymhg the performance of the
investment strategies was followed. The investnretdrn is determined by the
internal rate of return of each cash flow with thkonte Carlo method. 20000
simulations of investments are used to calculate ritean return and standard

deviation of the internal rate of return in eachihed trading strategies.

The investments will be made on a monthly basiscivig a close representation of
the common investor who sets aside some of his mhoiicome for investment.
The different investment strategies were applied imulated stock market with a
mean reverting characteristic. Monthly market nesuwere generated using the
model defined by (1) in Chapter 7. To ensure thatrhodel best replicates the real
world, the choice of the parameters of the matlet, anda is important. Theyvere
selected to give annual returns from 5% to 15% \lign monthly returns having
volatility ranging from 8% to 20%. The base valwéshe parameters were set as
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follows: 4 = 0.001, ¢ = 0.3281 while a was varied to give the different market

returns.

The model parameters were varied around thesevafises to check their influence
on the performance of any of the strategies. Otheiables such as the duration of
the investment period, amount invested and thefrexx side fund’s interest rates

were also varied.

6.5.1 Investment Period

The length of investment has to be long enoughnsue that the mean reverting
characteristic will be shown. A period of 5 yearBieh is consistent with Marshall

[15] was chosen.

6.5.2 Amount invested

For dollar cost averaging, a constant dollar amo@i$tL000 is invested each period.

For value averaging, the same amount of $1000 was @t the start of each period.
As for the target return of value averaging, theyet value of the portfolio was

grown at three different rates. The growth rateseveet to be equal to, 5% over and
5% under the growth rate of the market. If the stoe does not have enough funds
to reach the target value, he will have to borrberadditional funds from the bank at
the stipulated interest rate and repay it the failhg month. Likewise, the proceeds

from the sale of his shares are deposited intibéimik and enjoy the interest earned.
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Random investing includes a uniform chance thaihtiests from 0% of his capital

to 200% of his capital. If he has to invest moranthhe capital available to him, he
will have to borrow the additional funds as in theue averaging case. Any capital
not invested will be deposited with the bank anériest will be earned on the bank

balance.

For the buy and hold strategy, $1000 was investad the on start. In this case, the
internal rate of return is independent of the antonwvested. The return from this

strategy is taken to represent the market’s return.

6.5.3 Interest Rates

The cost of borrowing should ideally be greatemtkize cost of lending. However,
for simplicity, both interest rates have been takenbe constant and equal.

Simulations were run with the interest rates at 2%,and 5% per annum.

6.6 Monte Carlo Simulations Results and Analyses

In Section 5, the framework for the Monte Carlo glations to obtain the mean

internal rates of return of the different strategieas defined. This section analyses
the results from the simulations from two aspetit®, expected returns and the
inherent risk involved. As the different parametefrshe simulation are varied to test

their effects on the strategies, the analyses take this two pronged approach.

112



Finally, the modified value averaging method wi# bompared to buy and hold

strategy.

It should be noted that these results are validy datally around the model

parameters which were used.

Throughout the various sets of simulations, certig@nds were present regardless of

the underlying market conditions.

6.6.1 Investment Period and Amount Invested

It was found that the length of the investment@eiand the amount invested did not
have any significant influence on the results. Hesveincreasing the length of the

investment period reduced the risk involved ingtrategies.

6.6.2 Random Investing and Dollar Cost Averaging

The first noticeable result was that random investjave approximately the same
internal rate of return when analyzed with a sirgjleam cash flow into the risky
asset or with a combined cash flow stream into boghrisky asset and the side fund.
This is a reasonable result as the investor wasllgglikely to deposit cash as he
was to borrow it. In the long run, the amount of deposits would have been equal

to the amount of loans.

Similar to Marshall [15], the random investing s#gy gives very similar returns to
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dollar cost averaging. Unfortunately, both of thesategies fail to beat the buy and

hold strategy regardless of the market conditions.

Dollar cost averaging however has a slight advant#gandom investing as it has
less risk. The degree of this advantage is graatean environment with higher

volatility.

6.6.3 Value Averaging

Value averaging is the most superior strategy wdrdy the single cash flow stream
into the risky asset is considered. It consistentlyperforms the other strategies in
most situations. The only time it fails to do sowigen volatility is reduced
extremely. In such an environment, it is still atdenatch up to dollar cost averaging
but loses to the buy and hold strategy. This ibaexpected as the success of this

strategy depends on the volatility of the market.

When analyzing value averaging in this manner tdéinget return set by the investor
affects the returns inversely (Table 6-11). If theget return is set above the actual
market return, his return will be lowered. If hesskis target return below the actual
market return, the return from the strategy inaeeadhis trend is less obvious in a

low volatility environment and becomes more distiai€ the volatility increases.

On the other hand, when analyzing value averagiith & combined cash flow
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stream of both the risky asset and the side fumel,dpposite is true. Setting the
target return higher would result in a higher returhis makes sense as the interest
earned by a deposit into the side fund is lowen tthee return from an investment
into the financial market. However this is not talethe time as in a bearish market,
the financial market would not be able to give Kwed of returns a risk-free side

fund.

The importance of the choice of target return ghhghted when comparing value
averaging (combined cash flow) with dollar costrageng. Value averaging will
only be able to out perform dollar cost averagirnfye target return is set higher than

the market return.

Table 6-11 Mean IRR for Market Return of 5% witk+ 0.3281 and\ = 0.001

VA (Combined Cash Flow) VA (Stock Only)
BH DCA
0% 5% 10% 0% 5% 10%
0.456 0.426 0.409 0.421 0.431 0.488 0.486 0.485

The risks involved with value averaging naturatigreased with a higher target rate
of return. However, the level of risk increasedtdador the combined cash flow

analysis.

115



Table 6-12 Standard Deviation of IRR for Market iRatof 5% with: = 0.3281 and\ = 0.001

VA (Combined Cash Flow) VA (Stock Only)
BH DCA
0% 5% 10% 0% 5% 10%
0.564 0.650 0.598 0.660 0.736 0.649 0.656 0.663

6.7 Interest Rates

The interest rates charged on loans taken fronsitie fund and paid on deposits

were varied at 3 values, 0%, 2% and 5% per annum.

6.7.1 Mean Internal Rates of Return Analysis

The interest rate has no effect on the internasraf return for strategies which do
not borrow or deposit cash with the side fund. Heritbe buy and hold and dollar

cost averaging returns were unaffected.

Similarly, for the value averaging and random ivggstrategies, the internal rates
of return when analyzing the cash flow stream iotty the risky asset, was not

affected by the interest rates.

Interestingly, the interest rate has no effect lom tandom investing strategy even
when a combined cash flow stream is consideredra@qpmately the same internal
rates of return are obtained in both of the casesymbined cash flow and a risky
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asset only cash flow. This may be explained byféloe that the expected amount to
be invested at every period is 100% of the avaldbhd. The investor is equally
likely to be borrowing cash as he is to be depogitash. Thus, the interest rate

charged on loans and given on deposits will noetavimpact on his returns.

For the case of value averaging where a combinsti flaw is considered, the

effects of the interest rate will depend on therallamarket return and the target
return set for the strategy. Intuitively, when tiaeget return is set higher than the
market return, there is a higher probability threg investor will be borrowing more

cash from the side fund to attain his target valng¢he converse situation where the
target return is set to be lower than the marketrme more cash will be deposited
into the side fund as the higher than expectedepnall channel the investor to sell
of some of his risky assets in order to lower higested value to his target value.
With larger deposits in the side fund, a higheeiest rate should lead to higher
returns. Evidence of this is seen from the ressittswn in Table 6-13 when the

market return is 5% per annum.

However, when the market return is much higher ttheninterest rate of the side

fund, it would be wiser to have more invested it® market. A higher target return

results in a greater return. This is seen in T@KIS for a market which returns 10%.
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Table 6-13 Mean IRR of VA(Combined Cash Flow) fr¥iarying Interest Rates & Market Returns

Market Return p.a. 5% 10%
VA Target Returns p.a. 0% 5% 10% 5% 10% 15%
0% 0.396 0.419 0.444 0.760 0.810 0.866
Interest Rate 2% 0.409 0.421 0.431 0.777 0.818 0.863
5% 0.427 0.420 0.408 0.795 0.819 0.843

6.7.2 Investment Risk Analysis

Risk in this sense is the standard deviation of itlternal rates of return. It is

observed that the higher the investor sets higtagjurns, the greater the risk. When
the market has higher returns, the risk involvedtha value averaging strategy
declines.

Table 6-14 Standard Deviation of IRR of VA(Combir@adsh Flow) from Varying Interest Rates &

Market Returns

Market Return p.a. 5% 10%
VA Target Returns p.a. 0% 5% 10% 5% 10% 15%
0% 0.579 0.636 0.705 0.559 0.608 0.665
Interest Rate 2% 0.598 0.660 0.736 0.548 0.597 0.654
5% 0.603 0.669 0.752 0.569 0.626 0.695
6.8 Volatility

In this set of simulations, the volatility of theanket was varied to test its effects on
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the strategies. Volatility was manipulated by chagghe value ofs in the mean
reverting model parameters. During these simulafidthe interest rate of the side

fund was kept at 2% per annum and the rate of mmaersionA = 0.001.

6.8.1 Mean Internal Rates of Return Analysis

Both dollar cost averaging and value averaging Hasen touted to benefit from
increased market volatility. This trend was noteldew analyzing the returns for
dollar cost averaging and value averaging whenideriag the return from the cash
flow of the risky asset alone. Dollar cost averggivas unable to outperform the buy
and hold strategy regardless of the volatility lewghereas value averaging was able
to beat it consistently independently of the targaiue selected by the investor.
However, value averaging failed to outperform buag &old when the volatility was
reduced below a certain threshold. These resudtsratine with previous findings

[12].
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Table 6-15 Mean IRR of Strategies from Varying \itity & Market Return of 5%

VA (Combined Cash Flow)

Volatility BH DCA
0% 5% 10%

0.033 0.420 0.414 0.395 0.414 0.434

0.082 0.429 0.416 0.397 0.415 0.436

Model 0.164 0.411 0.407 0.390 0.406 0.424
Parameter ~ 0.328 0.456 0.426 0.409 0.421 0.431
c 0.492 0.512 0.452 0.430 0.426 0.368
0.656 0.361 0.348 0.031  -0.316  -0.951
0.984 -0.261 -0.249 5640  -7.948  -10.976

The focus of these simulations is on the returr@nfrvalue averaging when
considering a combined cash flow with the inclustdan interest bearing side fund.
In this situation, value averaging was only supetm the buy and hold strategy
when market volatility was lows(approximately less than 0.328) and the target
return set by the investor was above the marketndiy 5%. A set of results for a

simulation done with the model giving a market retaf 5% is shown in Table 6-15.

In the event of an extremely volatile market, athwegies suffer heavy losses. The

higher the investor set his target return for thkig averaging strategy, the bigger

the loss.
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6.8.2 Investment Risk Analysis

The same observations are made on the level ofarskoth a market return of 5%

and 10%.

When analyzing value averaging with a combined ¢asi stream, the risk incurred

by this strategy in a volatile market is very grdaincreases at a much faster rate
compared to dollar cost averaging when volatilgyincreased. Unlike an analysis
where only the cash flow into the risky security densidered, there is a cost
involved in borrowing extra funds in order for timvestor to meet his target value.
In an extremely volatile market, such loans car takoll on the investor as he may

not be able to extend his loans without limit.

Dollar cost averaging and the buy and hold strasegynot exposed to this risk and

are better suited for a high volatility environment

Table 6-16 Standard Deviation of Strategies fromyirey Volatility & Market Return of 5%

VA (Combined Cash Flow)

Volatility BH DCA
0% 5% 10%
0.328 0.564 0.650 0.598 0.660 0.736
Model
0.492 0.837 0.974 0.950 1.110 2.675
Parameter
0.656 1.120 1.310 7.426 10.374 15.247
b
0.984 1.654 1.950 32.357 38.451 45.122
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6.9 Rate of Mean Reversion

As seen in equation (2) of Chapter 5, the rate @imreversion affects the simulated
market price series by changing the variance ofpiti@es. A higher rate of mean
reversion will result in a smaller variance of fréces. This property is less evident

at the start of the price series and becomes nii@ws with time.

In this set of simulations, the rate of mean raeerst, was varied from 0.003 to
0.0003. The volatilitys, and the interest rate were kept constant at 0.2281 2%

per annum respectively throughout all the simufegio

6.9.1 Mean Internal Rates of Return Analysis

Varying the rate of mean reversion did not prodwae distinct trends. No
significant benefits were brought to the strategidewever, both increasing and
decreasing the rate of mean reversion to the eegsamsulted in a slight decrease in

returns from all strategies.

Dollar cost averaging and value averaging whenyaedl with a combined cash flow
were both unable to outperform the buy and holategyry consistently. Though value
averaging did manage to beat the buy and holdeglyatinder certain conditions.
However, they did not occur consistently in boté tharket with returns of 5% and

10% and nothing conclusive could be drawn fromrédsailts.
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Table 6-17 Mean IRR of Strategies from Varying RafeMean Reversion for Market Return of 5%

VA (Combined Cash Flow)

Rate of Mean Reversion BH DCA
0% 5% 10%
0.0003 0.457 0.419 0.404 0.415 0.425
Model 0.0005 0.421 0.420 0.403 0.414 0.423
Parameter 0.0010 0.456 0.426 0.409 0.421 0.431
A 0.0020 0.470 0.429 0.413 0.425 0.436
0.0030 0.459 0.415 0.401 0.411 0.421

6.9.2 Investment Risk Analysis

The mean reversion parameter did not have anyfsignt influence on the risks

associated with the strategies.

6.10 Modified Value Averaging

The concept of the modified value averaging strategs to make value averaging, a
cumulative investment technique, comparable with iy and hold strategy. This
method would highlight the effects of borrowing #abchal funds in order to meet

targets. Thus, any analysis should be made withnebed cash flow stream.

In this case, the modified value averaging strategg unable to beat the buy and
hold strategy except when volatility was low aneé target return was set at 5%

above the market return. When volatility increadéd, risk involved in this strategy
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grew at an increasing rate and its performancepsaser than the buy and hold.

Table 6-18 Mean IRR of Modified Value Averaging Fr&/arying Rate of Volatility for Market

Return of 5%

VA (Combined Cash Flow)

Volatility BH
0% 5% 10%
Model 0.164 0.423 0.398 0.422 0.450
Parameter 0.328 0.461 0.436 0.423 0.263
c 0.492 0.498 0.127 -0.469 -1.820
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CHAPTER 7 CONCLUSION

7.1 Foreign Exchange Rate Prediction with ANN

Forecasting of foreign exchange rates is a diffitagk which has been a challenge
in modern time series prediction. The goal of tingt Section in this thesis has been
to examine the different inputs which may be usedadnstructing an ANN for the
purpose of predicting exchange rates. The perfocenan these ANN was based on
the RMSE and DA. Data pre-processing methods weaenmed and it was found
that using simple moving averages, returns or &igrns did not help in the out-of-

sample performance of the ANN.

Economic fundamentals are important in exchangesrahovements but their
underlying relationships were not captured by ttdNA This was shown when they
did not improve the networks predictive performadespite their use as inputs. This
could be a result of the frequency of the econdimcamentals which are updated

only quarterly.

Further studies may be made into the use of meguéntly updated indicators of
the foreign exchange market like technical indicatorhe performance of the

networks in this experiment pale in comparison t0sY[7] results. Perhaps, more
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studies may be made into the effect of changingctds® function when training the
ANN. Currently, there is no standardized procedarelata and ANN architecture
selection, further research may be done to dewvelsystem which will eliminate the

trial and error process.

7.2 Money Management in a Mean-Reverting Environment

The second part of the thesis evaluates the peafocenof dollar cost averaging and
value averaging in a mean reverting environmené @laluation of the effectiveness
of value averaging is very much dependent on ththodeof analysis. A prudent
investor would include the cash flows in and ouhf risk-free side fund into his
analysis. In this case, the internal rate of reftom value averaging would only be
better than dollar cost averaging if the invessoable to set his target return higher
than the market return. If the investor fails tbtss target return for value averaging
above the market, value averaging and dollar cestaging will be unable to

outperform the buy and hold strategy.

On the other hand, if the investor chooses to igios side fund as part of his cash
flow stream, value averaging will undoubtedly be #uperior strategy, consistently
beating the market and dollar cost averaging exakping periods of lower

volatility.

These results are valid only locally around the elgearameters which were used.
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Further studies may be made into the charactesisifcthe stock market which

contribute to the performance of the differenttsigées.
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APPENDIX A: RESULTS OF EXCHANGE RATE PAIRS

CHAPTER 3

Using Pure Time Delayed Rates as inputs for GBP/USD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario /

n=4 0.10406 0.02380 0.07310 0.01489 0.49206 0.45238 0.49206082
n=5 0.1786: 0.0180* 0.0255: 0.0209: 0.4722: 0.4365: 0.4563! 0.4563"
n=6 0.02836 0.03648 0.04114 0.03461 0.47222 0.44841 0.46428404
n=7 0.16924 0.05244 0.05663 0.01242  0.44048 0.45635 0.49208006
n=8 0.2101: 0.0623! 0.0332{ 0.0576¢ 0.4523¢ 0.4563! 0.4603: 0.4444:
n=9 0.23660 0.07941 0.03620 0.03829 0.46032 0.51587 0.44846082
n=10 0.20823 0.04117 0.09045 0.02393 0.50397 0.44841 0.51583685
Scenario |

n=4 0.01277 0.01338 0.01165 0.01146 0.53175 0.47222 0.531Z8006

333ﬁ33
©O© 00 ~NO O

1
[a=N
o

0.02939 0.01479 0.01103 0.01009 0.48810 0.51984 0.48036794
0.01527 0.02591 0.01601 0.02406  0.53175 0.49206 0.51588800
0.03416 0.02036 0.01039 0.01150 0.47619 0.47222 0.4843GQ79%4
0.02222 0.01263 0.01086 0.01310 0.54365 0.53175 0.49683048
0.02857 0.01270 0.01467 0.01056  0.53571 0.42460 0.4843B587
0.0350 0.0188¢ 0.0200° 0.0130¢f  0.4801¢ 0.5079: 0.5000( 0.4841:

Using Pure Time Delayed Rates as inputs for USD/JPY

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario /

n=4 0.62167 0.62412 0.62327 0.62558 0.52381 0.49603 0.54742800

0.6240¢ 0.6216: 0.6261( 0.6237¢ 0.5277¢ 0.5317¢ 0.5198: 0.5119(
0.62396 0.62267 0.62730 0.62537  0.55556 0.55556 0.49663603
0.62412 0.62512 0.63053 0.62701  0.53968 0.53968 0.4965G6397
0.6258¢ 0.6252¢ 0.6275: 0.6387(  0.4920¢ 0.4841! 0.4881( 0.4841!
0.62260 0.62329 0.62811 0.62629 0.56349 0.54365 0.51589206

333%33
O© 0o~NO O

=10 0.62440 0.62414 0.62837 0.62749 0.50794 0.51587 0.50080397
Scenario |
n=4 0.58816 0.59311 0.59384 0.59791 0.54365 0.53175 0.476484103

0.59829 0.59422 0.59684 0.59367 0.53175 0.53968 0.51198968
0.59180 0.58909 0.59545 0.59591  0.52381 0.55556 0.58730190
0.59554 0.58542 0.59298 0.59450 0.53968 0.60714 0.47232571
0.59375 0.59609 0.59565 0.59607 0.53968 0.52381 0.51984762
0.59583 0.59072 0.59532 0.59857  0.53571 0.53571 0.58730000
0.5944: 0.5920¢ 0.5958{ 0.5974!  0.5396¢ 0.5396¢ 0.5476: 0.4523¢

333%33
O© 0o ~NO O

1
=
o
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Using Moving Averages as inputs for GBP/USD

Model RMSE DA (%)
Scenario /

n=4 0.0256: 0.4801¢
n=5 0.02639 0.48413
n=6 0.03214 0.59921
Scenario |

n=4 0.0186: 0.4801¢
n=5 0.01074 0.47222
n=6 0.01088 0.61508

Using Moving Averages as inputs for USD/JPY

Model RMSE DA (%)
Scenario /

n=4 0.6272: 0.4484:
n=5 0.62866 0.48810
n=6 0.51227 0.71032
Scenario |

n=4 0.6044: 0.5476:
n=5 0.59522 0.47619
n=6 0.59593 0.46825
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Using Lagged 5-day Moving Averages as inputs foPBESD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario

n=4 0.0166: 0.0434. 0.0383" 0.0198t: 0.4642¢ 0.4722: 0.4444: 0.4563!
n=5 0.05941 0.04231 0.03111 0.02992 0.46032 0.48413 0.48098381
n=6 0.08303 0.22518 0.01798 0.08132 0.46032 0.46825 0.45238006
n=7 0.06529 0.04689 0.01883 0.25496 0.42857 0.52381 0.49653778
n=8 0.21051 0.01709 0.04502 0.01264 0.48016 0.44444 0.47222088
n=9 0.28809 0.02783 0.07343 0.04862 0.46429 0.49206 0.50397801
n=10 0.3872¢ 0.0195! 0.0167° 0.0212: 0.4523¢ 0.4722: 0.4761¢ 0.4444.
Scenario |

n=4 0.01965 0.01714 0.01188 0.01148 0.47222 0.44841 0.531%36861
n=5 0.01323 0.01972 0.01698 0.01337 0.48413 0.50397 0.50393288
n=6 0.01686 0.01817 0.01472 0.01949 0.47222 0.46825 0.5238712P2
n=7 0.0661. 0.0152¢ 0.0179° 0.0267: 0.5277¢ 0.4960: 0.5039° 0.4722:
n=8 0.04249 0.01756 0.02800 0.01542 0.47222 0.45635 0.51198800
n=9 0.02546 0.01753 0.01447 0.01236 0.46429 0.44048 0.47649962
n=10 0.06541 0.04019 0.03157 0.01378 0.49603 0.49206 0.5278800

Using Lagged 5-day Moving Averages as inputs fobLI®Y

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario /

n=4 0.6293( 0.6275: 0.6308¢ 0.6268: 0.4881( 0.5198: 0.4801¢ 0.4881(
n=5 0.62794 0.62692 0.62425 0.63370 0.48016 0.47619 0.50009603
n=6 0.62523 0.62875 0.63259 0.63224 0.53968 0.48016 0.48848800
n=7 0.62589 0.62653 0.63505 0.63574 0.52778 0.55159 0.46032603
n=8 0.62472 0.63504 0.63369 0.62821 0.51984 0.51587 0.49603222
n=9 0.62455 0.62932 0.63082 0.63889 0.49206 0.51587 0.47649484
n=10 0.6320¢ 0.6296¢ 0.6346! 0.6361( 0.5317! 0.5238. 0.4603: 0.4801¢
Scenario |

n=4 0.59505 0.59248 0.59550 0.59492 0.54762 0.54365 0.53533968
n=5 0.59790 0.59221 0.59214 0.59869 0.53571 0.52778 0.52738587
n=6 0.59838 0.59464 0.60535 0.59446 0.53175 0.53968 0.53953571
n=7 0.5963¢ 0.5944: 0.5979: 0.5978: 0.5396¢ 0.5476: 0.5277¢ 0.5238:
n=8 0.59328 0.60205 0.59666 0.59545 0.54365 0.53175 0.54353968
n=9 0.59333 0.59546 0.59633 0.60786 0.53968 0.53571 0.53958762
n=10 0.59368 0.59545 0.59260 0.60341 0.53571 0.52778 0.53958762
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Using Lagged 10-day Moving Averages as inputs fBP@&JSD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario /

n=4 0.0126( 0.0288¢ 0.0155: 0.0391¢ 0.4722: 0.4484. 0.4722. 0.4325:
n=5 0.09810 0.01973 0.02200 0.02602 0.48810 0.48413 0.456338H7
n=6 0.07055 0.08712 0.04577 0.06827 0.45635 0.50397 0.45635685
n=7 0.12673 0.05177 0.01166 0.01327 0.49206 0.46429 0.46032403
n=8 0.22816 0.03756 0.20826 0.01776 0.47619 0.45635 0.51588429
n=9 0.06682 0.04546 0.03521 0.06003 0.46825 0.49206 0.47648403
n=10 0.3070! 0.1276¢ 0.0602° 0.0312: 0.4523¢ 0.5198: 0.4920¢ 0.4484:
Scenario |

n=4 0.01690 0.01053 0.01539 0.01054 0.45238 0.51984 0.5000D587
n=5 0.02316 0.01445 0.01131 0.01417 0.50397 0.44841 0.452382P2
n=6 0.04589 0.01786 0.02587 0.01493 0.48413 0.45635 0.46428006
n=7 0.0259: 0.0119: 0.0106¢ 0.0203( 0.5079: 0.4841: 0.5079: 0.4801¢
n=8 0.03453 0.01519 0.01566 0.01435 0.48810 0.51984 0.511902P2
n=9 0.03639 0.02885 0.01405 0.01679 0.48413 0.53175 0.48048603
n=10 0.02462 0.02414 0.01969 0.01987 0.44048 0.48810 0.47646825

Using Lagged 10-day Moving Averages as inputs fSDUPY

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA

Scenario /

n=4 0.6317¢ 0.6303! 0.6289¢ 0.6281- 0.5039° 0.5079: 0.5000( 0.4801¢
n=5 0.62832 0.63152 0.62692 0.63769 0.45635 0.48413 0.49608006
n=6 0.63123 0.63241 0.63034 0.62767 0.47619 0.48413 0.50000619
n=7 0.63049 0.63347 0.62945 0.63131 0.46825 0.48810 0.48046685
n=8 0.63063 0.62802 0.63328 0.63102 0.49206 0.47619 0.48048603
n=9 0.63179 0.62704 0.63465 0.64145 0.50000 0.50000 0.45238609
n=10 0.6282¢ 0.6314! 0.6303! 0.6322: 0.5119( 0.4722: 0.4523¢ 0.4682!
Scenario |

n=4 0.59535 0.59295 0.59422 0.59753 0.53571 0.55159 0.54356397
n=5 0.59272 0.59529 0.59167 0.59314 0.53968 0.53968 0.53958189
n=6 0.59126 0.59750 0.59423 0.59571 0.53968 0.53968 0.52738762
n=7 0.5956¢ 0.5986( 0.6003: 0.6046¢ 0.5476: 0.5198: 0.5198: 0.5277¢
n=8 0.60024 0.60001 0.59640 0.60134 0.54365 0.53968 0.52383968
n=9 0.60381 0.59907 0.60369 0.60497 0.51587 0.53571 0.52384365
n=10 0.60181 0.60826 0.60213 0.59986 0.53571 0.51190 0.53533968
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Using Log-Returns to predict Log-Returns withoutridalization GBP/USD

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)

Scenario

n=4 0.0062: 0.0063: 0.0063( 0.0062: 0.7182! 0.7182! 0.7103: 0.7222:
n=5 0.00623 0.00650 0.00634 0.00625 0.72222 0.69841 0.71429825
n=6 0.00623 0.00640 0.00624 0.00619 0.71825 0.71429 0.71429825
n=7 0.00622 0.00642 0.00636 0.00625 0.71825 0.71825 0.7182%5825
n=8 0.00622 0.00643 0.00634 0.00623 0.71825 0.71429 0.71429222
n=9 0.00622 0.00636 0.00636 0.00634 0.71825 0.71429 0.71429685
n=10 0.0062: 0.0065: 0.0065! 0.0062¢ 0.7182! 0.7103: 0.7023¢ 0.7063!
Scenario |

n=4 0.00489 0.00489 0.00491 0.00492 0.75000 0.75794 0.75393403
n=5 0.00489 0.00490 0.00490 0.00491 0.75397 0.75397 0.75794206
n=6 0.00489 0.00489 0.00491 0.00497 0.76190 0.75794 0.74603603
n=7 0.0048¢ 0.0049( 0.0050( 0.0049: 0.7539° 0.7579: 0.7341: 0.7460:
n=8 0.00489 0.00489 0.00490 0.00492 0.75794 0.75794 0.75794206
n=9 0.00490 0.00490 0.00492 0.00493 0.75000 0.75794 0.75393000
n=10 0.00490 0.00492 0.00494 0.00490 0.75000 0.76190 0.75009397

Using Log-Returns to predict Log-Returns withoutridalization USD/JPY

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)

Scenario /

n=4 0.0055¢ 0.0056( 0.0055¢ 0.0056: 0.7142¢ 0.7182¢ 0.7142¢ 0.7182!

0.00558 0.00560 0.00563 0.00564 0.71825 0.71429 0.70635288
0.00558 0.00559 0.00557 0.00558 0.71825 0.72222 0.710328P25
0.00558 0.00558 0.00564 0.00561 0.71429 0.71825 0.70238288
0.00558 0.00559 0.00561 0.00561 0.71032 0.71429 0.698414P9
0.00560 0.00558 0.00564 0.00561 0.71429 0.72222 0.702384P9

333ﬁ33
© 00 ~NO Ol

=10 0.0055¢ 0.0055! 0.0055¢ 0.0056: 0.7063! 0.7103: 0.6984. 0.7182!
Scenario |

n=4 0.00509 0.00509 0.00514 0.00515 0.71032 0.71429 0.71032429
n=5 0.00509 0.00510 0.00518 0.00512 0.71429 0.71429 0.71823222
n=6 0.00509 0.00510 0.00510 0.00515 0.71032 0.71429 0.71823222
n=7 0.0050¢ 0.0050¢ 0.0051: 0.0051: 0.7103: 0.7142¢ 0.7222: 0.7182!
n=8 0.00509 0.00509 0.00515 0.00515 0.71032 0.71032 0.7142926109
n=9 0.00510 0.00509 0.00514 0.00515 0.71429 0.71032 0.72222429
n=10 0.00508 0.00508 0.00516 0.00516 0.71032 0.71032 0.714296109
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Using Log-Returns to predict Log-Returns with Lin&krmalization to (0,1) GBP/USD

No. of Lag: 0 1 2 3 0 1 2 3
Model RMSE DA

Scenario /

n=4 0.0062. 0.0065: 0.0063¢ 0.0065¢ 0.7222: 0.7063¢ 0.7261¢ 0.7222:
n=5 0.00626 0.00647 0.00639 0.00696 0.71825 0.70635 0.71429429
n=6 0.00623 0.00647 0.00646 0.00635 0.71825 0.70635 0.71429082
n=7 0.00624 0.00655 0.00835 0.00628 0.71825 0.70635 0.72222825
n=8 0.00623 0.00642 0.00651 0.00630 0.71825 0.72222 0.71828685
n=9 0.00625 0.00653 0.00656 0.00681 0.71825 0.71032 0.71429429
n=10 0.0062: 0.0065! 0.0063¢ 0.0063¢ 0.7182% 0.7142¢ 0.7103: 0.7063¢
Scenario |

n=4 0.00490 0.00498 0.00493 0.00491 0.75397 0.75397 0.74206794
n=5 0.00490 0.00488 0.00491 0.00492 0.75000 0.75397 0.75000206
n=6 0.00490 0.00494 0.00489 0.00498 0.75000 0.75000 0.76984206
n=7 0.0049( 0.0049: 0.0049. 0.0050: 0.7500( 0.7500( 0.7579: 0.7420¢
n=8 0.00489 0.00497 0.00494 0.00495 0.75397 0.75397 0.76984603
n=9 0.00490 0.00492 0.00493 0.00500 0.75000 0.75397 0.76196190
n=10 0.00490 0.00488 0.00491 0.00500 0.75000 0.76190 0.75798984

Using Log-Returns to predict Log-Returns with Lin®krmalization to (0,1) USD/JPY

No. of Lag: 2 3 4 5 2 3 4 5
Model RMSE DA (%)

Scenario /

n=4 0.0055¢ 0.0056( 0.0055¢ 0.0056: 0.7142¢ 0.7182% 0.7142¢ 0.7182!
n=5 0.00558 0.00560 0.00563 0.00564 0.71825 0.71429 0.70635288
n=6 0.00558 0.00559 0.00557 0.00558 0.71825 0.72222 0.71032825
n=7 0.00558 0.00558 0.00564 0.00561 0.71429 0.71825 0.70238288
n=8 0.00558 0.00559 0.00561 0.00561 0.71032 0.71429 0.69841429
n=9 0.00560 0.00558 0.00564 0.00561 0.71429 0.72222 0.70238429
n=10 0.0055¢ 0.0055! 0.0055¢ 0.0056: 0.7063! 0.7103: 0.6984. 0.7182!
Scenario |

n=4 0.00509 0.00509 0.00514 0.00515 0.71032 0.71429 0.71032429
n=5 0.00509 0.00510 0.00518 0.00512 0.71429 0.71429 0.71823222
n=6 0.00509 0.00510 0.00510 0.00515 0.71032 0.71429 0.71823222
n=7 0.0050¢ 0.0050¢ 0.0051: 0.0051« 0.7103: 0.7142¢ 0.7222: 0.7182!
n=8 0.00509 0.00509 0.00515 0.00515 0.71032 0.71032 0.714292619
n=9 0.00510 0.00509 0.00514 0.00515 0.71429 0.71032 0.72222429
n=10 0.00508 0.00508 0.00516 0.00516 0.71032 0.71032 0.714296109
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Returns Added Back on Price for GBP/USD

No. of Lag: 0 1 2 3 0 1 2 3

Model RMSE DA

Scenario /

n=5 0.0110 0.0115 0.0112 0.0112 0.5516 0.5119 0.5040 0.5000
n=6 0.0109 0.0117 0.0112 0.0112 0.5437 0.5238 0.5238 0.4881
n=7 0.0109 0.0118 0.0113 0.0109 0.5595 0.4405 0.4802 0.4881
Scenario |

n=5 0.009C 0.009C 0.0091 0.009: 0.5437 0.527¢ 0.4841 0.515¢
n=6 0.0090 0.0090 0.0090 0.0090 0.5079 0.5119 0.5079 0.5238
n=7 0.0090 0.0091 0.0091 0.0092 0.5198 0.5079 0.5238 0.5397

Returns Added Back on Price for USD/JPY

No. of Lag: 0 1 2 3 0 1 2 3

Model RMSE DA

Scenario /

n=5 0.6242 0.6270 0.6248 0.6271 0.5357 0.4365 0.4960 0.4802
n=6 0.6234 0.6269 0.6267 0.6257 0.5238 0.4921 0.5238 0.5238
n=7 0.6239 0.6187 0.6261 0.6246 0.5317 0.5516 0.5317 0.4921
Scenario |

n=5 0.5907 0.593: 0.595¢ 0.594¢ 0.5397 0.555¢ 0.480: 0.511¢
n=6 0.5904 0.5901 0.5951 0.5965 0.5238 0.5198 0.5040 0.4960
n=7 0.5903 0.5923 0.5949 0.5961 0.5000 0.5278 0.5119 0.5159

138



UsingReturns and Price as Input for GBP/USD

No. of Lag: 0 1 2 3 0 1 2 3

Model RMSE DA

Scenario /

n=5 0.0904 0.0164 0.0160 0.0281 0.4444 0.4246 0.4921 0.4524
n=6 0.0688 0.0218 0.0372 0.0127 0.4643 0.4167 0.4643 0.4286
n=7 0.0379 0.0185 0.0140 0.0180 0.4722 0.4683 0.4722 0.4365
Scenario |

n=5 0.032: 0.011: 0.013%¢ 0.009: 0.484: 0.472: 0.480: 0.436¢
n=6 0.0126 0.0098 0.0188 0.0159 0.4524 0.4325 0.4444 0.4563
n=7 0.0184 0.0109 0.0156 0.0194 0.5595 0.4603 0.4722 0.4603

UsingReturns and Price as Input for USD/JPY

No. of Lag: 0 1 2 3 0 1 2 3

Model RMSE DA

Scenario /

n=5 0.6288 0.6203 0.6280 0.6246 0.5357 0.5357 0.4603 0.5516
n=6 0.6247 0.6224 0.6231 0.6286 0.5278 0.5595 0.5159 0.4365
n=7 0.6294 0.6209 0.6247 0.6249 0.5476 0.5278 0.5040 0.5159
Scenario |

n=5 0.591¢ 0.590¢ 0.597: 0.598! 0.468: 0.4841 0.500( 0.500(
n=6 0.5915 0.5881 0.5951 0.6002 0.4960 0.4722 0.4722 0.4722
n=7 0.5914 0.5934 0.5953 0.5953 0.5437 0.5119 0.5278 0.5040
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CHAPTER 4

UsingInterpolated Future Price as Inputs for the GBP/USD

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Model RMSE DA (%)

Scenario /

n=4 0.0316 0.0092 0.0339 0.0176 0.6310 0.7262 0.6230 0.4167
n=5 0.0189 0.0345 0.0239 0.0282 0.6230 0.6508 0.6032 0.4762
n=6 0.0321 0.0170 0.0154 0.0405 0.5992 0.6310 0.7222 0.5000
Scenario |

n=4 0.0077 0.007t 0.008( 0.014( 0.718: 0.754( 0.698: 0.432¢
n=5 0.0138 0.0083 0.0098 0.0133 0.6230 0.6825 0.6270 0.4841
n=6 0.0109 0.0145 0.0075 0.0152 0.6151 0.6667 0.7103 0.4881

UsingInterpolated Future Price as Inputs for the USD/JPY

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Model RMSE DA (%)

Scenario /

n=4 0.5134 0.5150 0.5123 0.6336 0.7024 0.6786 0.7143 0.4841
n=5 0.5120 0.5122 0.5129 0.6341 0.7143 0.7222 0.7183 0.4603
n=6 0.5123 0.5107 0.5108 0.6307 0.7103 0.7222 0.7143 0.4921
Scenario |

n=4 0.482: 0.492: 0.490: 0.603¢ 0.757¢ 0.7427 0.746( 0.507¢
n=5 0.4854 0.4893 0.4938 0.5944 0.7540 0.7460 0.7341 0.4960
n=6 0.4865 0.4906 0.4875 0.5959 0.7540 0.7500 0.7460 0.4683
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Using Constant Future Price as Inputs for the GBP/USD

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Model RMSE DA (%)

Scenario /

n=4 0.0786 0.0594 0.0324 0.0176 0.6071 0.6468 0.6032 0.4167
n=5 0.0281 0.0322 0.0269 0.0282 0.5992 0.5952 0.6032 0.4762
n=6 0.0405 0.0286 0.0241 0.0405 0.5992 0.6032 0.5992 0.5000
Scenario |

n=4 0.008( 0.010¢ 0.009: 0.014( 0.690t 0.591: 0.642¢ 0.432¢
n=5 0.0082 0.0078 0.0084 0.0133 0.7143 0.6667 0.6548 0.4841
n=6 0.0136 0.0074 0.0081 0.0152 0.6786 0.7421 0.7222 0.4881

Using Constant Future Price as Inputs for the USD/JPY

No. of Lag: 2 3 4 NO FC 2 3 4 NO FC
Model RMSE DA (%)

Scenario /

n=4 0.4684 0.4722 0.4699 0.6336 0.7143 0.7143 0.7183 0.4841
n=5 0.4721 0.4716 0.4700 0.6341 0.7222 0.7222 0.7024 0.4603
n=6 0.4722 0.4722 0.4680 0.6307 0.7183 0.7183 0.6984 0.4921
Scenario |

n=4 0.442: 0.446¢ 0.442: 0.603¢ 0.738: 0.722: 0.738] 0.507¢
n=5 0.4404 0.4468 0.4477 0.5944 0.7421 0.7381 0.7222 0.4960
n=6 0.4412 0.4416 0.4450 0.5959 0.7540 0.7540 0.7381 0.4683
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USD/JPY Scenario A RMSE
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USD/JPY Scenario B RMSE
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GBP/USD Scenario A RMSE

0.035

0.03 A

0.025 A

0.02 1

0.015 A

0.01 1

0.005 -

0 \ \ \ \ \ \ \ \
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Mean Correlation

Noisy Future Prices against RMSE for GBP/USD Sderar

GBP/USD Scenario A DA

0.59
0.58 1
0.57 1
0.56 1
0.55 A1
0.54 1
0.53 1

Directional Accuracy

0.52 A
0.51 A

0.5 \ \ \
0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Mean Correlation

Noisy Future Prices against DA for GBP/USD ScenArio

144



GBP/USD Scenario B RMSE
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Using Individual Interest Rates or Their DiffereraInputs for GBP/USD

Forecas Individual Difference Individual Difference
Model RMSE DA
Scenario /

n=4 0.6457 0.6260 0.5079 0.5317
n=5 1.5312 0.6236 0.4881 0.5040
n=6 0.8178 0.6271 0.4921 0.5159
Scenario |

n=4 0.648" 0.596¢ 0.436¢ 0.492:
n=5 0.6294 0.5979 0.4603 0.4683
n=6 0.6246 0.6058 0.4365 0.4841

Using Individual GDP or Their Difference as Inpéds USD/JPY

Forecas Individual Difference Individual Difference
Model RMSE DA
Scenario /

n=4 0.6850 0.6483 0.5595 0.5635
n=5 0.6331 0.6466 0.5040 0.4921
n=6 0.6699 0.6448 0.5595 0.4325
Scenario |

n=4 0.641: 0.598: 0.472: 0.444«
n=5 0.5935 0.5953 0.5397 0.5159
n=6 0.5905 0.5906 0.5159 0.5476

Using Individual CPI or Their Difference as Inpfibs USD/JPY

Forecas Individual Difference Individual Difference
Model RMSE DA
Scenario /

n=4 1.0959 0.6329 0.4405 0.5675
n=5 0.6676 0.6387 0.4484 0.4484
n=6 0.6424 0.6556 0.4444 0.4683
Scenario |

n=4 0.603¢ 0.591: 0.500( 0.527¢
n=5 0.8152 0.5966 0.4603 0.4841
n=6 0.5914 0.6011 0.5754 0.5357
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Using Individual Trade Balance or Their DiffereraInputs for USD/JPY

Forecas Individual Difference Individual Difference
Model RMSE DA
Scenario /

n=4 0.6517 0.6476 0.5357 0.5595
n=5 45463 0.6381 0.4643 0.5675
n=6 0.6347 0.6226 0.5873 0.5397
Scenario |

n=4 0.639¢ 0.598¢ 0.5397 0.452¢
n=5 0.7663 0.5940 0.5397 0.4762
n=6 7.7220 0.6423 0.5317 0.4405

Using Fundamental Data as inputs for USD/JPY

Forecas
Mode|

Without  With

Without ~ With

RMSE

DA

Scenario A

> 35 5

Scenario B

> 35 5

o 01 b~

o 01 b~

1.4512 0.5793
0.6561 0.5269
0.645¢ 0.642(

1.7338 0.4853
0.805¢ 0.5487
3.3403 2.1168

0.4405 0.6667
0.5437 0.6627
0.551¢ 0.615:

0.5397 0.7302
0.5397 0.678¢
0.4603 0.4643
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