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Summary 

Crystallization is a widespread phenomenon in the inanimate world and living 

organisms. This process has been employed as a major strategy in developing 

electronic, optical and magnetic materials. Therefore, the study of crystallization is 

one of the most important areas of condensed matter physics, materials science and 

biological science. In the study of crystallization, the pathway for crystal nuclei to 

approach their final stable crystalline structure is of fundamental importance.  

The in-situ observation in a colloidal model system suggests that due to surface 

effects, crystal nuclei emerge with a liquid-like structure at the early stage and 

develop a crystalline core in subsequent growth, with the liquid component being 

maintained in the exterior layer of the nuclei. Crystal nuclei become entirely 

crystalline only when they reach a critical size. In this process, the nuclei structure is 

size dependent and the average order degree rises gradually with the size of the nuclei. 

As a consequence of the liquid exterior, the nucleation barrier is reduced compared 

with the prediction of classical nucleation theory (CNT).  

   An alternative pathway for crystal nucleation is multi-step crystallization (MSC). 

In our experiments, it was found that under certain conditions, the first nucleated 

phase is a metastable amorphous phase. Crystalline nuclei subsequently nucleate from 

the metastable phase. Sub-crystalline nuclei in the metastable phase nucleate by 

structure fluctuations, consistently with CNT. However, the critical crystalline nuclei 
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in the metastable amorphous phase are formed by coalescence of the sub-crystalline 

nuclei. An amorphous cluster can accommodate only one stable crystalline nucleus. 

The structure and density decrease continuously from the crystalline core to the 

amorphous fringe. The continuous decrease in structure and density has kinetic 

advantages in producing perfect crystals.  

To determine the nucleation rate of crystals in the metastable amorphous phase, a 

mathematical method is developed. The experimentally determined nucleation rates 

enable us to measure the relative supersaturation for crystallization and the 

crystal-liquid interface energy in the metastable amorphous phase.  

After the nucleation stage, postcritical crystal nuclei grow into bulk crystals 

through incorporation. It has been found that, due to the attraction between the 

incoming atoms and the step atoms, the incoming atoms are preferentially absorbed 

by step protrusions, the so-called steering effect, giving rise to the growth instability 

and the formation of mounds. However, our observations in the colloidal model 

system reveal that the steering effect reflects only one side of the story. The attraction 

can also cause additional interlayer mass transport, resulting in a smoothing effect. 

The smoothing effect will become significant when the step protrusions are small. 

Such is the case in the growth of films by low temperature epitaxy. The smoothing 

effect identified in our experiments may interpret the experimentally observed 

reentrant two-dimensional growth of thin films at low temperatures.  
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In our experiments, colloidal crystals are employed as a model for atomic 

materials to study the properties of defects. In our studies, various vacancies are 

investigated. It is found that monomer vacancies are immobile and have identical 

symmetry with the underlying triangular lattice. Both dimer vacancies and trimer 

vacancies have two different configurations and the configurations with higher 

symmetry are more stable. Dimer vacancies in our experiments exhibit the highest 

diffusivity, whereas the global diffusion of vacancies of larger clusters, such as trimer 

vacancies, is inhibited. Compared with previous studies, it is found that defect 

dynamics is strongly dependent on the nature of the interaction potential.  
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Chapter 1 Introduction 

  
 
  
 
 
 
 
 
 

1.1 Crystallization    

1.1.1 Crystallization in Nature and Technology  

Crystals are solids with atoms arranged in a regular three-dimensional periodic 

pattern. Crystallization is the process of forming crystals from solutions, melts or 

vapor. This process is widespread in nature and of great importance in technology.  

In nature, crystallization occurs widely in the inanimate world and living 

organisms. The most often observed example of crystallization in nature and our 

everyday life is the crystallization of water, which forms ice such as snow flakes 

(Figure 1.1) from supercooled water. Another important category of crystallization in 

nature is the formation of minerals which offers human beings a number of necessary 

resources including chemicals, metals and semiconductors. In living organisms, 

crystallization plays a key role in producing crystalline materials which have specific 
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functions. For instance, magnetite crystals synthesized by magnetic bacteria help 

bacteria navigate in the earth’s magnetic field [1]; calcite and aragonite, the crystalline 

form of calcium carbonate created by crystallization, are produced to serve as gravity 

sensors by land and sea animals [2]. Other examples of functional biological materials 

formed through biomineralization include bone, teeth and shells.  

In technology, crystallization plays a central role in many technological 

applications. For instance, to fabricate advanced optical, electronic and magnetic 

devices, large-scale bulk crystals, such as single silicon crystals, have to be prepared 

by crystallization. Moreover, high-quality crystalline films, which are the critical 

component of transistors and thus are the foundation of computer and information 

technology, are also universally prepared by crystallization. Furthermore, in 

 

Figure 1.1 Snow flakes 
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biotechnology, the knowledge of the structure of proteins is the key for drug design [3] 

and disease treatment [4, 5]. In practice, protein crystals have to be prepared by 

crystallization for the use of X-ray crystallography which is the most widely 

employed method [3, 6] of determining the structure of proteins. 

 

1.1.2 Crystallization Control  

In nature, the crystals produced by biomineralization are essentially uniform in 

size and identical in morphology [1-2], which is impossible without control over the 

crystallization processes, suggesting that organisms have a strong capability in 

controlling crystallization. In biological sciences, this sort of capability is highly 

desirable. For instance, large protein crystals of high-quality are critical for the 

determination of the structure of proteins by X-ray crystallography. In this case, 

enhancing protein crystallization is of great interest in practice. Unfortunately, it is 

still a hard task in biotechnology [7, 8]. On the other hand, it has been found that 

protein crystallization is responsible for diseases such as human genetic cataract [4], 

Alzheimaer’s disease, Parkinson’s disease and Huntington’s disease [5]. In these cases, 

inhibiting protein crystallization is desirable. Consequently, controlling crystallization, 

including promoting protein crystallization as well as to suppressing protein 

crystallization, depending on the case is critical in practice.  

In material science, the typical size of devices has been reduced down to the 
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nanometer scale; nano crystal structures are playing a key role in developing novel 

electronic, photonic and magnetic devices. At the nanometer scale, the morphology, 

shape and size of nano crystals have strong impact on the properties of devices. 

Consequently, precise control on the process of crystallization is critical in 

nanotechnology [9-11].  

From the above review, we can see that control of crystallization is widely 

desirable in technology. However, a precise control of crystallization as observed in 

living organisms is impossible before a complete quantitative understanding of 

crystallization is achieved. Furthermore, a comprehensive understanding of 

crystallization may lead to a new class of functional solids based on self-assembly of 

designed growth units.  

In the last century, the combination of theoretical studies and experimental studies 

has borne several theoretical models dictating crystallization, including classical 

nucleation theory, Ostwald’s rule and two-step crystallization. 

 

1.1.2 Understanding Crystallization 

Crystallization is a typical first-order phase transition. The thermal driving force 

of crystallization is the fact that the atoms in the bulk crystal phase have a lower 

chemical potential than that in the mother phase; therefore, the mother phase is 

metastable with respect to the crystalline phase.  

Crystallization begins with the so-called nucleation by which crystal embryos or 
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nuclei are created from thermal fluctuations. Stable crystal nuclei formed by 

nucleation would serve as substrates for the subsequent crystal growth which 

proceeds by incorporating adatoms at kink sites.  

1.2 Nucleation  

Nucleation is the earliest stage of crystallization. It has been studied for more than 

a century. The first theoretical work concerning nucleation was conducted by Gibbs 

[12]. In his model, Gibbs suggested that nucleation is a process dominated by two 

 
Figure 1.2 Due to the competition between the reduced bulk free energy and the increased 
surface free energy, there is a nucleation energy barrier and thus a critical size of the crystal 
nuclei. 
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competing mechanisms: the increase of interface free energy and the reduction of bulk 

free energy. In the early stage when nuclei are small and the ratio of surface area to 

bulk is large, interface free energy is dominant. Consequently, small crystal nuclei 

tend to dissolve spontaneously. Crystal growth becomes energetically favored only 

after crystal nuclei exceed a critical size.  

1.2.1 Classical Nucleation Theory (CNT) 

The significance of Gibbs’ work is that it offered, for the first time, a quantitative 

description of nucleation, which could be examined experimentally. After the 

contribution of Gibbs, further efforts were devoted to developing a more rigorous 

theoretical foundation of nucleation theory by researchers including Volmer and 

Webber [13, 14], Farkas [15], Stranski and Kaischew [16] and Becker and Döring 

[17]. As a result, the so-called classical nucleation theory (CNT) was established in its 

modern form.  

According to CNT, crystal nuclei are nucleated with spherical shape and a 

structure identical to that of the bulk crystal. Consequently, crystal nuclei share the 

same physical properties such as surface tension as the bulk crystal. Based on these 

two assumptions, the change in free energy due to the formation of a crystal nucleus is 

given by:  

                        μπγπ Δ
Ω

+=Δ
1

3
44 32 rRG                    (1-1) 

where r  is the radius of the nuclei, γ  is the surface free energy, Ω  is the volume 
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per molecule and μΔ  is the chemical potential difference between the new phase 

and the mother phase. In a supersaturated system, μΔ  is always negative. GΔ  

reaches its maximum at the critical size cr  in terms of the radius of crystal nuclei. 

The critical size is determined by setting 0/ =Δ dRGd . The expression of cr  is 

given by:  

                            μγ ΔΩ= /2cr                         (1-2) 

The height of the nucleation barrier can be obtained by substituting Equation (1-2) 

into Equation (1-1):  

                           2

23
*

3
16

μ
πγ
Δ

Ω
=ΔG                         (1-3)        

The nucleation rate, the number of the newly created critical nuclei per unit time 

within a unit volume at the steady state, is given by:  

                         )/exp( * TkGAJ BΔ−=                      (1-4)  

where A  is a factor depending on temperature, Bk  is Boltzmann’s constant.  

Equations (1-1)-(1-4) hold only for homogeneous nucleation, that is, when the 

nucleation occurs spontaneously and randomly without preferential nucleation sites 

induced by the occurrence of foreign particles. However, in technological applications, 

crystallization conducted on a substrate plays a key role in developing 

heterostructures for advanced optics and microelectronics [9, 18-20]. Furthermore, in 

practice, it is also difficult to remove foreign bodies completely from a crystallizing 

system. Therefore, in most of the cases of crystallization, we are dealing with 

heterogeneous nucleation. In heterogeneous nucleation, nuclei form preferentially 
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near or on the surface of foreign bodies. It is believed that due to the presence of 

foreign particles, the nucleation barrier will be reduced, and thus nucleation will be 

enhanced.  

To quantify the influence of foreign particles on nucleation, an interfacial 

correlation functions )',( Rmf  is introduced [21-24]:  

                       ** /)',( homoheter GGRmf ΔΔ=                     (1-5) 

where *
heterGΔ  and *

homoGΔ  represent the nucleation barrier of heterogeneous and 

homogeneous nucleation respectively, 'R  is the ratio of the radius of the foreign 

body to the radius of the critical nuclei, m  is a parameter determined by the 

interaction between the crystal nuclei and the foreign body as shown in Figure 1.3. 

1)',( =Rmf  means that foreign bodies have no effect in lowering the nucleation 

barrier, and thus homogeneous nucleation occurs.  
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1.2.2 Ostwald’s rule  

According to CNT, crystal nuclei are formed with identical structure to the final 

bulk crystal. However, it has long been established that polymorphism, the ability of a 

molecule to adopt alternative crystal forms, is a widespread and important 

phenomenon in solid-state chemistry. In a polymorphic system, crystallization may 

undergo metastable phases before reaching its thermodynamically most stable phase. 

In polymorphism, the first nucleated crystallites may be distinct in structure to the 

final crystalline phase, and thus, CNT is not applicable in studying polymorphism.  

 
Figure 1.3 Strong interaction between the nucleus and the foreign body can reduce the nucleation 
barrier and thus enhance the nucleation.  
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To interpret polymorphism, Ostwald [25] suggested that the first product of 

crystallization is not the one that is thermodynamically most stable, but the one that is 

closest in free energy to the mother phase; this is known as Ostwald’s rule.  

However, the supersaturation level for the most stable polymorph should be the 

largest, and then, according to Equations (1-3) and (1-4), the nucleation rate for the 

most stable polymorph should be the fastest. This implies that the most stable 

polymorph, contradicting Ostwald’s rule, should be expected to first nucleate. An 

approach to resolve this contradiction is that the surface free energy becomes lower as 

the phase becomes more metastable. Because the nucleation barrier height is 

proportional to the square of the surface free energy, a small reduction of surface 

energy will significantly lower the nucleation barrier, leading to a large increase in 

nucleation rate. This approach is based on the assumption that the least stable 

polymorph is the one whose structural organization is most readily derived from the 

melt or solution, giving rise to the lowest surface energy. This is supported by the 

discovery of two-step crystallization (TSC) [26-29].  

TSC was suggested by ten Wold and Frenkel [26]. According to their study, near 

the critical point of liquid-liquid phase separation (LLPS), proteins crystallize through 

a two-step process: as the first step, amorphous dense droplets nucleate from the 

mother phase through LLPS; subsequently, crystalline nuclei are created from the 

amorphous dense droplets. In TSC, the amorphous dense droplets are more likely to 

be first formed from the initial solutions due to their relatively lower surface free 
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energy with respect to the crystalline structure. Due to its significant implications in 

science and technology, especially in protein crystallography, TSC has been studied 

both theoretically [30] and experimentally [31, 32] in the last decade.  However, the 

understanding of TSC has so far remained poor due to the difficulty of directly 

observing TSC. A major purpose of my studies is to experimentally address the 

mechanisms underlying TSC 

 

1.3 Crystal Growth 

Nucleation forms the initial crystal nuclei which are the basis of the subsequent 

crystal growth. Precritical nuclei grow or dissolve by chance. Only when a nucleus 

exceeds a critical size, its growth becomes energetically favorable and thus crystal 

growth proceeds.  

Crystals grow mainly through incorporating adatoms at kink sites. However, it is 

the way by which adatoms reach kink sites that will eventually determine the 

properties, such as the quality and surface morphology, of the crystals. The basic way 

for adatoms to reach kink sites is diffusion on surface and along steps. Another 

important way is interlayer mass transport which transfers adatoms from upper layers 

to lower layers; interlayer transport plays a key role in smoothing the growing 

surfaces. Nucleation of new islands on the existing surfaces is another important 

process incorporating adatoms into the existing crystals. Nucleation of new islands is 

likely to occur when the average distance between the existing islands are so large 
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that an adatoms is very likely to meet another adatom before reaching the existing 

islands. The equilibrium average distance between islands or mounds on a growing 

surface is determined by many kinetic factors, such as the surface diffusion rate of 

adatoms.  

Surface diffusion of adatoms is one of the most important kinetic processes 

underlying crystal growth. The coefficient of surface diffusion is given by [10]:  

                       )/exp(2 TkVaD Bsurfsurf −=                    (1-6) 

where a  is the effective hopping distance between two neighbor sites, surfV  is the 

energy barrier of hopping. Diffusion along steps shows a similar behavior but with a 

different diffusion energy barrier stepV . From Equation (1-6), it is evident that the 

mobility of adatoms is determined by the diffusion energy barrier and the temperature. 

High temperature is normally necessary to improve the mobility and thus to produce 

high-quality crystals.    

An important phenomenon in crystal growth is the so-called steering effect. Due 

to the attraction between the incoming atoms and the growing fronts, incoming 

adatoms are preferentially absorbed by the uppermost layer of islands, giving rise to a 

growth instability and rough growing surfaces [33]. To smooth out the islands, 

interlayer transport transferring adatoms from the upper layers to the lower layers of 

the islands is critical. Increasing the temperature of the substrate is an effective 

strategy for improving interlayer transport [34].  
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Theoretically, to study crystal growth, a group of energy barriers for diffusion and 

interlayer transport were set up to activate or prohibit the related kinetic processes. 

Based on these energy barriers, a number of growth models were built [10, 35]. These 

growth models have been extensively applied in interpreting experimental phenomena; 

they have thrown new light on our understanding of the process of crystal growth.  

 

1.4 Challenges in the Study of Nucleation and Crystal Growth 

The purpose of studying crystallization is to obtain a complete understanding of 

the mechanisms underlying nucleation and crystal growth, which is essential to the 

exploration of robust experimental strategies of the control of crystal growth. 

However, although crystallization has been studied experimentally and theoretically 

for more than a century, a number of fundamental issues of it remain open to question.  

Nucleation, the earliest stage of crystallization, plays a critical role in determining 

 

Figure 1.4 Terrace-step-kink (TSK) model of crystal growth. 
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the structure and properties of crystals. Despite its vital role, however, very little is 

known about nucleation [20, 37]. The main challenge is that the process of nucleation 

in typical atomic systems is too fast to follow and the size of nuclei is too small for 

direct observation.  

Furthermore, although a number of growth models have been constructed and 

some of them have succeeded in reproducing experimental observations, many 

fundamental aspects of crystal growth are still open to question[35, 36] because 

crystal growth is essentially a result of the interplay between competing kinetic 

processes and it is difficult theoretically to determine which kinetic process is 

dominant in a specific growth condition. Experimentally, to determine the dominant 

mechanisms, direct observation of growth processes is critical.  

In science, direct observation of crystallization at the atomic scale is highly 

desirable in the approach to provide a quantitative understanding of the underlying 

mechanisms. However, direct observation is very difficult experimentally. The key 

challenge is that the short length scale and time scale at typical atomic systems make 

direct observation of nucleation inaccessible to conventional experimental 

measurements.   

By contrast, however, colloidal particles in solutions can be studied directly, 

because their larger size and much slower time scale makes them experimentally 

accessible. Most importantly, colloidal particles can serve as good models for atomic 

or molecular materials, because they exhibit an analogous phase behavior.   



 15

 

1.5 Colloids as a Model for Atomic Systems 

Colloid is a system in which solid particles are uniformly dispersed in a medium. 

The size of solid particles in typical colloids ranges from 1 nm  to 1 mμ . Colloids are 

very common in everyday life, examples including smoke, fog, milk, paint, ink, 

pigment, aerogel, cheese, butter, glues, etc. Due to their specific properties, 

suspensions of colloidal particles are of great interest in science and technology.  

 

1.5.1 Properties of Colloids 

The most remarkable property of colloidal particles suspended in a fluid is that 

they exhibit zigzag or random movement, the so-called Brownian motion, which was 

first observed and studied by Rober Brown in 1827. It is Albert Einstein’s work that 

makes it clear that Brownian motion of colloidal particles in fluids is caused by the 

thermal motion of the surrounding liquid molecules, and thus Brownian motion offers 

a visible manifestation of the existence of atoms. Brownian motion of colloidal 

particles gives rise to osmotic pressure in colloids solutions. Since the osmotic 

pressure obeys a relationship of the same form as the ideal gas law, colloidal particles 

in a solution can be viewed as ‘big atoms’. In fact, experimental observations have 

revealed that colloidal suspensions exhibit the same phases, such as gas, liquid and 

crystal, as observed in typical atomic systems [38, 39].  
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Because of their ‘atom-like’ properties, colloids have been widely employed as 

models of atomic systems in studying phase transitions including crystallization 

[40-42], glass transition [43] and melting [44, 45]. These studies have thrown new 

light on our understanding of fundamental problems in condensed matter physics.   

The major advantage of colloids as a model of atomic systems is that colloidal 

particles are large enough to be observed directly by microscopy. Furthermore, 

because of their larger size, the kinetic processes in colloids are much slower and can 

be followed in real time. These advantages make colloids a useful tool in the study of 

phase transitions. 

   

1.5.2 Interaction between Colloidal Particles 

The phase behavior of colloidal suspensions, similarly to atomic systems, is 

determined by the nature of the interactions acting between colloidal particles [38]. In 

practice, interactions between colloidal particles can be adjusted and tuned by adding 

polymers [46] or applying an external electrical field  [41, 47]. The tunable 

interaction between colloidal particles makes colloid suspensions suitable to model a 

wide range of systems including protein solutions and atomic systems [38]. In typical 

colloidal solutions, there are several distinct forces which may affect the behavior of 

colloids, including electrostatic force, van der Waals force, entropic force and steric 

force,  
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Electrostatic force 

The colloidal particles in a liquid will become charged by electively absorbing 

ions or electrons. All the identical colloidal particles take on the same charge (either 

positive or negative) and thus are repelled by one another. The electrostatic force 

between colloidal particles is long range and always repulsive.  

Van der Waals force  

The Van der Waals force is due to interaction between two dipoles which are 

either permanent or induced. Even if the particles lack a permanent dipole, 

fluctuations of the electron density gives rise to a temporary dipole in a particle. This 

temporary dipole induces a dipole in nearby particles. The temporary dipole and the 

induced dipoles are then attracted to each other. This is known as the Van der Waals 

force and it is always present. Van der Waals force is short range and attractive.  

Entropic force  

According to the second law of thermodynamics, a system will spontaneously 

progress to a state in which entropy is maximized. This can result in effective 

repulsive forces even between hard spheres.  

Steric Force  

In a colloid-polymer mixture, steric forces between polymer-covered surfaces or 

colloidal particles in solutions containing non-adsorbing polymers can modulate 
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interparticle forces, producing an additional repulsive steric stabilization force or 

attractive depletion force between them. Experimentally, an effective attractive 

interaction between two colloidal particles can be induced in a solvent by introducing 

a smaller polymer molecule, because of the imbalance in osmotic pressure due to 

depletion of the polymer molecules from the region between the big particles. The 

range of the attractive interaction is dependent on the size of the polymer, and its 

strength depends on the polymer concentration [46]. 

 

1.5.3 Study of Crystallization in Colloids  

In the study of crystallization, because the structure and shape of crystal nuclei 

have great impact on crystallization, determining the structure and shape of crystal 

nuclei is of great importance. However, it is a big challenge in atomic systems to 

visualize and follow a crystal nucleus because of their small size and short time scale. 

Nevertheless, in a colloidal system, the processes of crystallization can be visualized 

directly by microscopy. Therefore, the structure and shape of crystal nuclei can be 

identified experimentally [40]. The study of colloidal crystallization in the last decade 

has provided a great deal of insight into our understanding of crystallization.  

Furthermore, colloidal suspensions with short range attractions share the same 

phase behavior of protein molecules. Thus, the study of colloidal crystallization is 

expected to offer insight into protein crystallization which is central to drug design 

and disease treatment in medicine [48]. 
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Another important motivation of studying the crystallization of colloids is that 

colloidal crystals have potential applications in fabricating photonic crystals [49, 50]. 

Therefore, to obtain high-quality colloidal crystals is also technologically important.   

Finally, the understanding of the mechanisms of colloid crystallization is also of 

great importance in exploring robust experimental strategies for controlling 

self-assembly, which plays a key role in developing advanced materials [51-53].  

 

1.6 Purposes  

One of the purposes of this thesis is to study the mechanisms of crystallization, 

especially of its earliest stage, the so-called nucleation in a two-dimensional colloidal 

model system. According to CNT, crystal nuclei are identical in structure to the bulk 

crystal. However, a number of observations have shown that crystal nuclei may 

undergo a series of metastable structures before they reach the final stable crystalline 

structure [54-56]. In Chapter 3, the structure of crystal nuclei and its dependence on 

the size of nuclei will be studied in real space and real time.   

An alternative route of crystallization, according to Ostwald’s rule, is multi-step 

crystallization, meaning that a metastable amorphous phase will first form from the 

mother phase; subsequently, the stable crystalline phase will nucleate from the 

metastable phase [26]. This kind of mechanism has been studied for many years. 

However, because of the absence of direct observation, some fundamental aspects of 

multi-step crystallization remain unclear. In this thesis, multi-step crystallization will 
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be studied in the colloidal model system which allows a directly observation of the 

process of crystallization in real space, and thus it enables us to measure some 

important qualities.      

Furthermore, the kinetics underlying crystal growth will be studied at the 

single-particle level in the colloidal model system. The purpose of the study is to 

understand the growth instability induced by long-range attractions, which plays a key 

role in determining the morphology of crystals.  

Finally, the real space observation afforded by the colloidal model system enable 

us to follow the formation of crystal defects in real time and to study their properties 

including diffusion and the possible configurations.  

The studies contained in this thesis are expected to offer insight into our 

understanding of nucleation and crystal growth. As a possible consequence, the 

knowledge obtained from these studies may offer some robust experimental strategies 

for controlling crystallization and self-assembly, which is highly desirable in 

developing advanced materials.  
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Chapter 2 Experimental Techniques and 

Analysis Methods 

        
 
 
 
 
 
 
 
 

2.1 Experimental Techniques  

Figure 2.1 shows the experimental setup. Monodisperse colloidal particles 

(polystyrene spheres of diameter 0.99 mμ , polydispersity < 5%, Bangs Laboratories) 

were dispersed uniformly in deionized water. The colloidal suspension was then 

sealed between two parallel horizontal conducting glass plates coated with indium tin 

oxide (ITO). In this system, fluid flows induced by an alternating electric field (AEF) 

transport the colloidal particles to the surface of the glass plates where 

two-dimensional crystals are formed under certain conditions. The processes of 

crystallization were recorded for analysis by a digital camera (CoolSNAP cf, 

Photometrics) which was mounted on an Olympus BX51 microscope.  
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Figure 2.1 Experimental setup: colloidal suspension is sealed between two pieces of ITO-coated 
conducting glass plates separated by insulating spacers. The gap between the two glass plates is H = 
120 ± 5 μm . The dynamic process is recorded by a digital camera for analysis. Scale bar: 10μm. 

 
Figure 2.2 Phase diagram: three phases are identified in our experiments: two-dimensional 
crystal phase (2DC), three-dimensional liquid phase (3DL) and three-dimensional disordered 
aggregation (3DDA). Solid volume fraction: 0.03%. Na2SO4 : 10-4 M.   
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2.2 Experimental Phenomena  

In this system, the phase diagram is determined by the solid volume fraction and 

the interaction acting between colloidal particles. In our experiments, the effective 

interaction between colloidal particles is modified by adding salt Na2SO4. There are 

three possible phases in this system: two-dimensional crystal phase (2DC), 

three-dimensional liquid phase (3DL) and three-dimensional disordered aggregation 

(3DDA). Changing the solid volume fraction and the salt concentration will shift the 

phase boundaries on the frequency (f)-voltage (V) plane, giving rise to a change of the 

location and size of the windows for 2DC, 3DL and 3DDA.  

Figure 2.2 shows the phase diagram of the solution with solid volume fraction 

φ =0.03% and salt concentration 10-4 M.  

 

2.3 Attractive Forces between Colloidal Particles 

Colloidal particles in our system are negatively charged and thus repel each other. 

However, when an AEF is applied to the suspension, colloidal particles are 

transported to the surfaces of the glass plates by fluid flows induced by the AEF. In 

this system, a long-range attractive force between the colloidal particles is induced by 

an electrohydrodynamic (EHD) mechanism [1, 2], giving rise to the aggregation of 

colloidal particles. The underlying mechanism of the long-range attraction is that the 

presence of a charged particle near the electrode surface distorts the local electric field, 

and thus leads to a gradient in local current density, generating a localized fluid flow 
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that carries the particles towards each other.         

Both the quantitative theoretical model and the experimental investigation 

suggested that there exists a critical frequency below which the long-range attractive 

force dominates the particle-particle interaction and leads to the aggregation of the 

particles, while above the critical frequency the repulsive Columbic and dipole-dipole 

interactions become dominant, and then no aggregation occurs. This explains why 

crystallization or aggregation can occur only below a certain frequency at a specific 

strength of the electric field as shown in Figure 2.2. The quantitative analysis of the 

EHD flow velocity suggests that the long-range attraction scales with the square of 

the applied electric field strength and inversely with frequency.  

 

2.4 Image Processing 

To analyze the structure of the crystal nuclei and track an individual particle from 

the series of pictures, it is necessary to identify the location of a colloidal particle in a 

colloidal cluster. To achieve this purpose, an image processing program is developed 

in house to extract the locations of colloidal particles from a picture.    

As can be seen in Figure 2.3(a), colloidal particles in the experimental images are 

represented by bright spots. In image processing, all neighbor pixels with brightness 

higher than a critical user-defined threshold are grouped into a cluster. The center of 

mass of the cluster is determined and taken as the location of the colloidal particle. As 

an example of image processing, the locations of the colloidal particles in Figure 2.3(a) 
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are identified by our image processing program. The locations are replotted in Figure 

2.3(b) in which each site (dot) corresponds to a colloidal particle and the lines 

connecting sites represent the nearest-neighbor bonds.  . 

 

 

 
Figure 2.3 Result of imaging processing: (a) A 2D crystal obtained from experiment. (b) Positions 
(dots) of colloidal particles obtained from image processing. Scale bar: 10μm. 
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Figure 2.4 2D radial pair correlation functions: (a) Definition of 2D radial pair correlation 
function. (b) 2D radial pair correlation functions of liquid-like colloidal clusters and 2D hexagonal 
lattice. a is the diameter of the colloidal particles. 
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2.5 Order Parameters  

To quantify the structure of a colloidal cluster, it is necessary to define some order 

parameters to determine the order degree of the colloidal clusters. In this study, a 

two-dimensional pair correlation function )(2 rg D  and a local bond-order parameter 

)(6 rψ  are employed.  

 

2.5.1. Pair Correlation Function 

   The most often used order parameter is the pair correlation function, which is 

defined as [4]:  
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where N is the number of particles, jrr  and ir
r  are the coordinates of particles i and j, 

respectively. )(rrδ  is the delta function. In practice, the radial pair correlation 

function is more frequently used rather than the pair correlation function. The 2D 

radial pair correlation function )(2 rg D  is given by:  
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Where ρ  is the average particle density, rSΔ  is the area of a ring with an inner 

radius of 2/rr Δ−  and an outer radius of 2/rr Δ+  (Figure 2.4(a)). )( rd Sn Δ  is 

the mean number of particles found in the ring, given that there is a particle at 0=rr . 

The top curve of Figure 2.4(b) is a 2D radial pair correlation function for a disordered 

or liquid-like colloidal cluster obtained in our experiments; the bottom curve of Figure 
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2.4(b) gives the 2D radial pair correlation function of a 2D hexagonal crystal. The 

height of the peaks of )(2 rg D  corresponds to the strength of the correlation. The 

value 1 of )(2 rg D  means no correlation. For a liquid-like structure as can be seen 

from the top curve of Figure 2.4(b), the envelope of )(2 rg D  decays to unity within a 

few diameters, suggesting that the correlation is short-range. However, the envelope 

of )(2 rg D  for a typical hexagonal crystal, as the bottom curve of Figure 2.4(b) 

shows, remain fluctuating around 1 even as the distance is much larger 10. It means 

that the correlation in a crystal is long-range. Therefore, in practice the decay length 

of )(2 rg D  is often used as a quantitative description of order degree. The position of 

the first peak of )(2 rg D  corresponds to the average center-to-center distance 

between a colloidal particle and its nearest neighbors.  

 

2.5.2 Local Bond-Order Parameter 

The radial pair correlation function is a global order parameter to examine the 

order degree of a colloidal cluster. The ability to detect crystalline regions from the 

growing liquid-like clusters is critical in studying multi-step crystallization. To 

achieve this, a local 2D bond-order parameter is employed in our study, which is 

defined as:  

                   |)6exp(|1)(
,1

6 ∑
=

−=
Nj

iji i
N

r θψ                    (2-3) 

where ri is the center of particle i, and ijθ  is the angle subtended between the vector 

from particle i to its jth nearest neighbor and the arbitrarily chosen x axis. N is the 
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number of nearest neighbors of particle i. The mean value <ψ6(ri) >  for a typical 

liquid-like cluster in our experiments is 0.50. For a typical crystal, <ψ6(ri) >  is 

measured as 0.80 which is taken as one of the criterions for crystal-like particles in 

our studies. However, since liquid has short-range order, it is highly desirable to find 

some particles with 8.0)(6 ≥irψ  in a liquid-like cluster. Therefore, single particles 

with 8.0)(6 ≥irψ  will not be considered as a real crystal-like particle. In our studies, 

a domain, in which all particles are characterized by 8.0)(6 ≥irψ , will be considered 

as a crystalline nucleus if it contains at least one particle which has no a nearest 

neighbor with 8.0)(6 <irψ . Only particles belonging to a crystalline nucleus will be 

considered as crystal-like particles. On the other hand, it is also normal in a crystalline 

nucleus to find some particles with 8.0)(6 <irψ . These particles will be considered 

as crystal defects and are also counted as crystal-like particles.  

   Figure 2.6(a) shows a cluster obtained from our experiments. In this cluster, all 

particles with 8.0)(6 ≥irψ  is identified and represented by solid circles in Fig.  

2.6(b). However, only part of these particles will be considered as crystal-like 

particles as indicated above. The particles which are considered as real crystal-like 

particles are shown by solid circles in Fig. 2.6(c). In Fig. 2.6(c), the cluster is divided 

into two regions: crystal and liquid. The interface between these two regions is 

defined as the crystal-liquid boundary.  
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Figure 2.5 2D bond-order parameter 
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Figure 2.6 Identification of crystal-like particles. (a) Original figure from experiments. (b) Particles 
with the bond-order parameter larger or equal to 0.8 are identified and represented by solid circle. (c) 
Crystal-like particles (solid circle). Scale bar: 10μm. 
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Chapter 3 Size Dependence of the Structure 

of Nuclei  

          
 
 
 
 
 

 
 
 

3. 1 Introduction 

   According to classical nucleation theory (CNT) [1, 2], crystal nuclei arise from 

thermal fluctuations. Due to the competition between the increased surface free 

energy and the reduced bulk free energy, the growth of crystal nuclei has to overcome 

an energy barrier. Consequently, crystal nuclei need to reach a critical size before 

their growth becomes energetically favorable. The quantitative description of the 

critical size and nucleation barrier is given by Equations (1-2) and (1-3). Equations 

(1-2) and (1-3) are derived with assumptions that the structure and surface tension of 

the crystal nuclei are identical to those of the bulk crystal. 

   Theoretically, however, it has also been argued that when critical nuclei are small, 

due to the large ratio of the surface to the volume, the properties of the crystal nuclei 
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are dominated by surface effects. Consequently, it is very likely for the nuclei to adopt 

a liquid-like structure at their earliest stage of formation [3]. This argument was 

supported by simulations [4, 5]. According to the simulations, crystal nuclei nucleate 

with metastable structures different from that of the bulk crystal, and experience a 

structure transition in the subsequent growth. However, due to the difficulty of 

directly observing the nucleation process, the kinetics of this sort of structure 

transition has so far not been studied experimentally.  

   In this chapter, we study the size dependence of the structure of crystal nuclei in 

the two-dimensional colloidal system by means of real space and real time 

observation. The mechanism and consequences of the presence of the metastable 

structures are discussed. In this study, the concentration of Na2SO4 is 4102 −× M.  

 

3. 2 Structure of Precritical Nuclei 

Figure 3.1(a)-(c) show a snapshot sequence of the growth of crystal nuclei under 

conditions Vpp=2.5 V and f=5000 Hz. Initially, the structure of the nucleus is 

essentially disordered (Figure 3.1(a)). As it grows, its core becomes ordered gradually 

(Figure 3.1(b)). The nucleus becomes entirely ordered when it contains more than 90 

particles (Figure 3.1(c)). In this process, it is clear that the structure of the nucleus is 

size dependent, that is, the growth of the nucleus involves not only an increase in size 

but also a rise in the degree of crystallinity. To quantify the size dependence of the 

degree of crystallinity, the average bond-order parameter >< 6ψ  of the nucleus is 
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measured as a function of the nucleus size. In Figure 3.2, both >< 6ψ  and the 

nucleus size N are plotted as a function of time. It can be seen that as the size 

increases with time, >< 6ψ  increases gradually. However, to become entirely 

ordered, the crystal nuclei have to grow beyond a critical size. To determine the 

critical size, >< 6ψ  is fit as a function of time. The corresponding size at which the 

fitting curve reaches 8.0  is defined as the critical size beyond which nuclei becomes 

entirely ordered. This critical size is denoted hereafter as the structure transition size 

transN . Under conditions of Vpp=2.5 V and f=5000 Hz, transN  is measured at ~80 as 

shown in Figure 3.2.  

The occurrence of the metastable liquid-like structure as shown in Figure 3.1 is in 

contrast with the prediction of CNT. However, nucleation of crystal nuclei via 

metastable structures had been observed in simulations before this study. For example, 

the structure of precritical nuclei was found to be body-centered cubic (BCC) which 

subsequently transforms to the more stable face-centered cubic (FCC) [6]. Recent 

simulations [3, 4] revealed that a liquid-like structure is favored by small nuclei, and 

 
Figure 3.1 The structure of precritical nuclei is dependent on their size. (a) The initial structure of a 
crystal nucleus is liquid-like due to surface effects. (b) The crystal nucleus develops a crystalline core 
when it gets big enough. (c) The crystal nucleus has an entirely crystalline structure when it grows 
beyond a critical size. Scale bar: 10μm 
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entirely crystalline structures are possible only when the number of nuclei exceeds a 

certain value. In these studies, the structure transition from liquid-like to crystal-like 

occurs sharply at a critical size. However, in our experiments as described above, the 

transition is a continuous process.    

3. 3 Effect of the Liquid-Like Exterior on Nucleation  

Nucleation is a thermodynamic process. Thus, the route adopted by nucleation 

should be thermodynamically favored. To identify the mechanism underlying the 

continuous structure evolution as shown in Figure 3.1, let us consider a nucleus, its 

free energy is given by:  

                            μα bs nnG +=                         (3-1)      

Free energy of a nucleus consists of two part: surface free energy αsn , where sn  is 

the number of surface particles, α  is the surface free energy per surface particle; 

 
Figure 3.2 The order degree of crystal nuclei increases gradually with the size. The nuclei become 
entirely crystalline when the size exceeds a critical value. The critical size is determined as ~80 
under conditions 5000 Hz and 2.5 V.   



 42

bulk free energy μbn , where bn  is the number of bulk particles, μ  is the chemical 

potential of a bulk particle. The free energy difference between a liquid-like nucleus 

and a crystal-like nucleus is given by:  

                 ΔGCL =GC−GL = ns(αC −αL ) − nb (μL −μC )             (3-2)     

L and C denote the liquid-like and crystal-like nucleus, respectively. In a crystallizing 

system, one should have: Lμ > Cμ  and Lα < Cα . It was found that LC αα −  is 

normally several times larger than CL μμ − , because the entropy of a surface 

liquid-like particle is much larger than that of a bulk liquid-like particle, while the 

entropy difference between a surface and a bulk crystal-like particle is slight [3]. 

Therefore, for small nuclei with bs nn > , ΔGCL < 0  persists, suggesting that a 

liquid-like structure is more favorable in energy than the crystal-like structure for a 

nucleus consisting of mainly surface particles. Only when the nuclei contain enough 

bulk particles and ΔGCL < 0 , can the crystal-like structure become energetically 

favorable. The size defined by ΔGCL = 0  corresponds to the critical size at which the 

transition from the liquid-like structure to the crystal-like structure occurs. Given 

ΔGCL = 0 , it follows that:  

                             
CL

LC

s

b

n
n

μμ
αα

−
−

=*

*

                        (3-3)      

The transition size transN  is given by **
sb nn + , where *

bn  and *
sn  are the numbers 

of bulk particles and surface particles, respectively contained in nuclei of the 

transition size. Below transN , liquid-like structure is favored by nuclei. At transN , an 

addition of a few or even one particle to the liquid-like nucleus will induce a global 
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structure transition. This sort of sharp transition in structure is the picture delivered by 

Lomakin et al [3]. However, in our experiments, the evolution of the structure of the 

nucleus as seen from Figures 3.1 and 3.2 is a continuous process, with the crystal-like 

component increasing gradually in the core of the nucleus while the liquid-like 

component is maintained in the exterior layer. In this case, the free energy of the 

nuclei should be expressed as:  

                             GL = nsα L + nbμC                       (3-4)      

Since CL μμ > , it is clear that energetically, a nucleus with a crystal-like core and a 

liquid-like exterior has a lower free energy than an entirely liquid-like nucleus. This 

may explain why a continuous instead of a sharp structure transition is adopted in our 

experiments: the crystal-like core contributes a lower bulk free energy while the 

liquid-like exterior layer contributes a lower surface free energy.  

According to CNT, crystal nuclei have the same structure as that of the bulk 

crystal. However, due to the competition between the surface effects and the bulk 

properties, there exist a nucleation energy barrier and thus a critical size for crystal 

nuclei. Below the critical size, the properties of nuclei are dominated by surface 

effects, and thus they tend to shrink or dissolve. Nuclei have to be larger than the 

critical size before their growth becomes energetically favored. Similarly in our 

experiments, the growth of an entirely crystal-like nucleus becomes energetically 

favorable only when they exceed the structure transition size transN . Accordingly, we 

conclude that the transition size in our experiments is physically equivalent to the 
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critical size defined by CNT. 

According to two-dimensional (2D) CNT [7, 8], the change of free energy induced 

by the formation of a 2D crystal nucleus is given by:  

                        cc r
A
rG γπμπ 2

2

+Δ−=Δ                      (3-5) 

where r is the radius of the nucleus, A  is the area per structure unit, cμΔ  is the 

chemical potential change of transforming a growth unit from the mother phase to the 

crystalline phase, cγ  is the line tension of 2D crystals. The 2D critical size cr  is 

obtained by setting 0/)( =Δ drGd :  

                              
c

c
c

A
r

μ
γ
Δ

=                            (3-6)     

and correspondingly, the nucleation barrier is:  

                             
c

c
crit

A
G

μ
πγ
Δ

=Δ
2

                        (3-7)     

However, our experiments show that sub crystal nuclei are normally covered by a 

liquid-like exterior layer as shown in Figure 3.1(a) and (b) before they reach the 

transition size. In this case, the line tension of 2D crystals in Equation (3-7) should be 

replaced by that of 2D liquid droplets, and then the critical size should be given by:  

                              
c

L
c

A
r

μ
γ
Δ

=*                            (3-8)     

The corresponding nucleation barrier is thus given by:  

                             
c

L
crit

AG
μ

πγ
Δ

=Δ
2

*                         (3-9)      

Comparing Equation (3-6) and Equation (3-8), it is found that since cL γγ < ,  

the critical size of the crystal nuclei is smaller than what was predicted by CNT due to 
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the presence of the liquid-like exterior layer, Consequently, the nucleation barrier is 

also reduced: .*
critcrit GG Δ<Δ  The reduced nucleation barrier *

critGΔ is related to the 

CNT-predicted critGΔ  by: 

                          crit
c

L
crit GG Δ=Δ 2* )(

γ
γ                      (3-10)       

    

3. 4 Transient Crystalline Structure at High Supersaturations  

Figure 3.3 shows a typical growth process of nuclei observed at f=3000 Hz and 

Vpp =2.5 V. Figure 3.3(a) shows that from time to time, < ψ 6 >  jumps from 0.6 to 0.8, 

through fluctuation even before it reaches its transition size (~30). This suggests that 

the nucleus undergoes global structure transition between liquid-like and crystal-like 

from time to time as shown by Fig. 3.3(b)-(e). This sort of structural transition is 

attributed to the reduction of the energy barrier between the metastable liquid-like 

structure and the stable crystalline structure.   

In our system, a decreasing of frequency gives rise to the increase of the 

supersaturation necessary for crystallization. According to Equation (3-7), the 

increase of supersaturation will reduce nucleation barrier. Thus one should expect that 

at high enough supersaturations, the nucleation barriers of all possible structures are 

so low that the energy barrier between the metastable liquid-like structure and the 

stable crystal-like structure may be lower than kB T . In this case, thermal fluctuations 

may induce a transformation from the liquid-like structure to the crystal-like structure 

or vice versa as illustrated by Fig. 3.3(b)-(e).  
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A common feature in Figures 3.2 and 3.3(a) is the fluctuation of < ψ 6 > . The 

fluctuation magnitude of >< 6ψ  at the high supersaturation (Fig. 3.3(a), f=3000Hz) 

is around 0.20 while it is around 0.15 at a lower supersaturation (Fig. 3.2, f=5000Hz). 

The higher fluctuation of >< 6ψ  at the higher supersaturation is because that the 

energy barrier between the precritical nuclei a metastable liquid-like structure and the 

precritical nuclei with a stable crystal-like structure is reduced by increasing 

supersaturation. Therefore, with the same magnitude of thermal fluctuation, precritical 

nuclei at high supersaturations can reach a structure with a higher ordering degree.  

 

According to Equation (3-2), given the same particle interaction and nucleus size, 

the reduction of the energy barrier between the metastable liquid-like structure and the 

 
Figure 3.3 Precritical nuclei at high supersaturations exhibit structure fluctuations. (a): Fluctuation of 
order parameter during the growth. (b), (d): Due to the fluctuation, nuclei can have a transient crystalline 
structure. (c), (e): Liquid-like structure displayed by precritical nuclei. Scale bar: 10μm.  
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stable crystal-like structure should be attributed to the increase of CL μμ − . The 

increase of CL μμ −  would, as indicated by Equation (3.3), lead to the decrease of 

the ratio of nb
* /ns

*, which means that the transition size Ntrans would become smaller 

at low frequencies (high supersaturations).  

 

3. 5 Dependence of Transition Size on Supersaturation 

Ntrans is measured to be ~30 at f=3000 Hz, which is much smaller than the value 

(~80) measured at f=5000 Hz. A smaller Ntrans means that given the same size, 

nuclei may have a higher order degree at high supersaturations. This can be seen by 

comparing Figures 3.2 and 3.3(a): in Figure 3.2, nuclei with size 10~20 have an 

average minimum <ψ6 >  around 0.5, while in Figure 3.3(a), nuclei with the same 

size have an average minimum <ψ6 >  around 0.6. This may explain why with the 

same magnitude fluctuation of <ψ6 > , nuclei with size 10~20 can acquire a transient 

crystal-like structure at f=3000Hz while they cannot do so at f=5000 Hz.  

   One should expect that at some high supersaturations, the transition size Ntrans 

will become so small that crystal nuclei may nucleate with an ordered structure at the 

beginning. This is what we observed at f=2000 Hz and Vpp=2.5 V. In Figure 3.4, the 

nuclei are created from the beginning with crystalline structure which is identical to 

the structure of the mature crystals. This picture is in consistent with CNT as regards 

the structure of the nuclei. The observation shown in Figure 3.4 suggests that CNT 

may be a mechanism proceeding at high supersaturations for which the nucleation 
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barrier for crystallization is very small or may even vanish.  

3. 6 Conclusion  

From the above observations, it is clear that at low or intermediate 

supersaturations, when the critical size is not small, a continuous structure transition 

will be adopted by the growing crystal nuclei due to surface effects. During the 

continuous structure transition, the exterior layer of the precritical nuclei is liquid-like. 

A direct consequence of the presence of a liquid surface layer is that surface tension is 

greatly reduced, and thus the nucleation energy barrier becomes substantially lower.      

In summary, due to surface effects, we find that the structure of crystal nuclei will 

experience a continuous transition from the liquid-like to the crystal-like. This route 

ascribes to the nuclei a much lower free energy than either the entirely crystal-like or 

 
Figure 3.4 As supersaturation is high and thus the critical size is small enough, crystal nuclei are 
created with crystalline structure ( )8.0~6 ><ψ as suggested by CNT. 
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liquid-like nuclei. This route will reduce the height of the nucleation energy barrier 

and thus enhance nucleation. This study suggests that critical nuclei are different from 

precritical nuclei not only in size but also in structure, as has been suggested recently 

by Moroni and ten Wolde et al.[5] 
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Chapter 4 Multi-Step Crystallization 

     
   
 
 
 
 
 
 
 

4. 1 Introduction 

To explore robust experimental strategies for the control of crystallization, much 

attention has been focused on understanding the underlying mechanisms 

crystallization [1-3]. Among them, the route by which crystal nuclei approach their 

final stable crystalline structure is of fundamental importance. Our observations in 

Chapter 3 show that crystal nuclei would rather adopt a liquid-like structure at their 

earliest stage. In subsequent growth, the order degree of the crystal nuclei increases 

gradually with the size. In this process, the occurrence of the liquid-like structure is 

induced by surface effects.  

However, it is possible in crystallization that a metastable liquid phase would 

first nucleate and subsequently a crystalline phase nucleate from the metastable liquid 

phase. According to Ostwald’s rule [4], the phase occurring first in crystallization 

should be the one which is closest in free energy to the mother phase, that is, the least 
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stable phase, followed by phases in order of increasing stability. An intriguing 

example of Ostwald’s rule is the so-called two-step crystallization (TSC) which has 

attracted much attention in the past decades.   

TSC was originally suggested by ten Wolde and Frenkel [5]. They found by 

simulations that near the critical point of a liquid-liquid phase separation (LLPS), 

proteins crystallize through a two-step process: at the first step, amorphous dense 

droplets nucleate from the mother phase through LLPS; subsequently, crystalline 

nuclei nucleate from the amorphous dense droplets. Due to its significant implications 

in science and technology, TSC has been studied extensively in both theory [6-9] and 

experiment [10, 11] in protein solutions. However, recent studies suggested that this 

mechanism occurs not only in protein solutions, but also in typical atomic systems 

[12-14]. Lutsko et al. argued that TSC may be a mechanism underlying most 

crystallization processes in atomic systems [14]. Experimentally, this mechanism has 

been observed during the growth of nanocrystals [13]. Moreover, it has been found 

that TSC occurs also widely in bio-related crystallization [15]. For example, during 

the formation of calcite in sea urchin larvae, a transient amorphous phase is first 

formed, before the final crystal phase is reached [16, 17]. Similarly, a transient 

amorphous phase is identified in the formation of aragonite controlled by mollusk 

bivalve larvae [17, 18]. It is now widely believed that the development of crystalline 

structures with a well-defined shape and size in biological systems is essentially 

facilitated by the occurrence of transient amorphous phases [16, 17, 19]. 
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A remarkable drawback of previous studies concerning TSC is that no direct 

investigation of the kinetic processes of TSC has been conducted. Therefore, in which 

way the occurrence of a transient amorphous precursor will affect and modify the 

formation of crystalline structures has so far not been addressed. A comprehensive 

understanding of this issue will advance our knowledge on multi-step crystallization, 

and provide a guideline in identifying robust experimental strategies for the 

engineering of crystalline structures. Despite its importance, however, the kinetics of 

stepwise crystallization such as TSC has so far remained unclear.   

In this Chapter, the kinetics of crystallization via an amorphous precursor was 

studied using a colloidal model system. Our results were obtained from in situ 

observations at the single-particle level. The major purpose of this study is to address 

the kinetics of the creation of crystalline nuclei and their subsequent growth in an 

amorphous precursor. Furthermore, the kinetic advantages of crystallization via an 

amorphous precursor in producing high quality crystals were addressed. This 

information will provide an in depth understanding of the effect of amorphous 

precursors on crystal growth.  
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Figure 4.1 Multi-step crystallization observed at 800 Hz and 167 V/cm: (a) Initial dilute liquid 
phase. (b) Amorphous dense droplets are first created from the mother phase. (c) Crystalline 
nuclei are created from the amorphous phase. Scale bar: 10μm. 
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4. 2 Colloidal Suspension 

In this study, the volume fraction of the colloidal suspension is 0.03%. The 

surface potential of the colloidal particles was adjusted to -72 mV by adding Na2SO4 

with concentration 10-4 M. The pH of the suspension was measured to be 6.35. The 

phase diagram of this suspension was shown in Figure 2.2 (Chapter 2).  

4. 3 Crystallization Mediated by an Amorphous Precursor  

In our experiments, the most interesting phenomenon observed in the 2DC region 

(see Figure 2.2) is crystallization via an amorphous dense phase. A typical process is 

shown in Figure 4.1.   

In our system, the mother phase is a dilute solution as shown in Figure 4.1(a). As 

the system is supersaturated by applying an AEF (f=800 Hz, E=167 V/cm), 

two-dimensional amorphous dense droplets are first formed on the glass surfaces as 

shown in Figure 4.1(b). Two-dimensional crystals are subsequently formed from the 

droplets as shown in Figure 4.1(c). Consistently with previous theoretical studies of 

TSC [6-9], the crystals are covered by a liquid film (Figure 4.1(c)). In this process, as 

suggested by Ostwald’s rule, the amorphous dense droplets are first nucleated because 

their lower interfacial free energy (the 1D analog of the surface free energy), results in 

a lower nucleation energy barrier as compared with the crystals. Nevertheless, the 

subsequent nucleation of the crystalline phase in the droplets indicates that the 

amorphous phase is metastable with respect to the crystalline phase.  
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Figure 4.2 The evolution of the crystalline phase inside the amorphous phase: (a) Small sub-crystalline 
nuclei are initially created in the droplets. (b) More sub-crystalline nuclei are created as the droplet 
grows. (c) Stable mature crystalline nuclei are created from the dense droplets. Scale bar: 10μm 
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The way of creating the initial crystalline nuclei from the metastable amorphous 

phases has never been addressed [6-14] due to the difficulty of directly observing the 

nucleation process in real space. In contrast to previous studies [6-14], in our system, 

the motion of individual colloidal particles can be traced in real-time and real-space, 

allowing us to follow the dynamic processes of the creation of the crystalline nuclei at 

the single-particle level. Taking advantage of this, the dynamics for the dense droplets 

in the course of creating crystalline nuclei was investigated in detail. A typical process 

is exhibited in Figure 4.2.  

From Figure 4.2(a), it is found that initially, a few crystalline nuclei are created 

simultaneously from the dense droplets. Nevertheless, these small nuclei are unstable, 

namely, they are sub-crystalline nuclei. A detailed investigation shows that the 

sub-crystalline nuclei tend to shrink or dissolve soon after their creation, and 

subsequently, other sub-crystalline nuclei are formed randomly again. It is evident 

that the creation as well as the dissociation of the sub-crystalline nuclei in the dense 

droplets is governed by thermal fluctuations. As the number of sub-crystalline nuclei 

increases with the growth of the dense droplets, a stable mature crystalline nucleus 

will be finally created (Figure 4.2(c)). However, it is interesting to note that although 

a few sub-crystalline nuclei are created simultaneously at an early stage as shown in 

Figure 4.2(a), only one stable mature crystalline nucleus is possible in a dense droplet.  

The fact that the formation of crystalline nuclei in the tiny droplets is subjected to 

thermal fluctuations, and several sub-crystalline nuclei will be created simultaneously, 
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was not realized in previous studies of TSC [6-11]. On the contrary, although not 

clearly stated, it was assumed [6-11] that a crystalline nucleus is formed and thus 

grows continuously from the beginning. Based on this assumption, the so-called 

mononuclear mechanism was developed [20]. It follows that once a crystalline 

nucleus is created from the dense droplets, it grows so fast that the formation of the 

second crystalline nucleus is suppressed. Based on the mononuclear mechanism, the 

overall nucleation rate of crystals in TSC was established. However, our observation 

shows that this assumption is not applicable in real experiments.  

 

4. 4 Critical Sizes of MSC 

The process shown in Figure 4.2 suggests that crystalline nuclei are not stable 

Form this process, it is found that in the dense droplets, crystalline nuclei have to get 

large enough in order to become stable.   

To quantify the crystallization process and identify the critical size for the 

crystalline nuclei, the local two-dimensional bond-order parameter )(6 irψ  as 

introduced in Chapter 2 is employed to identify the crystal-like particles inside the 

amorphous colloidal clusters.   
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Using ψ6 , the crystallization process as illustrated by Figures 4.1 and 4.2 was 

analyzed quantitatively. The dependence of the number of crystal-like particles crysN  

on the size of the dense droplets N  is plotted in Figure 4.3(a). The crysN  vs N  

plot consists of three regimes in terms of N . Regime I (linear regime): 1000<N . 

 
Figure 4.3 The critical sizes of MSC: (a) Dependence of crysN  on N in a typical MSC (f=800 Hz and 
E=167 V/cm). (b)The critical size of crystalline nuclei *

crysN  is identified from the maximum of 
22 / dNNd crys . (c) Dependence of *

crtsN  and *N  on frequency under condition of E =167 V/cm. 
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The increase of crysN  is essentially proportional to the increase of N , giving rise to 

a small slope dNdNcrys / ~0.03. Regime II (nonlinear regime): 1000< N <1400. The 

plot crysN  vs N is a curve, dNdNcrys / rising continuously with N . Regime III 

(linear regime): N >1400. dNdNcrys / remains constant and crysN  becomes linearly 

dependent on N again, giving rise to a relatively much larger 45.0~/ dNdNcrys . 

Further investigation reveals that as N  increases beyond 1400, the crystalline 

structure in the dense droplets is represented by a mature crystalline nucleus as shown 

in Figure 4.2(c). It is clear that the fast steady increase of crysN  as N >1400 is due to 

the existence of the mature crystalline nucleus, which acts as a stable core for 

subsequent crystal growth, while the slow steady growth of crysN  when N  is less 

than 1000 should be attributed to the co-occurrence of dissociation and creation of 

crystalline nuclei. Accordingly, the creation of a critical crystalline nucleus should be 

responsible for the termination of the continuous rise of dNdNcrys / in Regime II. 

Based on the above reasoning, 22 / dNNd crys should approach its maximum when the 

amorphous dense droplets reach a critical size *N and thus are able to form a 

crystalline critical nucleus with size *
crysN . 22 / dNNd crys was derived as a function of 

N by differentiating the fit of the dependence of crysN  on N . As shown in Figure 

4a, 22 / dNNd crys approaches its maximum at 1440~*N . The corresponding *
crysN  

is measured to be ~161. Here, it is clear that to accommodate a critical crystalline 

nucleus, an amorphous dense droplet needs to first acquire a critical size *N . 

Compared with previous results of TSC [6-14], the stepwise crystallization in our 



 61

experiments is characterized by the fluctuation-governed dynamics of creating 

crystalline nuclei and the critical sizes *
crysN and *N . To notice this difference, 

multi-step crystallization (MSC) is used to establish the special crystallization 

processes observed in our experiments.  

In our experiments, both critical sizes *
crysN  and *N  in MSC are a function of 

supersaturation which in our system is dependent on both frequency f  and the 

strength of the electric field E  [21].  Figure 4.3(b) shows that increasing frequency 

leads to a decrease of both of *
crysN  and *N . However, compared with the decrease 

of *N , the change of *
crysN  is minor, indicating that at high frequencies, the dense 

droplets are likely to create a mature crystalline nucleus at an earlier stage in terms of 

N . This indicates that the relative supersaturation in the dense droplets for the 

nucleation of the crystalline phase might be enhanced by increasing the frequency.  

We have discussed above that the sub-crystalline nuclei in the metastable 

amorphous droplets are created by thermal fluctuations. However, it is surprising to 

find that the stable mature crystalline nuclei are not created by thermal fluctuations, 

but by the coalescence of the sub-crystalline nuclei. As the time sequence in Figure 

4.2 shows, accompanying the sharp increase of dNdNcrys /  in the region of 

14001000 << N , the average number of sub-crystalline nuclei increases as can be 

seen from Figures 4.2(a) and Figure 4.2(b). As a consequence, the sub-crystalline 

nuclei approach one another in the dense droplets. Finally, these sub nuclei meet and 

coalesce. However, at the early stage, the result of the coalescence is usually a 
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crystalline nucleus smaller than *
crysN , which normally breaks up again into 

sub-crystalline nuclei. Once a crystalline nucleus larger than *
crysN  is coalesced, it 

will remain stable, functioning as a growth center for subsequent growth.  

Because our system is a limit system, it is not an ideal homogeneous system. 

Quantitative results, such as *
crysN  and *N , may be different at different regions. 

Therefore, the measurements are usually carried out at the same region under different 

frequency and electric filed strength. Normally, there is only one amorphous droplet 

within the observation window can reach the critical size *N  and experience a 

successful MSC. Normally observations will be repeated two or three time at the same 

region. It was found at the same region and same conditions, results of measurement 

are essentially the same. Although the quantitative results may change at different 

observation regions, the general mechanism of MSC discussed above is the same.  

   

4. 5 Elimination of Grain Boundaries 

The final mature crystals in the dense droplets are, to a large extent, free from 

defects, such as grain boundaries, as can be seen in Figures 4.1(c) and 4.2(c). 

However, since the sub-crystalline nuclei as shown in Figures 4.2(a) and 4.2(b) 

usually do not match one another’s orientations before they coalesce, grain 

boundaries are expected to appear in the final crystals. In fact, grain boundaries 

actually exist in the initial mature crystals, but they are eliminated gradually during 
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the following growth. The kinetics of the defect elimination is illustrated by the time 

sequence shown in Figure 4.4.  

 

Initially, a grain boundary exists in the mature crystal as shown in Figure 4.4(a). 

However, in the following process, part of the crystalline structure adjacent to the 

grain boundary melts and becomes amorphous as shown in Figure 4.4(b). We 

 
Figure 4.4 Elimination of grain boundaries: (a) Grain boundaries (encircled by a dashed line) are 
created during the coalescence. (b) A local transformation from crystalline phase to amorphous phase 
is adopted to release the strain. (c) Quality of the crystalline structure is highly improved after the 
elimination. (d) The order degree in terms of <ψ6 >  and the average center-to-center distance 

d as a function of the distance r  to the mass center of the colloidal cluster shown in Figure 4.4(c). 
The gradual increase of d is a direct reflection of the gradual decrease of density. a  is the 
diameter of the colloidal particles.  
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suggest that this local transition from the crystalline phase to the amorphous phase is 

triggered by the strain contained in the grain boundary. By this local crystal-liquid 

transition, the strain is released, and most importantly, the particles involved get a 

chance to rearrange themselves along the orientations defined by the remaining 

crystalline structure. As a result, the orientations are unified considerably (Figure 

4.4(c)). Normally, the removal of grain boundaries needs to break the surface bonds 

of the crystals due to the interfacial tension, and thus energy is needed to initiate this 

process. Nevertheless, during the process shown in Figure 4.4, no additional energy 

is input. It seems that the local crystal-liquid transition shown in Figure 4.4 is free of 

an energy barrier.  

An important feature of the colloidal clusters as shown in Figures 4.4(a)-(c) is 

that both the order degree and density in the dense droplets decrease continuously 

from the crystalline core to the amorphous fringe. A quantitative description of the 

continuous change in the cluster shown in Figure 4.4(c) is presented in Figure 4.4(d). 

The ‘free’ local crystal-liquid transition can be well understood after taking note of 

this continuous change in the order degree and the density. Interfacial tension is 

normally induced by a sharp change in density or in structure on the interface. 

However, in our experiments, due to the continuous change in the density and the 

order degree, there is an intermediate region in the dense droplets between the 

crystalline core and the amorphous fringe. In the intermediate region, the density in 

the interior adjacent to the crystalline core is almost identical to the crystalline phase, 
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and the arrangement of colloidal spheres there is also ordered or at least partially 

ordered. In fact, it is hard to define an interface between the crystalline phase and the 

amorphous phase in the dense droplets due to the existence of the intermediate 

region. The particles in this region are just as likely to become crystal-like as well as 

liquid-like by fluctuations. Therefore, the intermediate region is able to allow a 

crystal-liquid transition, whereby the grain boundaries are eliminated. Moreover, 

through the transition from crystal to liquid, crystal-like particles incorrectly 

incorporated in the intermediate region can easily become liquid-like again and get 

one more chance to incorporate themselves. This advantage can significantly inhibit 

the creation of defects caused by incorrect incorporations.    

 

4.6 Overall Nucleation Rate of Crystals in MSC 

Another advantage of MSC proposed by previous studies of TSC [6-11] is that the 

nucleation of amorphous dense droplets occurs much faster than the nucleation of a 

crystalline phase due to its lower free energy barrier. And subsequently, the larger 

density in the dense droplets will in turn enhance the nucleation of the crystalline 

phase. Consequently, the overall nucleation of the crystalline phase will be enhanced. 

To quantify the enhancement of the nucleation of crystals, the overall nucleation rate 

cJ  of crystals in TSC was calculated by Kashchiev et al [20] on the so-called 

mononuclear assumption. It was found that the overall nucleation rate cJ of the 

crystal at a stationary stage was equal to the nucleation rate J  of the dense droplet. 
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Since J is much larger than for crystals nucleated directly from the mother phase, it 

follows that the overall nucleation rate of the crystal is actually enhanced. However, 

the mononuclear mechanism does not hold in real experiments as we discussed above. 

Another important assumption contained in the conclusion of Kashchiev et al. was 

that every dense droplet is able to develop a mature crystalline nucleus. However, 

contrary to this assumption, it was found that although a good deal of dense droplets 

were created at an early stage, most of them disappeared gradually, and only a few 

succeeded in developing into a stable crystal [11]. Similarly, in our system, due to the 

existence of a critical size *N  for dense droplets, under the conditions f =800 Hz 

and E =167 V/cm, normally only three or four out of twenty dense droplets can grow 

beyond the critical size *N  and thus create a stable crystalline nucleus. Other 

droplets disappear gradually and their matter is transported to the droplets containing 

a stable crystal. Therefore, the conclusion in previous studies [6-11] that the presence 

of an amorphous precursor can enhance the overall nucleation of the crystal becomes 

questionable. It is possible that, although only a part of the dense droplets can allow 

the nucleation of a crystal, the effective overall nucleation rate of the crystal is still 

much higher than that of the crystals nucleated directly from the mother phase. 

However, it is also possible that the nucleation of the crystal in the dense droplets is 

not fast enough to support an enhancement of the overall nucleation rate of the crystal. 

Therefore, whether or not the overall nucleation rate of the crystal in MSC is 

enhanced will, to a large extent, be determined by the crystal nucleation processes in 
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the dense droplets, as well as the nucleation rate of the dense droplets. However, since 

every droplet can produce only one mature crystalline nucleus, the conventional 

method of measuring nucleation rates by counting the number of nuclei as a function 

of time is no longer applicable. Thus, a special method has to be developed, and it 

will be addressed in Chapter 5.   

  

4. 7 Mechanism Underlying MSC 

TSC or MSC in protein solutions has been believed to be induced by short-range 

attractions [6-11]. However, experimentally, TSC or MSC had previously not been 

observed in colloids where only short-range attractions operate. In practice, when 

TSC was expected to take place, colloids with only short-range attractions were 

usually confined in gel-like states [22-24]. Noro et al. found that an additional 

long-range attraction can shift the critical point of LLPS of colloids with short-range 

attractions out of the gel region [24]. Consequently, they argued that long-range 

attractions may be important for the mechanism of TSC, and the experimentally 

observed TSC in protein solutions [10, 11], as Noro et al. argued, should be attributed 

to some less-known long-range attractions. This argument is supported by a recent 

experimental study, in which it was found that a weak long-range attraction does 

indeed exist between protein molecules in solutions [25]. Moreover, the latest 

simulation carried out by Lutsko et al.[14] suggested that in typical atomic systems, 

where attractions are relatively long-range, TSC is favored and may underlie most of 
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the crystallization processes. All these studies suggested that the relation between 

TSC and short-range attractions may be incompletely understood, and that long-range 

attractions may play an important role in the mechanism of TSC.  

In our system, a long-range attraction exists between colloidal particles. This 

long-range attraction is induced by an electrohydrodynamic (EHD) mechanism. Both 

the range and the strength of this long-range attraction are dependent on the frequency 

as well as on the strength of the electric field [26-29]. Experimentally, this long-range 

attraction has to be mediated by fluid flow. Therefore, it should no longer work inside 

the droplets or the crystals where fluid flow becomes negligible [30]. In this case, we 

suggest that a short-range attraction exists between colloidal particles, working to 

balance the electrostatic repulsion between colloidal particles inside the droplets. This 

short-range attraction may arise from an electrostatic ion-ion correlation [31]. 

According to the argument of Noro et al.[24], the short-range attraction in our system 

plays the role of inducing the metastable LLPS and maintaining the presence of the 

metastable dense droplets, while the long-range EHD attraction works to shift the 

LLPS from a possible gellation region.   

 

4. 8 Two-Dimensional and Three-Dimensional MSC 

An important characteristic of this study is that the system under investigation is 

two-dimensional. In practice, two-dimensional (2D) nucleation is an important 

mechanism underlying aggregations occurring on interfaces [32, 33]. Moreover, for 
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dislocation-free crystals, the growth of faceted crystal faces is governed by a 2D 

nucleation mechanism [34, 35]. Similarly to 3D nucleation, both homogeneous and 

heterogeneous nucleation can occur in 2D systems [34, 36]. The studies of 2D 

homogeneous and heterogeneous nucleation have revealed that the mechanisms 

underlying 2D nucleation are essentially similar to 3D nucleation [21, 36, 37]. In 

other words, the general conclusions obtained in 2D nucleation are normally readily 

applicable to 3D nucleation. In this study, MSC is examined in a two-dimensional 

system. However, three-dimensional MSC has already been observed in simulations 

and experiments [17, 18]. Comparing our results with previous studies, it is found that 

the mechanisms of the 2D MSC observed in our experiments are consistent with 

previous studies of 3D MSC in several characteristics: First, a metastable liquid-like 

precursor is first nucleated; Second, crystalline nuclei are subsequently created from 

the metastable precursor; Finally, the density decreases gradually from the crystalline 

core to the liquid-like fringe. Based on the above knowledge, it is reasonable to 

conclude that the key results of this study about MSC, including the mechanism of 

creating sub-crystalline nuclei from the metastable liquid-like precursor, the kinetics 

underlying the formation of the critical crystalline nuclei, the continuous change of 

concentration and structure in the metastable liquid clusters and its advantages in 

eliminating defects are readily applicable to a 3D MSC.  
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4. 9 Conclusions  

In this study, two-dimensional crystallization via a metastable amorphous phase 

was studied in a colloidal model system. It is found that the crystalline nuclei in the 

metastable dense droplets are initially created by fluctuation, and it is necessary for 

them to acquire a critical size before they can remain stable and grow steadily. Every 

droplet can produce only one mature crystalline nucleus. In contrast to the creation of 

sub-crystalline nuclei, the mature crystalline nuclei may be created by the coalescence 

of sub-crystalline nuclei. Initially, a mature crystalline nucleus is created with grain 

boundaries. To eliminate the grain boundaries, a local structure transition from crystal 

to liquid is adopted to release the strain contained by grain boundaries. This kind of 

transition is supported by the continuous change of the density and the structure in the 

dense droplets.  

It is reasonable to suggest that the kinetics observed in this study may also govern 

protein crystallization because globular proteins can be well modeled by colloidal 

hard spheres. Furthermore, our observations of MSC may serve as an illustration of 

how biomineralization may proceed with the presence of an amorphous metastable 

phase. We believe that the results presented in this article may offer a basis for further 

critical study.  
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Chapter 5 Nucleation Rate of Multi-Step 

Crystallization 

 
 
 
 
 
 
 
 
 

5.1 Introduction 

An important issue in the study of MSC is the estimate of the overall nucleation 

rate of crystals. As we have discussed in 4.6, a number of previous studies suggested 

that the occurrence of the metastable amorphous dense droplets may greatly enhance 

the nucleation of the crystalline phase [1-5]. A basic assumption underlying these 

studies is that all dense droplets can grow large enough to develop a crystal. However, 

a good deal of experimental evidence shows that although many dense droplets were 

created initially, only a fraction of them could successfully produce a crystal [6, 7]. In 

our experiments, only three or four out of twenty dense droplets can grow big enough 

to create a stable crystalline nucleus. Consequently, whether the occurrence of the 

metastable dense droplets can enhance the overall nucleation rate of the crystals 
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becomes questionable in practice. In the case of MSC observed in our experiments, it 

is found that to identify the overall nucleation rate cJ  of the crystals, the estimate of 

the local nucleation rate of the crystalline phase in the droplets, which is hereafter 

denoted by cj , is crucial. Nevertheless in previous studies [6, 7] due to the 

difficulties in conducting an in-situ observation of the crystal nucleation proceeding in 

the metastable amorphous droplets, cj  has never been determined experimentally.   

In this Chapter, based on our observation of MSC presented in Chapter 4, a 

mathematical method is developed to deal with the local nucleation rate cj  of the 

crystals in the amorphous precursor.  

 

5. 3 Method of Determining Nucleation Rate of MSC 

Conventionally, the nucleation rate J  is defined by:  

                             
tV

tntJ )()( =                          (5-1)   

where )(tn , that is a function of time t , is the number of critical nuclei created from 

the mother phase within a volume of V. At a stationary state, )(tn increases linearly 

with time and the nucleation rate J  is time-independent [8]. In practice, to 

determine the nucleation rate, the number of nuclei is counted as a function of time, 

and J  is evaluated from the slope of the linear part of the n  vs t  plot. However, 

Equation (5-1) loses its capacity to determine the local nucleation rate cj  of MSC 

because in most cases a droplet can produce only one crystalline nucleus, and 
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therefore the conventional method by counting the number of crystalline nuclei as a 

function of time fails. It is clear that, a different approach has to be developed.    

At the stationary state, Equation (5-1) can be simplified to a time-independent 

form [9]:  

                               
V

J
τ
1

=                           (5-2) 

where τ  is the average period needed by a mother phase with volume V to nucleate 

a new nucleus of the new phase. We assume that in MSC, Equation (5-2) can be 

approximately applied to cj . To calculate the two-dimensional cj , Equation (5-2) 

needs to be rewritten as: 

                              A
j A

c

⋅= τ1                         (5-3) 

where Aτ  is the time needed for an amorphous droplet with area A to create a crystal 

nucleus with critical size *
crysN . Given a constant supersaturation, cj  is independent 

of time and A. Therefore at a given supersaturation, droplets with different A share a 

common feature: 
cj

1 . However, in our experiments, A increases with time as the 

droplets grow. It follows that Equation (5-3) should be modified in the form of an 

integral over time before it can be applied to a growing subsystem. Equation (5-4) 

gives result of the modification. 

                            )(1

0

tAdt
jc

⋅= ∫
τ

                       (5-4)       

where τ  is the time a growing droplet takes to reach the critical size *N  and form a 

critical crystal nucleus with size *
crysN .  
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To evaluate the nucleation rate cj  from Equation (5-4), τ  and A(t) have to be 

first established. In practice, )(tA  is related to the size )(tN  by: 

20 )
2

(*)()(
d

tNtA π= . Here, )(tN  is the total number of particles contained in the 

growing droplets, d0 is the average center-to-center distance between two neighbor 

liquid-like colloidal particles in the amorphous droplets, and 20 )
2

(
d

π  gives the 

average area occupied by a liquid-like particles in the droplets. Consequently, cj  can 

be evaluated from )(tN  by:   

                      ∫∫ ⋅==
ττ

π
0

20

0

)()
2

()(1 tN dt
d

tA dt
jc

               (5-5) 

)(tN  can be established directly from the experimental investigations. 

Nevertheless,τ , the nucleation time lapse needed by the amorphous droplets to create 

a critical crystal nucleus cannot be identified directly from experiments.  

 

5. 4 Results of Nucleation Rates of MSC   

In order to determine the time τ , we must first determine the size *
crysN  of the 

critical crystal nuclei in the amorphous droplets. The meaning of *
crysN  and *N  and 

how to determine their values have been introduced in section 4.4. When *
crysN  and  

*N  are known, τ  can be determined from the experimentally established )(tN . In 

section 4.4, *
crysN  and *N  under conditions f=800 Hz and E = 167 V/cm are 

measured as ~161 and ~1440, respectively. Then from the curve tN ~  (Fig. 5.1), τ  
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is measured at ~275 s. At the same conditions, 0d  is measured to be m μ02.024.1 ± . 

With the experimentally established )(tN , the numerical integration yields: 

223399)(
275

0

=∫ dt tN . Substitution of the above results into Equation (5-5) gives 

cj
126107.3~ −−−× smμ .   

In our experiments as can be seen in Figure 5.2(a), cj  increases with frequency. 

This result, according to CNT, indicates that increasing frequency leads to an increase 

of the supersaturation for crystallization in the dense droplets. This is supported by the 

result shown in Figure 4.3(b). Figure 4.3(b) shows that the critical size *
crysN  

decreases with frequency. This, according to Equation (1-2), means that the 

supersaturation is enhanced due to the increase of frequency. Moreover, as shown in 

Figure 5.2(b), 0d  decreases with frequency, that is, the particle density in the 

amorphous droplets becomes larger at high frequencies, which will directly enhance 

 
Figure 5.1 The plot of N ~ t (f=800 Hz, E = 167 V/cm). The time when N  reaches the critical 

size *N  is just the time τ  needed by the growing droplets to create a critical crystal nucleus.   
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the supersaturation for the local crystallization proceeding in the amorphous droplets.  

 

5. 5 Supersaturation and Interface Tension in the Amorphous Precursor  

The information of the supersaturation is critical for the estimation of the 

nucleation barrier and the crystal-liquid interfacial free energy in the dense droplets. 

 
Figure 5.2 Dependence of MSC on frequency: (a) The local nucleation rate cj  increases with 
frequency. (b) The average distance 0d  in the liquid region between two neighbor ‘liquid-like’ 
particles decreases with frequency while the average distance cd  in the crystalline core 

between two neighbor ‘crystal-like’ particles remains essentially constant in the crystal core.  
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According to CNT, the nucleation rate is related to the nucleation energy barrier *GΔ  

by:  

                          ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
−=

Tk
GCJ
B

*

exp                        (5-6) 

*GΔ  is determined by the thermodynamic driving force μΔ  and the interfacial free 

energy γ  [9].  In the case of two-dimensional nucleation, *GΔ  is given by:          

                             
μ

πγ
Δ

=Δ
sG

2
*                          (5-7) 

where s  is the average area occupied by the ‘crystal-like’ particle, which is 

determined by 4/2
cd s π= . cd  is the average center-to-center distance between 

two neighbor particles in the crystalline nuclei, which is experimentally measured to 

be m μ02.007.1 ± . Figure 5.2(b) shows that cd  essentially remains constant at 

different frequencies. The increase of cj  suggests that *GΔ  is reduced by 

increasing frequency. According to Equation (5-7), the reduction of *GΔ can be 

caused by either the decrease of γ  or the increase of the thermodynamic driving 

force μΔ . In our case, μΔ  can be defined in terms of the concentration c [8]:   

                         )/ln( 0 mB ccTk=Δμ                        (5-8) 

where 0c  is the actual particle concentration of in the droplets and mc  is the 

equilibrium concentration of the droplets below which crystal nuclei cannot be 

created from the droplets. The particle concentration c  in the droplets is connected 

to the average distance 0d  by 2
0/4 dc π= . Thus, Equation (5-8) can be rewritten as:      

                       )/ln( 2
0

2 ddTk mB=Δμ                         (5-9)             
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In our study, 0d  is measured experimentally and the result is shown in Figure 

5.2(b). However it is difficult to determine md , the center-to-center distance 

corresponding to the equilibrium concentration mc . But for determining μΔ , the 

information of md  is critical.  

Notice that if the value of cj  can be obtained at two different frequencies, 

denoted by 1cj  and 2cj , combining Equations (5-6), (5-7) and (5-9) yields:    

                    )(lnln
2

2
2

1

2
1

21 μ
γ

μ
γπ

Δ
−

Δ
−=−

ss
Tk

jj
B

cc                (5-10)            

Assume that the critical crystal nuclei are two-dimensional disks characterized by a 

radius cr , then according to two-dimensional nucleation theory [9, 10]:  

                               
μ
γ
Δ

=
src                           (5-11)            

A combination of Equations (5-9), (5-10) and (5-11) yields: 

                             mdBF ln=                          (5-12)             
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here 01d , 02d  and 1cr , 2cr  are the average distance 0d  and the critical size 

cr measured in conditions producing 1cj  and 2cj  respectively. Experimentally, cr  

can be evaluated from the critical size *N with 2*2
ccrys d Nrc ππ = :   

                            *

2
1

cryscc Ndr =                        (5-13)   

Because *
crysN , 0d , cd , cj  have been established as Figures 4.3(b), 5.1 and 5.2 

show, md  is the only unknown parameter in Equation (5-12), which can thus be 

derived from the slope of the plot F~ B (Figure 5.3(a)). The result is m dm μ28.1≈ . 
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Consequently, μΔ  can be calculated by Equations (5-9) and the supersaturation σ  

for crystallization in the droplets can be calculated easily by TkB/)1ln( μσ Δ=+ . 

Since it is a simple algebra, the results of μΔ  and σ are not presented. 

Given m dm μ28.1≈ , γ  can be calculated by combining Equations (5-9) and 

(5-11). The results for γ  are shown in Figure 5.3(b). It is found that γ  increases 

slightly with frequency. However, from Figure 5.2(b), we find that the distance cd  

between two neighbor particles in the crystal nuclei does not change within the 

 
Figure 5.3 (a) F~B plot. The slope of a linear fit gives the value of mdln . md is the equilibrium 

concentration in the amorphous precursor. (b) The calculated line tension or the interfacial free 
energy γ  increases with frequency. The assumption of disk-like two-dimensional critical crystal 
nuclei leads to a high estimate of γ .   
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frequency range we observe, indicating that the interaction between colloidal particles 

in the crystalline region does not change. It is expected that given the interaction, γ  

should be constant at a fixed temperature, contradicting with the results shown in 

Figure 5.3(b). 

Notice that a key assumption contained in our calculation is that the shape of the 

critical crystal nuclei in the amorphous droplets is disk-like, characterized by the 

radius cr . Given the critical size *
crysN , this assumption leads to the minimum length 

of the crystal-liquid interface in the droplets. However, as can be seen in Figures 4.1(c) 

and 4.2(c), the shape of the crystal nuclei is normally irregular. Thus, the real length 

of the crystal-liquid interface is in fact much larger than that adopted in our 

calculation. Given the supersaturation and the nucleation energy barrier, the lower 

estimate of the interface length will result in a higher estimate of γ . Therefore, we 

conclude that the values shown in Figure 5.3(b) are much larger than the 

corresponding real values.   

   Moreover, as was discussed in Chapter 4, the change of the density and order 

degree in the droplets, from the crystalline core to the amorphous fringe, is continuous, 

making it easy for the colloidal particles residing on the crystal-liquid interface to 

become ‘crystal-like’ as well as ‘liquid-like’ via fluctuations. So, in our experiments, 

the shape of the crystals experiences large fluctuations from time to time due to the 

essentially local crystal-liquid transition at the interface. The fluctuations lead to a 

large divergence of the nucleus shape from the assumed disk-like. The stronger the 
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fluctuation, the larger the divergence between the real edge length and the estimated 

based on the disk-like assumption, and thus the bigger the error in the estimate of γ . 

Figure 5.2(b) reveals that as the frequency increases, the density in the amorphous 

region approaches that of the crystalline region. The reduced particle concentration 

difference between the crystalline region and its surrounding area enables the 

colloidal particles on the crystal edge to transform more easily between crystal-like 

and liquid-like. Consequently, the fluctuation of the crystal nucleus shape and thus the 

edge length becomes larger at high frequencies. It follows that the increase of γ  

with frequency may be attributed to the bigger errors contained in the calculation.  

   From the above discussion, it follows that in reality, γ  should be smaller than the 

values shown in Figure 5.3(b). The experimental observations show that the irregular 

crystal edges are at least a factor two times the estimate obtained from the assumption 

that the crystal nuclei have a disk-like shape. It follows that the values of γ  shown in 

Figure 5.3(b) are at least a factor two larger than their real values. Consequently, the 

real value of the interface free energy γ  in the dense droplets should be less 

than mTk B μ/60.0~45.0 . 

 

5. 6 Conclusion   

In this Chapter, a method is developed to calculate the local nucleation rate. 

Furthermore, the supersaturation and the interface free energy in the dense droplets 

are derived from the experimentally measured local nucleation rate. The continuous 
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change of the concentration in the dense droplets means a much lower interfacial free 

energy than estimated. 
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Chapter 6 Effect of Long-Range Attraction 

on Growth Model 

      
 
 
 
 
 
 
 
 

6. 1 Introduction  

An important area of the study of crystallization is the atomistic processes 

underlying crystal growth. A major technological interest lies in the fabrication of 

crystalline thin films that are of fundamental importance in research and development 

of advanced electronic, optical, and magnetic materials which are the basis of modern 

technologies of computing and communication [1, 2]. The performance of thin films 

is essentially dependent on their surface morphology. Flat thin films are highly 

desirable in practice. However, growth of thin films is intrinsically a nonequilibrium 

process governed by a competition between kinetics and thermodynamics. The 

outcome of that growth is thus sensitive to a variety of atomic rate processes, and 

controlling these atomistic processes is crucial in developing high quality thin films. 
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Especially as the dimension of devices has shrunk to the nanometer scale, precise 

control at the atomic scale becomes critical. However, this sort of control is 

experimentally inaccessible without a full understanding of the mechanisms 

underlying atomistic processes.  

Experimentally, the temperature is one of the most important parameters in 

controlling thin film growth. Therefore, much attention has been focused on exploring 

the effect of temperature on the outcome of thin film growth [3-6]. To achieve flat 

thin films, two-dimensional (2D) growth, the so-called layer-by-layer growth, is 

desired. Due to the step-edge barrier, namely the Ehrlich-Schwoebel (ES) barrier, (2D) 

growth usually occurs at high temperatures [6]. Decreasing the temperature leads to a 

three-dimensional (3D) growth, and thus a rough surface [6, 7]. Nevertheless, it has 

been found that at some low temperatures, 2D instead of 3D growth occurs [8]. The 

reentrant 2D growth at low temperatures is the most intriguing phenomenon found in 

thin film growth 

To understand 2D growth occurring at low temperatures, atomistic models were 

built [6, 9]. In these models, downward funneling (DF) was supposed to be an 

important mechanism underlying the reentrant smooth growth [9-11]. According to 

DF, atoms deposited beyond a step edge would tend to funnel down to the lower 

layers due to their condensation energy. At high temperatures, the effect of DF on the 

growth is negligible while it becomes significant at low temperatures when the size of 

the islands or mounds becomes small.       
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Recent studies, however, revealed that due to the attraction between steps and 

incoming atoms, incoming atoms will be preferentially collected by the top layers of 

the islands and mounds. This effect is known as “steering effect” [12-14]. The 

discovery of the steering effect poses a great challenge to the mechanism of DF. It 

was found that due to the steering effect, the incoming atoms beyond the step edges 

are preferentially attracted to the uppermost layers rather than funnel down to the 

lower layers as suggested by DF [15]. Thus, the steering effect tends to undermine the 

effect of DF. The following question arises: if DF cannot support a 2D growth at low 

temperatures due to the step-adatom attraction, what is the underlying mechanism of 

the reentrant 2D growth?  

Notice that in most previous works, the studies of the steering effect and DF were 

based on computer simulations in which experimental conditions were considerably 

simplified and the interplay between different atomistic processes was customarily 

neglected. However, in real experiments, thin film growth is a nonequlibrium process 

consisting of a variety of different atomistic processes. Generally, a specific growth 

model is an outcome of the interplay between different atomistic processes. For 

example, experimentally, there should always be some adatoms diffusing on the 

terraces or along the step edges. Therefore, given that the attraction between steps and 

incoming atoms can modify the trajectories of the incoming atoms, this attraction 

should also affect the behavior of the adatoms diffusing near step edges. However, to 

study this effect, direct observation of the motion of the individual atoms is necessary.         
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In this study, the growth model is studied in our colloidal model system where 

colloidal particles interact through a long-range attraction.  

 
Figure 6.1 Steering effect induced by attraction:  (a) Step protrusions on the growing front. 
(b)-(c) Incorporation process of particles A. (d) Trajectory of particle A. (e) The 
two-dimensional diffusion coefficient of colloidal particles on the glass substrate.     
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6. 2 Growth Models Induced by Attraction 

6. 2. 1 Steering Effect 

An intriguing phenomenon in our experiments is that the growing 2D crystals are 

usually characterized by step protrusions as shown in Figure 6.1(a). However, 

colloidal particles in this system are homogeneously transported to the growing 

crystals. The formation of step protrusions indicates that the approaching particles are 

directed preferentially by a force into the peaks of the step protrusions. To identify the 

mechanism underlying the formation of step protrusions, hundreds of incorporation 

processes of incoming particles are investigated individually.  

Snapshots shown in Figures 6.1(b)-(c) illustrate a typical incorporation process at 

the peak of a step protrusion. In Figure 6.1(b), a particle A is approaching the growing 

crystal. In Figure 6.1(c), particle A eventually becomes incorporated at the peak of the 

protrusion. The trajectory of particle A is recorded and shown in Figure 6.1(d) which 

shows that particle A experiences two distinct motions in succession while 

approaching the step protrusion. Firstly, it undergoes a Brownian motion. The 

Brownian motion comes to an end when particle A is about 5 mμ  away from the step  

protrusion. Subsequently, the particle follows a direct motion along a straight line 

toward the peak of the step protrusion. It is clear from Figure 6.1(d) that the Brownian 

motion of particle A shows no tendency to diffuse towards the step protrusion. It is 

the following well-directed straight motion which transports particle A to the peak of 

the step protrusion. The well-directed straight motion suggests that there should exist 



 93

an attraction between particle A and the growing protrusion. The distance traveled 

along the straight line offers a good quantitative measure of the working range of the 

attractive force. In our experiments, the average length of the straight trajectory is 

measured at 5 ~ 6 mμ  which, compared with the diameter 1 mμ  of the colloidal 

particles, is long-range. 

To be sure that the behavior of particle A is not induced by the interaction 

between the colloidal particles and the glass substrate, the two-dimensional diffusion 

coefficient D2D  of the colloidal particles far away from the growing crystals was 

calculated by measuring the mean square displacement 2xΔ  of a diffusing particle 

as a function of the investigated interval .tΔ  D2D is determined from the slope of the 

linear fit of t x ΔΔ ~2  which gives D2D = t4x ΔΔ /2  = 0.39 ± 0.02 .2 s/mμ . 

According to the Stokes-Einstein equation, the diffusion coefficient can also be 

calculated by:  

                         D = 
R 

kT
πη6

                              (6.1)       

In our case, T is 293K, the corresponding water viscosity )(Tη  is given by 10-3Nsm-2 

and the particle radius R is 0.5μ m. Thus, the theoretical diffusion coefficient is 

given by 0.43 /sm2μ . This is slightly higher than that obtained experimentally. 

However, near the glass wall, hydrodynamic effect will give rise to a water viscosity 

which is larger than the normal value. Taking this into consideration, we may explain 

the slight discrepancy between the experimentally measured D and the theoretical 

estimated D. From the above discussion, we conclude that our experimental 
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measurement is convincing within the available margin of uncertainty, and most 

importantly, it follows that the ITO glass surface has little effect on the behavior of 

the colloidal particles. Therefore, the straight motion of particle A as shown in Figure 

6.1(d) is very likely a result of the attractive interaction between it and the step 

protrusion.  

Further confirmation of the existence of that attraction comes from the 

acceleration of the incoming particles when they approach the step protrusions. Given 

the diffusion coefficient DD2 , the free diffusion velocity of colloidal particles can be 

determined by:  

                   DV2 = >Δ< x st 1=Δ = DD24                       (6.2)   

The result is ~ 1.25 /s.mμ The velocity just prior to the impingement on the steps is 

measured and averaged over hundreds of particles. The result is ~3.69 /s.mμ  It is 

clear that incoming particles are strongly accelerated as they approach the steps, 

offering direct evidence of the attractive force working between the incoming 

particles and the step particles.  

From the above discussion, one can conclude that the well-directed straight 

motion of particle A in Figure 6.1 is caused by the attraction between the incoming 

particles and the step particles. The incorporation process of particle A also suggests 

that because of the attraction, incoming particles will be collected preferentially by 

the peaks of the step protrusions, giving rise to a growth instability which in turn 

promotes the growth of the step protrusions. This result is consistent with previous 
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studies of the steering effect [14, 15]. Here the long-range attraction is between the 

incoming particles and the step is induced by EHD mechanism as we have introduced 

in 2.3. This kind of mechanism is different from that working between atoms as we 

will discuss in 6.3. 

6. 2. 2 Interlayer Transport 

The steering effect, however, reflects only one aspect of the consequences of the 

attraction between incoming particles and step particles. In previous simulations, the 

consequence of the attractive force exerted by incoming particles on the particles 

diffusing near step edges was neglected. Furthermore, it was assumed in simulations 

that incoming atoms approach the step one by one. However, this does not hold true 

in real experiments. In practice, incoming units can be dimers, trimers, and even 

larger clusters of growth units. The larger the incoming units, the stronger the 

attractive force felt by the particles diffusing near step edges.  

 

Figure 6.2 Descending transport triggered by the attraction from the incoming dimer. 



 96

In Figure 6.2(a), an adsorbed monomer A stays on a growing front as one dimer 

consisting of particles B and C is approaching. As the dimer moves close to the step 

within a distance of about several particle diameters, the attraction from the dimer 

begins to accelerate particle A (Figure 6.2(b)) and eventually gets it down to the lower 

layer (Figure 6.2(c)). This process illustrates that it is possible for the attraction from 

the incoming clusters to induce an additional interlayer transport.  

The process presented in Figure 6.2 is the simplest case in our experiments. Figure 

6.3 shows a more complicated but more widespread process in our experiments. In 

Figure 6.3(a), particles numbered 3-6 form the peak of the step protrusion, and an 

 
Figure 6.3 Smoothing effect of the attraction: (a)-(d): Step particles are pulled down to the lower 
layers by incoming dimmers, resulting in a reduction of the local roughness.  
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incoming dimer consisting of particles 1 and 2 is approaching the peak. When the 

incoming dimer is close enough to interact with the peak, its trajectory is directed 

towards the step peak (Figure 6.3(b)). At the same time, particles 3-6 begin to move 

due to the attraction from the incoming dimer. At the end of this process, particles 4 

and 6 are finally pulled down to the lower layers (Figure 6.3(c)-(d)), and the incoming 

dimer also becomes incorporated into the peak. As a result of this process, the peak 

becomes smoother and it is widened so as to be able to accept more incoming 

particles. This attraction-induced smoothing effect has never been suggested in 

previous studies, but it does occur in our experiments. 

From the above discussion, we find that the role of the attraction between the 

incoming particles and the growing front is twofold: it can induce the steering effect 

as well as the smoothing effect. The steering effect leads to the creation of step 

protrusions by attracting incoming particles to the uppermost layers while the 

smoothing effect gets part of the adsorbed particles down the lower layers. The 

attraction-induced smoothing effect works effectively in smoothening out the local 

growing front as Figure 6.4(a)-(c) shows. However, the long-term consequence of the 

attraction is illustrated by Figure 6.4(d): global step protrusions are created when the 

local small step protrusions are smoothened out during the growth. However, it is 

clear that the long-term consequence can become obvious only when the growth lasts 

a relatively long time. In thin film growth, to observe the global step protrusions, the 

thickness of the film has to be larger than a certain value.    
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The smoothing effect of the attraction was not discovered in previous 

studies[13-15] because the influence of the attraction from incoming adatoms on the 

adsorbed adatoms was not considered overall comprehensively. That attraction was 

considered only as a mechanism for producing the growth instability and enhancing 

mound formation. Based on our experimental results, we conclude that incomplete 

understanding was reached in previous studies. 

 
Figure 6.4 Interplay between the steering effect and the smoothing effect: (a)-(c) The gap between 
two neighbor small step peaks is filled up by the descending transport induced by the attraction.  (d) 
The long-term consequence of the attraction is represented by the global step protrusions.  
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6. 3 Effect of the Nature of Attraction   

The long-range attraction between colloidal particles in our experiments is 

different by nature from that acting between atoms. In the case of atoms, the attraction 

originates directly from other atoms, while the long-range attraction between colloidal 

particles here proceeds through fluid flow, and hence the range of the long-range 

attraction is determined by the scale of the fluid flows. It was found that the scale of 

the fluid flows around colloidal particles or clusters is frequency-dependent [16].  

Given the scale of fluid flow, incoming particles are preferentially captured by the 

fluid flow induced by step protrusions. Therefore, the role of fluid flow in bringing 

colloidal particles together to form crystals and in producing the steering effect can be 

represented by an attractive force hF .  Nadal et al. suggested that hF  can be 

 
Figure 6.5 EHD-induced attraction between the incoming clusters and the step particles: The 
attraction induced by EHD mechanism between a step particle and an incoming clusters will be 
weakened by fluid flow induced by other step particles. Solid arrow: direction of the fluid flow 
induced by incoming clusters A. Dashed arrow: direction of the fluid flow induced by step 
colloidal particles. 
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approximated by the Stoke’s force: ),(6~ ωπη ru a Fh , where a  is the radius of the 

colloidal particle, η  is the viscosity of the solvent. According to Nadal et al. the 

fluid velocity ),( ωru  at a distance r from the center of the colloidal particle is 

frequency dependent, giving ar >> :   

                     )(/),( ωω lr
aat eAVru −=><                    (6.3) 

where )(ωl  is the frequency dependent characteristic length of the fluid flow which 

is induced by the presence of the charged colloidal particles. Both aV  and aA  are 

frequency-dependent constants. For )(ωlr >> , ),( ωru  decreases as 3/1 r .  

Formally, hF  is distinct from the attractions used in simulations based on 

potentials like the Lennard-Jones (LJ) potential [13, 15] or the Embedded Atom 

Method (EAM) potential [14, 15]. However, by comparing the results of the LJ 

potential and the EAM potentials Yu et al.[15] found out that the degree of the 

steering effect does not strongly depend on the details of the interaction potential. 

However, increasing the cutoff distance of the LJ interaction potential can enhance 

the steering effect. This means that the most important parameter in the steering effect 

is the range of the attraction. The range of hF  in this study is estimated as about 5~6 

times the diameter of the colloidal particles, much larger than that employed in 

simulations. This suggests that the steering effect in our experiments should be 

stronger than that in typical atomic systems.    

The most interesting phenomenon observed in our experiments is the smoothing 

effect induced by hF  during the growth of the colloidal crystals. The question is 
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whether this result is applicable in typical atomic systems. In atomic systems, the 

attractive force exerted by an incoming cluster on a step atom is independent of the 

existence of other step atoms. However, in our system, the attractive force hF  of the 

incoming clusters has to be exerted on a step particle through fluid flows as Figure 6.5 

shows. When the incoming clusters approach the steps, the fluid flow around them 

will be disturbed and usually weakened by the fluid flows induced by other step atoms. 

Therefore, the final attractive force exerted by incoming cluster A on step particle B 

(Figure 6.5) should be smaller than that indicated by hF . At this point, we suggest 

that direct attractions in atomic systems should be more effective than the attraction 

caused by the EHD mechanism in inducing the smoothing effect.  

Here, the smoothing effect of the attraction discovered in our experiments offers a 

mechanism which may contribute to the reentrant smooth growth observed in 

epitaxial growth at low temperatures [8]. It is obvious that the smoothing effect of the 

attraction will be promoted when step protrusions become smaller so that the particles 

adsorbed on the top of the step protrusions can be more easily reached by the 

attraction from the incoming clusters. This effect makes it more likely that the 

absorbed particles will be pulled down to the lower layers. This condition is well 

satisfied in the epitaxial growth conducted at low temperatures. According to the 

nucleation theory, more and smaller islands will be nucleated at low temperatures on 

the growing surface because of the reduced mobility of adatoms. The reduced 

mobility of adatoms causes them to remain near where they landed. Therefore, the 
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adatoms collected through the steering effect stay near the step edges and are 

especially amenable to being pulled down by the attraction from incoming clusters. At 

this point, the epitaxial growth proceeding at low temperatures offers a good 

environment for the attraction-induced smoothing effect to work.     

Nevertheless, also the strength of the attraction from the incoming clusters plays 

an important role in the smoothing effect. As we have seen in Figure 6.1, incoming 

monomers are not likely to induce an interlayer transport due to their small attraction 

to the step adatoms. On the other hand, the incorporation of incoming dimers is often 

accompanied by an interlayer transport because of the stronger attraction exerted on 

the step particles. At this point, we argue that a certain number of dimers or bigger 

incident clusters can promote the occurrence of flat thin films at low temperatures.  

Another important factor which may affect the smoothing effect is the attraction 

between colloidal particles inside crystals, which, we believe, is different in 

mechanism from EHD. In fact, it has been experimentally investigated that the fluid 

flow which contributes greatly into the EHD-induced attraction becomes every weak 

in the clusters, and is not strong enough to support the short-range attraction working 

between colloidal particles inside the crystals [17]. However, to the best of our 

knowledge, there has so far no experimental and theoretical work to discuss the 

possible mechanism underlying the short-range attraction. Therefore, it is difficult 

currently to discuss even qualitatively the effect of the short-range attraction on the 

smoothing effect.    
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6. 4 Conclusions 

We find that the attraction between the incoming clusters and the growing fronts 

can induce an additional interlayer transport as well as generate the steering effect. 

This observation suggests that when the DF mechanism is suppressed by the 

occurrence of the steering effect, the attraction-induced interlayer transport also 

contributes a mechanism allowing adatoms to descend, thus leading to a smoothening 

effect. Of course, whether this kind of mechanism is strong enough to replace the role 

of DF in the 2D growth is still open to question. We suggest that in future simulations, 

in addition to the steering effect, also the influence of the attraction exerted by 

incoming clusters on the existing adatoms near the step edges should be taken into 

consideration.  
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Chapter 7 Properties of Point Defects 

    
   
 
 
 
 
 
 
 

7.1 Introduction 

The solid state is one of the most important states of matter. Most solids are 

crystalline in structure. Crystalline solids are widely used in fabricating advanced 

materials due to their special electronic, optical, and magnetic properties. However, 

most real crystalline solids are not perfect, containing a number of defects. According 

to their dimensionality, defects can be classified into three types: point defects, 

one-dimensional defects, and two-dimensional defects [1]. A point defect means that a 

single atomic site, or a complex consisting of a few atomic sites is not in the proper 

crystalline positions. The most important point defects are vacancies and interstitials. 

In a vacancy, one or a few atoms are missing, while in interstitials, extra atoms are 

present. One-dimensional defects are dislocations that consist of lines of atomic sites 

dislocated from their ideal positions. Typical two-dimensional defects are the 

so-called grain boundaries that are the intersections between two crystallites.  
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Defects have a profound impact on the performance of materials. For example, 

dislocations can influence their electrical and optical properties [2, 3]; vacancies in 

solids facilitate diffusion. Recent studies further revealed that vacancies in graphene 

layers strongly influence the physical and chemical properties of carbon 

nanostructures [4, 5]. Therefore, defect dynamics is of great importance in both 

condensed-matter physics and materials science. However, direct observations of 

defects in atomic materials are difficult. As an alternative approach, colloidal crystals 

have been employed as model systems in the past few years for the study of defect 

properties [6-10]. These studies have offered plenty of insight and shed light on our 

understanding of defect dynamics.  

It is found, however, that in previous studies [6, 8-10], the interactions between 

colloidal particles are usually taken to be purely repulsive. Then, the question arises: 

are the results obtained in these studies applicable in real atomic materials in which 

atoms interact through attractive forces? No such study on colloidal crystals has been 

conducted to address this question. However, this kind of study is of great importance 

for both fundamental physics and technological applications. The reason is that 

introducing a specific attraction into a colloidal system can offer a robust strategy for 

producing photonic-band-gap materials [11]. The aim of this work is to study the 

configuration and diffusion of vacancies in our two-dimensional colloidal model 

system in which a long-range attraction works between colloidal particles. In this 

system, the attractive interaction potential between colloidal particles is similar in 
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shape to that acting in typical atomic systems [12]. It is found that the dynamics of 

defects observed in our experiments is distinct from previous observations where the 

interaction between colloidal particles were taken to be purely repulsive [9, 10]. 

7. 2 Configurations of Vacancies 

Monomer vacancies in our experiments are immobile and cannot diffuse within 

the crystals. The topological structure of monomer vacancies is invariant and exhibits 

identical symmetry to the underlying hexagonal lattice (Figure 7.1(a)). However, 

monomer vacancies in systems dominated by purely repulsive interactions descend 

into some configurations with reduced symmetry in comparison with the underlying 

hexagonal lattice [9, 10, 13]. On the other hand, there are two configurations in our 

 
Figure 7.1 Configuration of vacancies: (a) Monomer vacancy with symmetry D6. Configurations 
of dimer vacancy: (b) threefold symmetric D3; (c) twofold symmetric D2. Configurations of trimer 
vacancy: (e) threefold symmetric D3; (f) twofold symmetric D2. Time sequences (b)-(d) and (e)-(f) 
illustrate how dimer vacancies and trimer vacancies diffuse in crystals.  
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experiments for dimer vacancies as Figures 7.1(b)-(c) show. Trimer vacancies exhibit 

also two configurations as shown in Figure 7.1(e)-(f). The dimer vacancy in 

Figure7.1(b) and the trimer vacancy in Figure 7.1(e) are threefold symmetric (D3). 

The dimer vacancy in Figure 7.1(c) and the trimer vacancy in Figure 7.1(f) are 

twofold symmetric (D2).  

To identify the occurrence probability of the configurations, one thousand of 

pictures are taken with an interval 0.2s for every defect. We find that the transition 

from one configuration to another configuration is very fast (<0.1s). Therefore, 0.2s is 

enough for defects to reach equilibrium. For dimer vacancies, we found that there are 

about 470 pictures in which the dimer vacancy adopts the configuration with 

symmetry D2.  Therefore, the relative occurrence probabilities of D2 and D3 for 

dimmer vacancies are identified as 01.047.0 ±  and 01.053.0 ±  respectively. The 

probability of D3 is only slightly higher than that of D2. The occurrence probability 

P  of a specific configuration is dependent on its occupation energy ε  by: 

                          )/exp( TkAP Bε−=                       (7.1)          

The free energy difference εΔ  (which is determined by the interaction potential) 

between dimer vacancies with symmetry D2 and D3 respectively can be estimated 

from the occurrence probabilities. The calculation shows that εΔ  is about 0.12 kBT. 

For trimer vacancies, the relative occurrence probability for D3 is 01.068.0 ±  which 

is significantly higher than 01.032.0 ±  for D2, that is, trimer vacancies with higher 

symmetry are in our experiments more stable. The occupation energy of trimer 
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vacancies with symmetry D2 is higher than that with symmetry D3 by 0.75 kBT. 

 

 
Figure 7.2 Diffusion of vacancies:  (a) Average squared displacement of vacancies as function 
of the time separation. (b) Trajectories of vacancies.  
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7.3 Diffusion of Vacancies   

Diffusivity is another important property of defects. As we mentioned above, 

monomer vacancies are immobile in our system. The diffusion route of dimer 

vacancies is illustrated by the time sequence Figure 7.1(b)-(d). Originally, particle 1 

stays at the defect center balanced by the attractions from surrounding particles 

(Figure 7.1(b)). Thermal fluctuations cause particle 1 to leave its equilibrium position, 

and subsequently the attraction between particle 1 and particle 2 pulls particle 2 into 

the vacancy interior (Figure 7.1(c)). From the configuration as shown in Figure 7.1(c), 

the dimer vacancy can hop back to its original position with particle 1 at the center 

(Figure 7.1(b)) or hop to another neighbor site (Figure 7.1(d)) with particle 2 now at 

the defect center, which leads to an effective walk of the dimer vacancy. The 

topological structures of the dimer vacancy in Figure 7.1(b) and Figure 7.1(d) are 

identical, but the defect center undergoes a migration of ~0.6 eqr  from Figure 7.1(b) 

and Figure 7.1(d). The diffusion route of trimer vacancies is similar to dimer 

vacancies as Figure 7.1(e)-(g) show, but more particles are involved. The average of 

the positions of 5-fold-coordinated particles around the vacancy core is defined as 

position (x) of the vacancies [9]. The positions of the vacancies as a function of time 

in our experiments are identified from the recorded continuous frames. The average 

squared displacements < 2xΔ > are plotted as a function of the time separation tΔ  

(Figure 7.2(a)). The relationships between < 2xΔ > and tΔ  are then linearly fit. From 

the slopes of the linear fits, the diffusion coefficients of the vacancies are calculated 
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by
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. The diffusion coefficient of the dimer vacancies Ddi is measured at 

/s.m 203.013.0 μ±  

Nevertheless, the average squared displacements >Δ< 2x  of trimer vacancies 

stop increasing when the time separation exceeds 2s (Figure 7.2(a)). This means that 

the motion of trimer vacancies is limited within a subregion. Because the relative 

occurrence probability of symmetry D3 (0.68) is significantly higher than that of D2 

symmetry (0.32), the trimer vacancies stay in the threefold symmetric configuration 

(Figure 7.1(e)) most of the time. Occasionally, they hop to their twofold symmetric 

configuration, resulting in a rearrangement of the colloidal particles (Figure 7.1(f)). 

The trimer vacancy in Figure 7.1(f) will either hop back to its original position 

(Figure 7.1(e)) or soon hop to a different position (Figure 7.1(g)). In the case of dimer 

vacancies, these two tendencies occur with the same probability. However, detailed 

observations reveal that trimer vacancies exhibit a strong tendency to hop back to 

their initial positions (From Figure 7.1(f) to Figure 7.1(e)) with a relative probability 

0.90. Therefore, trimer vacancies in our experiments undergo mainly local vibrations 

between their two configurations instead of undergoing a global diffusion. A similar 

observation has been reported and discussed in a previous study [9] which supposed 

that during hopping, colloidal particles in the defect core can rearrange themselves 

rapidly. Because the lattice around the core cannot respond as fast as the core region, 

eventually the defect is pulled back to its initial site. The relaxation response of the 

lattice to the distortion produced by the fast rearrangement of the defect core will 
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become slower when vacancies are larger. Consequently more lattice particles will 

become involved in the hopping. For that reason, the global diffusion of vacancy 

clusters, such as trimer vacancies and tetramer vacancies, is normally inhibited. The 

local oscillation of trimer vacancies is well reflected by the trajectories of the core of 

a trimer vacancy (Figure 7.2(b)). The trajectories of dimer vacancies are typically a 

global Brownian motion shown in Figure 7.2(b). 

 

 

Figure 7.3 Effect of interaction on properties of vacancies: (a) In a system governed pure repulsion, 
particles next to the missing particle of a monomer vacancy tend to be pushed towards the vacancy 
center. (b) The tendency of particles next to the missing particle of a monomer vacancy to move 
towards the vacancy center is inhibited by the strong recovering force. 
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7. 3 Effect of Interaction on Properties of Vacancies 

In previous studies [9, 10], monomer vacancies exhibit several different 

configurations with reduced symmetry and they can diffuse as fast as dimer vacancies. 

Especially, configurations with higher symmetry are not the most stable. Furthermore, 

dimer vacancies can dissociate into a dislocation pair. All these observations diverge 

significantly from our observations. These discrepancies, in our opinion, arise from 

the difference in the nature of the interaction. In colloidal crystals, dominated by 

purely repulsive forces [9, 10], the direction of the net force acting on the particles 

adjacent to the missing particle of monomer vacancies points towards the vacancy 

center as Figure 7.3(a) shows. Therefore, particles next to the missing particle are 

pushed toward the vacancy center, resulting in deformation and diffusion of monomer 

vacancies. However, in our experiments, the electrostatic repulsion between two 

nearest neighbor colloidal particles inside the clusters is balanced by an attraction at 

an equilibrium center-to-center distance eqr  [14-17], namely the lattice constant. 

Therefore, inside the clusters, the shape of the effective interaction potential around 

eqr  can be depicted by the curve in Figure 7.3(b). A small deviation of colloidal 

particles from their equilibrium positions produces a recovering force to pull them 

back (Figure 7.3(b)). Therefore, the hopping of colloidal particles next to the missing 

particles of monomer vacancies is strongly inhibited by the recovering force (Figure 

7.3(b)). A recent observation has suggested that monomer vacancies in graphene 

layers are actually immobile in normal conditions [18] and in simulations[19], the 
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diffusion of monomer vacancies is active only at high temperatures (> 3000K). 

In summary, our observations reveal that the nature of the interaction acting 

between colloidal particles has a significant impact on the configurations and the 

diffusion of defects. Our results presented in this thesis offer a further understanding 

of the defect dynamics which is applicable in atomic materials as well as in colloid 

crystals. 
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Chapter 8 Conclusion 

     
 
 
 
 
 
 
 
 

8.1 Conclusions  

The purpose of this thesis was to study the mechanisms underlying crystallization. 

Crystallization begins with nucleation and subsequently proceeds by crystal growth. 

In this thesis, issues including nuclei structure, nucleation route, growth kinetics, and 

the properties of defects were studies.   

First, the structure of crystal precritical nuclei was studied. It was found that the 

structure of precritical nuclei is liquid-like rather than crystal-like at an earliest stage. 

In the following growth, nuclei undergo a transition in structure from the liquid-like to 

the crystal-like. In our experiments, the transition is a continuous process, that is, the 

component of crystal in the precritical nuclei increases gradually with the nuclei size. 

The analysis suggests that a continuous structure transition is favored than a sharp 

transition due to its lower nucleation energy barrier. Nuclei become entirely ordered 
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only when they exceed a critical size, namely the transition size. At high 

supersaturations, when the transition size becomes small enough, nuclei are formed 

with ordered structure from the beginning. It means that the nucleation route predicted 

by the classic nucleation theory tends to proceed at high supersaturations.  

Furthermore, crystallization via an amorphous precursor, the so-called multi-step 

crystallization (MSC), was studied quantitatively. In MSC, amorphous dense droplets 

are first nucleated from the mother phase. Subsequently, a few unstable 

sub-crystalline nuclei are created simultaneously by fluctuation from the tiny dense 

droplets. This picture is different from previous theoretical predictions. It is necessary 

for these crystalline nuclei to reach a critical size *
crysN  to become stable. However, 

in contrast to sub-crystalline nuclei, a stable mature crystalline nucleus is not created 

by fluctuation, but by coalescence of sub-crystalline nuclei. This is unexpected 

theoretically. To accommodate a mature crystalline nucleus larger than the critical size 

 

Figure 8.1 Issues studied in this thesis 
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*
crysN , the dense droplets have to first acquire a critical size *N . This implies that 

only a fraction of amorphous dense droplets can serve as a precursor of crystal 

nucleation. As an outcome, the overall nucleation rate of the crystalline phase is, to a 

large extent, determined by the local nucleation rate of crystals in the dense droplets. 

Most interestingly, the investigation revealed that MSC has advantages in producing 

defect free crystals.       

To address the nucleation rate of MSC, a mathematical method is developed to 

calculate the local nucleation rate of the crystals in the amorphous precursor, which is 

not accessible to conventional methods. This local nucleation rate has never been 

dealt with experimentally due to the difficulties of in-situ observation. With the local 

crystal nucleation rates, the supersaturation for crystallization and the crystal-liquid 

interfacial free energy in the amorphous precursor are evaluated. The analysis 

suggested that the real crystal-liquid interfacial free energy should be much smaller 

than the estimate.    

Because of the attraction between the incoming particles and the growing front, 

incoming monomers are collected preferentially by step protrusions, giving rise to the 

formation of step peaks, the so-called steering effect. However, the situation becomes 

complicated in the case of incoming dimers. The stronger attraction of the incoming 

dimers to the existing step particles induces an additional interlayer mass transport 

which tends to smoothen out the local step peaks. The long term effect of the interplay 

between the steering effect and the smoothing effect is that the local small step peaks 
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are smoothened out and the large global step protrusions are developed. Based on our 

observations, it was suggested that the smoothing effect may plays a key role in 

producing a smooth growth at low temperatures in epitaxial growth.  

Behavior of defects has great impact on the properties of materials. In my studies, 

configuration and diffusion of crystal defects are studied in the two-dimensional 

colloidal model system. Monomer vacancies are immobile and have identical 

symmetry with the underlying triangular lattice. Both dimer vacancies and trimer 

vacancies have two different configurations, and the configurations with higher 

symmetry are more stable. Dimer vacancies in our experiments exhibit the highest 

diffusivity, whereas the global diffusion of vacancies of larger clusters, such as trimer 

vacancies, is inhibited. Compared with previous studies, it is found that defect 

dynamics is strongly dependent on the nature of the interaction potential.  

These studies offer new insight into the understanding of the crystallization which 

proceeds in atomic systems or protein solutions. From these studies, we can see that 

colloidal systems can serve as a good tool in studying phase transitions and other 

collective behaviors of atoms or molecules.     

 

8.2 Recommendation for Future Study 

The liquid-like structure of precritial nuclei as discussed in Chapter 3 has great 

effect in reducing the nucleation energy barrier. However, a quantitative study of the 

reduction of the nucleation energy barrier is absent due to the difficulty of 
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quantitatively measuring the line tension, because in our system, the interaction acting 

between colloidal particles has so far not been completely understood. In this case, 

simulation may offer an alternative approach to this issue.  

There is a good deal of evidence which suggests that crystallization proceeding 

through a metastable amorphous phase may be a widespread mechanism. However, 

no effort has been devoted to establish a quantitative model to describe it. CNT is still 

the most often adopted theory in practice. Further work is necessary to develop a 

theoretical model concerning MSC. However, this is a big challenge.  

In practice, heterogeneous nucleation occurs more frequently than homogeneous 

nucleation. Therefore, it is also of great importance in future to conduct study on 

heterogeneous multistep crystallization. It is important to understand how impurities 

or substrates will affect the mechanism of MSC.  

 

 


