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On the origin of mode- and bond-selectivity in
vibrationally mediated reactions on surfaces

Daniel R. Killelea*a and Arthur L. Utz*b

The experimental observations of vibrational mode- and bond-selective chemistry at the gas–surface

interface indicate that energy redistribution within the reaction complex is not statistical on the time-

scale of reaction. Such behavior is a key prerequisite for efforts to use selective vibrational excitation to

control chemistry at the technologically important gas–surface interface. This paper outlines a frame-

work for understanding the origin of non-statistical reactivity on surfaces. The model focuses on the

kinetic competition between intramolecular vibrational energy redistribution (IVR) within the reaction

complex, which in the long-time limit leads to statistical behavior, and quenching, scattering, or

desorption processes that restrict the extent of IVR prior to reaction. Characteristic timescales for

these processes drawn from studies of vibrational energy flow dynamics on surfaces and in the gas and

condensed phases suggest that IVR is severely limited for important classes of surface reactions. Under

these conditions, selective vibrational excitation can lead to preferential transition state access and

result in mode- or bond-selective chemistry, even at high collision energies above the barrier to reaction.

In addition to providing a basis for understanding experimental observations, the model provides

guidance for identifying other gas–surface reactions that may exhibit mode-selective behavior.

Introduction

The study of chemical reaction dynamics reveals how nuclear
motion and patterns of energy flow impact chemical reactivity.
Using that knowledge to manipulate the yield or identity of
reaction products is a long-standing goal.1 During the past
decade, state-resolved gas–surface reactivity and adsorbate
excitation studies2–4 have extended the realm of vibrational
mode- and bond-selective chemistry from the gas phase to the
technologically important gas–surface interface. There are now
examples of vibrational mode selective surface chemistry,5–12 in
which the identity of the reagent’s vibrational state, and not just
its energy, determines reaction probability, and bond selective
surface chemistry13,14 where selective vibrational excitation leads
to preferential cleavage of a particular chemical bond. Recent
reviews provide a detailed summary of experimental methods
and results.15–17 This article describes the molecular-level origin
of these non-statistical reactivity patterns on surfaces, and it
explores how this behavior might extend to increasingly larger
chemical systems.

The many facile electron- and phonon-mediated energy
transfer channels available to a reaction complex at the gas–metal
interface18 have led some authors to explore the suitability of
statistical reactivity models for gas–surface reactions. Harrison
and co-workers adapted microcanonical unimolecular rate
theory to describe the dissociative chemisorption of methane
and other small molecules on surfaces.19–23 By adjusting the
number and frequency of surface phonon modes that participate
in reaction and neglecting electronically non-adiabatic processes,
they reproduced a wide range of internal-state-averaged bulb and
beam-surface scattering data.

Statistical theories are useful benchmarks for experimental
measurements of reaction dynamics. They relate a reaction’s
rate to the statistical probability that an amount of energy equal
to or greater than its threshold energy appears in the reaction
coordinate. When supplemented by dynamical constraints on
energy flow within the reaction complex, these theories can provide
valuable insight into the rate of reaction and the partitioning of
excess energy among reaction products.24 A system will be well-
described by a statistical theory when either of two conditions is
met.25 In the first, rapid and complete intramolecular vibrational
energy redistribution (IVR) within the reaction complex ensures
that each reaction complex is equally likely to appear in any of
the energetic configurations in a microcanonical ensemble.
In this scenario, even molecules prepared in select quantum
states would react statistically because once complete, IVR would
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randomize the energy distribution prior to reaction. In the second,
IVR could be much slower than the timescale of reaction, but if
all possible energetic configurations are statistically represented
within the ensemble of reactants, then the ensemble-averaged
reactivity still reflects the statistical limit. While both scenarios
result in ensemble-averaged reactivity patterns consistent with
a statistical model, the distinction is crucial for understanding
how to manipulate chemistry. Controlling the outcome of a
reaction by selective vibrational excitation only succeeds if IVR
is incomplete on the reaction timescale.

Experiments that measure the reactivity of thermally averaged
ensembles of molecules cannot differentiate these cases, but
internal-state-resolved studies can. State-resolved gas–surface
scattering experiments have quantified reactivity for thirteen
unique vibrational state/surface structure combinations of
methane dissociation on metals.2,3,5–10,12–16,26–28 In addition,
Beck and co-workers compared activation for a precursor-
mediated reaction by two different vibrational states of silane
on Si(100) (1 � 2).15 Thirteen of these fifteen systems exhibited
clear signatures of mode-selective behavior. In a separate study
of CHD3 dissociation on Ni(111), excitation of one quantum of
C–H stretch in the gas-phase reagent led to a more than 90-fold
enhancement in the relative yield of C–H bond cleavage pro-
ducts.13 Pronounced bond-selectivity has also been reported for
CHD3, CH2D2, and CH3D on Pt(110)-(1 � 2).14 Taken together,
these studies clearly show that vibrational energy redistribution
is not complete before reaction, and that mode- or bond-selective
behavior must be considered when describing the reactivity of
polyatomic molecules on surfaces.

Here, we survey the general features of chemical systems
that permit vibrationally mediated control of surface reactions
and move beyond the question of whether or not a fully statistical
theory is applicable to surface reactions. We consider processes
that occur on the ground electronic state because they influence
the dynamics of all gas–surface encounters. Recent observations
suggest that electronically non-adiabatic processes also play a role
in the dynamics of surface reactions.29,30 We address this issue by
including in our framework efficient vibrational quenching,
which may involve electron–hole pair excitation, as a kinetic
process competing with reaction. We draw from recent studies
of vibrational energy flow in the gas-phase and solution and
identify guiding principles relevant to a diverse range of chemical
systems. We then extend those ideas to vibrationally mediated
reactions at the gas–surface interface to better understand experi-
mental trends and identify strategies that exploit energy flow
kinetics to manipulate or control reactivity.

Results and discussion

For a system to exhibit mode- or bond-selective reactivity, the
system must provide preferential transition state access for a
particular vibrational motion, and the vibrational character of
the prepared state must survive or evolve in a way that exploits that
bias. Within the context of the Born–Oppenheimer approximation, a
multidimensional potential energy surface (PES) governs reactivity.
When reagents are distorted from their equilibrium geometry

at the transition state (a ‘‘late’’ barrier), Polanyi’s rule suggests
that vibrational excitation in the deformation coordinate will
enhance reactivity and provide the necessary bias.31 Once a bias
for transition state access exists, the nature of the prepared
state, energy flow processes that redistribute that excitation,
and the timescales for these processes relative to reaction
determine whether a particular vibration will exhibit mode-or
bond-selective reactivity. It is these energy flow processes that
complicate the simple extension of Polanyi’s rules to reactions
of polyatomic molecules.32

Normal modes are often used to describe the nuclear
motions of polyatomic molecules. These states are the solu-
tions to a model Hamiltonian that contains only diagonal
harmonic terms in the potential energy operator. They form a
complete zero-order basis set for describing the molecule’s
vibrational states. The full molecular Hamiltonian, when expressed
in the basis of normal mode states, contains higher-order
anharmonic coupling and vibration-rotation interaction terms
that are present in the real molecule but absent from the
harmonic oscillator approximation. These additional terms
couple the zero-order normal mode states and result in a new
basis set of vibrations that are the rovibrational eigenstates of
the molecule. The vibrational identity of these eigenstates is
time-independent. Each eigenstate corresponds to periodic
vibrational motion of the molecule’s nuclei that does not evolve
until interrupted by collision or radiative decay.

Fig. 1 illustrates the relationship between the zero-order
basis states and the molecular eigenstates for a small polyatomic
molecule, expressed in the context of the infrared excitation step
of a state-resolved beam-surface scattering experiment. In the
two-state limit shown in Fig. 1a, state |si represents a ‘‘bright’’
zero order state (e.g. a C–H stretch) whose vibrational character
leads to strong oscillator strength for an excitation transition of
interest. State {|li} is a zero-order ‘‘dark’’ state (e.g. an overtone or
combination of low frequency bending modes) whose energy is
similar to that of state |si, but whose oscillator strength is much
less than that of |si. The Hamiltonian in the zero-order basis
includes terms in the kinetic and potential energy operators
that couple the zero-order states to form the set of molecular
eigenstates, {|ni}. The strength of this coupling is greatest when

Fig. 1 Zero-order state mixing. In panel (a), mixing of the bright (|si, red) and
dark (|li, blue) zero order states results in the molecular eigenstates |1i and |2i.
Fig. 1b shows the case for a bright state mixing with a sparse bath of dark states
to form the set of molecular eigenstates {|ni}. The energy spread of a narrow and
broadband excitation source relative to the eigenstate spacing is illustrated in
(c) and (d), respectively.

Paper PCCP

Pu
bl

is
he

d 
on

 2
5 

O
ct

ob
er

 2
01

3.
 D

ow
nl

oa
de

d 
by

 L
oy

ol
a 

U
ni

ve
rs

ity
, C

hi
ca

go
 o

n 
01

/1
0/

20
14

 1
4:

30
:4

4.
 

View Article Online

http://dx.doi.org/10.1039/c3cp53765j


This journal is c the Owner Societies 2013 Phys. Chem. Chem. Phys., 2013, 15, 20545--20554 20547

the interacting zero-order states (1) differ by a small number of
vibrational quanta, (2) are nearly degenerate in energy, and (3) are
coupled by significant off-diagonal elements in the Hamiltonian
matrix. The number of quanta by which the states differ is often
referred to as the coupling order. For example, a C–H stretching
fundamental (v = 1) and the H–C–H bending overtone (v = 2) differ
by a total of three quanta and are therefore coupled by a third-
order cubic anharmonic potential term qsqb,2 where qs and qb are
the stretching and bending coordinates. High order coupling is
generally very weak due to the vanishing magnitude of very high
order terms in the Hamiltonian.

Depending on the extent of intramolecular coupling in the
zero-order basis, the eigenstates may or may not closely resemble
the normal mode vibrations.33 Fig. 1b shows how a single bright
state interacts with a sparse bath of dark states. Bright state
character is diluted among the eigenstates {|ni} according to the
degree of coupling among the states. The intensity of the
excitation transition depends on the amount of ‘‘bright’’ zero-
order state character in the eigenstate. High quality anharmonic
force field calculations, such as those reported for CH4,34 reveal
the extent of zero-order state mixing and the normal mode basis
set composition of each eigenstate in the molecule.

The vibrational eigenstates form a palette of states available
for optical or inelastic electron tunnelling excitation. When the
energy resolution of the excitation source is narrower than
the spacing between eigenstates, as shown in Fig. 1c, only one
eigenstate state is resonant with the light source and excitation
prepares the molecule in a single vibrational eigenstate. The
vibrational character of that state does not evolve in time. Excitation
with a broader energy source prepares a coherent superposition of
eigenstates. In the limit where the excitation source is broad
enough in energy to coherently excite all eigenstates containing
bright zero-order state character (|si), as shown in Fig. 1d, excita-
tion prepares the zero-order state at t = 0. Since each of the
constituent eigenstates in this superposition state has different
vibrational energies, their vibrational frequencies differ. Their
nuclear displacements therefore diphase with time, resulting
in a time-dependent evolution in the vibrational motion of the
molecule, or IVR.

This palette of vibrational states available for excitation may
or may not include a vibration that projects directly along the
reaction coordinate. For example, in the transition state for
methane’s dissociative chemisorption on Ni(111),35–40 only one
C–H bond is significantly extended, but the infrared- and
Raman-active vibrations available for gas phase excitation are
collective excitations of all four C–H oscillators. Isotopic substitution
can change the identity of the molecule’s normal mode vibrations
and vibrational eigenstates, and is therefore a useful tool for
expanding the range of vibrational motions available for probing
transition state access. Surface bound molecules frequently have
vibrational eigenstates that differ from those of the isolated gas
phase molecule, so the decision to excite a reagent before or after
adsorption also impacts the identity of the initially prepared state.

Two experimental approaches have produced vibrational-
state-resolved measurements of reactivity at the gas–surface
interface.15–17 In the first, high-resolution infrared4,41,42 or

Raman43 excitation of molecules in the collision-free region
of a supersonic molecular beam prepares a single rovibrational
eigenstate of the isolated gas-phase molecule, as depicted in
Fig. 1c. Because the excited molecules are in a pure eigenstate
(stationary state), IVR does not occur. Furthermore, the radia-
tive lifetime of methane vibrations is significantly longer than
the 100–200 ms flight time from excitation region to the surface,
so reagents approach the surface in their initially prepared
state with a well-defined translational energy (Etrans).

In the second approach, inelastic electron tunnelling or
optical excitation excites a vibrational mode of a reagent already
adsorbed to a surface.11,44 The adsorbate–surface complex has a
high density of states dominated by low frequency frustrated
translations and rotations, the adsorbate–surface stretch, and
surface atom (phonon) vibrations. These ‘‘dark’’ zero-order
states mix with the ‘‘bright’’ state chromophore that is typically
centered in the adsorbate and form a set of eigenstates for the
adsorbate–surface complex. Under these conditions, the band-
width of the excitation source is frequently broader than the
spacing between states, and excitation produces a coherent
superposition state. Immediately following excitation, the
coherently excited eigenstates beat against each other, resulting
in IVR as the vibrational character of the adsorbate–surface
complex evolves in time. The nuclear motion of vibrations prepared
in this way will generally differ from those of a gas-phase molecule.
The prepared state may include contributions from substrate
atom motion and frustrated translations or rotations. A more
thorough discussion of these two approaches to state prepara-
tion appears in ref. 15.

For experiments using the first preparation approach, where
narrow bandwidth excitation of reagents in a molecular beam
prepares a single eigenstate of the gas phase molecule, IVR can
still occur prior to reaction because the pure gas-phase eigenstate
is altered by the molecule’s proximity to the metal surface. As
the molecule draws within several Å of the surface, potential
energy terms in the Hamiltonian that describe the molecule–
surface interaction are no longer negligible. Those terms alter
the Hamiltonian, and the system’s vibrational eigenstates
evolve from those of an isolated gas-phase reagent and surface to
those of the interacting molecule–surface complex, as illustrated
pictorially in Fig. 2. This evolution of eigenstate identity has
important repercussions for vibrational energy flow. Even though
the laser prepared state was an eigenstate of the isolated gas phase
molecule, it is not an eigenstate of the molecule–surface complex.
Instead, the laser-prepared state becomes a superposition state
within the basis of molecule–surface complex eigenstates. Time-
dependent vibrational energy flow results as the newly formed
superposition state dephases. In other words, the molecule’s
proximity to the surface initiates and induces the IVR process within
the molecule–surface complex. The potential energy of interaction
between molecule and surface depends on orientation, distance,
and impact site, so the Hamiltonian and its associated eigen-
states continue to evolve and drive further IVR as the molecule
approaches the surface. This process is captured well by reaction
path Hamiltonian computational methods that have recently
shown great promise for capturing the essential dynamics of
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methane activation on metal surfaces.45–47 The detailed path-
ways and rates of IVR in a particular molecule depend on the
nature and magnitude of the coupling terms in the gas–surface
potential and on the molecule’s trajectory.

Mode- and bond-selective chemistry is not possible if exten-
sive IVR occurs prior to reaction. In the case where the
approach to the surface is extremely slow (nearly zero velocity),
complete statistical redistribution of energy throughout all
accessible states might be expected. However, when the time
available for IVR is limited, then non-statistical behavior will be
most pronounced. Surface residence time and vibrational
quenching compete with collision-induced IVR and are the
primary factors limiting IVR in beam-surface scattering experi-
ments, as shown in Fig. 2. Molecules approach the surface at
speeds greater than 1000 m s�1 and only begin to experience
the gas-surface potential a few Å from the surface, leaving
only a few 100’s of femtoseconds for IVR to occur and influence
the reagent’s trajectory at the energetic barrier to reaction.
Quenching by phonon or electronically mediated mechanisms
removes energy (Evib, Etrans) from the molecule and further
limits the time available for IVR. Because few experiments to
date have provided detailed insight into the IVR dynamics of
adsorbed polyatomic molecules on metal surfaces, we turn to

results from the gas phase and solution for guidance on the
rates and pathways of IVR in chemical systems with a high
vibrational state density.

Elles et al. used broadband infrared laser excitation
(cf. Fig. 1c) followed by UV absorption to study IVR from the
v = 2 zero-order C–H stretch in CH3I into the Franck–Condon
active C–I stretch in the gas-phase and in solution.48,49 Their
gas-phase measurements revealed bimodal energy flow kinetics
from the C–H to the C–I stretch, with a fast (5–10 ps) and slow
(100’s of ps) channels. A tiered model of IVR first proposed by
Sibert et al.50 and based on earlier work by Stannard and
Gelbart51 explains their observations. This model expands on
the simple bright/dark state model of Fig. 1 to better describe
IVR in systems with a high vibrational state density. Because
the initially prepared zero-order C–H stretch state is not an
eigenstate, off-diagonal matrix elements in the full molecular
Hamiltonian couple it to other vibrational states, as shown in
Fig. 3. The initial (fast) step of IVR corresponds to energy flow
from the C–H stretch into a relatively small number of ‘‘doorway’’
vibrational states. Doorway states are those most strongly coupled
to the initially excited state via anharmonic or other low-order
(small Dv) intramolecular coupling mechanisms.52

The slower component of IVR corresponds to relaxation of
the doorway states into subsequent tiers of states to which they
are coupled. This stepwise process continues until energy is
fully redistributed throughout the full density of states within
the molecule. The model succeeds because step-wise energy
flow via a sequence of low-order coupling steps is typically
faster than parallel relaxation from the initial state into the full
bath via inefficient high order coupling.49,53,54

Two features of the tier model have important implications
for IVR dynamics. First, since the relaxation rate for the initial
state is defined by its coupling strength and energy match with
the doorway states, the initial IVR relaxation rate is largely
independent of the molecule’s full vibrational state density.

Fig. 2 Surface-induced IVR. As an incident methane molecule nears the surface,
the gas–surface interaction potential alters the identity of the system’s vibrational
eigenstates. The green to yellow gradient illustrates the evolution of the
molecule’s vibrational state identity as the molecule approaches and is perturbed
by the surface. On the right, the initially prepared state is an eigenstate of the
isolated gas-phase molecule. As it approaches the surface, that state becomes a
mixed superposition of molecule–surface eigenstates. Because of its velocity,
there is less than one picosecond between when the molecule first begins to
experience the gas–surface potential and when it encounters the energetic
barrier to reaction, as shown for two incident translational energies at the
top of the figure.

Fig. 3 Tiered model of vibrational energy flow. The initial state appears on the left.
If it is not an eigenstate of the system, it is coupled to other vibrational states in the
molecule. The small number of states most strongly coupled to the initial state form
the first tier of coupled states. The first tier is in turn coupled, again by low-order
coupling, to a second tier of states. This process continues through subsequent tiers
until the entire bath of vibrational states is coupled. In general, energy flow via
sequential low order coupling from one tier to the next is faster than direct
relaxation from the initial state to the full bath via high order coupling.
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Second, since relaxation through the tiers is sequential, com-
plete relaxation into the full bath of energetically accessible
states cannot be faster than the initial step.

Experimental work by Pate and co-workers55–57 supports the
tier model. They followed the IVR dynamics of the zero-order
acetylenic C–H stretch in gas-phase molecules whose vibra-
tional state density ranged from 0.6 to 20 000 states cm�1.
Despite the wide variation in the number of nearly resonant
states in these molecules, time constants for the initial step of
IVR, which are shown in Fig. 4, range from a few picoseconds to
a few 100’s of picoseconds and show no clear correlation with
vibrational state density. Instead, the variation arises from
subtle differences in molecular structure that tune and detune
the resonance and coupling between the C–H stretch state and
the doorway states to which it is most strongly coupled.

When a molecule is in solution or adsorbed on a surface, its
chemical environment provides and additional bath of vibra-
tional states into which energy can flow. Comparing IVR rates
for a molecule in the gas phase and in solution provides insight
into how chemical environment might influence IVR. Elles
et al.48,49 found that the rate constant for IVR from the v = 2
C–H stretch in CH3I is essentially identical in the gas phase and
in solution. Similarly, Pate and co-workers55–57 showed that
solvents ranging from non-polar CCl4 to highly polar CCl3CN
do not significantly alter the initial IVR decay rate of the
acetylenic C–H stretch (v = 1). The time constants, shown in
Fig. 4, range from a few picoseconds up to nearly a nanosecond.
Neither interactions with the solvent nor the introduction of a
very high-density bath of solute–solvent vibrations significantly
alter the initial IVR rate. Therefore, even for solvated molecules,

the initial IVR rate of energy flow into the doorway states largely
reflects the IVR dynamics of the isolated gas-phase molecule,
and the fastest IVR processes occur on the picosecond time-
scale, even in chemically complex systems.

While the initial rates of IVR in the gas phase and solution are
similar, the long-term IVR dynamics differ. Elles et al. showed that
vibrational quenching by the solvent dominates the long-term
energy flow dynamics by removing energy from the molecule
before the slower components of IVR are complete. As a result,
quenching introduces an important kinetic limitation. The IVR
cascade originating in the initially prepared state provides access
to specific subsets of the full vibrational state density on a time-
dependent basis. Those states that are most strongly coupled to
the initial state are populated first. When quenching limits the
time available for IVR, weakly coupled energetic configurations
populated late in the IVR cascade are never sampled. Therefore,
the set of energetic configurations available to the reaction
complex is not only non-statistical, but it is systematically biased
toward those configurations most strongly coupled to the initial state.

Examples of mode- and bond-selective bimolecular reactions
in the gas phase provide another point of comparison. Crim
reviewed detailed studies of C–H bond activation in bimolecular
reactions where Cl abstracts an H or D atom from one of
methane’s vibrationally excited isotopologues.1 In all cases, C–H
or C–D stretching excitation leads to preferential cleavage of the
vibrationally excited bond, but mode selective reactivity patterns
are more subtle. In CH3D, the symmetric C–H stretching vibration
is significantly more reactive than the slightly higher energy
antisymmetric C–H stretching state. Electronic structure calcula-
tions suggest that the approaching Cl atom perturbs methane’s
vibrations and leads to IVR in which the symmetric C–H stretch
evolves into a localized excitation of the C–H bond pointing
toward the Cl atom with the antisymmetric C–H stretch evolving
into excitation of the remaining C–H bonds. Beck and co-workers
note the relevance of these gas-phase studies to their orientation-
dependent and bond-selective studies of methane dissociation on
Ni(100),27 Ni(110), and Ni(100).26

Aspects of surface reactivity studies parallel the processes at
work in the gas phase and in solution. Experiments in which
inelastic electron tunnelling or optical excitation of an adsorbed
molecule prepares a superposition state are analogous to the gas-
phase and solution phase studies that prepare a zero-order super-
position state. Following excitation, IVR in the initially prepared
state begins immediately with relaxation into the doorway states.
Quenching by the surface and limits on surface residence time
will prevent IVR from reaching the full density of vibrational states
available. The vibrational state energies and coupling patterns of a
strongly chemisorbed adsorbate may differ significantly from the
gas-phase molecule, and those differences must be accounted for
when predicting IVR within a chemisorbed species. Weakly inter-
acting adsorbates are most likely to have coupling patterns that
parallel those of the gas phase molecule.

State-selected beam-surface experiments share similarities
with gas phase, solution, and adsorbate excitation studies,
but they also differ in important ways. When a molecule
impinges on a metal surface, it encounters a bath of phonon

Fig. 4 Influence of molecular complexity and solvation on the initial rate of IVR.
Data are from ref. 55–57. A series of acetylenic molecules whose vibrational state
densities span nearly six orders of magnitude were prepared in v = 1 of the C–H
stretch. The time constant for the initial step of IVR in the gas phase shows no
systematic dependence on molecular complexity. Upon solvation, the time
constant for IVR is only modestly altered from the gas-phase value, and solvent
polarity has a minimal effect.
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and adsorbate–surface vibrations and vibrational state densi-
ties that can approach 105 states cm�1 for a methane–surface
complex.21 In solution, quenching limits IVR, but on a metal
surface efficient quenching imposes an even stricter window
on the time available for IVR,18,30 with vibrational lifetimes
ranging from about 1 ps for CO chemisorbed on Pt(111) to
more than 10 ps for other small molecules adsorbed on metal
surfaces.58,59 These lifetimes are shorter than, or comparable to
those for the fastest IVR processes observed in large molecules.
Surface residence time imposes another limit on the extent of
IVR that can occur. Under single collision scattering condi-
tions, sub-ps surface residence times are typical. The surface
residence time of physisorbed molecules can be much longer,
depending on the depth of the physisorption well and the
surface temperature.60

The dynamics of energy redistribution also differ for beam-
surface scattering, as detailed in Fig. 5. When the molecule is
far from the surface (Fig. 5a), the rovibrational eigenstates
({|nai}) of the system are those of the isolated molecule and
surface. Narrow bandwidth laser excitation prepares a single
initial state, |si, that is an eigenstate in the {|nai} basis. There is
no IVR and excitation remains in the initial state. When the
molecule begins to experience the long-range attractive
potential, molecule–surface interaction terms in the potential
energy operator are no longer negligible (Fig. 5b), and a new set
of vibrational eigenstates, {|nbi}, describe the system. The initial
state |si is no longer an eigenstate in the {|nbi} basis – it must be
written as a linear combination of the {|nbi}. The heavy shading
in Fig. 5b illustrates the projection of |si onto the {|nbi} basis.
IVR occurs in this superposition state.

As the molecule continues to approach the surface (Fig. 5c),
IVR in the superposition state causes the state’s vibrational char-
acter to evolve in time. At the same time, the state’s vibrational

character is continually projected onto a new (and evolving)
basis set of eigenstates, driving further IVR. When the molecule
approaches the transition state, reaction will occur if and only if
sufficient energy is localized along the reaction coordinate. If
that does not occur, the molecule scatters non-reactively.

It is important to note that the identity of the doorway states
for IVR depends on the initial state. For example, high frequency
C–H stretch fundamentals (v = 1) are most likely coupled to a
small number of relatively high frequency hydride (e.g. H–C–H)
bending quanta. On the other hand, an excited bending vibra-
tion incident on the surface could couple to lower frequency
bending or stretching motions that include two or more heavy
atoms (e.g. C–C–C bends or C–C stretches). Symmetry considera-
tions also play a role in facilitating or restricting the coupling of
zero-order states. Computational studies that reveal the rates
and pathways of energy redistribution promise the most specific
insight for a given molecule–surface system, but solution phase
experiments suggest that a reagent’s gas-phase coupling patterns
can be a useful guide for predicting a molecule’s propensity for
mode- and bond-selective surface chemistry.

An important distinction between gas–surface reactivity
studies and the cited examples of IVR in the gas-phase and
solution is that reactivity studies explore IVR at energies at or
above the barrier to reaction or diffusion. This brings the potential
for much more significant chemical interaction between the
molecule and metal surface while also providing insight into
the rates and pathways of IVR in chemically reactive systems.
Calculations reveal significant and mode-selective softening as the
molecule approaches the surface.39,61,62 This behavior may tune
or detune resonances between the initial state and the doorway
states and impact the initial rate of IVR, but energy flow via low-
order coupling into the doorway states will still dominate the
initial stages of IVR. Recent high-level calculations of methane
activation are consistent with this general propensity. For
example, Nave and Jackson find little evidence for energy flow
from the high frequency hydride stretch and bend modes of
methane into low-frequency adsorbate–surface or phonon
modes,39 and Mastromatteo and Jackson find that including
overtone and combination states in their calculation has little
impact on the dynamics of C–H stretch excited methane on
Ni(111).63 Jiang, Guo and co-workers report that a sudden vector
projection model, which assumes no IVR during the reactive
encounter, successfully captures the dominant dynamical features
of methane activation.47,64,65

In all of these cases, surface-induced IVR will be restricted to
initial energy redistribution into a small number of strongly
coupled doorway states. The timescale for surface approach in
hyperthermal beam-surface scattering is accelerated relative to the
situation illustrated in Fig. 5. While potential gradients (and
resulting forces on the nuclei) are large as the molecule approaches
the barrier to reaction, there is little time for those forces to act on
the nuclei and significantly alter vibrational motion.

In summary, studies of IVR in the gas phase and in solution
point to ‘‘fast’’ IVR lifetimes on the picosecond timescale for a
variety of polyatomic molecules whose vibrational state densi-
ties span nearly five orders of magnitude. The IVR rates appear

Fig. 5 Illustration of IVR during the molecule–surface encounter. In (a), the
methane molecule is far from the surface. The tiered energy level diagram
immediately below shows the vibrational eigenstates of the system for that
molecule–surface geometry, the band on the right indicates the continuum of
surface states. Heavy shading shows that the laser-prepared methane molecule is
completely described by the single eigenstate |si. In (b), the molecule nears the
barrier and experiences the gas–surface interaction potential. The energy levels
shown immediately below (b) are the eigenstates of the system at this new
molecule–surface distance. They differ from those shown in (a). Shading shows
how the single eigenstate prepared in (a) projects onto the eigenstates of (b). As
the molecule moves further toward the reaction barrier in (c), IVR occurs in the
superposition state (b), and the eigenstates evolve further, resulting in the
system’s vibrational character being spread among even more eigenstates, as
the shading shows.
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to be predominantly set by the vibrational coupling patterns
present in the isolated gas-phase molecules and not by overall
vibrational state density. Solvents introduce quenching channels
that compete kinetically with slower IVR processes, but they
seem to have little influence on the initial rates of IVR in these
molecules. Therefore, it appears that the rates of the fastest IVR
processes are most sensitive to the identity of the target molecule
and are relatively insensitive to the details of the molecule’s
chemical environment.

Impact of IVR on surface reactivity and
dynamics

Quantum-state-resolved studies of gas–surface reactivity pro-
vide clear evidence for mode-and bond-selective chemistry and
point to the limited extent of IVR during a reactive encounter.
State-resolved studies of methane activation on Ni5 and Pt8,12

reveal that C–H stretching excitation has a higher efficacy for
promoting dissociative chemisorption than do bending states.
This propensity for vibrational mode-selective reactivity has
been predicted to extend to the dissociation of H2O on
Cu(111).66 These observations show that IVR is not sufficiently
fast to fully scramble the identity of the initially excited C–H
stretching and bending states prior to reaction. This is not
surprising as stretch-bend coupling in methane is a third-order
process between two distinct types of nuclear motion. Experi-
ments also show that one quantum of C–H stretch excitation
leads to an extremely high degree of bond selectivity in tri-deutero
methane, CHD3.13 Subsequent dissociative chemisorption mea-
surements of methane isotopologues on Pt(110)-(1 � 2)14 and
simulations likewise reveal bond selective chemistry. The fre-
quency mismatch between C–H and C–D oscillators leads to
weak coupling between these oscillators and limited IVR during
the brief gas–surface encounter.

Recently, Beck et al. have shown that mode-selective chem-
istry can occur even in reactions that proceed via a physisorbed
precursor state.7 Vibrational state resolved studies of silane
activation on Si(100) indicate that the two nearly degenerate
|1100i and |2000i states differ significantly in their reactivity at
low incident Etrans. Their results show that IVR is not complete
even for reactions in which the gas–surface interaction time is
significantly longer than is typical for a direct, single collision
gas–surface interaction. They did not observe a precursor-
mediated mode-selective enhancement under the conditions
they investigated for CH4 dissociation on Pt(110) (1 � 2).

One set of measurements point to conditions where IVR may
be rapid enough to impact mode selectivity. State-resolved experi-
ments show that the n1 symmetric9 and n3 antisymmetric2 C–H
stretching states of CH4 differ dramatically in their reactivity on
Ni(100) even though the gas-phase identity of these states would
appear to project similarly along the reaction coordinate.9 Several
authors have proposed that the vibrationally adiabatic evolution
of the C–H stretching states as methane approaches the surface
may result in differential transition state access.61,67,68 The n1

symmetric C–H stretching state correlates adiabatically with

the single softened C–H stretch of the bond nearest the surface
while the n3 antisymmetric stretch adiabatically correlates with
excitation in the methyl group pointing away from the surface.
For this scenario to explain the n1 and n3 data, IVR among the
four C–H oscillators in the molecule must be sufficiently rapid to
permit the states to evolve adiabatically on the sub-picosecond
timescale of the gas–surface interaction. In this case, the low
coupling order (second order) between two v = 1 C–H stretching
states and the inherently strong coupling among the individual
C–H oscillators in the gas-phase methane molecule could result
in an IVR process fast enough to compete with the short gas–
surface encounter time. Recent full dimensional quantum
dynamics calculations support the selective softening of the n1

mode upon surface approach39,62 and highlight another effect
that may contribute to the observed trend. When vibrationally
non-adiabatic couplings are introduced, n1 and n3 differ in their
ability to couple to lower energy vibrations, including the totally
symmetric vibrational ground state, and thereby free vibrational
energy for reaction coordinate motion.

While similar patterns of mode- and bond selectivity were
observed for methane activation on surfaces and for the gas
phase bimolecular reaction of Cl with methane or its isotopo-
logues,69–71 the extent of bond-selectivity reported to date is
greatest in gas–surface reactions. This most likely results from
the extremely short surface residence times for methane, which
severely limit the extent of IVR that can occur prior to the gas-
phase reagent’s collision with the repulsive wall of the PES.
Thus, gas–surface reactions, in which IVR is initiated by the
collision and limited to the sub-ps duration of the gas–surface
encounter, may provide the most favourable opportunity to
extend mode- or bond-selective control to larger chemical
systems at reactive energies.

These insights have important implications for computa-
tional studies of gas–surface reactivity, particularly for systems
involving polyatomic reagents The extremely high vibrational
state density at reactive energies poses a significant challenge
to state-of-the-art theory.72 The propensities for vibrational energy
flow observed in other chemical systems and highlighted here
provide an additional validation for the many dynamical approxima-
tions currently required to study the gas–surface reactivity of
polyatomic reagents.

The propensities for IVR discussed above also shed light on
the potential role of surface phonon excitation in activating
reactions. Calculations by Harrison and co-workers highlight
the significant energy stored in the phonon bath at elevated
surface temperatures.73 This energy was made available for
redistribution within the reaction complex in their PC-MURT
models. Our framework predicts that the high coupling order
between the ca. 200 cm�1 phonons and internal methane vibra-
tions (1200–1400 cm�1 bends and 2900–3000 cm�1 stretches)
results in slow IVR rates and limited energy exchange during the
gas–surface encounter. Indeed, recent calculations show that lattice
distortion resulting from surface phonon excitation promotes
reactivity by directly exciting a motion that enhances transition
state access, suggest that there is minimal energy exchange
between the methane molecule and the active surface atom
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during the reactive encounter.36,37,40,74,75 Another simulation
suggests any enhancement of the reaction rate via phonons
diminishes with increasing translational or vibrational energy
of the incident methane.76 Recent experimental results support
this theory77 and we plan to explore the role of phonon excitation
on methane activation more fully in a future publication.

Inelastic tunnelling11,44,78 or infrared excitation studies of
surface-adsorbed species79 differ in some ways from the beam-
surface studies highlighted above, but key features of this
framework still apply. The states available for excitation in
these experiments are now eigenstates of the molecule surface
complex, not those of an isolated gas-phase molecule. They are
therefore more likely to include vibrational character from
adsorbate-substrate and phonon modes. Because the initially
prepared eigenstate is no longer a gas-phase eigenstate, IVR
rates derived from gas-phase studies may be less helpful for
predicting the mode- or bond-selective reactivity patterns. Line
broadening of the adsorbate-substrate vibrations and excitation
energy resolution limitations make it much more likely that the
initially prepared state is a coherent superposition state that
evolves in time. Nonetheless, IVR processes must still compete
with quenching and reaction kinetics, and it is reasonable to
expect that only those IVR pathways that rely on near-resonant,
low-order coupling are fast enough to dominate vibrational
energy redistribution on metal surfaces. Because vibrational
quenching rates on metals are much faster than the ‘‘slow’’ IVR
rates measured in gas-phase and solvated molecules of a similar
vibrational state density, adsorbate vibrations will quench long
before statistically sampling all energetic configurations in the
microcanonical ensemble. When reactivity follows statistical pre-
dictions in these systems, it is because stochastic excitation and
quenching processes lead to a statistical representation of initial
states within the ensemble of reactants.

We expect the general conclusions of this work will extend
from the model systems we cite to a wide range of thermally
activated processes, including heterogeneous catalysis. Short
surface residence times and rapid vibrational quenching are
general features that will limit vibrational energy exchange
during the molecule–surface encounter. Under these condi-
tions, low-order coupling between nearly degenerate states will
dominate energy redistribution during the molecule–surface
encounter.

How does this affect surface reactivity? In many important
surface reactions, the transition state is ‘‘late’’, and the reaction
coordinate involves bond extension motions that project well
onto higher frequency stretching vibrations in the reagent. At
the same time, the vibrational bath of the system is dominated
by states with multiquantum excitation of low frequency
modes, including surface atom motion, frustrated translations,
and rotations of the adsorbate, and low frequency skeletal and
torsional vibrations of the molecular reagent. The large fre-
quency mismatch between states with enhanced transition
state access and those dominating the bath means that there will
be very limited energy redistribution during a single molecule–
surface encounter. The resulting picture of reactivity is one in
which molecules approaching the surface in a vibrational state

that provides favourable transition state access will dominate
reactivity. Mode- and even bond-selective behavior will persist
at this single collision level. Collisional vibrational energy transfer
processes, including gas-phase collisions and vibrationally inelastic
surface scattering, will replenish the population of the most reactive
vibrational states and lead to an ensemble-averaged reactivity con-
sistent with a statistical picture. While we expect high-frequency
hydride stretches to be most decoupled from the low-frequency
bath, relatively high frequency vibrations involving heavy atoms
could also exhibit mode-selective chemistry if they are poorly
coupled to other vibrations in the system. As the size and complexity
of the chemical system increases, we expect a muting of non-
statistical behavior. Normal mode vibrations are less localized in
larger molecules and project less well onto the reaction coordinate
for breaking an individual bond. An increased vibrational state
density enhances the chances for near-degenerate vibrational
couplings that accelerate IVR, and the increased trapping
probabilities and lifetimes for larger molecules will extend
the time available for IVR during a single molecule–surface
encounter. We are currently pursuing experiments to further
investigate these effects.

Conclusions

This paper describes a phenomenological model for under-
standing the origin of mode- and bond-selective chemistry on
surfaces, which increasingly seems to be the rule, rather than
the exception for the reaction of small molecules on metal
surfaces. Studies of vibrational energy flow and quenching in
the gas phase, in solution, and on surfaces are combined to
explain the observed reactivity of state-selected molecules in
gas–surface reactions. A comparison of timescales reveals the
kinetic processes most likely to impact reactivity. For beam-
surface scattering studies, the gas–surface encounter initiates
IVR and surface residence time severely limits the extent of IVR
that can occur prior to reaction or non-reactive scattering. Time-
scales for vibrational quenching on metals and the desorption of
physisorbed molecules are longer, but can still be much faster
than the time required for IVR to completely and statistically
redistribute energy within the reaction complex. These limitations
ensure that molecules on the surface retain a memory of their
initial vibrational identity and fulfill a necessary condition for
mode- and bond-selective reactivity. The similarity of IVR rates for
energy flow into and out of high-frequency vibrations in the gas
and condensed phases suggest that propensities for mode-and
bond-selective chemistry in the gas-phase may be useful predic-
tors for analogous behavior on surfaces.

Of course, state-of-the-art computational studies will be
required to assess quantitatively the behavior of individual
chemical systems and vibrational states. The tiered model of
IVR points out the sensitivity of initial IVR rates to the details of
coupling in the molecule. Nonetheless, this framework identi-
fies those features of the system that impact reactivity and
serves as a useful guide for identifying surface reactions that
are promising candidates for vibrationally mediated control of
reaction yield and product identity.
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