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Abstract 

In recent years, the synchronization problem has received increasing attention due 
to its applications in various areas. So far, the existing results of the synchronization 
problem are based on the assumption that the master and slave systems have the same 
dimension and similar formation. This thesis will study synchronization problem of two 
complex nonlinear systems with quite different formations. We consider the synchroniza-
tion problem as the output regulation problem, and solve it via internal model approach. 
Based on the existing framework of output regulation, which transfers the robust output 
regulation problem into a robust stabilization problem, we handle both local and nonlocal 
synchronization problems. 

This thesis mainly consists of two parts. In the first part, we will consider the local 
robust output synchronization problem of two systems with different dimensions. Chua's 
circuit is considered as the slave system whose output tracks the output of the Van der 
Pol oscillator asymptotically. The control law is designed based on the internal model 
approach arising from the framework of the robust output regulation. We extend the 
approach of the local robust output regulation with nonlinear exosystems proposed in 
6], and overcome two difficulties. The first one is the solvability of a set of nonlinear 

partial differential equations called regulator equations, and the second one is to establish 
a proper internal model with nonlinear exosystems. And this approach can also be used 
for the synchronization of other complex nonlinear master-slave systems. 

In the second part of the thesis, we will propose a method for nonlocal synchronization 
problem and apply it to two applications: Duffing oscillator synchronizing with Chua's 
circuit and the SMIB power system synchronizing with Van der Pol oscillator. The major 
results are summarized as follows 

(i) Based on the framework in [23], the solutions of regulator equations for the two 
examples can be found. 

(ii) The boimdedness of the master system is estimated and can be covered by the 

effective control region. 
(iii) The solvability of the synchronization problem is transformed into the solvability 

of a stabilization problem of a non-autonomous system. 
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摘 要 

近年来，随着同步控制在各领域的广泛应用，同少问题已成为非线性科学中的前 

沿热门课题之一，并逐渐受到更多学者的关注。现有的研究结果主要解决了两个相似 

同维系统的同少问题，本文针对两个结构不同的复杂的非线性系统的同少问题提出新 

的方法，将同步-问题看作输出调节问题，结合内模原理来处理局部和非局部的同步问 

题。 

本文由两部分组成。第一部分考虑主从系统的局部鲁棒输出同步问题。这里，主从 

系统是两个具有不同维数的非线性复杂系统，分别为VanderPol系统和Chua电路。基于 

内模原理，结合[6]中提出的外系统为非线性系统的局部鲁棒输山调节方法来处理该类 

同少问题。我们主要克服了两个难题：其一，找到所谓调节器的一组非线性偏微分方 

程的闭型解。其二，设计一个合适的针对非线性外系统的内模。该部分提出的方法， 

同样适用于其它复杂的非线性主从系统同步问题。 

在本文的第二部分中，我们提出了一种针对非局部鲁棒输出同步问题的处理方 

法，并应用到两个例子中，分别为Duffing振子与Chua电路的同步问题，以及单机无穷 

大(SMIB)电力系统与VanderPol系统同步问题。这部分的主要结论可以概括为： 

(i)基于[23]提出的解决输出调"iV问题框架，分别找到两个例子中调步器的闭型解。 

(ii)证明并估算山主系统的界，并使其包含在有效控制区间内。 

(iii)将同步问题转化为时变系统的镇定问题。 

ii 



Acknowledgement 

I am grateful for all those who gave me the possibility to complete this thesis. I want 
to thank my university, the Chinese University of Hong Kong, and my Department, 
Mechanical and Automation Engineering for providing me rich resources to utilize and 
a quiet and beautiful environment to study in. Further, I would like to express my 
appreciation to my supervisor, Prof. Jie Huang, for his encouragement and guidance, and 
for his financial support for my Mphil program study. In addition, I would like to thank 
the other members of my thesis committee Prof. Li-Hua Xie, Prof. Wei-Xin Liao and 
Prof. Yun-Hui Liu for their helpful and constructive suggestions throughout. 

I would also like to convey my appreciation to my officemates Lu Liu, Tian-Shi Chen, 
Da-Bo Xu, Hong-Wei Zhang, and Xi Yang for all their help, friendship, support and 
valuable hints. 

Finally, I would like to express my love to my father and mother who formed part of 
my vision and taught me the good things really matter in life. Also, I am very grateful 
for my boy friend, for his continuous encouragement and support. 

Jin Zhao 

iii 



Contents 

Abstract i 

Acknowledgement iii 

1 Introduction 1 

1.1 Synchronization of Master-slave Systems 1 
1.2 Output Regulation 2 
1.3 Typical Nonlinear Systems 4 
1.4 Organization 4 

2 Synchronization of Chua's Circuit and Van der Pol Oscillator via Inter-
nal Model Approach 6 
2.1 Introduction 6 
2.2 Problem Formulation 8 
2.3 Preliminaries 10 
2.4 Solvability of the Problem 13 

2.4.1 The solution of the regulator equations 14 
2.4.2 Steady-state generator 15 
2.4.3 Internal model 19 
2.4.4 Stabilization 20 
2.4.5 Simulation 22 

2.5 Conclusions 27 

3 Robust Output Regulation of Output Feedback Systems with Nonlinear 
Exosystems 28 
3.1 Introduction 28 

iv 



3.2 Assumptions and Preliminaries 29 
3.3 Solvability of the Synchronization Problem 33 
3.4 Comparing Two Approaches for Output Regulation 42 

3.4.1 Differences between the two approaches for the output regulation 
problem 42 

3.4.2 Solvability of the regulator equations 43 
3.4.3 Solvability of stabilization 47 

3.5 Conclusions 49 

4 Applications of Robust Regional Synchronization via Output Regulation 
Techniques 50 
4.1 Problem Formulation 50 
4.2 Duffing Oscillator Synchronizes with Chua's Circuit 51 

4.2.1 Transfer the synchronization problem into the stabilization problem 53 
4.2.2 Boundedness of Chua's circuit 57 
4.2.3 Stabilization 59 
4.2.4 Simulation Results 64 

4.3 The Chaotic SMIB Power System Synchronizes with Van der Pol Oscillator 64 
4.3.1 Transfer the synchronization problem into the stabilization problem 68 
4.3.2 Stabilization 71 
4.3.3 Simulation Results 74 

4.4 Conclusions 76 

5 Conclusions 77 

Bibliography 79 

V 



Chapter 1 

Introduction 

Synchronization of two systems has various applications such as secure communications, 
optimization of nonlinear system performance, modeling brain activities and pattern 
recognition phenomena. Typically, these studies are based on the assumption that the 
slave system is some system either with the same dimension as the master system or with 
a similar formation to the master system in order to derive an error equation. However 
when the two systems have different dimensions, it is not possible to transfer the synchro-
nization problem into a stabilization problem by deriving an error equation. As a result, 
different techniques for synchronization are needed. In this thesis, we will apply the out-
put regulation technique to the synchronization problem with unknown parameters. This 
chapter provides the overviews of theoretical backgrounds of synchronization and output 
regulation technique. 

This chapter is organized as follows. Section 1.1 gives an overview of the synchroniza-
tion problem. Section 1.2 reviews the development of output regulation and its recent 
research direction is given. In Section 1.3，some typical nonlinear systems are introduced. 
And Section 1.4 closes this chapter with the organization of this thesis. 

1.1 Synchronization of Master-slave Systems 

Synchronous motion was first reported by Huygens(1673), where he describes an exper-
iment of two pendulum clocks hanging on a light weighted beam, and which exhibit 
frequency synchronization after a short period of time. In main practical applications of 
synchronization theory, the synchronous motion is the result of artificial couplings. The 
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definition of the output synchronization is as follows. The master system is 

i) = a(v) 
(1.1) 

q = ^>(7；) 

where v e R^ are the states and q e Ris the output of the master system. 
And the slave system is 

(1.2) 
y = H{x) 

where x e R^ are the states, y e R is the output of the slave system, and u e R is the 
control input. Synchronization occurs if, no matter how (1.1) and (1.2) are initialized, 
their outputs will match asymptotically 

lim \y{t)-q{t)\ = 0. 
t—^oo 

In [44], Nijmeijer points out that the synchronization problem deserves to be studied 
from a control perspective, which provides a basis of using a wide variability of control 
techniques for the synchronization research. Since then, many control algorithms such as 
linear feedback control [15], adaptive control [36], [51] and observed-based synchronization 
？] have been applied on the synchronization problem. A framework of synchronization 

is proposed in [50] which unifies many results of control of dynamic systems, where the 
main tool is Lyapunov direct method. All these results are under the assumption that the 
master system has a similar formation to the slave system to derive an error equation. 

Synchronization of two systems with quite different dynamics becomes an important 
control problem and arouses great interests in recent years, in particular, when the syn-
chronization of various chaotic systems has found many applications, e.g., in the field of 
secure communication [7], [40]. In fact, the synchronization problem of dynamic systems 
can be considered as an output regulation problem where the master system is regarded 
as the exosystem, and the slave system as the given plant. In this thesis we will ap-
ply the technique of output regulation to the synchronization problem and handle some 
applications. 

1.2 Output Regulation 

The output regulation problem is one of the most fundamental problems in control theory. 
Briefly, the output regulation problem is to design a control law for a plant, such that 
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the closed-loop system is internally stable, and the output of the closed-loop system 
asymptotically tracks a reference input produced by an autonomous differential equation 
called exosystem. 

Various versions of the output regulation problem have been extensively studied via 
dynamic output feedback [24], [25], [32], [33]. A key solvability condition of the output 
regulation problem is that the exosystem is linear and neurally stable. Recently, In [6], 
Chen and Huang studied the local robust output regulation problem for nonlinear systems 
with the exosystem described by 

N 
V = a{v) = Akvakiv) (1.3) 

k=2 

where the matrices Ak G R例 for /c = 1，2’...，iV, and ak{v) : W ^ R is & smooth 
function with afc(O) = 0. In particular, equation (1.3) is reduced to i； = Aiv when ak{v)= 
0. Then the output regulation problem with complex nonlinear exosystems could be 
solved and also it provides an alternative technique for the synchronization problem with 
a nonlinear master system which could be considered as the exosystem. In this thesis, we 
will apply the approach studied in [6] to the synchronization problem and extend it to 
nonlocal robust synchronization problem. 

The idea to solve the output regulation problem is to convert it into a stabilization 
problem. To tell whether a nonlinear output regulation problem is solvable or not, first, 
we need to consider the solvability of the regulator equations. The solutions of the regu-
lator equations in fact characterize the steady states of the system. If we could find the 
steady states of the system, it is possible to convert the output regulation problem into a 
stabilization problem. For the stabilization problem, research is case by case due to the 
complexity of nonlinear systems. In fact, the stabilization problem itself is a challenging 
topic. 

A general framework for tackling the robust output regulation problem is proposed in 
21]. Under this framework, the output regulation for a given plant can be systematically 

converted into a stabilization problem for an appropriately defined augmented system. 
This general framework has been successfully applied to solve the output regulation prob-
lem of nonlinear systems. An alternative framework which converts the original problem 
into a stabilization problem of an extended augmented system is given in [23]. In this 
thesis, we will apply the framework in [23] to our synchronization problem and point out 
why the general framework in [21] is not suitable for our problem. 
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1.3 Typical Nonlinear Systems 

In this section, we will introduce three well-known nonlinear systems to be studied in this 
thesis, namely, Chua's circuit, Duffing oscillator and the SMIB power system. 

Chiia's circuit was originally conceived by Chua in 1983 for generating chaotic response 
in a nonlinear circuit [8]. Later, the circuit has been modified by various researchers lead-
ing to what is called the Chua's circuit family. Chua's circuit has been a test-bed for 
studying various control problems such as chaos cancellation, stabilization, and synchro-
nization [2], [11], [12], [38]. And the circuit studied in this thesis is taken from [53 . 

Duffing oscillator, a well-known nonlinear system presents itself in many physical, 
engineering and biological problems [14]. Originally the model was introduced by the 
German electrical engineer Duffing in 1918. Various control methodologies have been 
developed to control Duffing oscillator such as the state feedback control [10], an adaptive 
backstepping method [29], the input-output feedback linearizable control [40], integral-
observer-based chaos synchronization [28], [30 . 

Power systems usually involve a high degree of nonlinearity. The recent availability 
of inexpensive computer power and progress in nonlinear system theories allow one to 
understand and analyze the complex behaviors in the power system. In [34], Menikov's 
technique is used to analyze chaotic motions in the two-degree-of-freedom swing equations. 
Chaos in a single-machine-infinite-bus system (SMIB) is studied in [43] by perturbation 
techniques. In [1], Abed employs the Hopf bifurcation theory to explain nonlinear oscil-
latory behaviors in this power system. Usually, the dynamics of the SMIB is modeled 
as a two-dimensional differential equation of power systems of electromechanical energy 
devices [52]. In this thesis, the SMIB power system is considered as the slave system of 
the synchronization problem. 

1.4 Organization 

The remaining chapters of this thesis are organized as follows: 
Chapter 2: The thesis starts from the local synchronization problem of Chua's circuit 

and Van der Pol oscillator. We first apply the output regulation technique via internal 
model approach to reformulate the problem as a robust output regulation problem and 
then solve the local robust output regulation problem. 
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Chapter 3: In this chapter, we will discuss solvability of the output regulation problem 
with nonlinear exosystems based on the framework of output regulation proposed in [23]. 
An alternative framework of output regulation is studied in [21]. And we will compare the 
pros and cons of the two different existing frameworks for solving the output regulation 
problems. 

Chapter 4: The technique of output regulation is used to tackle two practical robust 
synchronization problems, Duffing oscillator synchronizing with Chua's circuit and the 
chaotic SMIB power system synchronizing with Van der Pol oscillator. Simulations are 
given to evaluate the control strategies. 

Chapter 5: Finally, some concluding remarks and recommendations for the further 
research are given. 

The thesis is accompanied by many examples with numerical simulations based on 
MATLAB. 

• End of chapter. 
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Chapter 2 

Synchronization of Chua's Circuit 
and Van der Pol Oscillator via 
Internal Model Approach 

This Chapter considers the output synchronization of Chua's circuit and Van der Pol 
oscillator. We first reformulate the problem as the robust output regulation problem with 
Chua's circuit as the plant and Van del Pol oscillator as the exosystem and then solve the 
robust output regulation problem via internal model approach. 

This chapter is organized as follows: Section 2.1 gives an introduction to this output 
synchronization problem. Section 2.2 will reformulate the problem as the robust output 
regulation problem which accounts for the parameter uncertainty of Chua's circuit. The 
summary of the framework for output regulation problem with nonlinear exosystems will 
be given in Section 2.3. And in Section 2.4, our approach is applied to the output 
synchronization of Chua's circuit and Van der Pol oscillator with evaluation by computer 
simulation. 

2.1 Introduction 

In this chapter, we consider the problem of controlled output synchronization of Chua's 
circuit as the slave system and Van der Pol oscillator as the master system. Shown in 
Figure 2.1 is Chua's circuit whose controlled output synchronization with some other sys-
tems has been studied in several papers [36], [44], [51]. Typically, these papers assume 
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Figure 2.1: The Chua's circuit. 

that the master system is either some system with the same dimension as Chua's circuit 
or a linearly neurally stable autonomous system. Under the first assumption, it is possible 
to derive an error equation whose stabilization solution leads to the solution of the syn-
chronization of two systems. Under the second assumption, the problem can be treated 
by early results of the output regulation theory [26]. In this chapter, the master system 
is a nonlinear system with an unstable equilibrium at the origin and the dimension of 
the master system is different from that of the slave system. As a result, the controlled 
synchronization of these two systems also poses some specific difficulties. To handle our 
problem, we will adopt the internal model approach. The internal model approach has 
been developed for solving the robust output regulation problem. The approach was first 
developed in 1970，s for solving the linear robust output regulation problem in, e.g., [9], 
13], and is now in the process of being extended to solving the nonlinear robust output 

regulation problem [4], [21], [23]. Conceptually, an internal model associated with a plant 
and an exosystem is a dynamic compensator attachment of which to the given plant leads 
to an augmented system whose stabilization solution leads to the output regulation solu-
tion of the given plant and exosystem [23]. To date, various sufficient conditions for the 
existence of an internal model have been established. In particular, in [6], a set of sufficient 
conditions for the existence of an internal model where the exosystem is nonlinear is given. 
We will show, in Section 2.2, that the controlled synchronization problem of this chapter 
can be reformulated into a robust output regulation problem with Chua's circuit as the 
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plant and Van del pol oscillator as the exosystem. Nevertheless, the successful application 
of the framework in [6] relies on the satisfaction of two key conditions. The first one is 
the availability of the solution of a set of nonlinear partial differential equations called 
regulator equations and the second one is that the solution of the regulator equations has 
to satisfy what is called immersion condition. When the exosystem is nonlinear, there is 
no systematic results for verifying these two conditions. Thus, in applying the framework 
of [6], we need to first overcome these two difficulties and we indeed succeed in doing so. 
As a result, we are able to construct an internal model and an output feedback controller 
to solve the problem under consideration. 

2.2 Problem Formulation 

The dynamic equation of the Chua's circuit is adopted from [53] and given as follows: 

VC2 = C^'[R-\VC2-Vci)-^IL] (2.1) 

= L-'IVc2- Roh^u] 

where Vd and Vc2 are voltage across the capacitors Ci and C2, respectively, II is the 
current flowing through the inductor L, u is an independent voltage source, and f{Vci) is 
the current flowing through the nonlinear resistor Di, As in [53], we assume that / (Ki ) 
is a cubic function aiKii + aaV^ with a： < 0, as > 0. Figure 2.2 shows that Chua's circuit 
displays chaos. The dynamic equation of Van der Pol oscillator is described as follows: 

Vl = V2 
(2.2) 

V2 = -CLVl + b{l - ViYV2. 

The phase portrait of the system with a = 1, 6 = 1 is shown in Figure 2.3. It is well-
known that when a > 0, 6 > 0, the system has a stable limit cycle. Our problem is to 
design a feedback control law such that the solution of the closed-loop system is bounded 
for sufficiently small initial states and the difference of the output Vd of Chua's circuit 
and the output vi of Van der Pol system approaches the origin asymptotically. 

Let us first show that the above problem can be reformulated as the robust output 
regulation problem studied in [6]. For this purpose, letting {xi,x2,x3) = (Ki，K:2，h) and 
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Figure 2.2: The chaotic trajectory of Chua's circuit with 

41 ,————, 1 1 1 1 1 1 1 

F / F ^ -
： 

-3 -

一 4 1 1 1 1 1 1 i 1 1 
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 

v1 

Figure 2.3: The limit cycle of the Van der Pol oscillator 
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y = Xi put equation (2.1) in the following form: 

. 1 , / 1 2n 
工1 = 面 町 + ( — 妬 一 历 

• 1 1 丄 1 
RC2 RC2 C2 (2.3) 

. 1 {Rq + w) 1 
X3 = X3 + -u 

y =工1 

where w is an uncertain parameter with nominal value zero. 
Now letting x = [xi, X2, 2:3]̂ , v = [vi, 1/2]̂  put equations (2.2) and (2.3) as follows 

X = f{x,u,v,w) 

V = a(v) (2.4) 

e = h{x,u,v,w) 

where 

fifer^^ + -费 -费动工 1 
f (工,u, V, w) = -^^xi — + 表0:3 

a{v) = 2 
[ -av i + 6(1 - VifV2 

h{x,u,v,w) = Xi — Vi. 

Thus it can be seen that if there exists a feedback control law depending on (e, v) 
such that the solution of the closed-loop system is bounded for all sufficiently small initial 
condition of the closed-loop system and e approaches zero asymptotically, then the same 
control law solves the output synchronization of the two systems described above, i.e., the 
robust controlled synchronization problem can be viewed as a robust output regulation 
problem of system (2.4) which is studied in [6:. 

2.3 Preliminaries 

In this section, we view the system (2.4) as a general nonlinear system where x is the 
n-dimensional plant state, u the m-dimensional plant input, e the p-dimensional plant 
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output representing the tracking error, v the g-dimensional exogenous signal, and w the 
nu;-dimensional unknown constant parameter with nominal value 0. The basic idea of 
handling the robust output regulation problem is to convert the robust output regulation 
problem of a given system into a robust stabilization problem of an augmented system 
composed of the given plant and a dynamic compensator called internal model. The 
following set of sufficient conditions guarantees the existence of the augmented system. 

Assumption 1 There exist sufficiently smooth functions x(f , w) and u{v, w) with x ( 0 , 0 ) = 
0 and u(0,0) = 0 satisfying the following regulator equations for all v G V, and w e W 
with V and W open neighborhoods of the origins of the respective Euclidean spaces 

彻 ) = f ( x ( v , iv), u(v, w),v, w) 旬 

0 = h{x{v, w), u{v, w), V, w). 
I 

Assumption 2 For some integer s, there exists a triple (6, a, /?), where 0 : W x HP"" \——>• 
Rs, a : X R'' \ ^ i?s，and : X I~> FT are sufficiently smooth functions 
vanishing at the origin, such that, for all v eV, and oil w e W 

響 + ) = 暴 • ) (2.6) 
u(i',ti；) = (3{d{v,w),v). 

I 

Remark 2.3.1 Equations (2.5) are called regulator equations and the solvability of these 
equations is a necessary condition for the solvability of the output regulation problem [26 . 
Since equations (2.5) are nonlinear partial differential equations, obtaining the solution of 
the regulator equations (2.5) has been one of the major difficulties in the applicability of 
the output regulation theory. Later on, we will give an explicit solution of the regulator 
equations associated with the Chua's circuit and Van del Pol system. The triple (9, a, (3) 
defines what is called a steady-state generator for (2.4) in [6]. Assumption 2 further 
requires that the solution of the regulator equations can be produced by some dynamic 
system (2.6), which can also be called immersion condition [4] . When the exosystem is 
nonlinear, finding such a steady-state generator can also be a challenge, i 
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Satisfaction of Assumptions 1 and 2 guarantees the existence of an internal model 
defined as follows. 

Definition 2.3.1 : Assume system (2.4) satisfies Assumptions 1 and 2. Let j : R^ x 
丑m X Rq I——>.Rs be some sufficiently smooth function vanishing at the origin. An internal 
model of system (2.4) is a dynamic compensator of the following form: 

T] = ( 2 . 7 ) 

with the property that for all v e and all w G 

a{9{v, w),v) = 7(6>(v, w), u{v, w),v). (2.8) 

I 

Attaching the internal model (2.7) to the given system (2.4) leads to an augmented 

system as follows 

X = f{x,u^v,w) 

e = h{x, u, V, w). (2.9) 

Performing the coordinate and input transformation Zi = xi—:x.i{v, w), for i = 1, • • • , n, 
f j = r} — u;)，ii = li — /?("，v) gives a new system denoted by 

6 二 A(2;’f)’ii，i>,u»). (2.10) 

The augmented system (2.10) has the following property 

f{0,QAv{t),w) = 0 

h{0,0,0,v{t),w) = 0 

for all trajectories v{t) G V of the exosystem and all sufficiently small w. Thus it can be 
seen that, if there exists a controller of the form 

u = 

i = C(e,e) (2.11) 
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where ^ G 况之’ and k , � a r e sufficiently smooth functions vanishing at their origins, that 
exponentially stabilizes the equilibrium {fj,x) = (0,0) of the augmented system (2.10), 
then the following controller 

u = Puirj.v) 4- /c(^,e) 

T) = 7(77’ii’e’i;) 

i = (2.12) 

solves the robust output regulation problem of the given plant (2.4) [6 . 

Remark 2.3.2 : Assumption 2 and Definition 2.3.1 show that both the steady state 
generator and the internal model are allowed to depend on the exogenous signal v. As 
a result, the exogenous signal v is allowed to appear in the control law, too. Such a 
control scheme can handle the case where the exogenous signal v is & reference input or 
a measurable disturbance. 
I 

2.4 Solvability of the Problem 

In this section, we will apply the framework summarized in the last section to convert the 
regulation problem into a stabilization problem. For this purpose , we need to perform 
three tasks. First, solve the regulator equations of the system (2.4); Second, determine 
the existence of the steady-state generator (2.6); Third, find a particular internal model 
of system (2.4) such that the equilibrium of system (2.10) is at least locally stabilizable. 
Finally, we will design a controller to achieve the synchronization of the output of Chua's 
circuit and Van der Pol oscillator with the uncertain parameter w in Chua's circuit. 
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2.4.1 The solution of the regulator equations 

Now we will solve the regulator equation. 

• 1 , / 1 as 2n … � � 
工i = + 面 — 5 —沉巧)A (2-13) 

. I l l . 
= ^TT工 1 一 + 7r^3 (2.14) 

. 1 {Ro + w) i l X3 = 7 X3 + —u (2.15) L/ L/ JL 
vi = V2 (2.16) 

心2 = — + (1 — 1̂ 1)2̂ 2̂. (2.17) 

For h{x, u, V, w) = Xi — vi, we obtain Xi(v，i/;) = vi, and xi{v,w) = vi = V2. Substituting 
Xi(f, w) and Xi(l', w) into equation (2.13) gives 

X2(?;’w) = RCi[xi{v,w) + + ^ + 
Oi Gi (2.18) 

=RC1V2 + (1 + aiR)vi + asRv^. 

We can obtain ^^{v^w) = ( ^ 2 : ^ 2 一 ； + ^X2(v,w) from the equation (2.14) 
and u(v’ w) = Lx3{v, w) + X2{v, w) + {Rq + w)x3{v, w) from the equation (2.15). 

The solution of the regulator equations takes the following form 

Xi{v,w) = Vi 

X2(i»，w) = C21V1 + C22V2 + 

w) = C31V1 + C32V2 + Csao?；! + CsuVivl 

u{v, w) = mit»i + m2V2 + maof? + m2iv'^v2 

+ muvivl + m4iV^V2 + ri{w)vi 

+ r2{w)v2 + r3o{w)vl + r2i{w)v^v2 

where C21, C22, C230，C31, C32, C330, C312, mi, m2, 77230，爪21，爪i2’ 爪4i are coefficients depend-
ing on R, Ci,C2,I/,i?o,ai,a3 but independent of w, while ri{w),r2{w), r3Q{w), r2\{w) are 
coefficients depending on the uncertain parameter w. 

It can be seen that the solution u(f, w) can be written as follows 

u{v, w) = Uc(f) + u(t', w) 

where Uc(i') = rriiVi + m2V2+m^oVi + m2ivfv2 + rriuVivl + m^ivjv2 vanishing at the origin, 
and u{v,w) = ri{w)vi + T2[w)v2 + rzQ{w)v\ + r2\{'w)vlv2. 
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2.4.2 Steady-state generator 

To find a steady-state generator, we need to recall some results in [6]. First note that the 
master system is Van de Pol oscillator which can be rewritten as follows: 

1)9 
v= ,； 9� = A,vA2va2iv) (2.19) 

—avi + 0(1 — vf)v2 

where A^ = ^ ^ , A2 = , a^iv) = vf and v = col(vi, Since u{v, w) 
-a b [0 -bj 

is a polynomial in v, for some integer s, there exist sufficiently smooth function r : 
W X R^'" I > • Rs�vanishing at the origin, and matrices G and 屯 G B}'^^ such 
that, for all v G R\ and all w G R"^' [23], 

dv (2.20) 

u(f,ii；) = w). 

Remark 2.4.1 Assume that (2.20) is satisfied by some r , and 屯.By a result in [6], 
if there exists a matrix $2 such that 

加 ( : ’—知=^2r{v ,w) (2.21) 
ov 

then there exists a function (t){v) = + $202(幻)satisfying 

dT[v,w) 
—^a[v) = (p{v)r{v,w) 

u(v,w) = (2.22) 

Equation (2.22) can be viewed as a steady-state generator with 9 — r, a(9,v) = a(v)T, 
and j3(0,v) = ^r. 1 

We will now proceed to find r , (p(v), and 屯 satisfying (2.22). For this purpose, define 

幻⑴=(t̂ i, V2r 
= VIV!, Vl)^. 
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Then it follows from a result in [21] that there exist square matrices ⑷，i = 1，3, such 
that 

= (2.23) 

In fact, 

ov 
0 r 

= V 
一 1 1 

= � 

so 

� l l . 
- 1 1 

Also 
彻[31 彻[3] 

如 = - ^ A i v ov ov 
0 

2ViV2 V"̂  0 1 
= V 

vl 2VIV2 —1 1 
0 Zvl \ 

— -vl + v\v2 + 2vivl 
-2VIV2 + Ivivl + vl 

_ -2,vivl + 3̂；! _ 

0 3 0 0 "I 卜 r 
— — 1 1 2 0 v\v2 
— 0 - 2 2 1 vivl 

0 0 - 3 3 U ( 

=讽丨3]’ 

SO 
0 3 0 0 

⑷ 3j= - 1 1 2 0 
0 - 2 2 1 

0 0 - 3 3 _ 
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Define tti,tts as follows, 

TTi = TiVi + r2V2 = Fil* � 

兀3 = rsov^ + r2ivfv2 + ruViv^ + ro^vl = Fst；^ 

where Fi = [n,厂2]’ Fs = [7-30, 7̂ 21’ n2，^>3]，and u(v,w) = tti + tts. Define 

Tl(y,w) = [TTI, LAivTTif 

T3(V,W)=[兀3’ LA.VTTS： ^ î̂ TTs, L^^^TT^]'̂  . 

where = 崎 i ， ) 如 = F � ( M ) V ] . 
Now we need to obtain TI(V,W) and TS{V,W). First calculating 

LaivT^I =瓷如 

OF,VI . 
= “ 如 ov 
=爲丨1} 

gives 

Ti(v,w)= / " I = I；�. （2.24) 

Next calculating 

LaivT^S =瓷如 

= A i v 
加，、 (2.25) 

= F z ^ - A i v ov 
=F3A丨v� 

and 

= F3(A13])2”131 (2.26) 
=厂3(^3])3。[3], 

gives 

" ( " ， — = = 厂 3 ( _ (2.27) 
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Using the method in [23] shows the existence of matrices and 少卜],z = 1,3, such that, 

7ri{v, w)=屯⑷Ti(?；’ ly). 

In fact, we have 
“ 0 1 0 o" 

• l l ’ M 3 � = • • 1 • . 
1 - 1 1 0 0 0 1 

[ - 2 7 36 - 2 1 6_ 

and 屯⑴=[1 0],少�3] = [1 0 0 0]. 
Now letting T{V,W) = , = (^f]]’ ^ = [1 0 1 0 0 0] 

verifies equations (2.20). 

Next, we need to find <l>2 to satisfy (2.21). For this purpose, it suffices to find matrices 

1 = 1,3, such that 

^ ^ 知 = $�jr办，⑷ (2.28) 

In fact, note that, for i = 1,3, 

^ A 2 V =尸丨 V q (2.29) 
dv 

where 
"O 0 0 0 “ 

p[i] = [ 0 0 ] p[3] = 0 - 1 0 0 
[o - i j ， 0 0 - 2 0 

[o 0 0 - 3 
Substituting ti in (2.28) with i = 1 gives 

J A.^Ul = [ 巧 J”�. 
Thus, 1 

$[1] 二 1 丨ij r Fi 
2 一 l / i � … l / i A � . 
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Similarly, we can obtain as follows: 

尸3 -^3 

少131= 尸13]巧⑷ 

Ulil 0 1 
Letting 屯2 = hi verifies (2.21). It follows from Remark 2.4.1 that r , and 

L 0 \ 
少 satisfy (2.22). 

Remark 2.4.2 Once (2.22) is established, we can further find a family of steady-state 
generators. In fact, for i = 1,3, let 6{ = TiTi{v,w) with 7\ G any nonsingular matrix. 
Then 

d9i{v,w) . 9i(v,w) 
Qy ^ = 如 + ⑷） 

= Ti(l>i{v)Tr'ei{v,w) 

=CXi(0i(V,W),V) 

where (/)i(v) = + (pi(v) and (pi(v) = 

and0=没 1 , a(0,v)= ""ij)’""! m ^ ) = k(Ouv)-h MOs.v) • 
Osj 吻(没3，叫 L 

Then, it is ready to verify that the triple 

is a family of steady state generators of system (2.4) parameterized by T. In the next 
section, it will be seen that, by appropriate choosing T, we can obtain a particular internal 
model. I 

2.4.3 Internal model 

Once the steady-state generator is available, it is possible to construct an internal model 
of the form (2.7) such that the linearization of the augmented system (2.10) at the origin 
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is stabilizable and detectable [6]. For this purpose, pick any controllable pairs (Mj, Ni), 
for i = 1,3, as follows: 

O i l �1— 
Mi = 1 Ni = 

- 1 - 2 0 

5 0 0 01 �1— 
0 10 0 0 八 r 2 

Mg = , = 
0 0 15 0 3 
0 0 0 2oJ |_4_ 

Then, there exists a unique nonsingular matrix T ,̂ such that the following Sylvester 
equation holds 

Ti^f - MiTi = (2.30) 

and the internal model with the output u is as follows 

7) = 7(77, u, v) = Mr]T(fi{v)T-'^r} + Nu. (2.31) 

with 

T] = col(rji, "3) 

T = diag{T,, T3) 

M = diag(Mi, M3) 

N = col{Nu Ns) 

The augmented system is the combination of (2.3) and the internal model (2.31). 

2.4.4 Stabilization 
Applying the following coordinate and input transformation z — x — x(zj,w),fj = 77 — 
0[v, w), u = u — l3(j]) on the augmented system which is the combination of systems (2.3) 
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and (2.31) gives 

. 1 , I 1 
itOi iXOi 

么 2 = — • 勿 + i 幻 (2.32) 

. 1 R o + W I 1 , � T , r p - l — � Z3 = --Z2 + j{u + 免 T 'r}) 

fj= {M ^ Nu 

e = Cz. 

The linearization of the augmented system at the origin { f j = 0, x = 0, u 二 0) with v 
and w being set to zero is 

z = AzBuB'HT-'^ri 

f j = [M + + Nu 

6 = Cm 一 

where 

-威— c l " 0 0 

A = ^ i ，召 0 ’ 

0 - 1 1 _ U L L J L � 

C^ = [ 1 0 0 0 0 0 0 0 0 ] . 

Find matrices K and P such that 
'A B^T-^ 1 �B— 

, + K (2.33) 
0 M + 厕 N 

and 
A BW-^ 

1 - P C m 2.34 
0 M + iV^T-i 

are Hurwitz. Then a linear output feedback controller of the system (2.32) can be given 
as follows 

u^-Ki 

• 'a B^T-^ "1 � 5 - r 1 
1 Ki + P[xi - 6 

0 M + i V ^ r - i N 
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The output feedback control law solves the robust output regulation problem for system 
(2.32) 

u =免 T S - K^ 

7) = M 7 7 + T ( t ) [ v ) T - ^ r ] + i V ( 少 r - 1 7 7 - K i ) 

. A B^T-^ 1 �5-
e = 1 H K^-hPxi-Ci. 

0 M + iV 屯 T - i N 

Consequently, the following output feedback control law 

u = uc + W^r) - K^ 

力=Mr} + T0(…r-177 + iV(屯r-177 - KO 

. B 屯 T - i 1 ^ � 5 -飞 , ^ nr 
1 K^ + P xi . 

0 M + 厕 T- i N _ 

solves the original synchronization problem. 

2.4.5 Simulation 
Computer simulation has been conducted for showing the synchronization performance 
of Chua's circuit and Van der Pol oscillator with the eigenvalues of the matrix (2.33) as 

[-28.5 - 30 - 18 - 24 - 2 - 28 - . 9 - 10 - 20.9]. 

The eigenvalues of the matrix (2.34) are 

- 3 8 - 24.5 - 8 - 1.2 — 7 - 26.5 - 0.6 - 20 - 2 2 . 

Parameters of the system are i? = 1, Rq = 0.1, Ci = 1/9.5, C2 = 1, L = 0.07, ai = 
—8/7, 03 = 4/63. Fig 2.4 to 2.7 show the simulation results when initial states of the 
closed-loop system and exosystem are a:(0) = [0.5, 0.3, 1], ^(0) = 0，77(0) = 0, f ( 0 ) = 
1, 0] with w = O.5R0. And Fig 2.8 to 2.11 show the simulation results when initial states 

of the closed-loop system and exosystem are a:(0) = [2，— 1, 0.5], and ^(0) = 0’ 77(0)= 

0，v(0) = [1, 0] with w = -O.bRo, 
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Figure 2.4: Tracking performance of the controlled circuit when w = 0 
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Figure 2.5: Tracking error when w = 0 
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Figure 2.6: Profile of the state variables Xi, X2, 
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Figure 2.7: Tracking performance of the controlled circuit when w = 0.57?o 
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Figure 2.8: Tracking performance of the controlled circuit when w = 0 
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Figure 2.9: Tracking error when w = 0 
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2.5 Conclusions 

In this chapter we have studied the problem of the output synchronization of two systems 
with different dimensions. Chua's circuit is considered as the slave plant which tracks 
the output of Van der Pol oscillator asymptotically. The control law is designed based on 
the internal model approach arising from the framework of the robust output regulation. 
It can also be used for the synchronization problem of other complex nonlinear master-
slave systems. It is noted that we only handled the local synchronization problem in this 
chapter. It is interesting to further investigate the nonlocal synchronization problem. 

• End of chapter. 
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Chapter 3 

Robust Output Regulation of 
Output Feedback Systems with 
Nonlinear Exosystems 

For over a decade, the solvability of the nonlinear robust output regulation problem relies 
on the assumption that the exosystem is linear and neurally stable. In this chapter, we 
will discuss the output regulation problem with nonlinear exosystems, and compare the 
two existing frameworks of the output regulation with nonlinear exosystems. 

This chapter is organized as follows: In Section 3.1 the output regulation problem is 
introduced. In Section 3.2 and 3.3 the framework of the output regulation problem will 
be given. In Section 3.4, we will introduce a different framework of the output regulation 
problem and then analyze the pros and cons of the two output regulation frameworks 
respectively. 

3.1 Introduction 

In this chapter, we study the output regulation problem for output feedback systems with 
nonlinear exosystems. Consider the class of nonlinear systems with uncertain parameters 

28 



described in the following form 

X = F(w)x + G{y, V, w)y + g{w)u + Di{v, w) 

y = H{w)x + K{y, v, w)y + ^2(1', w) (3.1) 

e = y- q{v,w) 

where col[x, y) E are the states, y 6 R is the output, u E R is the control input, 
q(v, w) G i? is the output of the master system, and e G -R is the tracking error. The 
system contains an unknown parameter vector w G and the state of the exosystem 
V is assumed to be generated by a class of nonlinear exosystems of the form 

V = a(v{t)}, ？;(0) = 1；0- (3.2) 

We base on the approach studied in [6]，which solves the local robust output regulation 
problem for nonlinear exosystems, and extend it to solve the nonlocal robust output 
regulation problem. 

As studied in [6], the nonlinear exosystems can be decomposed into the following form 

N 

i) = a(v) = Aiv + ^ Akvak{v) (3.3) 

k=2 

where the matrices G /？“乂？ for /c = 1’ 2’...，iV, and ak{v) \ Rq R is a, smooth 

function with afc(O) = 0. 
The nonlocal output regulation problem is defined as: given any V C V C W and 

W C R^'" where V is some subset of W containing the origin, V and W are known 
compact subsets of W and respectively, design a feedback control law such that, for 
any v{t) G K, t > 0 oi the exosystem and any uncertain parameter w G W^ the solution 
of the closed-loop system, starting from any initial state in V exists and is bounded for 
all t > 0, and the tracking error e approaches zeros asymptotically. Comparing with the 
local robust output regulation problem, we allow the trajectories of the master system to 
belong to some known subset V of RQ which does not have to be sufficiently small. 

3.2 Assumptions and Preliminaries 

Under some assumptions, the robust output regulation problem for a given plant can be 
converted into a robust stabilization problem of an augmented system composed of the 
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given plant and the internal model. To introduce this conversion, let us list the following 
standard assumptions. 

Assumption 3 System (3.1) has a uniform relative degree r > 2, i.e., for all w G R^'", 

Hiw)g{w) = H(iu)F(w}g(w) = . . . = H(w)F''-^(w)g(w) = 0, 

厂 - + 0. 

I 

Assumption 4 System (3.1) is minimum phase with y as the output, i.e., for all w e BP"", 
the linear system 

X = F{w)x + g(w)u, y = H{w)x (3.4) 

with y as the output is a minimum phase system, i 

Assumption 5 There exist sufficiently smooth functions x(v’ w) and u(v, w) with x (0 ,0 )= 
0 and u(0,0) = 0，such that, for all v e R ^ . w e FC"� 

幻= F ( u 0 x ( 7；’ ty) + G{q{v,w),v,w)q{v,w) + g{w)u{v,w) + Di{v,w), 
Q (二） (3-5) 

-AIV = H{W)K{V, W) + K{q{v, W), v, W}q(v, w) + D2{v, w). 
ov 

I 

The solvability of the regulator equations is a necessary condition for the solvability of the 
output regulation problem [26]. For the purpose of dealing with the problem of robust 
output regulation, various conditions have to be imposed on the solution of regulator 
equations. One of the most common conditions is that the solution of the regulator 
equations is polynomial in v or trigonometric polynomial in t [4], [19], [20]. When the 
exosystem is linear and neutrally stable, some milder conditions were proposed in reference 
21]. Since the exosystem considered in this chapter is nonlinear, an additional assumption 

is given as follows. 
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Assumpt ion 6 The solution ⑴，―of the regulator equations is polynomial in v{t) 
with coefficients depending on w e R. i 

Remark 3.2.1 In light of reference [4] and [20], under Assumption 6, there exist some 

real numbers ai, a2, • • • , a^ with r some positive integer, such that 

w) = aiu{v, w) + a2LA,v^(v, w) + h w) 

where La.MvM = and L ^ X 仏 w)=对 i 广 ) 如 ’ fc = 2，3’... , r. I 

Next, we will introduce the concepts of the state-steady generator and internal model 

for system (3.1) and (3.3). 

Definit ion 3.2.1 Let go : H be a mapping for some positive integer 1 < / < 
n + m. Under Assumption 3，the nonlinear systems (3.1) and (3.3) are said to have 
a steady state generator with output go[z,y,u) if there exists a triple (0, Q；,/?), where 
e : H H},a : and P : W竹 H Rf for some integer s are sufficiently 
smooth functions vanishing at the origin, such that, for all trajectories v(t) of system 
(3.3), and all w 

华 一 = 偏 … （3.6) 

go{z{v, w),y(v, w), u(v, w)) = w),v). 

Furthermore, if the pair is observable, (6>,a,j3) is called a 

linearly observable steady state generator with output go(z,y,u). i 

Definition 3.2.2 Assume the nonlinear systems (3.1) and (3.3) have a steady-state gen-
erator with output go(z,y,u). Let jS : 奸p+爪+<? be a sufficiently smooth function 
vanishing at the origin. The following system 

77 = j{rj,z,y,u,v) (3.7) 

is called an internal model with output go{z^y,u) if, for all v{t) of system (3.3) and all w 

7(0, z{v, w),x(v, w), u(v, w),v) = a(0(v,w),v). 

I 
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Now we denote 

r{v,w) = col {u{v,w), La,vU{v,w),'-- ’ , w)), 

and then there exist matrices 

^ 0(r-l)xl Ir-l 
<̂>1 = r 1 

_ CLi [02, • • • ,ar\_ 
and ^ = [10 . . . 0] such that 

driv.w) . . , V 
（3 . 8 ) 

u(f, w) = ^t(VjW). 

It is easy to verify that the pair (少，屯i) is observable. 

Assumption 7 For /c = 2, • • • , N, there exists some matrix satisfying 

I 

Remark 3.2.2 Next we will construct the steady-state generator. Let Q = TT[V,W) with 
T G R嶋 any nonsingular matrix. Under Assumptions 6, 7, the Lie derivative of d{v,w) 
along the master system (3.3) satisfies 

N 

= + T^kak{v)T-'e(v, w) 

M M (3.9) 

fc=2 

=T(f){v)T-'^9{v, w) = a{e{v, w), v) 

u{v, w)=屯T,[”, w)全斷2), w), v) 
where (p{v} = (p(v) = J2k=2 ^kCikiv) and the pair (^T'^T^jT"^) is observable. 
Thus, {0(v, w), a(0(v, w), v), jd(0(v,w),v)} is the steady-state generator of systems (3.1) 
and (3.3) with the output gQ[z,y,u) = u. i 
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It is ready to design the internal model for the master-slave systems. Choose M = 
diag(—/j,i, —/j,2,... _ fig), [fH > 0, Vi = 1’...，s) with im not an eigenvalue of and 
vector N G i?®, such that the pair (M, N) is controllable. Then, there exists a unique 
nonsingular matrix T, such that the following Sylvester equation holds 

T^i - MT = m 

Then, the dynamic system 

77 = 7("，u, w) = Mr) + Tip{v)T-'^r} + Nu (3.10) 

is the internal model of the systems (3.1) and (3.3) , since 

7(0, li, v) = Me ^ TV(…T一 + Nu 

= T ( f ) ( v Y r , 

= a{e,v). 

3.3 Solvability of the Synchronization Problem 

Attaching (3.1) to (3.10) leads to what is called the augmented system. Performing the 
following coordinate and input transformation as in [23' 

z = X - x{v, w), 

e = 組 （3 11) 
f j = r}-e{v,w), 

u = u — P{rj) 

on (3.1) and (3.10) to obtain a system of the form 

i = F(w)z + G(e, V, w)e + g{w){u + p{fj)) 

e = H(w)z + K(e, v, w)e (3.12) 

号二（M + TV少T—1 + + Nu 

where 

G(e, V, w)e = G{q + e, v, w){q + e) — G[q, v, w)q 

K{e, V, w)e = K{q + e, v, w)(q + e) - K(q, v, w)q 
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To solve the regional robust stabilization problem for system (3.11), we further perform 
a coordinate transformation as follows: 

节= Yj- N P — � z , (3.13) 

where 
P(w) = • ) 「二 W , 咖） = H { w ) F ^ - \ w ) g { w ) , (3.14) 

b[w) 
As a result, the first equation of system (3.12) becomes 

i = F{w)z + G{e, V, w)e + 9 { w ) { u + 屯T—i巧) 

=F(w)z + (5(e, V, w)e + g{w)[u + NP{w)z)] 
1 ~ (3.15) 

=F{w) + g{w)^T-^NP{w)]z + g{w)W-^rj + G(e, v, w)e + g{w)u 

=Fu{w)z + F\2(w)?j + (5(e, V, w)e + g{w)u. 

From (3.14) we have P{w)g{w) = 1, and we calculate the derivative of rj in equation 
(3.13) 

77 = 77 — NP{w)z 

=(M + + Tip{v)T-'^){？j + NP{_w�z) + Nu 

-NP{w)[{F{w) + g{w)^T-''NP)z + g{w)W-'rj + G(e,t;,w)e + 以(w;)句 

=[MNP{w) + Tip{v)T-'^NP{w) - NP{w)F(w)]z + (M + Fu)v 
〜 （3.16) 

—NP{w)G{e,v,w)e 
=[MNP{w) + Tip(v)T-'^NP{w) - NP{w)F{w)]z 

+ (M + Fn){v + NP{w)z) - NP{w)G{e,v,w)e 

=F2i(V,W)Z + (M + Tip{v)T-'^)r} - NP{w)G{e,v,w)e 

where Fu{w) = F{w) + g{w)<l!T-'^NP, Fu{w) = and F2i{v,w) = MNP + 
Tip{v)T-^NP. 
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Now let 

� _ ^llW ^12W ‘ 
Fa{v,w)= ,， F2i[v,W) M + Tip{y)T-\ 

- � " 

G(e, V, w)e = ~ ， 

9a(W) = ， H A W = \H{W) 0 . 
0 L � 

Then, in the coordinates of e, system (3.12) can be put in the following form 

C = wX + <5e(e, V, w)e + ga{w)% (3 工？) 

e = Ha{w)(^ + K(e, v, w)e, 

Comparing with the system studied in [21] where the Fa{v, w) is not a function on v, in 
our system (3.17) Fa{v, w) depends on v and thus depends on time t. 

We first cite the technique of output regulation studied in [21], where Fa{v, w) = Fa{w) 
does not depend on v, and then apply the approach to our case where Fa{v,w) depends 
on V. 

Remark 3.3.1 Under Assumptions 3 and 4’ system (3.17) has the following two proper-
ties 

i) It has a uniform relative degree r > 2, i.e., for all w e i?"'", 

Ha(w)ga{w) = Ha{w)Fa{vM9aiw)=…=Ha{w)K''^ ^)9a{w) = 0, 

and 
Ha{w)F:-'{v,w)ga{w) = H{w)F''-\v,w)g{w) ^ 0. 

ii) It is a minimum phase system with e as the output, i 

Now define the following dynamic extension as in [21] 

^ = Fe^ + G^u (3.18) 
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where ^ = co/(^1,^2,. •.，^r-i) with ^̂  G for z = 1,2, • • • , r - 1, 

-Ai 1 0 ••• 0 0 
0 -A2 1 … 0 : 

F e = ， G e = . 
： 丨 丨 … 丨 0 

0 0 0 … - 入 卜 1 1 

with Aj, i = 1,2, • • • , r — 1, being positive numbers. 
Call the system composed of (3.17) and (3.18) as the extended augmented system. 

It is known from [42] that if Fa{v, w) does not rely on v, then there exists a coordinate 
transformation as follows 

C = C - - h{w)e (3.19) 

which turns the extended augmented system into a lower triangular form. 
However for our case, where Fa{v,w) depends on v̂  the transformation (3.19) is not 

effective to turn the extended augmented system into a lower triangular form with the 
reason to be explained next. 

First we also extend system (3.17) with the dynamic system (3.18) as in [21], and 
perform the following transformation 

C = C - D(v, w)^ - h{v, w)e (3.20) 

where D{v,w) and h{v,w) are functions of v to be determined later. Calculate the 
derivative of in equation (3.20) to obtain 

f — D{v, w)^ - D{v, w)^ - h{v, w)e — h{v, w)e 

=Fa{v, w)C + 5e(e, V, w)e + ga{w)u - D{v, + u)- D{v, w)^ 

-h{v, w)[Ha{w)( + K{e, v, w)e\ - h{v, w)e 

=Fa{v,w)\^ D{v,w)^ + h{v,w)e] + Ge{e,v,w) ga{w)u 

-D(v, + 句一 D{v, w)^ - h{v, w)Ha(w)[C + D{v, w)^ + h{v, w)e\ 
~ . (3.21) 

-h{v, w)K{e, V, w)e - h{v, w)e 
= [Fa{y,w) - h{v,w)Ha[w)]l 

+ [Fa{v, w)D{v, w) + D{v, w) - h{v, w)Ha{w)D{v, w) — D(v, ly)]^ 

[Fa(v, w)h{v, w) + 5e(e, V, w) — h(v, w)Ha{w)h{v, w) 

—w)K{e, V, w) — h{v, w)]e 
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And the transportation (3.20) turns the extended augmented system (3.17) and (3.18) 
into the following form 

t=lFaiv,w)-h{v,w)Ha(w)]C 

+ [Fa{v, w)D{v, w) + D{v, w) - h(v, w)Ha{w)D{v, w) — b{v, It；)]^ 

[Fa{v^ w)h{v, w) + Ge(e, V, w) — h{v, w)Ha(w)h{v^ w) — h{v, w)K(e^ v^ w) — h(i>, w)]e 

e =H,(w)C + iHaiw)^^^ + t;, w)]e + Ha{w)D{v, w)i 
0[V, W) 

i + GeU 

(3.22) 

According to the approach in [22] which renders the system (3.22) a lower triangular form, 
we choose D{v, w) and h(v, w) such that, for some function w) 

Fa{v, w)D{v, w) - D{v, w)Fe =h{v, w)Ha(w)D{v, s) 

g{w) =D{v,w)Ge (3.23) 

or, equivalently, for some function b{v,w) 

Faiv, w)D{v, w) - D{v, =h{v, w)lb{v, it;)’ 0，...，0] 

=D(^;’^i;)[0’...，0,1厂 (3.24) 

Ha{w)D{v,w)^ =[b{v,w),0,' • • ,0]. 

Assume 

D{v,w) = [di{v,w),d2(v,w), • • • ,dr-i(v,w)]. (3.25) 

Substituting (3.25) into the first equation of (3.22) gives 

di-i = (XJ Fa{v,w))di{w), i = r —1 ’ . . .，2’ (3.26) 

with h{v, w) and b{v,w) satisfying 

{XJ + Fa{v,w))di{w) = h{v,w)b{v,w). (3.27) 

Substituting (3.25) into the second equation of (3.22) gives 

dr-i{v,w) = dr-i{w) = g{w). (3.28) 
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Substituting (3.28) into (3.26) gives 

dr-iiw) = g{w) 

dr-2{v,w) = {Fa{v,w) + ； 
(3.29) 

di{v,w) = (F„(?;，w)(w;) + A2/)...(Fa(t^ix;) + Ar_i/)pCu；). 

It is noted that, when r = 2, the last equation of (3.29) should be understood as di{v, w)= 

q M -

Letting 
b{v,w) = Ha{w)Faiv,wY-'g{w), 

based on the Remark 3.3.1, D(v, w) defined as (3.25) and (3.29) satisfies the third equation 

of (3.24). 
Finally, substituting di{v,w) into (3.27) gives 

特 鮮 ’ _ 

where 

d(v, w) = {Fa{v, w) + XiI)(Fa{v, w)(w) + X2I)... (Fa{v, w) + 

Consider the coefficient matrix of ^ in (3.21) 

Fa{v, w)D{v, w) + D{v, w) - h{v, w)Ha{w)D{v, w) - D{v, w) 

= + - ( 二 : y ) 拟 - 力 （ 3 . 3 1 ) 

=0- D{v,w) 

二 — w ) . 

Let 

窃 e ’ — = 如 本 ， 鮮 — 

+ (3.32) 

H{w) = HaW， 

K(e, V, w) = + K{e, v, w), 
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and then the extended augmented system turns into the following form: 

C = w)( + G(e, V, w)e - b{v, w)^ 

e = H{w)C + K{e, v, w)e + b(v, w)^ 
. (3.33) 

= -Ai^i + ^i+i, i = , r - 2 , 
i r - l = - X r - l ^ r - 1 + W. 

The above system is not in a standard lower triangular form due to the existence of 
D{v,w)^ in the first equation of (3.33). And it will be difficult to settle the stabilization 
problem of a non-lower triangular form system. However, when the relative degree r = 2, 
the equations (3.25) and (3.29) show that 

D{v,w) = di{v,w) = g{w). (3.34) 

where D{v, w) does not depend on v and thus does not depend on time t. So D{v, w) = 0, 
and the extended augmented system (3.33) is in a standard lower triangular form. 

On the other hand, when the relative degree r > 3, w) is a function of time with 
D{v, w) + 0，and the extended augmented system cannot be transformed into a standard 
lower triangular form. So only when the relative degree is r = 2, can we apply the above 
approach and stabilizing techniques for lower triangular systems to our output regulation 
problem with nonlinear exosystems. 

Assumption 8 The original system (3.1) has a uniform relative degree r = 2, i.e., for 
all w e 

H{w)g{w) + 0. 

I 

Under Assumption 8 perform the modified transformation as follows 

C = C - - h{v, w)e (3.35) 

where 
D{w) = di{w) = g(w) (3.36) 

and 

div, w) = (Fa{v, w) + Xil)g(w) 

= Ha{w)g{w) (3.37) 
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Then we have 

C = F{v, w)( + G(e, w)e 

e = H{wX + K{e, v, w)e + b{w)Ci (3.38) 

6 = - 6 + u. 

System (3.38) is in a lower triangular form as discussed in [42], and we have already-
converted the original output regulation problem into a stabilization problem of system 
(3.38). However, the stabilization problem itself is not an easy one. First system (3.38) 
is a non-autonomous system since the matrix F{v, w) is a function of v(t) varying with 
time t. Second, the state ( is obtained from a complex transformation performing on the 
combination of the original states of the slave system and the states of the internal model. 
So the matrices F{v, w) and G(e,v,w) usually have large dimensions and complex forms. 

To solve the stabilization problem, we need another assumption: 

Assumption 9 There exists a positive definite matrix Q{w), such that for all v(t) e V, 
w ew 

F{v, wfQ{w) + Q(w)F(v, w) < -4-1+.. (3.39) 

I 

Next let us introduce some inequalities to be used for the stabilization of system (3.38). 
Since G{e^v,w) and K{e, v, w) are real valued continuous functions, there exist smooth 
real valued functions qi{v, w), ai(e), i = 1,2, such that for each v eV, w eW, e e R, 

\G{e,v,w)e\'^ < qi{v,w)ai(e)e'^ 

\K{e,v,w)e\'^ < q2{v,w)a2{e)e'^ 

Define 
Vo{lt) = lfQ(w)C 

where Q{w) satisfies Assumption 9, and I is a positive constant to be determined later. 
Thus 

Vo = lflF{v, wfQ(w) + Q(w)F(v, u;)]C + v, w)e 

< - / | C r + + ^llQ(w)l%(v,w)a:(e)e' 

=一(1 - e)/|C|' + hlQ(w)l%(v,w)ai(e)e' 
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where 0 < e < 1. 
Let 

(3.40) 
=l^Q(w)C + \b{w)ik — Hw))' + ie^ + 备召， • 

where k is generated by 

k = p(e)e^ (3.41) 

p(-) is some smooth positive function, and 

6 = 6 - 0!i(e,k), 

ai(e, k) = —kp{e)e. 

The derivative of V along the trajectory of the system composed of (3.38) and (3.41) 
satisfies 

K < -IC? - ê  - I? + - ai(e, k)) (3.42) 

Let 
u = ai{e,k),知:=p(e)e2， (3.43) 

Then (3.42) becomes 
(3.44) 

With the inequality (3.44) ready, it is possible to make use of the Lyapunov function 
candidate V to conclude that the following dynamic output feedback control law 

u = ai(e’/c) + / % ) 

k = p(e)e^ 
. (3.45) 

4 = FeC + GeU 
77 = Mr7 + 7V(ai(e,C,/c) + /?(77)) 

solves the nonlocal robust output regulation problem of the original systems (3.1) and 
(3.3). 
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3.4 Comparing Two Approaches for Output Regula-
tion 

In Section 3.3，we consider the synchronization problem as the output regulation problem 
and extend the approach studied in [23] to deal with it. Another approach for output 
regulation has been extensively studied in [6] and [49]. In this section, we will compare 
pros and cons of the two approaches for output regulation. 

3.4.1 Differences between the two approaches for the output 
regulation problem 

The approach we proposed in Section 3.2 and 3.3 to deal with the output regulation 
problem involves the following steps. First find the solution of the regulator equations, 
obtain the augmented system by augmenting the given system an internal model, and 
then performing certain coordinate and input transformation on the given system and 
the internal model to convert the output regulation problem into a stabilization problem. 
Second, extend the augmented system by a dynamic filter and call this system an ex-
tended augmented system. Finally, solve the robust stabilization problem of the extended 
augmented system by a dynamic output feedback controller. 

Another approach to deal with the same output regulation problem described in (3.1) 
has been first studied in [6]. The approach involves the following steps. First attach the 
same dynamic filter as that in the second step of the first approach to the given system to 
form an extended system which is in a lower triangular form. Second, convert the output 
regulation problem of the extended system into a stabilization problem of a so-called 
augmented extended system. The conversion needs the solution of regulator equations of 
the extended system. The augmented extended system is obtained by augmenting the 
extended system by an internal model and then performing certain coordinate and input 
transformation on the extended system and the internal model. Finally, solve the robust 
stabilization problem for the augmented extended system which leads to the solution of 
the robust output regulation problem of the original systems. 

It is noted that the major difference between these two approaches is the order of 
the conversion and extension. And the difference will give the first approach some ad-
vantages and disadvantages comparing with the second approach. One advantage of the 
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first approach is that it is more natural and directly follows from the second approach 
for handling the output regulation problem developed in [21]. Another advantage is that 
the core assumption of the solvability of the output regulation problem by both the two 
approaches is the solvability of the regulator equations. For the second approach, we can 
only solve the regulator equations for some special examples, e.g. the exosystems are 
linear systems. However for the first approach discussed in Section 3.3, the solution of 
the regulator equations for more general nonlinear exosystems, e.g. the exosystems are 
nonlinear systems, can be obtained. So the first approach can be applied on more general 
output regulation problems. 

On the other hand, the second approach has its own advantages. First the relative 
degree r of the slave system needs not to be equal to 2. Second, after both approaches 
boil down the output regulation problem to the stabilization problem in a standard lower 
triangular form, the extended augmented system resulting from the first approach is 
somehow more complex than the augmented extended system resulting from the second 
approach. Next we will compare the differences of the two approaches in detail. 

3.4.2 Solvability of the regulator equations 

We cite the class of uncertain nonlinear systems (3.1) described as follows 

X = F{w)x + G(y, V, w)y + g{w)u + Di{v, w) 

y = H{w)x + K{y, v, w)y + Daf^u, w) (3.46) 

e = y- q{v,w). 

Consider it as the plant of the regulation problem, and exosystem is 
N 

V = a{v) = Akvakiv) (3.47) 
k=2 

Based on the first approach discussed in Section 3.3，the solution of the regulator equations 
of systems (3.46) and (3.47) can be calculated directly. First we can get y{v,w) = q(v,w) 
by observation. And then we could obtain x(v, w) from the first equation of system (3.46) 

H [w) 

and u(v, w) from the second equation of system (3.46) 

— = ± - F { w ) K - G { y v w ) y - D , i v M (3.49) 
gH 
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We can see that if the given plant of the output regulation problem can be written in 
the form of (3.46), we could find the solution of the regulator equations for both linear 
and nonlinear exosystems. The process is direct and shown in the example in Section 
2.4.1 where Chua's circuit is the given plant and Van der Pol oscillator is the nonlinear 
exosystem. 

However, the first approach needs the relative degree r of the slave system equal to 
2 in order to transfer the augmented system into the extended augmented system in a 
lower triangular form. 

Next we discuss the solvability of the regulator equations for the second approach 
proposed in [6]. Under Assumption 3，system (3.46) has a uniform relative degree r which 
could be larger than or equal to 2, and extend system (3.46) by attaching the following 
filter 

ii = - M i + i = l , . . . , r - 2 

Cr-l = -Ar-l^r- l + U 

and performing certain coordinate transformation to get the extended system 

i = F{w)z + G(y, V, w)y + D八v, w) 

y = H{w)z -\-Ky-\- b(w)^i + Biiy, w) 

6 = - M i + 6+1, ^ = (3.51) 

ir-\ = -Ar-l^r-1 + Û  

e = y - g(v,w). 

To solve the regulator equations of the extended system, similarly, first we obtain 
y(v, w) = q(v, w), and substitute it into the last equation of (3.51). Now we have 

z = F(w)z + G(y,v,w)y + 3i(v,w). (3.52) 

When the exosystem system is linear, we can use method of undetermined coefficients to 
achieve z(v, w). Because the order of z(v, w) in v is the same with the order of z(v, w) in 
V. However, when the exosystem is a polynomial with the order higher than one which 
can be written in the form of (3.3), the order of z{v,w) in v will be larger than that of 
z(v, w) in f , and for most cases, we cannot find the solution z{v,w) in polynomial. 

Now we use the example studied in Chapter 2 that Chua's system is the given plant 
and Van der Pol oscillator is the exosystem to proof that we cannot find the solution of 
the regulator equations in polynomial via the second approach. 
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The dynamic equation for Chua's circuit is as follows 
. 1 1 1 
工 1 = 工 1 + TT 工 2 + 

. 1 Ro ^ 1 
X2 = - — a；!———+ —li 

L ' L L (3.53) 

. 1 1 , 1 0,1 as 

e = y-vi. 
which can be rewritten in the form of (3.46) with x = ^^ , F{w)= 尺 丨 � “ ^ , 

N L - I 0 _ 

G(y,v,w) = ^ ’ g(w) = ？ , H(w) = ol, K(y,v,w) = - ^ -费y2， 
L u � LzJ 

b(w) = Di = 0， D2 = 0. Since system (3.53) has a uniform relative degree 
r = 3, we can extend the system by the following filter [22] 

� (3.54) 
6 = + ^ 

Performing the coordinate transformation 

z = x- D(w)^ - h{w)y (3.55) 

w h e r e � = ^̂  , on the extended system (3.53) and (3.54) with 

d2{w) = g{w) 

di{w) = (F{w) + I)g{w) 

D(w) = ldi{w), d2{w)] (3.56) 

diw) = {F(w) + I){F{w) + I)g{w) 

啊 = m 

gives an extended system in the form of (3.51) as follows: 

i = F[w)z + G{y, V, w)y 

y = H{w)z + V, w)y + b{w)^i 

6 = - 6 + 6 (3.57) 

6 = + w 

e = y -vi 
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八 一2 八 Cii + Ci2 幻 2/2 八 「 1 八 

where F{w) = ^^ , G{y,v,w) = ，H(w) = 0，K(y,v,w)= 
- C 2 0 J + C22a3y� L m � 

如 12 - 由 - — ’ = 击 ， a n d cii = - 徵 - 3 m + ^ + + ai), 

C12 =-由 + C21 = Ci- 2RC1C2 + C22[i + ai), C22 = 一 1) and z =之丄• 

The parameters of Chua's circuit are R = RQ = 0.1，Ci = 1/9.5, C2 = 1, L = 
0.07, ai = -8/7，ag = 0.2. 

The exosystem is Van der Pol oscillator 

巧 = ” 2 二 + (3.58) 

？>2� \_-avi + 6(1 - vj)v2\ 

where v =col(t'i,7；2), Ai = 0 1 , 成 二 0 0 and � = v ^ . And in the 
-a bj [0 -bj 

following analysis, we use a = l,b = . 
By inspection, we can obtain 

y(…二 (3.59) 

Then 

� � [cilt^l + Cuvf 
_C2lVl + C22Vi_ 

Cii 0 ] \vi] \ci2 o l \vi] 2 

C21 Oj [f2j [C22 0� [_”2� 

=GiV + G2VV'^ 

where 
^ ol [C12 0 
Gl = ，Cr2 = ^ • 

C21 OJ [C22 0 
Our purpose is to prove that there exists no polynomial function z{v) in u, with z(0,0) = 0, 
such that the equation 

^ ^ v = F(w)z(v) + G(y(t;), V, w) (3.60) 
ov 

holds. 
First we suppose z{v) is linear in v and can be written as 

[mi?；! + m2V2] 口 
z[v) = = 

L nitfi + n2V2 J \y2 
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where Zi = i 爪2 ig the coefficient matrix of z � in v, and = Zi. Thus the first 
rii 722 J 

equation of (3.57) becomes 

Zi{Aiv + A2va2{v)) = F{w)Ziv + Giv + G2VVI (3.61) 

The first order coefficients of v on the left hand side and the right hand side of equation 
(3.61) should be equal. So 

Zi^ i = F(w)Zi + G, (3.62) 

Similarly, the third order coefficients of v on the left hand side and the right hand side of 
equation (3.61) should also be equal. So 

Z1A2幻？ = 0 (3.63) 
[C22 0 � 

From equation (3.62) we can obtain 

_ — _ ^ 3 3 a ( u ; ) 2 二 1 0 6 a ( w ) + 9 5 丄 3 3 a ( u ) ) ^ - 9 5 * a ( u ) ) - 6 2 ' 
7 _ — T ^ ‘ 5 a ( i x ) ) 2 - 4 a ( u ; ) + 3 m • 5 a ( t w ) 2 - 4 a ( u ; ) + 3 

1 一 1 4 0 9 a ( u j ) - 5 3 3 3 l l a ( w ) - 1 5 7 
_ —丽‘5十)2�-4咖)+3 m ‘ 5o(u;)2-4aH+3 • 

where a{w) = 0.5 + w. However this Zi does not satisfy equation (3.63). So there exists 
no linear solution of ^(v). 

Next we suppose the solution z(v) is a n-order polynomial of v with n > 2. Considering 
the left hand side of the equation (3.61)，the order of is n - 1 and the order of i) is 
3. So the order of ^ ^ v on the left hand side of the equation (3.61) is ri^jt = n + 2. 

Consider the order of the right hand side of equation (3.61) that the order of F{w)z{v) 
in V is n, and the order of w) is 3. So the order of the right hand side of equation 
(3.61) in V is�right = max(n, 3) ^ n + 2 forn > 2. So when n > 2, ru/t + r right, and there 
exists no n-order polynomial solution of the equation (3.61). 

Now we have proved that there exists no the solution of the regulator equations in 
polynomial based on the second approach. 

3.4.3 Solvability of stabilization 

If the solutions of the regulator equations for both approaches exist, then the final step for 
both of the two approaches is to solve the robust stabilization problem of the extended 
augmented system or the augmented extended system by a dynamic output feedback 
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controller. Though both the extended augmented system and the augmented extended 
system are in the lower triangular form, the complexity of stabilization for the two systems 
are not the same. It is more difficult to solve the stabilization problem of the extended 
augmented system resulting from the first approach. 

The extended augmented system resulting from the first approach is 

C = F{v, it;)C + G(e, V, w)e 

e = H(wX + K(e, v, w)e + b(w)(i (3.64) 

6 = + w 
where 

( = ( : - D ( w ) ^ , - h i v , w ) e , C= ！ (3.65) 

and 

〒 ， � [ F{w)+g(w)^T-'NP ‘ 
t [V. w)= , 

MNP + J\p{:uyr-侧一 NPF{w) M + T(p{v)T-\ 
2 

/[ F{w)+g{w)^T-'^NP-\-XI 一 )少 T - i 1\ 

\ MNP + Tip{v)T-'NP - NPF(w) M + Tip{v)T-' + A/ / \g{w)H{w) 0. 
6 H |_ 0 0 

(3.66) 

The difficulties of the stabilization are due to the following reasons: First F{v, w) is a time-
varying matrix. Second, z and rj have been coupled together and have to be considered 
as a whole state which gives the F{v^w) a large dimension. Third it is hard to make 
the stabilization easier by choosing proper M and N which are the only matrices we 
can choose, because we cannot predict the features of F(v, w) by analyzing its complex 
expression (3.66). 

The augmented extended system for the second approach is 

i = F{w)z + G(e, V, w)y 

疗= ( M + T^{v )T -^) f i + xC ’̂ e, V, w) 

e = H{w) + {K{e, v, w) + + b{w)^T-'^fj + b{w)^i (3.67) 

ii = -Ai^i + i = l，... ’ r - 2 

ir-l = -Xr-l(r-l + U 

where 2； and f j are not coupled together and the stabilization is easier. 
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3.5 Conclusions 

In this Chapter we have extended the major results of the local robust output regulation 
problem to the nonlocal robust output regulation problem with nonlinear exosystems. We 
need two steps to settle the output regulation problem. The first step is to convert the 
robust output regulation problem of the given plant into a robust stabilization problem, 
and the second step is to solve the robust stabilization problem. In addition, we have 
compared two existing frameworks of output regulation that one framework has the ad-
vantage for solving the solution of the regulator equations and the other can make the 
stabilization problem easier. 

• End of chapter. 
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Chapter 4 

Applications of Robust Regional 
Synchronization via Output 
Regulation Techniques 

It is noted that in Chapter 2 we have handled the local synchronization problem where 
the initial states of the master, slave systems and the controller as well as the uncertain 
parameter w are sufficiently small. In practice, it is desirable to design controllers for the 
synchronization problem with master signals and uncertain parameter w large enough. 
The topic of this chapter is to apply the output regulation techniques discussed in Chapter 
3 to our nonlocal robust synchronization problem. 

This chapter is organized as follows: In Section 4.1 we will reformulate the synchro-
nization problem as a robust output regulation problem. And in Section 4.2 the approach 
discussed in Chapter 3 is applied to the problem of Duffing oscillator synchronizing with 
Chua's circuit. The effectiveness of our approach is evaluated by computer simulation. In 
Section 4.3，the nonlinear motion of SMIB has been investigated which exhibits chaotic 
behaviors and a feedback control law has been designed for the SMIB power system to 
synchronize with Van der Pol oscillator. 

4.1 Problem Formulation 

We first reformulate the robust synchronization problem as a robust output regulation 
problem where the given plant can be considered as the slave system and the exosystem 
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as the master system. The dynamic equations of the slave system can be written in the 
form of the given plant (3.1) of the output regulation problem and we rewrite it here 

i = F{w)x + G{y, V, w)y + g{w)u + Di{v, w) 
(4.1) 

y = H{w)x + K(y, v, w)y + Diiy, w) 

As we will discuss in Section 4.2 and 4.3，the dynamic equations of both the Duffing 
oscillator and the SMIB power system can be written in the form of (4.1). 

The nonlinear master system can be decomposed into the following form 

N 
V = 0(1)) = AlV + ^ Akvak(v) (4.2) 

k=2 

If the function a(v) is sufficiently smooth and vanishes at its origin, it can always be 
written in the form of (4.2). 

Our problem is to design a feedback control law such that the solution of the closed 
loop system starting from any initial state inside a known region which can be large 
enough is bounded for alH > 0 and the output of the slave system tracks the output of 
the master system asymptotically. 

e = h{x, u^v^w) = y - w) (4.3) 

where q{v, w) is the output of the master system. Then the robust synchronization prob-
lem can be viewed as the robust output regulation problem studied in Chapter 3. 

4.2 Duffing Oscillator Synchronizes with Chua's Cir-

cuit 

In this section, we will use the approach studied in Chapter 3 to solve the problem of the 
output of Duffing oscillator synchronizing with the output of Chua's Circuit. 

The slave system is Duffing oscillator whose dynamic equations are given by 

y 5y ay + Py^ = ^coscut + u (4.4) 

where a{w) = a � + ^̂  is an uncertain parameter of the system, 7, 5 and {3 are fixed 
parameters of the system. 
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The first step of our approach is to formulate the synchronization problem as the 
output regulation problem 

X = —Sy — a(w)y — Py^ ->r v^-h u 

y = X 
(4.5) 

心 4 = CUVs 

V5 = -CJV4 
where x = y, x is the state, y is the output and u is the controller. The initial states of 

v̂  are t»4(0) = 0, 1*5(0) = 7. 
The master system is Chua's circuit 

= • ^ 巧 — + (4.6) 

. 1 
仍 = 

with parameters i? = 1, Ci = 1/9.5, C2 = 1, L = 0.2’ ai 二 -8 /7 , ag = 1/5. And the 
dynamics (4.6) can be rewritten in the form of (3.3) as 

心1 

i) = a{v) = V2 = Aiv + A2va2{v) (4.7) 

V3 

--由-昔 ^ 0 1 0 0" 
where � = 威 —威 i ’ 成 = 0 0 0 ’ a ? � = < 

0 —i -爭 0 0 0 
• —I I— -
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4.2.1 Transfer the synchronization problem into the stabiliza-
tion problem 

Next we give the solution of regulator equations 

= vi 
/ � / l <^1� 1 o 

仏 ⑷ = ( - 雨 巧 + 面 沉 t ^ ? 

11(7；’ w;) = a{w)viR^C^C2 
+ [ (�2 + + C2alR^ + Ci + R^C…^ai - 6RC1C2 - SR'CiC2ai)vi 

+ (-C2 - C2aiR - C i - RC1C2 + 6RCiC2)V2 + C1RV3 

+ (402«3/? + 4C2aiR^a3 + R^CiCsas — RC …2 — 

-3a3RC2V^,V2 + {3alR^C2 — Ẑ 'CiCsaa)?； ]̂ — V5 

=Q!(W)Vi + miVi + 7712 V2 + 爪3 幻 3 + + + 爪50 幻 f — Vs 

where mi, 7712, m^, 77230，77121,爪50 are coefficients depending on R, Ci, C2, L, RQ, ai, as 
but independent of w. We can see that the solution u{v, w) is polynomial and in the form 
of 

u{v, w) = U c ( f ) + u{v, w) 

where u � … ) = m i i ^ i + m2例 + m^vz + mzQv\ + m2\v\v2 + msovl - u(v, w) = a{w)vi 
and a(w) is the uncertain parameter of the slave system. 

Performing an input transformation u = u — Uc(t') on the Duffing system gives the 
following system: 

X = -5y - a(w)y — jdy^ + + Uc{v) + u 

y = x (4.8) 

V = a{v). 

And define 

We also define r as follows, 

T = u{v, w) = a(w)vi 
(4.9) 

= r i v i + r2V2 + r2,V2, = Iv^^^ 
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where I = [n,厂2’ rs] = [q;(w;), 0，0 . 
Using the approach in Section 2.4.2. we can obtain 

I 1 [ / "I 1 [ 0 1.0 0 
= lAi Ai lAi = 0 0 1.0 (4.10) 

lAl IA\ 6.7857 5.8571 0.3571 

and 
I 1 r / 1 ~ r -1.9 0 0 

$2 = lAi A2 M l = -2.5786 0 0 (4.11) 
IA\ IA\ -21.5495 0 0 

satisfying Assumption 7. 
Pick a controllable pair (M, N) 

_-8 0 0 [ 3 
M = 0 —40 0 , N= 15 , 

0 0 - 7 2 36 

and solve T from the sylvester equation T巾 1 - MT =购 

0.3699 -0.0507 0.0061 
T = 0.3750 -0.0094 0.0002 . 

0.5000 -0.0070 0.0001 

Finally, let 9 = TT with T e R^^^ any nonsingular matrix. Then 

de(v,w) . de{v,w),. . , � � 

= T(f)(v)T-'^e{v,w) 

=a{6{v, w),v) 

where (p(v) = $1 + (p(v), ip(v) = $2«2(”）and 

u(v,K；) = = P(0(v,w),v). 

The dynamic system 

7) = j(v,u,v) = Mrj + T(p(v)T-^rj + Nu (4.12) 
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is the internal model with the output u. The following augmented system (4.13) is the 
combination of (4.4) and the internal model (4.12) 

X = -6y 一 a{w)y - + + + u 

y = x (4.13) 

7) = M77 + TVWT-177 + Nu. 

Applying the following coordinate and input transformation 

Z = X — :x.(v,w), 

7? = 77 - 0(v,w), 
" h (4.14) 

e = y- y(v,w) 

u = u — P{r]) 

on the augmented system (4.13) gives 

i = - a (w)e - P(3v;e + + e^) - + u + P(f)) 

e = z (4.15) 

f} = (M + mT-i + TV � r-1)万 + Nu 

which can be reformed as 

z = F(w)z + G(e, V, w)e -\-u-\- P{fj) 

e = H{w)z-{-K{e,v,w)e (4.16) 

fj=(M + TV 屯 T—i + TV � T一 1)” + Nu 
where F{v,w) = -6, G{e,v,w)e = {Svf -\-3vie-{- - a{w)e, H{w) = 1，K{e,v,w)e = 0. 

The relative degree of the above system is r = 2 satisfying Assumption 8. We further 
perform a coordinate transformation ^ = 77 - NP{w)z on the augmented system (4.16) 
where P{w) = b{w) = H{w)g{w), and obtain 

i = lF{v, w) + g(wyi/T-iNP]z + g(w)屯T-^^Tj + G(e, v, w)e + g(w)u 
� (4.17) 

=Fuiv,w)z + Fi2(w)rj + G{e,v,w)e + g{w)% 

and 

今= l M N P ( w ) + Tip{v)T-'^NP{w) - NP{w)F{w)]z + (M + Fu)fi 

-NP{w)G(e,v,w)e (4.18) 

=F21 …’ w)z + (M + Tip{v)T-')?j - NP{w)G(e, v, w)e 
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Now let 

5 ( � � （5(e’7;’i/;) 1 \z 
--NP(w)G(e,”,w) rj_ 

IP I � Fii Fi2 
Faiv.W)= , , 

[F21 M + Tip(v)T-\ 

9a{W) = ， H A ( W ) = \H{W) 0 ] , 
0 L 

Then, in the coordinates C,e, system (4.16) can be put in the following form 

C = K(v, + Ge(e, V, w)e + ga{w)u, 
~ (4.19) 

e = Ha{w)C + K(e, v, w)e, 
Define the following dynamic extension: 

‘i = - 6 +冠’ (4.20) 

and perform the transformation as follows 

C = C - h(v, w)e (4.21) 

where D{w) and h{v, w) can be calculated from (3.25), (3.29) and (3.30) 

' l l [ 120.3 -

�� 0 , , � - 2 1 - 84.6?;? 
D{w) = , h{v,w)= � 

0 -585 - 83.41；? 

0 -2556 - 112.4i;2 
. L . ^ _ 

which turns the extended augmented system into the following: 

C = F{v,w)C G{e,v,w)e, 

e = H{w)C + K{e, , (4.22) 

= 一 6 + 丑 

where 

' - 1 0.0805 -4.19 5.08 ] 
_ 0 - 8 - 0.0566 ;̂? 2Mvj -S.blvf (4.23) 
— 0 -0.0566^;? - 4 0 + 2.90 ;̂? -3.52^;? 

_ 0 -0.0752?;2 3.91^? - 7 2 - 4.74< 
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� dh{v,w) . f d{v,w) , A d{v,w) 
G ( e ， — = - + w) - ^ ^ a H j ^ 

_ -10662 - 231.7?;? - 3evi - ê  - a{w) 1 (4.24) 
— 171 + 8089?;? + 1601；? + 9evi + Sê  + mviv2 + 3a(ii；) 

_ 10689 ;̂? + + 23415 + 45evi + ISe^ + lQlv^v2 + 1 5 a H 
_ 180401；? + 213?;̂  + 18416e^;i + SGê  + 22̂ ViV2 + 36a(w;) _ 

H{w) = Ha[w) = [ 1 0 0 0]， 

— ( j ( 飞 ) ~ (4.25) 
K{e,v,w) = + = 120.3. 

o[w) 
Now the problem turns to be a non-autonomous stabilization problem. First we need to 
find the boundedness of Chua's circuit. 

4.2.2 Boundedness of Chua's circuit 

We rewrite Chua's circuit system (4.6) with parameters given in Section in an easier way. 

Vi =p[v2 -Vi- g{vi)] 

V2 = yi V'i (4.26) 

V3 = -qv2 

where p = 9.5, g{vi) = aiVi + asvf = -^v： + 0.2vi and g = 5. 
A smooth Chua's circuit's ultimate boundedness has been obtained in [37] by con-

structing a radially unbounded and positive definite Lyapunov function 
2 2 Vf 2 V=—+V2 + — - aV2V3 

V q 
叫 k l (4.27) 

=V2 Gl V2 . 

Vz Vs 
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Differentiating V w.r.t. time t 

r T* r n 

Vl Vl 
y = V2 G2{Vi) Vl 

V3 Vs 
P -1 T r n 

巧 巧 (4.28) 

= V 2 G2K1) V2 - — 
V3 V3 

< 彻 ) ) \ y _ 2a3< 
- A m ( G I ) _ 

L Am(GI) � 

where 

"i 0 0 ‘ 

p 
Gi= 0 1 - f , 

0 - 2： 1 _ 2 q 

-2(ai + 1) - a^vj 2 f 
G2(幻 1 )= 2 - 2 +erg - f , 

£ -(J 
- 2 2 

and 彻)）and \M{G\) are respectively the maximum eigenvalues of and 

Ci. 
Choosing proper cr and Vbi, we can have 

{ G i � 0 ， (4.29) 
\ G2K1) < 0 . 

And when 

释 HS&hi"， _ 
入 m(GI) 

and 
V(v ( t , to , v (0 ) ) )>n (4.31) 

the following inequality 
(V(v(t,to,v(0))) - n ) < (V(v(0)) - H)e U g ; ) (4.32) 
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holds. 
We can obtain the range of a and v î from inequalities (4.29) 

2 2 
0 < cr < min{ —, — } (4.33) 

V Vq 

After calculation, we choose a = 0.15, Vbi = 2.95 and obtain Vj, = 47.7 from (4.30). 
Let fl = = Vb} and v器2 = supQĝ â vf. Then when v̂  > m a x {？ ; — 《， 

V(v(t, to, vo)) is exponentially decreasing and ultimately enters into the region V(v) < Vb, 
i.e. 

2 2 

\/ = — + + — - a仍仍 (4.35) 
V Q 

and we have ^ < 14 which is < = 20. 
We have estimated the boundedness of v\, and the boundedness of V2 and v̂  is proved 

in [37]. Because we only need the estimation of the boundedness of Vi for stabilization, 
here we ignore proof of the boundedness of V2 and V3. 

4.2.3 Stabilization 

Now we will show that for all v G R^, F{v,w) < 0. Here we find that F{v,w) = F{v) in 
system (4.22) is not dependent on w 

' - 1 0.0805 -4.19 5.08 “ 
� 0 - 8 - 0.0566 ;̂? 2Mv'\ -3.57?;? 

Fiv)= 
0 -0.0566?;? -40 + -2>.h2v\ 

_ 0 -0.0752t;2 3.91?;? - 7 2 -
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We can check that 

- 1 < 0 

- 1 0.0805 
0 > 0 

0 - 8 - 0.0566?;? 

- 1 0.0805 -4.19 
0 - 8 - 0.0566?;? 2Mvj < 0 
0 -0.0566?;? - 4 0 + 2.90vl 

一 1 0.0805 -4.19 5.08 
0 - 8 - 0.0566Z；? 2.94 ;̂? -3.57?;? 

1 1 1 � 0 
0 -0.0566t;f - 4 0 + 2.90?;? 
0 -0mb2v1 3.91?;? - 7 2 -

for all V e So F{v,w) < 0’ for all v e 
_ 一 _ 

Define Vb(C, t) = Q C , and we need to find Q > 0, for all f G V̂  

QF(v)^F(v)'^Q <-I. (4.36) 

Use LMI tools in Matlab, we can obtain a positive definite Q 

‘7.9462 0.0775 -0.7968 0.5339 “ 
八 0 . 0 7 7 5 0 . 0 0 1 5 - 0 . 0 1 3 6 0 . 0 0 8 9 , 

Q — X 10 
-0.7968 -0.0136 0.1629 -0.1168 

_ 0.5339 0.0089 -0.1168 0.0887 _ 
and the eigenvalues of Q are [0.3, 1.73，64.2，1243]. The bound of V̂  at least needs to 
cover the whole trajectories of Chua's circuit for t > 0 . 

QF{v) + F(vfQ^I = 

‘ 一 1589244 -5723 - 6.9vj -61560 + 359 ;̂? 140220 - 435^? _ 
-5723 - 6.%? -1217 + 0.535^;? 26389 + 32.3?;? -27487 — 48.59?;? 

< 0 
一61561 + 3591；丨 26389 + 32.3 ;̂? -640631 - 4808^f 686143 + 6322 ;̂? 

_ 140220 - -27487 - 48.6?;? 686143 + 6322vj -742968 - 8262t;f_ 

which is equivalent to the following inequalities (4.37), (4.38), (4.39) and (4.40): 

-1589244 < 0. (4.37) 
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-1589244 -5723 - 6.9?;? , � 
, 1 � � 0 4.38 

-5723 - Q.9vj -1217 + 0.535?;? 

for all < 43.2. 

-1589244 -5723 - 6.9 ;̂? -61560 + 359?;? 
-5723 - 6.9?;? —1217 + 0.535 ;̂? 26389 + 32.3?;? < 0 (4.39) 
一61561 + 359?;? 26389 + S2.Svj -640631 - 4808?;? 

for all < 31.5. 

-1589244 -5723 - 6.9?;? -61560 + 140220 - iSbvj 
-5723 - 6.9?;? -1217 + 0.535?;? 26389 + 32.3t;? -27487 - 48.59 ;̂? 

1 1 1 > 0 
-61561 + 35%丨 26389 + 32.3?;? -640631 - 4808^? 686143 + 6322^? 

140220 — 435vf -27487 - 48.6 ;̂? 686143 + 6322 ;̂? -742968 - 8262vj 
(4.40) 

for all 17；! I < 26. The inequalities (4.37) to (4.40) prove that QF(v) + F{v)'^Q + / < 0， 

for all e V = •(叫 | f i | < 26} which covers the trajectories of Chua's circuit. 
To design the control law of the synchronization problem, let us introduce some in-

equalities . T h e r e exist smooth real valued functions qi{v,w), ai(e), i = 1,2 such that, 
for all f G V and w eW 

\G(e,v,w)e\^ <qi{v,w)ai(e)e^ (4.41) 

\K{e, V, w;)e|2 < q2{v, w)a2{e)e'^. (4.42) 

Here we can use ai(e) = 1 + e*, a2(e) = 1 and qi{v, w), i = 1,2 are bounded. 
Define, 

Vo((.t) = lfQC 

which is positive definite. Thus 

Ko = wYQ + QF{v, —K + v, w)e 
_ 1 (4.43) 

Next we define 

？1 = 6 - ĉ i (4.44) 

k = /9(e)e2, (4.45) 

ai{e,k) = -kp{e)e (4.46) 

61 



and 

Vi = ifQC + + ^b{w)(k — kf (4.47) 

The time derivative of Vi along the trajectory of (4.44) to (4.46) is given by 

Vi =VQ^ee + b(w){k-k)k 

+ e[H{w)C + K{e, v, w)e + b{w)(i] + b{w){k - k)p{e)e^ 

< - { l - e)|Cr + + + (4.48) 

+ q2(u, w)a2(e)e^ + 6(iy)efi — b{w)kp{e)e^ 

+ I + 'w)a2{e) — b{w)kp{e)]e'^ + b{w)e^i 
Define 

V2 = V̂i + (4.49) 

and 

= 祐 -

= f i ( - 6 + w) - fidi 

= 6 [ - ( l i + tti) + -

—6 ^ (H(w)C + K(e, V, w)e + ) 

S — � - i ( _ 叫 + [ 尝 # 2 ) + >丨2丨(丨2 (4.50) 

+ 尝 ) 2 + 尝 ) 2 + � -

- , dai , \ 9 dai dai ^ � 
= - 召 + + ^ - + 恥 - " ^ ⑴ 

+ 全問 2|CT + 全 一 ’ — 一 
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Then we have 

一 ( 卜 卜 是 丨 職 | 2 

1 1 5 _ (4.51) 
+ l-l{'w)\Q(w)\'^qi{v,w)ai{e) + - + -q2iv,w)a2{e) - b{w)kp{e)]e'^ 

+ - ai + iZ — + 

At the end of the design, taking 

^ = - 6 W e + ai + ？ - 尝 ” + 尝 6 (4.52) 

gives 

1 1 5 一 (4.53) 
+ l-l{w)\Q{w)\'^qi{v,w)ai{e) + - + -q2{v,w)a2(e) - b(w)kp{e)]e^ 

Because ai(e) = 1 + e^, <22(e) = 1 and qi, q2 are bounded, we can choose /?(•) = 1 + e^, 
and e > 0, / > 0 satisfying I — e - > 0. Since b{w) = 1 > 0’ there exists a sufficiently 
large positive constant k, satisfying 

^ � b{w)pie) 夺） 

Then applying the design above to the augmented system yields a dynamic output feed-
back controller given by 

u = u + P{r]) + Uc{v,w) 

u = u-\- P{rj) 

77 = 7(77, w, v) = Mr]T<f{v)T-'^r] + Nu (4.55) 

“ （ 1 + e V 

li = + w 

which solves the original synchronization of Duffing oscillator (4.8) with Chua's circuit 
(4.6). 
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The tracking performance of the controlled system when w=0 
81 i , , , 丨 

y 
v1 

6 • -

；IAAAM 
_4 1 1 1- 1 

0 2 4 6 8 10 
Time/s 

Figure 4.1: Tracking performance of the controlled circuit when it; = 0 

4.2.4 Simulation Results 

The performance of our design is verified by computer simulation. Parameters of the 
system (4.8) are ao = 1, = 1, 7 = 1 with the uncertain parameter il* = 0 or it; = 士0.5’ 
and initial states of the closed-loop system and exosystem are x{0) = [7, 7], ^ ( 0 ) = 
7, 77(0) = [1’ 1’ 1], z;(0) = [1，1，1, 0, 1], /c(0) = 1. Fig 4.1, 4.2 show the tracking 
performance and synchronization error when the uncertain parameter w = 0. Fig 4.3, 4.4 
show the tracking performance and synchronization error when the uncertain parameter 
w = ±0.5. 

4.3 The Chaotic SMIB Power System Synchronizes 
with Van der Pol Oscillator 

Electrical power systems are essentially nonlinear dynamic systems. Studies on the prop-
erties of power systems and its control [16], [18] and [17] could be of considerable impor-
tance from the point of view of avoiding undesirable behaviors such as power blackout. 
Synchronization in power systems is of huge importance from the management point of 
view of complex power systems. This section is devoted to complete synchronization of 
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The synchronization error 

2 j I J r- 1 1 

1.5 • 

1 • 

I�:H / v 
-0.5 •“ 

- 1 

-1.5 -

_ 2 _ • _ _ ! I I I I 
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Figure 4.2: The synchronization error Xi — when w = 0 

The tracking performance of the controlled system when w=[-0.5, 0.5] 

81 1 1 1 I • 
— — — Y 

, v1 
6. " " " 
4：；! -

"Ijl mm ir 
I - 4 I i ‘ ‘ ‘ 

0 2 4 6 8 10 
Time/s 

Figure 4.3: Tracking performance of the controlled circuit when w = ±0.5 

65 



The synchronization error when w=0.5 
1 . . . . . 

0.5 j 
下。 . 
X 

-0 .5 

- 1 

5 1 1 1 1 1 
• 0 5 10 15 20 25 30 

Time/s 

Figure 4.4: The synchronization error Xi - Vi when w = ±0.5 

a single-machine-infinite-bus (SMIB) power system with Van der Pol oscillator. We use 
numerical simulations to estimate the control law for the synchronization to occur. 

The power transmission of the synchronous generator is reflected on the dynamic 
behavior of the magnet rotor. So the dynamic performance of the generator could be 
described by the dynamic equation of the rotor. Considering the classical SMIB power 
system, the dynamic equation of the rotor with the rotor angle Q as the state is as follows 

M 尝 + 罢 + Pmax sin 9 = Pm (4.56) 

where M is the moment of inertia, D is the damping constant, Pm is the power of the 
machine, and Pmax is the maximum power of generator. The Pm is also assumed to be as 

Pm = Asincjt (4.57) 

We note that the SMIB power system can be reformulated as an autonomous system 
as follows 

X = —CO； — /3 sin y V3 u 

y = X 
(4.58) 

V3 = UJV4 

V4 = -LOV3 
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Phase portrait of the open SMIB system 

,1 ^ ^ : 
1： ^ ^ P ； 

-1o' ‘ ‘ ‘ ‘ ‘ 
-15 -10 -5 0 5 10 15 

x1 

Figure 4.5: The trajectory of SMIB power system 

where 
V = 9, X = 6, c = —, (3 = f =— y ’ M M M 

and 
；̂3(0) = 0，V4{0) = / . 

Conclusive investigation of the dynamic behavior of the SMIB power system is con-
ducted in [5]. Specifically the authors in [5] establish the range of parameters, when such 
a simple system exhibits a chaotic behavior, e.g. Fig. 4.5 shows the chaotic behavior 
when P = 1, c = 0.5, w = 1，and / = 2.45. 

In this section we will design a controller to synchronize the chaotic SMIB power 
system with Van der Pol oscillator based on the approach discussed in Chapter 3. 

The following typical Van der Pal oscillator is considered as the master system 

= V2 
(4.59) 

V2 = - a v i + (1 — Vl)v2 

and can be rewritten as 

{； = wi = A i v A 2 v a 2 ( v ) (4.60) 
y2_ 

where 
, ' 0 l l , � 0 0] , � 2 

= , , 成 = … ， — ） = < 
—a 6 � |_0 oj 
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For convenience of discussion, let a = 1, 6 = 1 . The Fig 2.3 shows a globally asymptoti-
cally stable limit cycle. 

4.3.1 Transfer the synchronization problem into the stabiliza-
tion problem 

It is easy to verify that the solution of the regulator equations of system (4.58) and (4.60) 
exists and has the following form 

y{v,w) = vi 

x(f, w) = V2 

u{v, w) = (Co + w)v2 -vi-\-{l- vl)v2 + P sin(?;i) - vs 

It can be seen that the solution u{v, w) can be written as follows 

u(t;, w) = Uc{v) + u{v, w) 

where \i{v,w) = (cq + w)v2 vanishing at the origin, and Uc{v,w) = -Vi + (1 - vf)v2 + 
Psm{vi) — 1*3 which does no depend on w. 

Define tt as 
77 =合…)=(Co + W)V2 = TiVi + r2V2 二 FiZ；� 

where Fi = [ri, r?] = [0, Co-\-w], and = tt. Define 

rp 

T{V,W) = [TT, ZMIVTT], 

and there exist matrices 

$ 1 = 0 1 , 少 = [ 1 ’ 0] 

—1 1 

and 
^ "o 0 
$2 = 

0 - 1 

satisfying Assumptions 7. 
Let w) = TT{V,W), where T e R^^^ is any nonsingular matrix. The derivative of 

9 satisfies 

？ = Tmr,{v,w) 
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where = + (p{v) and ip{v) = <1>2“2(̂ )̂，with (^(0) = 0 and 0(0) = 
Let 

- 1 0 1 �1 ' 
Mi = , N,= . 

_ 0 -5_ 5 

There exists a unique nonsingular matrix T, such that the following Sylvester equation 
T^i -MT = N^ holds 

m 0.6667 -0.3333" 
T = . 

0.9677 -0.1613 

The internal model with the output u is as follows 

77 = 7 ( 7 ; , u, v) = Mr]Tcp{v)T~'^r] + Nu ( 4 , 6 1 ) 

where u = u - Uc{v,w). Performing the following coordinate and input transformation 

z = X - w), 

e = y- qiv,w), 

f j = T] — 0{v, w), 

u = u - P{r]) 

on the augmented system one can obtain the following system 

i = -(Co + w)z - P[sm{e + î i) - sint»i] + w + P{r}) - j3[9) 

e = z (4.62) 

jj= (M + iV 屯 T-i + Tip{v)T-'^)fj + Nu. 

We further perform the following coordinate transformation on (4.62) 

rj =ri — NP{w)z 

where P(w)=微=1，b{w) 二 H(w)g[w) = 1. Define ( = [ 之 ’ 明 『 ， a n d the system 
(4.62) can be written in the following form 

C = + Ga(e, V, w) + ga{w)u 
(4.63) 

e = Ha(w)C + Ka(e, v, w) 
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where 

一 (co + i^) + 7 -0.75 I _ 

F a M - - l + ¥ + ( c � + — —1 一孕 M ， 

__25 + 寧 + 5 ( c � + ẑ ) - 5 + f 

-sin(i»i + e) + sinfi 
Ga{e,v,w) = sin(i;i + e) — sint^i 

5 sin(i»i + e) — 5 sin Vi 

1 
9a(w) = 0 

0 

Ha{w) = [1, 0’ 0] 

Ka{e,v,w) = 0 

There is a difference between the above system (4.62) and the standard system (3.17) 
that Go(e, v, w) can not factorize a factor e as the form Ge{e,v,w)e in system (3.17). 

Attach the following dynamic system to (4.63), 

= (4.64) 

and perform the following transformation on the extended augmented system (4.63) and 
(4.64) 

C = C - - h{v, w)e (4.65) 

where D{w), h(v,w) can be calculated as follows 

b{w) = Ha{w)ga{w) 

d{v, w) = {Fa{v, w) + I)ga{w) 

口 � d{v,w) (4.66) 

D(w) = ffa(W) 
Then the extended augmented system turns into the following form: 

C = W)( + G(e, V, w) 

e = H{w)( + K(e, V, w) + (4.67) 
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where 

� dh{v,w) . , , � d{v,w) \ d{v,w) 

+ G “ e ’ — - 鮮 i ^ e ’ — ’ _ 

^M = ^aH, 

K(e, V, w) = 二)e + Kj^e, v, w) 
o[w) 

Substituting the parameters of the system into (4.68), we get 

- -1 -0.75 i “ 

F{y .w)= 0 - 1 - 寧 M 

.0 - 響 - 5 + f 
See — 46e - sm{vi + e) + s'mvi 

G{e,v,w) = e — - ce - ^{evj + evfc) + sin(?;i + e) - sin vi — ^ViV2e 
— I f e + evfc) + 125e - 25ce + Ssin—i + e) - 5sin^;i — ^ViV2e 

H{w) = [1, 0, 0] 

K(e,v,w) = —ce + 8e 

c = Co -{-w 

4.3.2 Stabilization 

The original synchronization problem has been transfer into the stabilization problem of 
system (4.67). First we can get 

- 1 -0.75 § 

F{v,w)= 0 - 1 - 孕 婴 < 0 

_0 - 響 — 5 + f 

for all vi e R. To deal with the stabilization problem, we use the following inequality 

I sin(t;i + e) - sintMl 二 I — 2 s i n ( ? ^ ) sin 悬| < |e| • | (4.69) 
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on G(e, v̂  w) 

See - 46e - sin(?;i + e) + sin Vi 
\G(e,v,w)\ < e - 28evj - ce - 号 + ev^c) - fviv2e + sin(vi + e) - sinvi 

- IfeK + evjc) + 125e - 25ce -罾 v i v 2 e 5sin(^;i + e) — 5sin^;i 

( 8 c - 4 6 1 � 

< l - 2 8 v j - c - ' i ( v t + v l c ) - f v i v 2 + 1 |e| 

^ — if M + vie) + 125 - 25c - 帶 ViV2 5 乂 

(4.70) 

where v and w are bounded. Because Van der Pol oscillator has a limit cycle, we know 
that when the initial state is inside the limit cycle, the trajectories will be contained in 
the limit cycle, that is ̂； G V" = {叫 < 3} for all t > 0 . 

Then we suppose k; E is bounded, and 

\K{e, v,w)\' = \-ce-^ Sep < | - c + 8|2|e|2. 

So q2{v, w) = I — c + 8|2 and is bounded. Now we have found the smooth real valued 
functions qi{v,w) >0， i — 1,2 for each v e V, w e W, e e R, such that the following 
inequalities are satisfied 

<qiiv,w)e^ (4.71) 

\K{e,v,w)\^ <q2{v^w)e\ (4.72) 

Comparing inequalities (4.71) and (4.72) with inequalities (4.41) and (4.42) in the last 

example, we have ai(e) = 1，a2(e) 二 1. 

Next define Vo(C 0 朋 follows 

Vo{Ct) = lfQC 

where Q is positive definite, I > 0，and for all v eV, Q satisfying 

QF(v) + F{vfQ < -I 

We use V e V = {v\\vi\ < 3}, and V covers the whole limit cycle of Van del Pol oscillator. 

And we choose 
1.1254 -0.3268 0.2867 

Q = -0.3268 1.3938 -0.1170 
0.2867 -0.1170 0.3318 
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which satisfies 

QFiv) + F(vfQ = 

-2.25 -0.19 + 0.282̂ ;? 0.024 - 0.194?;? 
-0.19 + 0.282i;2 -2.30 - 4.0v^ —0.019 + 1.32 ;̂? < -I 
0.024 — 0.19?;? -0.019 + 1.32vj -2.43 + O.OQt;? 

Define 

？1 = 6 - ô i (4.73) 

k = (4.74) 

ai(e,/c) = -kp{e)e (4.75) 

and 

Then 

+ [h(w)\Q\'^qi{v,w) + • + ^q2{.v,w) - b{w)kp{e)]e^ 

-召 + 6 [ 6 W e - ai + 权 — + 

At the end of the design, taking 

choosing 

l = {l-e-\H\^)>0 

b{'w)p(e) 
P{-) = 1, 

gives 
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Tracking performance when w=0 
151 ^ . . . I 

y 
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- 2 0 1 ‘ ‘ ‘ ‘ ‘ 

0 10 20 30 40 50 60 
Time(sec) 

Figure 4.6: The tracking performance of the controlled system when w = 0 

Applying the design above to the augmented system yields a dynamic output feedback 
controller as follows 

u = u + P{r}) + Uc{v,w) 

rj = 7(77，u, v) = M7j + T(fi{v)T-^r] + Nu 

k = e' 

4.3.3 Simulation Results 

The performance of our design is verified by computer simulation, and Fig 4.6 and 4.8 and 
show the tracking performance of the closed-loop system, and Fig 4.7 and ？? show that 
error tends to zero when time is large enough. Parameters of the system are 6 = 1 , a = 1 
with w = [-0.2,0,0.2], and initial states of the closed-loop system and exosystem are 
^(0) = [0.2, 0.5]’ <e(0) = 1, "(0) = [1’ 1], t^O) = [0’ 1’ 0, 1], m = 1. 
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The synchronization error when w=0 
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Figure 4.7: The synchronization error when w = 0 

Tracking performance when w=[-0.2, 0.2] 
151 ‘ ‘ ‘ = = 1 
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Figure 4.8: The tracking performance of the controlled circuit when w = [-0.2,0.2 
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4.4 Conclusions 

In this chapter we have applied the robust output regulation technique to handle the 
robust synchronization problem. Based on the solvability of the regulator equations, we 
transfer the robust synchronization problem into a robust stabilization problem. Then we 
design a feedback control law to settle the stabilization problem. Two applications have 
been studied that one is the output of Chua's circuit tracking the output of Van der Pol 
oscillator, and the other is the output of the SMIB power system synchronizing with the 
output of Van der Pol oscillator. 

• End of chapter. 
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Chapter 5 

Conclusions 

This thesis has mainly considered the problem of applying the framework of the robust 
output regulation to solve the robust output synchronization problem. The main contri-
butions of the thesis are summarized as follows: 

In the first part, we solve the local robust synchronization problem of Chua's circuit 
synchronizing with Van der Pol oscillator by the robust output regulation method. The 
control law is designed based on the internal model approach arising from the framework 
of the robust output regulation. We have obtained a design overcoming the obstacle of 
devising a nonlinear internal model to account for the nonlinear master system. 

In the second part, we first investigate the solvability of the nonlocal robust output 
problem with the effective control region large enough to cover the attractive region of 
the master systems. We have overcome three obstacles. The first is to choose a proper 
framework of output regulation to transfer the synchronization problem into a stabilization 
problem. The second is to add a filter to the time-varying augmented system and perform 
a proper coordinate transformation to obtain an extended augmented system in a lower 
triangular form. The third is to settle the time-varying stabilization problem. In addition, 
we have analyzed the differences between the two frameworks for tackling the output 
regulation problem and point out which framework is suitable for our problem. 

In addition, we have also settled two applications, the synchronization of Duffing 
oscillator with Chua's circuit and the synchronization of the SMIB power system with 
Van der Pol oscillator. 

My future work will be focus on the following problems: 

• Continue to investigate the global robust synchronization problem and apply it to 
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more emerging and significant engineering problems. 

• For the nonlocal robust synchronization, remove the restriction that the relative 
degree of the slave system is r = 2 and further study the cases when the relative 
degree is r > 3. 

• Study more nonlinear control techniques in order to obtain more methods for sta-
bilizing various non-autonomous systems. 

• End of chapter. 
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