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Abstract 〔 

Although widespread digital video transmission is now on the horizon with the 

introduction of ATM based broadband networks, there are still a number of 

problems which must be solved before efficient video transmission is possible 

on broadband networks. Specifically, how to achieve both the advantages of 

steady image quality and simple transport of video traffic. It turns out that 

VBR-compressed video sequences should be adapted to CBR by either spatial 

smoothing or temporal smoothing, so that they can be delivered over the network 

using a CBR channel. 

This thesis studies both spatial smoothing and temporal smoothing for the 

VBR-CBR video traffic adaptation. For spatial smoothing, we investigate video 

aggregation, a concept that integrates compression and statistical multiplexing 

of video information. The shortcomings of previous approaches that separate the 

processes of compression and multiplexing are explained based on considerations 

of image quality, bandwidth usage, network management and operation: we 

argue that it is better to perform compression and multiplexing together before 

the bundle of video traffic enters the network. We present experimental results 

which demonstrate the advantages of video aggregation in terms of superior 

image quality and efficient bandwidth usage. 
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For temporal smoothing, we establish a framework for video traffic adapta-

tion based on a linear-feedback control model. Important issues of this adapta-

tion scheme, such as stability, robustness against scene change and coding-mode 

switching, and the trade-off between image-quality and buffer-occupancy fluctu-

ations, are studied with a control-theoretic approach. Compared with previous 

video traffic adaptation schemes, our framework allows systematic designs and 

analysis of the adaptation controller. More importantly, this control-theoretic 

framework may open up many new possibilities for further research. 
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Chapter 1 

Introduction 

Future broadband communications networks are expected to carry information 

from a wide variety of services and applications. Video and image traffic, how-

ever, is likely to dominate because they are naturally more bandwidth-hungry 

than other media. It is therefore important to understand how video traffic 

might best be multiplexed, transported, and switched. 

The Asynchronous Transfer Mode (ATM) [1] has been accepted by the In-

ternational Consultative Committee for Telecommunications and Telegraphy 

(CCITT) as the basis for multiplexing and switching in future broadband net-

works. This is mainly due to the high flexibility of ATM networks in handling 

multimedia services. In ATM networks, data are packetized into fixed-length 

cells of 53 bytes. Cells are routed in the network independently based on the 

routing information contained in their 5-byte headers. These cells may be dis-

carded inside the network when traffic congestion occurs. 

Unlike general data transmission, video transmission is delay-sensitive: the 

delay and delay-jitter requirements must be stringent to 1) keep the transmitter 
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Chapter 1 Introduction 

and the receiver synchronized; 2) avoid choppy motion of the received video; 

and 3) to facilitate interactive control (e.g., in the case of interactive video-

on-demand and video-conferencing services). Hence, for video transmission, re-

transmission of the discarded cells is usually not allowed. Although video to 

some extent is noise-tolerant, cell loss may still result in serious image-quality 

degradation (to be discussed later). 

Therefore, although widespread digital video transmission is now on the hori-

zon with the introduction of ATM based broadband networks, there are still a 

number of problems which must be solved before efficient video transmission is 

possible on broadband networks. 

This chapter gives a brief introduction to our research focus. Section 1.1 

describes video compression and transport in a generic manner. Section 1.2 

gives motivations for the VBR-CBR adaptation of video traffic. The research 

problems we are interested in are described in Section 1.3. Lastly, Section 1.4 

describes the organization of the remainder of this thesis. 

1.1 Video Compression and Transport 

To reduce the bandwidth needed, video is almost always compressed before 

transmission. Video compression schemes can be classified into variable bit-rate 

(VBR) or constant bit-rate (CBR) compression, according to whether the output 

rate of the encoder is variable or constant [2 • 

For a given video stream, its intrinsic bandwidth requirements may vary 

over time as to maintain a constant image quality, thanks to the scene content 

variations of the underlying video sequence. In CBR compression, the output 
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Chapter 1 Introduction 

bit rate of the encoder is forced to be constant. Because scenes that intrinsically 

demand high bandwidths may have their bandwidths cut down to maintain the 

constant output bit rate, the image quality varies over time (Fig. 1.1 (a) [2]). 

In contrast, in VBR compression, the output bit rate of the encoder varies over 

time according to the intrinsic bandwidth requirements of the underlying video 

sequence. Therefore, the image quality is more or less constant (Fig. 1.1 (b)). 

Moreover, in order to enhance the compression performance, and to support 

some important functions (e.g., fast-forward display), some VBR compression 

schemes use different coding modes, which provide different compression ratio 

and features, to code the frames. For instance, the Moving Picture Experts 

Group (MPEG) compression scheme [3, 4, 5] switches over intraframe, interframe 

and interpolative coding modes periodically. Since VBR compression schemes 

can provide higher averaged compression ratio and more steady image quality, 

they are generally preferred to CBR compression. 

As a matter of fact, compression schemes that lie somewhere between the 

two extremes (i.e., fixing the output bit rate and fixing the image quality) are 

also possible. In general, in the consideration of compression, there is a kind of 

"uncertainty principle" which consists of the tradeoff between the variations of 

bit rate and image quality. 

CBR and VBR transport, as distinct from compression, refers to using 

constant-bit-rate and variable bit-rate channels, respectively, for the transport of 

data. Transport using CBR channels has many advantages from the networking 

viewpoint. Since the data rate is constant, bandwidth allocation and tariff for 

network usage are simple. It is also straightforward for the network to multiplex 

several CBR channels onto a common physical link and guarantee the delivery 
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Bit rate Distortion 

\ \ I Distortion 
• \ \ i variation 

Time \ V 
Quality \ T><” 

— C Bits 
Time (Fixed rate) 

(a) CBR video compression. 

Bit rate Distortion Distortion-vs-bits 
functions of different 

/ / ^ \ video frames 

^ \ \ / Bits variation 
Time \ 

Quality “ ——-

Time Bits 

(b) VBR video compression. 

Figure 1.1: Characteristics of VBR and CBR video compression schemes. 
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Chapter 1 Introduction 

of all information since traffic arrives at a predictable rate. 

It is natural to use CBR transport for CBR-compressed data. Similarly, VBR 

compression followed by VBR transport is a natural combination. In the second 

case, however, it is difficult to multiplex VBR video streams while guaranteeing 

the delivery of all cells, because the multiplexed streams may all output a large 

number of bits simultaneously. Since video data have been highly compressed, 

when cell loss occurs, and especially when some important data (e.g., header 

information and grey-level signals of the images) are contained in the discarded 

cells, serious image-quality degradation may result. Generally, more than the . 

average bandwidth needs to be allocated to a VBR stream to maintain a small 

cell-loss probability. Even then, absolute cell-delivery guarantee is not possible 

unless the peak bandwidth is allocated, in which case the delivery of the VBR 

stream will be expensive. For public networks, the fact that cells may be dropped 

due to interference from other streams also complicates the tariff problem and 

the contractual agreement between the network operator and user. 

Two-layer coding and transport strategy [2, 5, 6’ 7, 8] is proposed to alleviate 

the image-quality degradation problem of transport of VBR compressed video. 

However, it complicates the network operation and decoder design (this shall be 

discussed in section 2.3), as well as may result in blocky effect on reconstructed 

images [4]. 

1.2 V B R - C B R Adaptation of Video Traffic 

Given the desirability of VBR compression (which offers relatively constant im-

age quality) and CBR transport (which facilitates simple network operation), an 
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VRR-CRR Virion AHPiptation 

z \ 
Spatial Smoothing Temporal Smoothing 

z \ 
Open-Loop Close-Loop 

Figure 1.2: A possible taxonomy for different VBR-CBR video adaptation ap-

proaches. 

issue is how to adapt VBR-compressed video traffic to CBR channels. In other 

words, how to smooth the traffic generated by VBR video encoders so that it 

can be delivered over the network using a CBR channel. It turns out that this 

VBR-CBR adaptation of video sequences can be achieved with several possi-

bilities. Figure 1.2 is a possible taxonomy for different VBR-CBR adaptation 

approaches. 

In spatial smoothing, bandwidth of a CBR channel is statistically shared 

among a number of VBR-coded video streams: betting that not all the video 

streams will demand high bit rates simultaneously, the bandwidth-hungry streams 

may "borrow" bandwidth from the less demanding streams. Although individ-

ually the streams are VBR, as a whole the traffic is adapted to be CBR. 

In temporal smoothing, bandwidth of a CBR channel is shared among dif-

ferent time moments of a VBR-coded video stream. Data from the output of 

the VBR encoder are fed to a smoothing buffer, which then forwards data at a 

constant rate to the network. This method is especially effective in smoothing 

the different bandwidth requirements of successive frames. 

VBR-CBR adaptation by temporal smoothing can be further divided into 
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two classes, according to whether the VBR-compression and the temporal smooth-

ing are in an open-loop or in a close-loop. For the former case, the VBR-encoder 

compresses the video sequence at a constant image quality, regardless of the 

buffer occupancy at the smoothing buffer. In contrast, for the close-loop case, 

the VBR-encoder adapt its output bit rate (by coding the video sequence at 

different image quality) in response to the occupancy of the smoothing buffer. 

In order to prevent cell loss due to buffer overflow at the smoothing buffer 

(which may results in serious image quality degradation of the reconstructed 

video), for temporal smoothing, the close-loop case usually is preferred to the 

open-loop case. Therefore, when we are talking about temporal smoothing in 

this thesis, we simply refer the close-loop case by "adaptation" unless specified. 

Note that spatial and temporal smoothing are complementary, in the sense 

that in a hybrid system, a number of video streams can first be smoothed to 

less bursty (by spatial smoothing), afterwards, this multiplexed traffic is further 

smoothed by temporal smoothing. 

1.3 Research Contributions 

This thesis studies both spatial and temporal smoothing for the adaptation of 

VBR-coded video traffic to CBR transport over a CBR channel in broadband 

networks. The research consists of two parts: the first part concerns spatial 

smoothing among different video streams, and the second concerns temporal 

smoothing within a single video stream. 
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I ,3.1 Spatial Smoothing: Video Aggregation 

Spatial smoothing of video traffic has been studied by many researchers [9, 10’ 

I I , 12，13], however, most of them assumed that the smoothing process (i.e., 

statistical multiplexing) and the compression processes at the video encoders 

are independent. One consequence is that serious image quality degradation 

may result due to cell loss at the multiplexing buffer. 

Knowing that we can improve the image quality of the video sequences by 

dropping data selectively according to their relative importance when needed, 

we suggest to perform compression and multiplexing together before the traffic 

enters the network: when the assigned bandwidth is exceeded, data are dropped 

selectively according to their relative importance. We call this integration of 

compression and statistical multiplexing as aggregation. We shall demonstrate 

the advantages of video aggregation in terms of image quality, bandwidth usage, 

network management and operation. 

1.3.2 Temporal Smoothing: A Control-Theoretic Study 

Unlike in spatial smoothing, many previous researchers [14, 15, 16, 17] indeed 

suggested that video compression and temporal smoothing of video traffic should 

work collaboratively in a close loop. However, most of these previous adaptation 

schemes are somewhat ad hoc in nature, and their operation is not analyzable. 

In contrast, we study the video traffic adaptation system in a control-theoretic 

framework. We model the adaptation system as a linear-feedback system, and 

analyze its stability and other performance issues in a quantifiable manner. 

Compared with previous schemes, our approach allows systematic designs and 
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analysis of the adaptation controller. More importantly, the framework opens 

up many new possibilities for further research. 

While most of our discussions on video aggregation and traffic adaptation 

are applicable to generic VBR video compression schemes, implementations of 

the proposed concepts will be based on the MPEG compression standard. 

1.4 Organization of Thesis 

The remainder of this thesis is organized as follows. Chapter 2 reviews MPEG 

compression, problems of transmitting an MPEG video stream, and two-layer 

coding and transport strategy as preliminaries to our latter study. Chapter 3 

proposes a novel scheme for spatial smoothing of video traffic, called aggregation. 

Aggregation can be treated as the integration of data compression and statistical 

multiplexing. Chapter 4 study the generic temporal smoothing and encoder bit 

rate adaptation problem with a control-theoretic approach. Finally, Chapter 5 

gives conclusion to the thesis. Each of these chapters contains a bibliography 

for guilding readers who want to study a particular topic more in detail. 
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Chapter 2 

Preliminaries 

Before going into the details of our research on smoothing of VBR-coded video 

traffic, let us first review the basics of MPEG compression, the problems of 

transmitting an MPEG-coded video sequence, as well as previously proposed 

two-layer coding and transport strategy. 

2.1 M P E G Compression Scheme 

The MPEG compression [1, 2，3] has been developed as a standard of video 

compression and is fast becoming the coding scheme of choice among product 

developers. 

The schematic of an MPEG coder is shown in Fig. 2.1 [1]. In the MPEG 

coding standard, spatial information of a frame is partitioned into four layers: 

frame, slice, macroblock and block. A frame is the basic unit of display, and is 

further divided into slices. A slice is a sequence of macroblocks. A 16 x 16 (16 

pixels by 16 pixels) macroblock (MB) is the unit for motion compensation, and 
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Intraframe 

^ DCT Q Bit 一 

V i d e o — ’ � S t r e a m 
in ^ ^ Interframe/ . 

‘Interpolative inv Q 
Motion 

I inv DCT Vector 

ME 一 FS 

DCT : Discrete Cosine Transform inv DCT : inverse DCT . 

Q ： Quantization inv Q ： inverse Quantization 

FS : Frame Storage ME ： Motion Estimation 

VLC : Variable Length Coding 

Figure 2.1: Schematic MPEG coder. 

it consists of 8 X 8 blocks. Discrete cosine transform (DCT) is performed on 

each 8 x 8 blocks. For color video, an MB consists of four 8 x 8 luminance blocks 

and two 8 X 8 chrominance blocks. For each frame, there are three choices of 

coding algorithms: Intraframe, interframe and interpolative coding. 

Intraframe-coded frames (I) are coded independently, and therefore can act 

as refreshments of accumulated error (as we will see), as well as access points for 

random access of the video sequence. The whole I frame undergoes 8 x 8 block-

based DCT without referring to other frames. The DCT coefficients are then 

quantized. The quantization matrix ensures that the lower frequency compo-

nents are quantized with smaller step size, while higher frequency components 

have coarser quantization (we will discuss this later). Before variable-length 
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Figure 2.2: Zigzag scanning order of DCT components. 

coding (VLC), the DC coefficients of individual blocks are first coded differen-

tially within the corresponding slices. This is because DC coefficients (which 

correspond to the grey level) of adjacent blocks are usually strongly correlated. 

For VLC, each non-zero AC component is first grouped with the runlength of 

preceding zero components (in zig-zag order, see Fig. 2.2), and then assigned a 

codeword from a Huffman table. 

For interframe-coded frames (P), temporal redundancy is first reduced by 

causal MB-based motion compensation, with respect to the preceding I or P 

frames stored in the Frame Storage. If the motion estimation (ME) error for a 

MB is less than a threshold (i.e., there is enough redundancy such that interframe 

coding is worthwhile), then the motion vector (MV) will be differentially and 

then VLC coded, while the ME error will undergo DCT, coarse quantization and 

then VLC. Otherwise, that MB will undergo intraframe coding. Interpolative 

frames (B) are coded in a way similar to coding P frames; however, the motion 

compensation is bi-directional with respect to both the preceding and following 

P (or I) frames. 
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Although interframe and interpolative coding generally can provide higher 

compression ratio, intraframe coding is still used by the coder periodically. It 

is because when some data in I and P frames are lost during transmission, the 

frame contents in the Frame Storages at the coder and decoder become different. 

Even if no further data is lost, for the following P and B frames, the ME at 

the coder and decoder will refer to different frame contents as the “baseline” 

of estimation. Consequently, errors due to data loss of one I or P frame will 

propagate along the following P and B frames, and this is often referred to as 

“error propagation". However, the accumulated errors can be cleared by sending 

an I frame. Moreover, by introducing I frames periodically in the video sequence, 

some preferred display functions (e.g., fast-forward, reverse display, etc.) can be 

facilitated. 

A Group of Pictures (GOP) is defined as the smallest group of frames which 

shows the coding-mode switching pattern of an MPEG encoder. A GOP can 

be characterized by two parameters, N and M: N - I is the number of frames 

coded between successive I frames, while M - 1 is number of B frames coded 

between successive P frames. A GOP (in display order) with TV 二 10’ Af 二 3 is 

as follows. 

IBBPBBPBBP 

Note that the encoding order of frames is different from the display order. It 

is because in order to facilitate bi-directional motion compensation, a B frame 

have to be coded after the P frame which follows it in the display order. In other 

words, when interpolative coding is employed, the MPEG encoder will introduce 

an extra delay of M frame-periods due to re-ordering the input frames [4 . 
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For an MPEG encoder with given values of N and M, the output image-

quality and bit rate can be adjusted by the quantization factor, Q. Quantization 

factor Q controls the degree of fineness of quantization by scaling the elements 

in the quantization matrix: when Q is increased, the quantization of the DCT 

coefficients becomes coarser. 

Note that data in an MPEG-coded video stream are of unequal importance. 

The header information, MV's and DC components are obviously very impor-

tant. Among the DCT AC components, those of lower frequencies are more 

important than those of higher frequencies for two reasons. First, the energy 

(i.e., amplitude square) of the DCT AC components tends to decrease along 

the zig-zag scanning order (i.e., energy compaction) [5]. Second, human vision 

system is less sensitive to the high frequency signals. 

2.2 Problems of Transmitting M P E G Video 

As mentioned in Chapter 1, the output bit rate of a VBR-encoder varies over 

time, because of 1) variations of scene contents of the underlying video sequence, 

and 2) switching of coding-modes. In order to see how the VBR-coded video 

traffic may vary, the traffic in terms of bits per frame of one MPEG-coded video 

sequences is shown in Fig. 2.3. (The resolution and frame rate of the sequence 

are 320 x 240 and 30 frames per second, respectively.) Note that sharp peaks 

occur periodically because of intraframe coding. In addition, the local average 

rate of the traffic keeps varying over time, thanks to the scene content variations 

of the frames. In general, the traffic of MPEG coded sequences is rather bursty. 

It is difficult to transport and multiplex such bursty traffic in broadband 
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Figure 2.3: Bits per frame of an MPEG-coded sequence 

networks while guaranteeing the delivery of all cells, unless bandwidth corre-

sponding to the peak rate of the traffic is reserved. When one cell is lost, all 

data of the consecutive MB's contained in it (in general, one to ten MB,s) are 

lost [6]. Moreover, in a congested network, cells loss tends to occur in bursts。 

Hence, occurrences of cell loss will usually result in large areas of poor-quality 

clusters in the reconstructed images. Furthermore, this serious degradation will 

propagate along P and B frames and hence last for some time. In fact, if some 

of the header information of the MPEG-coded video stream is lost, the decoder 

may be even unable to decode the received data. 
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2.3 Two-layer Coding and Transport Strategy 

In order to alleviate the image-quality degradation problem of transmitting 

VBR-coded video traffic, two-layer video coding and transport strategy has been 

widely investigated [1, 6, 7, 8, 9, 10, 11]. In the two-layer approach, VBR-coded 

data of a video stream are divided into the base-layer that contains the basic-

quality-image data and the second-layer that contains the image-enhancement 

data. The base-layer is transported as the guaranteed stream (GS) and the 

second-layer is transported as the enhancement stream (ES). The idea is that 

only the data in the enhancement stream can be dropped. 

2.3.1 Framework of MPEG-based Layering 

There are mainly two approaches for MPEG-based layering [1, 6, 7, 8, 9]: bit-

plane and frequency-plane [8]. In bit-plane layering，the DCT coefficients are 

coarsely quantized into base-layer first, while the second-layer codes those quan-

tization errors [6]. The boundary separating the two layers is controlled by 

the quantization factor for coding the base-layer. Thus, the larger quantiza-

tion factor is used for the base-layer, the less information will be assigned to 

the base-layer. In frequency-plane layering, lower frequency components are as-

signed to the base-layer, while the higher ones are assigned to the second-layer 

1，9]. Therefore, the boundary between the two layers is the number of lower 

frequency components assigned to the base-layer. In both approaches, all the 

headers, MV's and DC components are assigned to the base-layer. 
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2.3.2 Transmission of GS and ES 

Two-layer video coding and transport strategy requires rate control of the GS: 

otherwise, the network can hardly guarantee delivery of cells once the pre-

negotiated rate is exceeded. To do so, the boundary separating the base-layer 

and the second-layer can be fixed so that the bit rate of the GS will never ex-

ceed the reserved bandwidth (e.g., token generation rate of the leaky bucket 

12]). Alternatively, the boundary can be adjusted dynamically in response to 

the buffer-occupancy at the user-network-interface (UNI) [12]. While the former 

approach is simpler to implement, the latter approach can potentially achieve a 

better basic image quality. 

In contrast, transmission of the ES is considered to be some kind of non-

guaranteed service, which needs no rate control nor policing at the UNI. The 

ES cells may arrive at the destination host, or be discarded inside the network 

when they come across traffic congestion. 

2.3.3 Problems of Two-layer Video Transmission 

Although two-layer video coding and transmission can alleviate the image-quality 

degradation problem due to cell loss, the transmission aspect presents some prob-

lems. If both the GS and the ES are transmitted by a single virtual channel (VC) 

12], the network control becomes complicated because it has to handle cells of 

two priorities in a single VC. Although there is one priority bit in the ATM-cell 

header that can be used for this purpose [12], it is not clear that it is best use 

to distinguish video data this way. On the other hand, if the two streams are 

transmitted by two different VC's, the video session may have synchronization 
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problem, as the data transmitted by the two streams may experience different 

delay and delay jitter. 

A second problem is operational in nature. Suppose that two-layer transmis-

sion is used on a public network, then what is the incentive for the public-network 

operator to deliver the ES cells? If there need not be any guarantee, then it be-

hooves the network operator 1) to focus on better performance guarantee for 

the GS stream and 2) to use any extra network bandwidth for other services. ’ 

Most schemes studied to date assume that ES cells are discarded only when a 

multiplexer's buffer begins to overflow. In other words, when buffer does not 

overflow, the ES streams may still interfere with the GS streams or cells of other 

services and influence their delay performance. Thus, the network will be able 

to perform its pre-negotiated job better by simply dropping the ES cells at the 

UNI without even attempting to transmit them. Otherwise, a greedy user that 

replicates ES cells to increase the chance of delivery will grab all the excess net-

work bandwidth, to the detriment of other users. To prevent this, one may argue 

that the user must also pay for the delivery of the ES cells and, at the same 

time, demands a weaker form of guarantee from the network. But what is the 

degree of guarantee, how bandwidth should then be allocated and ES streams 

be policed become an even tougher issue to address. 

Moreover, from the decoding viewpoint, more processing is needed at the 

receiver to combine data from the two layers before decoding. 
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Chapter 3 

Video Aggregation 

This chapter investigates video aggregation, a concept that integrates compres-

sion and statistical multiplexing of video information for transport over a com-

munication network. We focus on the scenario where information from a group 

of video sessions are to be delivered as a bundle to one or more destinations. The 

shortcomings of previous approaches that separate the processes of compression 

and multiplexing are explained based on considerations of image-quality, band-

width usage, network management and operation: we argue that it is better to 

perform compression and multiplexing together before the bundle of video traf-

fic enters the network. We demonstrate the advantages of video aggregation in 

terms of image-quality, bandwidth usage, network management and operation. 

Application areas of aggregation include video broadcast and video-on-demand. 

Video programs are transported as a bundle from the video server directly to the 

subscribers in the former (Fig. 3.1 (a)), and to a distribution node close to the 

subscribers in the latter [1] (Fig. 3.1 (b)). Aggregation may also find use in the 
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transport of long-distance video-phone data: video streams from various sub-

scribers targeted for a common remote area may be aggregated at a local central 

office before being delivered as a bundle to the remote central office serving the 

area (Fig. 3.1 (c)). 

3.1 Motivation and Basic Concept of Video 

Aggregation 

To combine VBR-coded video streams onto the common CBR channel, the 

straightforward method is to first packetize the output data of the VBR en-

coders into cells and then multiplex the cells statistically [2, 3, 4, 5, 6]. A 

problem, however, is that cells may still be dropped due to buffer overflow at 

the multiplexer, particularly when the VBR streams all output high bit rates 

simultaneously. When cell loss occurs, and especially when some important data 

(e.g., header information and grey-level signals of the images) are contained in 

the discarded cells, serious image-quality degradation may result. 

One alternative is to apply the two-layer approach (see Section 2.3) to the 

video-bundle scenario as follows. The GS,s of all video sources are transmitted 

and they use up certain amount of the bandwidth of the reserved CBR channel. 

The remaining bandwidth is then used in the statistical multiplexing of the ES's 

where loss may occur [7]. The multiplexing can be performed by the access 

network node (i.e., the first node to which the ES's are sent). 

The two-layer approach alleviates the image-quality degradation problem 

somewhat, but it complicates network operation and decoder design (see Section 

2.3). 
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Figure 3.1: Applications of video aggregation. 
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Another shortcoming of the two-layer approach is that it does not achieve 

the optimal image-quality: the relative importance of the data within an ES 

and among the separate ES's is not distinguished in the multiplexing process. 

Typically, within a video stream, not all data are equally important. Also, 

among the video streams, some streams may require more bandwidth (therefore 

their ES's contain more signals) than the other streams at a particular moment 

in time. 

In the video-bundle scenario, we have the alternative of multiplexing data 

before they have been packetized. The advantage of this is that the relative 

importance of the data is known to the last detail, and one can choose to drop 

the least significant data when the reserved bandwidth is exceeded. We can 

potentially achieve 1) better and smoother image-quality for the frames within 

a video stream , and 2) fairness of image-quality among the video streams. This 

is the basic observation that motivates video aggregation: integration of video 

compression and multiplexing into a single process prior to data packetization. 

In video aggregation, video sequences are compressed collaboratively such 

that 1) the sum of the coded bit rates of the video sequences is almost equal 

to (but not larger than) the reserved bit rate of the CBR channel, 2) within 

each video stream, data dropped are less important than those retained, and 3) 

different video streams have roughly the same image-quality according to some 

signal-to-noise or distortion metric. In the following section, video aggregation 

is described in an abstract manner as a lossy compression process that is applied 

after a preliminary compression process. 
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3.1.1 Description of Video Aggregation 

In many video compression schemes, the output data can be divided into seg-

ments. Each segment has a certain number of bits, some of which can be 

dropped, if needed, at the expense of image-quality. Associated with each seg-

ment is a function relating the number of bits retained and the corresponding 

image-quality. Within each segment, bits can be ordered according to their sig-

nificance so that those of lower significance will be dropped first when necessary. 

As an illustration, in MPEG coding (see Section 2.1) the segments could be 

"blocks" and the bits are from codewords representing the nonzero frequency 

components in the blocks. The bits in a block can be ordered according to 

frequency because the codewords of low frequencies are generally more significant 

to image-quality (see Section 2.1). 

In aggregation, a number of segments from each video source is collected. Let 

n be the number of video streams and k be the number of segments taken from 

each stream for aggregation. Then, m = nk is the total number of segments 

collected from all sources. Let B, be the number of bits reserved for sharing 

among the m segments (i.e., Bt should be proportional to the reserved band-

width on the CBR channel). When Bt is insufficient to accommodate all bits of 

the segments, for each segment z, we compute B人D), the number of bits that 

must be retained in order to maintain a distortion level of D. Note that Bi{D) 

is computed as a function of D. To select a specific but common operating 

distortion level for all segments, we find a distortion level D丨 such that 

B认D') + B式D') + … + BUD') 二 Bt (3.1) 

For each of segment z, the least-significant bits are then dropped so that the 
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number of bits remaining is B人D'、. In practice, it may not be possible to 

achieve absolute equality of distortion levels because of the discrete nature of 

the bits or groups of bits (e.g., codewords) that are dropped. In this case, the 

aim is to transport no more than Bt bits and to minimize the difference between 

distortion levels of any two segments. 

3.2 M P E G Video Aggregation System 

The preceding sections described video aggregation as a generic concept, and 

is independent of the underlying video compression scheme. This section, in 

contrast, focuses on the implementation and system design of video aggregation 

for MPEG-coded video sequences. 

3,2.1 Shortcomings of the M P E G Video Bundle Sce-

nario wi th Two-Layer Coding and Cell-Level Mul-

tiplexing 

In Section 3.1, we have claimed that the shortcoming of the cell-level multi-

plexing with two-layer coding and transport is that there is no distinguishing 

between the relative importance of data within an ES and among the separate 

ES，s. Let us now examine its implications for image-quality in more detail. 

1. Blocky Effects within a Frame 

In multiplexing ES's, the discarding of an ES cell means that those MB's cor-

responding to this cell (in general, one to ten MB's [8]) will have only their 
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base-layer data transmitted. Therefore, only basic image-quality can be pro-

vided. In contrast, those MB's having their second-layer data transmitted will 

provide perfect image-quality. Therefore, unless all cells from a frame can be 

transmitted, the MB's within a frame will have different qualities due to the 

discarding of some ES cells and the retaining of others. This results in blocky 

effects on the reconstructed image (image appears as clusters). 

2. Non-optimal Image Quality within a Frame 

Even though the ES data of a video sequence are of different importance, when 

they are packetized in cells, there is no further prioritization among them. How-

ever, an ES cell is either dropped or transmitted in its entirety. We cannot, 

say, drop part of an ES cell and part of another ES cell so as to ensure that 

the missing data are the least significant. As a result, optimality cannot be 

achieved because some of the dropped data may potentially contribute more to 

the quality of the reconstructed images than those retained. 

3. Fairness of Image Quality among the Video Sequences 

Consider the video streams that are multiplexed. To provide the same image-

quality, different scene contents may demand different bit rates: video stream 

A may need more bandwidth than video stream B sometimes, and the reverse 

may be true at other times. When cells must be dropped at the multiplexer, 

the multiplexer does not have the knowledge of the significance levels of the ES 

cells. It is possible that some images (or portions of an image) suffer more visual 

degradation than others, even if they incur the same cell-loss rate. 

The problem of the lack of a measure of the signal degradation due to cell 
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loss is further compounded by the fact that the importance of the cells varies 

from intraframe to interframe coding. For example, a cell from an I frame may 

carry 5% of the signal of the reconstructed image; however, one from a P frame 

may carry 5% of the ME error, which contributes to only 0.5% of the overall 

image signal. Certainly, dropping a cell from a P frame is more tolerable than 

dropping one from an I frame. The multiplexer for two-layer transport does not 

generally distinguish between P-frame and I-frame cells. 

3.2.2 M P E G Video Aggregation 

There are several approaches to the implementation of the video-aggregation 

concept on MPEG-coded video sequences. This section briefly describes the one 

we used for our experiment, and some alternative approaches are discussed in 

the appendix (Section 3.6). 

The goal of MPEG video aggregation is to ensure that all MB,s contained 

in the corresponding spatial unit (slice or frame) from all video sequences pro-

vide more or less the same image quality. In our implementation, the video-

aggregation process is slotted into slice periods.】 In every slice period, data for 

a slice (which are still in the form of VLC codewords and not yet packetized) is 

collected from every video sequence. A number of bits are allocated for all the 

slices to be aggregated. All the header information, MV，s�as well as the first 

codewords from every 8 x 8 block are forwarded. This uses up a certain amount 

of bandwidth. The remaining codewords are then subjected to aggregation with 

the remaining bandwidth B (note that B may change from aggregation period 

iln general, the unit of aggregation can be smaller or larger than a slice, depending on the 
processing capability. 
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to aggregation period). 

There are two reasons why we might want to exempt the first f3 codewords 

from the aggregation process. The first reason is that this will reduce the amount 

of data to be aggregated and hence the complexity of the process. The second 

reason�which is more subtle, is that this exemption might be advantageous in 

some variations of aggregation systems (see Section 3.3). Note that small “ 

implies a higher degree of bandwidth sharing among video sessions, and higher 

bandwidth efficiency can be achieved. There is, however, less guarantee on each 

individual session. When is large, there is less sharing, and to the extent that 

P is large enough, there could be no bandwidth sharing at all. In this case, there 

will be no significant difference between aggregation and multiplexing. 

At the beginning of the aggregation process, the distortions of all MB,s with 

only the DC and first AC components sent are calculated. The MB that 

has the lowest image quality is identified. If there are remaining bits, the next 

codeword from all the 8 x 8 blocks contained in this MB will be forwarded. 

The distortion of that MB will then be updated. Afterwards, the next MB that 

has the lowest image quality is identified and the step is repeated until all the 

allocated bits for that slice period have been exhausted. 

Note that because the codewords for each 8 x 8 block are arranged with 

their DCT components in the zig-zag order (see Fig. 2.2 in Section 2.1), for each 

block, the codewords discarded during aggregation are of higher frequencies and 

hence are less important. 

.The signal-to-noise ratio (SNR) is commonly used as an objective measure-

ment for image quality. However, the actual signal energy of an MB from P 

or B frames can be found only after it has been decoded (with respect to the 
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reference frame) back into the spatial domain. This is because the reference 

area (16 x 16 in size) for motion compensation of an MB is not necessarily fall 

on the boundary of the MB's. Therefore, unless the signal energy in each MB 

is provided by the MPEG encoders, using SNR as the metric for image quality 

during aggregation is not feasible (unless, of course, the aggregator decodes the 

MPEG sequences to find out the signal energies of MB's). Alternatively, we 

may use noise energy as the metric. Since the amount of energy carried by a 

codeword is equal to the amplitude square of its non-zero DCT component, the 

noise energy in an MB during the aggregation process is equal to the sum of the 

energies of the discarded (or not-yet-sent) codewords. 

3.2.3 M P E G Video Aggregation System Architecture 

We now look at the overall architecture of the MPEG video aggregation system 

(VAS). An MPEG VAS comprises a group of MPEG video sources, a VAS server 

and the ATM Adaptation Layer (AAL) [9] (see Fig. 3.2). 

Video sequences are coded independently by MPEG coders with high quality. 

The coded data are then forwarded to the VAS server (without packetization). 

The VAS server is responsible for aggregating the video sequences, as well as 

reassembling the forwarded data block by block after aggregation. If the code-

words in the video sequences have been Huffman-coded, the VAS server should 

also Huffman-decode them first before performing aggregation. 

At the AAL, data of the same video sequence are packetized into cells, and 

cells from all sequences are transported by either a virtual channel (VC) or a 

dedicated CBR virtual path with different VC，s for different sequences. 

In principle, the allocated number of bits for a slice period can either be fixed 

33 



Chapter 3 Video Aggregation 

MPEG Video MPEG Video MPEG Video 

Source 1 Source 2 Source n 

VAS Server • 1 

AAL I 

ATM Layer ‘ 

Flow control I 
for the VC 

PHY Layer 

Network 

Figure 3.2: Schematic diagram of an MPEG VAS. Solid arrows show the flow of 

data, while dotted arrows show feedback (if any). 

or varied. In the first case, the output from the VAS enters the CBR channel 

of the network directly. Temporal statistical multiplexing (i.e .�smoothing of 

traffic generated at different time instants) is confined to a slice period only. 

In the second case, the output enters a buffer which in turn outputs data at 

a constant rate to the network; the allocated number of bits to a slice (rate 

control) varies according to the state of the buffer-occupancy. The second case 

allows for smoothing of traffic over a longer time period as compared to the first 

case, at the expense of more complicated operation and additional delay jitters 

at the buffer. 

Note that with aggregation, the network will no longer need to bother with 

VBR video traffic or priorization of cells. In addition, aggregation has the ad-

vantage of being transparent to both MPEG encoders and decoders. At the 
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transmitter side, to the extent that aggregation is introduced as an add-on pro-

cess, standard MPEG encoders can be used. Stored video sequences, which are 

previously compressed by standard MPEG encoders, do not have to be decom-

pressed and then re-compressed during the aggregation process. The forwarded 

data can be easily put into the standard MPEG format after aggregation. There-

fore, at the receivers, standard MPEG decoders can be used without the need for 

any add-on equipment (c/. with two-layer approach, the receivers must combine 

the two layers before decoding). This is an especially attractive feature consid-

ering that in many video-distribution systems, there could be many receivers to 

each transmitted video stream. 

3.3 Variations of MPEG Video Aggregation 

System 
During aggregation, some codewords of I or P frames may be discarded because 

of bandwidth shortage. This may cause error propagation. According to how 

error propagation is dealt with, MPEG VAS's can be categorized into three 

classes. 

For the partial-reference VAS, only the data of the first codewords, which 

are not subjected to aggregation, are put back into the Frame Storages of 

the coder and decoder as the reference for interframe and interpolative cod-

ing/decoding. Since the delivery of these data is guaranteed, error propagation 

will not occur. However, unless is large, less temporal redundancy can be 

removed by interframe and interpolative coding this way, and compression be-

comes less efficient. A judicious choice of 曰 is important because large also 
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means lesser degree of aggregation, and hence potentially lesser degree of band-

width sharing among different video streams. 

The feedback-reference VAS sends feedback information to the MPEG sources 

as to which codewords have been chosen for delivery during aggregation, so that 

their respective encoders can put all delivered components into their Frame 

Storages. Since the delivery of all forwarded data in the aggregated stream is 

guaranteed by the network, error propagation will not occur. Compared with 

the partial-reference VAS, the feedback mechanism here increases the encoders' 

compression efficiency. 

To further illustrate the subtlety of feedback-reference VAS and its advantage 

over partial-reference VAS, let us consider three blocks in three successive frames. 

Suppose that all signals in block a (in frame 1) have been transmitted. Further 

suppose that block b (in frame 2) is interframe coded with motion compensation 

based on block a and that only the lower half (in frequency domain) of the 

ME errors in block b are chosen during aggregation. In response to feedback 

from the feedback-reference VAS server, the MPEG coder puts back only the 

lower half of that ME errors into the Frame Storage. In other words, in the 

Frame Storage, only the lower half signals are updated to correspond to signals 

in block 6, while the higher half still correspond to signals in block a. As a 

result, when block c (in frame 3) is interframe coded, not only redundancy 

in the lower half signals can be removed based on block b, redundancy in the 

higher half signals can also be removed based on block a. A disadvantage of 

the feedback-reference VAS is that real-time control of the MPEG encoders is 

required, which is cumbersome under certain situations. For instance, when 

the video sources are pre-compressed and stored in the disks for future display, 
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this VAS requires decoding and then re-coding of the video sequences during 

the aggregation process. With the partial-reference VAS, on the other hand, 

decoding and re-coding are not necessary since the pre-compressed stored video 

could be coded in a compatible way such that only the first codewords of each 

block are put in the Frame Storages as references. 

Avoidance of error propagation in the above two classes of VAS reduces 

compression efficiency. A full-reference VAS simply ignores, rather than avoids, 

error propagation. Thus, at the encoders, all data of reference frames will be 

put into the Frame Storages (regardless of whether they will be transported). 

At the receiver side, all the received data of reference frames will be stored at 

the decoder's Frame Storage. In general, for a given bandwidth, more higher-

frequency components can be sent with this approach as more redundancy can 

be removed. However, the received signals may contain propagated errors due 

to discrepancies of the data in the sender's and receiver's Frame Storages. 

It is difficult to compare the full-reference and partial-reference VAS's from 

the viewpoint of image quality, as this involves the comparison between degra-

dation due to error propagation and less efficient compression, which depends to 

a large extent on the scene contents. Nevertheless, when the texture complexity 

of a video sequences is rather steady (e.g., in video-conferencing), we expect 

the full-reference VAS to provide better image quality. This is because when 

successive frames are strongly correlated, the ME error and hence degradation 

due to error propagation is small. By the same token, the partial-reference VAS 

should be better when successive frames are not strongly correlated (e.g., video 

with fast motions). Because a full-reference VAS requires no modification at all 

on the the standard MPEG encoder, we used it for our experiments described 

37 



Chapter 3 Video Aggregation 

in the next section. 

3.4 Experimental Results 

This section presents experimental results that show the performance of video 

aggregation as compared to cell-level multiplexing with the two-layer approach. 

In addition, effects of varying the amount of allocated bandwidth and the number 

of aggregated streams on the performance of video aggregation are also studied. 

The video sequences used in the experiments are 8 seconds in duration. The 

resolution and frame rate are 320 x 240 and 30 frames per second, respectively 

(i.e., quarter size of the NTSC standard). All of them were captured from 

unrelated scenes in the movie Jurassic Park, and were coded by an MPEG 

encoder with AT 二 二 3 (see Section 2.1). The traffic in terms of bits per 

frame of one of the sequences is shown in Fig. 3.3. Note that sharp peaks occur 

periodically because of intraframe coding of MPEG coding scheme. In addition, 

the local average rate of the traffic (say, averaged over 30 frames) varies over 

time, thanks to the changes of scene complexity. Some traffic statistics of all 

the sequences are tabulated in Table 3.1. As can be seen, the traffic of all the 

sequences is rather bursty. 

For both the aggregation and cell-level multiplexing experiments, only the 

transmission of the header information, MV's and DC components was guaran-

teed (i.e., 13 二 1), while the AC codewords could be discarded when the allocated 

bits were not enough to accommodate all data. For aggregation, the metric used 

for comparing the image qualities among the MB's was noise energy (see Section 

3.2.2). 
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Figure 3.3: Bits per frame for the sequence JP4. 

Table 3.1: Bits per frame of the sequences (in kbits) 

Sequence Name Bits per Frame . 

Mean Standard Deviation 

JP l 13 l J ^ 

JP2 35.3 20.3 

JP3 61.4 32.9 

JP4 74.0 20.8 

JP5 142.1 31.6 

JP6 112.9 31.6 

JP7 92.2 22.8 

JP8 106.3 ^ 
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Both aggregation and cell-level multiplexing operations were slotted into 

slice periods.2 each slice period, a fixed number of bits corresponding to the 

reserved CBR bandwidth were allocated. As a simple means to reduce burstiness 

of the traffic to be aggregated/multiplexed, the I frames of the sessions were 

disaligned: the first sequence started with frame 1 (the I frame), the second 

sequence with frame 2, and so on. As a preliminary study, for aggregation, the 

effect of error propagation was simply ignored (i.e., full-reference VAS was used). 

In Subsection 3.4.1, we compare the performance of video aggregation with 

cell-level multiplexing from the viewpoint of image quality for a given bandwidth. 

The effects of varying the amount of bandwidth reserved and the number of video 

sequences are discussed in Subsections 3.4.2 and 3.4.3, respectively 

3.4.1 Comparison of Video Aggregation and Cell-level 

Mult ip lexing 

Eight video sequences were used in this set of experiments. The reserved band-

width of the CBR channel was fixed to be the sum of the mean bit rates of the 

sequences, where the mean bit rate of a sequence was obtained by averaging 

over all frames within the eight-second duration of the sequence. For simplicity, 

we assumed that all the 48-byte payload of the ATM cells could be used to 

carry data from the video streams (i.e., unlike in [10], we assumed no additional 

header overhead was introduced during packing of data into cells). For our video 

sequences, the sum of the mean rates corresponds to 132 cells per slice period. 

With such bandwidth usage, the average percentage of data lost in aggregation 

^Buffers can be used in both aggregation and 画Itiplexing systems to store excess data so 
that they can be transmitted in the next slice period (i.e., to allow bandwidth sharing across 
successive slice periods). In principle, this should provide better performance. 
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and cell-level multiplexing are 6.19% and 7.70%, respectively. The latter has 

a higher percentage loss because some bandwidth is wasted due to layering of 

data: as each cell can contain data from one layer only, for each sequence�there 

can be two non-fully packed cells (one from each layer) during a slice period. 

1. Smoothness of Quality within a Frame 

The original and the reconstructed images after multiplexing and aggregation 

for a randomly chosen frame ^ are shown in Fig. 3.4. Compared with the original 

image (Fig. 3.4 (a)), the post-aggregation image (Fig. 3.4 (c)) is a little “misty”， 

as some of the high frequency signals have been discarded. Note that, how-

ever, the quality is smooth within the whole frame. For the post-multiplexing 

image (Fig. 3.4 (b)), although the left side is very well reconstructed, serious 

degradation and blocky effects can be easily seen on the right. 

For a frame, let us define the SNR of an MB j (expressed in dB) as 

柳 丑 廳 广 l O l o g i 。 以 二 ？ ⑷ 2 (3.2) 

where & is the original (pre-MPEG compressed) value of pixel s丨i is the pixel 

value after aggregation or multiplexing, and the summations are taken over all 

pixels I in the MB. The smoothness of the image' quality of a frame can be 

measured objectively by the standard deviation of SNRmb, over all MB,s in 

the frame, = = 

—丨J：人SNRmb〕- SNRMBY (3.3) 

_ 二 V Number of MB's in frame ‘ 

3The MPEG-coded video files for all the 8 video sequences before and after aggrega-
tion/multiplexing can be obtained from FTP site “ftp.erg.cuhk.hk，，under the directory 
“/pub/paper/ie/broadband/vas". 

41 



Chapter 3 Video Aggregation 

mmmmm 

(a) 

(b) 

(c) 

Figure 3 4: A frame in the sequence JP l (a) before MPEG coding, (b) recon-

structed from the cell-level multiplexing scenario, and (c) reconstructed from 
the aggregation scenario. 
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Figure 3.5: Standard deviation of SNR of the MB's in a frame, (Tmb, along the 

sequence JPl. 

where the summation is over all MB's in the frame and 

— E j SNRmBj (34) 

S 瓶 M B 二 Number of MB's in frame . 

The larger the ctmb of a frame, the less smooth is the image of the frame. 

Figure 3.5 plots cjmb along one of the sequences after aggregation/multiplexing. 

As can be seen, the aggregated sequence has much lower _ for most of the 

frames. 

Thus, both subjectively and objectively, we have shown that aggregation 

provides 画 c l i smoother quality within a frame than cell-level multiplexing does. 

2. Quality Degradation due to Aggregation and Multiplexing 

Subjectively, we can see from Fig. 3.4 that the quality of the post-aggregation 

image is superior to that of the post-multiplexing image. 

For objective comparison among frames, frame-level SNR defined as follows 
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Figure 3.6: SNR of the frames in the sequence JPl (a) before aggrega-

tion/multiplexing, (b) after aggregation and (c) after multiplexing. 

is used to measure the image quality of a frame: 

• 二 l O l o g l 。 以 二 ( 叫 

which is similar to (3.2) except that the summations are over all pixels in the 

frame. 

The SNR for all frames along the sequence JPl before and after aggre-

gation/multiplexing are plotted in Fig. 3.6. Comparing the post-aggregation 

sequence (Fig. 3.6(b)) with the post-multiplexing one (Fig. 3.6(c))，the former 

has higher and more steady SNR . 

The post-aggregation sequence can have more steady image quality because 

even when the allocated bandwidth is not sufficient to accommodate all the 

data from all the eight video sequences (e.g., the first 100 frames in Fig. 3.7), 

the image-quality degradation of the frames is minimized by dropping the least 

important data. As a result, the image quality of these frames is not much 

different from the perfect quality received when the bit rate of the total traffic 

44 



Chapter 3 Video Aggregation 

is lower than the allocated bandwidth (e.g., frames 150 to 200 in Fig. 3.7). In 

contrast, with cell-level multiplexing, when the allocated bandwidth is insuffi-

cient, some important data in the ES cells may be dropped, resulting in more 

serious degradation. 

In our experiment, the SNR results of all the eight sequences are qualitatively 

similar to that of the JPl shown here. It does not yield additional insight 

and information to present all these results. In the following, we present some 

processed SNR statistics (i.e, mean and standard deviation) of these sequences. 

To focus the image quality degradation vesnlimg from aggregation/multiplexing, 

let us define the SNR difference of a frame, ASNR, to be the difference between 

the SNR immediately before and after aggregation/multiplexing. Therefore, 

higher ASNR means more signal energy has been dropped during aggrega-

tion/multiplexing, and therefore more serious degradation in image quality. 

For notational clarity, let us use index i to refer to a frame position and index 

k to refer to the sequence. Thus, SNRik is the SNR of frame i of sequence k, 

and ASNRik is the SNR difference of frame i of sequence k. 

For each of the sequence k, let us define ASNRk and a^SNR, to be the mean 

and standard deviation, respectively, of the SNR difference over all frames in 

the sequence: 

E. ^SNR^k (3.6) 

二 Number of frames in sequence k 

and ^ 

— I TJASNRik - ASNRkY (3.7) 

。湖Kk 二 V Number of frames in sequence k 

We use ASNRk as the metric for measuring the average image quality of se-

quence k, while a^sNR, for the steadiness of the image quality of the sequence. 
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Table 3.2: Mean SNR differences, ASNRk, of the sequences (in dB) 

Sequence Name ASNRk 
"Aggregation Mult ip lexi"^ 

JP I o l o 

JP2 0.42 0.09 

JP3 0.56 3.06 

JP4 0.68 3.16 

JP5 0.43 5.15 

JP6 0.35 2.18 

JP7 0.39 1.92 

JP8 ^ 2.45 

0.46 2.83 

The ASNRk and a^sNR, for aggregation and multiplexing for the eight 

sequences are given in Table 3.2 and 3.3, respectively. We see that video aggre-

gation provides better and more steady image quality than multiplexing does 

for all but one sequence. 

In order to compare the overall image quality of the sequences provided by 

aggregation and multiplexing, we further look into the mean of ASNR^ and 

AASNRK across the eight sequences, defined as 

Zk ^SNRk (o o\ 

�SNR 二 込 (3-8) 
n 

and 

Efc <̂ ASNRk (3 9) 
CTASNR = : V . ) 

/ L 

where n is the number of sequences being agg rega ted /mu l t i p l exed (i.e., n 二 8 

in this experiment). As both A M R and o K ^ are lower in the aggregation 

scenario, we conclude that overall, aggregation can achieve better and more 

steady image quality for the sequences than multiplexing can. 
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Table 3.3: Standard deviation of SNR differences, a^sNR,. of the sequences (in 

dB) 

Sequence Name o^么SNRk 
"Aggregation Multiplexing 

J P l ^ 

JP2 0.38 0.27 

JP3 0.54 3.49 

JP4 0.55 1.72 

JP5 0.40 2.61 

JP6 0.41 2.18 

JP7 0.38 2.04 

JP8 2.12 

"Mean (CJASNR) 0.44 2.12 — 

E 
z 

4 - mean = 7.57e5 

s.d. = 0.91e5 

2 -

% to iro 150 i w 250 
Frame Number 

Figure 3.7: Bits per frames for the total traffic of n 二 8 
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3. Fairness among the Sequences 

As a metric for evaluating the fairness of image quality across the n sequences, let 

us define a^sNR^ to be the standard deviation of ASNRik over the n sequences 

in frame period i: 

iT^ki^SNRi, - A S N R i Y (3.10) 

(^ASNR, = \j 、 

where 
Y^k ASNRik (o ii>| 

ASNRi 二 化 丄丄） 
n 

is the mean SNR difference across the n sequences in the frame period z. Larger 

a 辑 means that in frame per iod、 the image-quality degradation of the 

sequences is less uniform; in other words, there is a lower degree of fairness 

among n the sequences. 

a 鎮、 f o r all frame periods for both aggregation and multiplexing scenarios 

are plotted in Fig. 3.8. Note that for all frame periods, a^sNR. is much lower 

in the aggregation scenario. This verifies that aggregation can achieve better 

fairness among the sequences than multiplexing can. 

3.4.2 Varying Amount of the Allocated Bandwid th 

Table 3.4 summarizes the results when the bandwidth allocated (normalized 

by the mean rate, i.e., 132 cells per slice period) to the eight sequences being 

aggregated or multiplexed is varied. Specifically, A O T and the corresponding 

percentage of data lost are given. 

As expected, for both aggregation and cell-level multiplexing, when less 
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Figure 3.8: Standard deviation of SNR difference across the sequences, aASNRi 

(in dB) 

Table 3 4. Mean SNR difference across all frames and across the 8 sequences 

• K M R (in dB) and percentage of data loss for different amount of bandwidth 

allocated (normalized by the mean rate). 

A Bandwidth /^SNR Mean Fercentage of PaU Loss : 

Aggregation Mu l t i p i e l d ^ Aggregation Multiplexing 

f o ^ ^ ^ 

0 9 0.86 4.28 11.67 13.69 

0*8 1.48 5.75 19.94 21.48 

0 75 1 79 6.49 23.93 26.13 

0 6 3.10 8.26 38.96 40.22 

0:5 4.04 9.10 47.85 49.70 
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Table 3.5: Image quality of the sequences transmitted by video aggregation with 

different n 

n ASNR (in dB) o ^ ^ (in dB) 

"8 ^ O i 

4 0.89 0.73 

2 3.96 1.32 

1 6.16 1.54 

bandwidth is allocated, more data is dropped and hence ASNR increases. Nev-

ertheless, for the same bandwidth allocation, aggregation always provides bet-

ter image quality than cell-level multiplexing does. Alternatively, for the same 

image-quality requirement, aggregation uses less bandwidth. Note that if the 

tolerable image degradation is up to 2.8 dB, the reduction of bandwidth usage 

by aggregation is more than 25% with respect to the mean bandwidth of the 

MPEG video streams, which is needed by cell-level multiplexing with two-layer 

coding. 

3.4.3 Varying Number of Sequences 

We now present results related to varying the number of video sequences, n, in 

video aggregation. In all cases, the allocated bandwidth of the CBR channel is 

equal to the sum of the mean rates of the n sequences. 

Table 3.5 gives both A W R and (defined in (3.8) and (3.9), respec-

tively) over all the n sequences as n is varied. 

As n is reduced, both ASTTR and a ^ ^ increase. In other words, when 

fewer sequences are aggregated, the average degradation and steadiness of im-

age quality also decrease. This is because when n is reduced, the total input 

50 



Chapter 3 Video Aggregation 

traffic becomes more bursty. Compare, for example, Fig. 3.7, where n = 8’ with 

Fig. 3.9, where n = 2. When n is small, sharp peaks occur whenever one of the 

sequences outputs at high bit rate (e.g., due to I frames or scene changes). At 

other times, the total bit rate remains lower than the mean rate. As long as 

aggregation is slotted into slice periods, data will be dropped when the peaks 

occur. Meanwhile, all data can be transmitted (even with unused excess band-

width) at other times. As a result, the degradation becomes severe at peak 

times and the image quality is not steady over time. When n is large, the sharp 

peak of a sequence can be absorbed by a larger number of other sequences that 

do not need that much bandwidth at that moment in time. Consequently, the 

degradation is less severe and the image quality more steady. 

The above observation suggests that when n is small (e.g., n < 4), it is better 

to have temporal statistical multiplexing in addition to the bandwidth sharing 

among the sequences. As mentioned before, temporal statistical multiplexing 

can be achieved by having a smoothing buffer at the output of the VAS server 

(the flow control block in Fig. 3.2). Bandwidth allocated to each slice period 

is time varying and it depends on two factors: the current buffer-occupancy 

and the the intrinsic bandwidth demand for the slices being aggregated, which 

could be measured using the bit-versus-distortion function employed in the ag-

gregation process. The exact algorithm for bandwidth allocation within this 

framework remains a subject of further study. Although better image quality 

can be obtained with temporal smoothing, more complicated operation in the 

VAS server will be needed. Furthermore, the delay and delay jitter introduced 

at the buffer must also be dealt with at the receiving end. Fortunately, when n 
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Figure 3.9: Bits per frames for the total traffic of n 二 2 

(say, n > 8) is sufficiently large, smoothing the input traffic solely in the spa-

tial domain (across the sequences) with aggregation does provide good-quality 

image, obviating this complicated operation. 

For cell-level multiplexing, as we have already seen, smoothing in the spatial 

domain is not enough even when n is as large as 8. Thus, we expect that temporal 

smoothing with a buffer will have a more beneficial effect here. Nevertheless, 

as indicated in Fig. 3.7, besides the bit rate variations from frame to frame, the 

average bit rate (say averaged over 30 frames) also varies on a larger time scale. 

This can not be smoothed out with a buffer size that is reasonably small (say 

smaller than 30 frames) to avoid large delay and delay jitter. Therefore, we 

would still expect data to be dropped during the peaks of the average bit rate. 

When this occurs, aggregation will prove to be superior to cell-level multiplexing. 
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3.5 Conclusion 

This chapter has investigated video aggregation, a concept that integrates com-

pression and multiplexing of video information. In video aggregation, a bulk 

of fixed bandwidth is allocated to a group of video sessions, and it is up to 

the video sessions to adapt their traffic to the fixed bandwidth. With the fixed 

CBR output, video aggregation frees the network operator from the complicated 

bandwidth-allocation and tariff problems. It has been shown experimentally 

(based on the objective SNR measure and subjective observation of image qual-

ity) that video aggregation can provide better image quality than multiplexing 

at the cell level. In particular, two important goals are achieved: 1) smooth and 

good image quality for the frames of each video session, and 2) fairness of image 

quality among the video sessions. 

3.6 Appendix: Alternative Implementation of 

M P E G Video Aggregation 
This appendix describes two alternative approaches for implementation of MPEG 

video aggregation. For convenience, we shall assume that the aggregation is slot-

ted into frame period (as opposed to slice period in the experiments described 

in Section 3.2.2). Note that in general, the unit of aggregation can be smaller 

or larger, depending on the processing capability. 
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3.6.1 Profile Approach 

For an arbitrary frame j , we define the "profile", Rj{D), as the number of bits 

needed to achieve a distortion of D. Section 4.5 will describe in details how we 

can obtain the profile of a frame in MPEG-coded video sequences. 

After obtaining the profiles of each of the n frames being aggregated, the 

operating distortion level D' is given by (see Section 3.1.1) 

+ R2{D') + ... + Rn{D') 二 Bt ( 3 . 1 2 ) 

where Bt is the reserved bandwidth for each frame period. The n frames are 

then further compressed at the distortion level D'. 

Comparing with the implementation described in Section 3.2.2, this profile 

approach can avoid the sorting process which is needed for identifying the MB 

which currently has the highest distortion, and hence can help reducing the 

computational complexity of the video aggregation process. 

3.6.2 Bit-Plane Approach 

Both the implementation described in Section 3.2.2 and the profile approach are 

in "frequency-plane" (see Section 2.3), in the sense that if the bandwidth is not 

sufficient to accommodate all the data, data will be dropped from the higher 

frequencies. However, we can also implement MPEG-video aggregation in the 

"bit-plane"，thus, drop data from the least significant bits (see Section 2.3). 

For MPEG video, many researchers [12, 13] related the quantization factor 

Q. used for coding a frame j , with the corresponding output bit count by 

X , 二 S〕X Qj (3.13) 
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where Xj is called the “global frame complexity ,，of the frame, and Sj is the 

number of bits generated by coding it. As long as this relationship holds, for 

each frame j , the numbers of output bits with different Qj used can be predicted. 

Since the quantization distortion of a frame is given by ^ video aggre-

gation for n frames can be achieved by coding all those frames with a common 

quantization factor Q', such that 

么 + 么 + + 二 Bf (3.14) 

Comparing the frequency-plane approaches described in Sections 3.2.2 and 

3.6.1, this bit-plane approach needs not calculate the signal energy for every 

codeword, however, re-quantization of the frames requires additional quantiza-

tion and VLC coding. Note that it is difficult to ensure the total output bit 

count in each frame period (from coding the n frames) to be exactly B^ because 

1) the relationship in (3.13) is only an approximate estimation, and 2) for suc-

cessive choices of Q, the total output bit counts may deviate much。Therefore, 

if we want to smooth the traffic of a bundle of MPEG video to CBR, MPEG 

video aggregation implemented with this bit-plane approach must be followed 

by temporal smoothing. 

4This can be derived based on the assumption that the amplitudes of the DCT coefficients 
are evenly distributed within each of the quantization steps. 
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Chapter 4 

A Control-Theoretic Study of 

Video Traffic Adaptation 

To facilitate temporal smoothing of video traffic, data from the video encoder 

is fed to a smoothing buffer, which then forwards data at a constant rate to 

the network. In order to avoid cell loss due to overflow at the smoothing buffer, 

which may result in serious image-quality degradation, the video encoder should 

adapt its output traffic in response to the buffer occupancy. When the buffer 

occupancy is relatively high, the encoder should reduce its output bit rate by 

coding the video sequence at lower image-quality. On the other hand, when 

the buffer occupancy is low, the video will be coded at better image-quality. In 

this chapter, we simply refer this close-loop approach for temporal smoothing 

by adaptation unless specified. 

As discussed in Section 1.1, fluctuating bit rate is inherent to VBR video 

coding, because of 1) switching of coding modes, and 2) variations of scene 

contents of the underlying video. This makes the objectives of video traffic 
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adaptation schemes different from those for conventional flow-control schemes 

for data traffic, in the sense that it should keep the the image-quality for the 

frames steady, while buffer-occupancy fluctuations within a reasonable region is 

expected. 

Many previous researchers have investigated adaptation schemes for VBR-

coded video traffic [1, 2, 3, 4]. However, as we will see, their schemes are some-

what ad hoc in nature, and are not analyzable. 

This chapter, in contrast, studies the generic video traffic adaptation scheme 

with a linear-feedback model, which can be analyzed systemically. As a re-

sult, we can, 1) design and fine-tune the adaptation scheme, and 2) study the 

trade-off between steadiness of image-quality and buffer-occupancy fluctuations 

(this shall be discussed in Section 4.1.1) in a systematic and quantifiable man-

ner. While we believe that the particular linear-control model proposed in this 

chapter would perform well for most video sequences, perhaps the more impor-

tant contribution is that this framework enables analytical study of video traffic 

adaptation scheme. This in turn may open up many other possibilities for future 

investigation. 

The remainder of this chapter is organized as follows. Section 4.1 reviews 

some previous adaptation schemes for VBR video encoders with a generic model. 

Section 4.2 gives motivations for studying video traffic adaptation in a control-

theoretic approach. Section 4.3 describes an analytical model for the adapta-

tion process. Section 4.4 analyzes the stability and operation of the adaptation 

model. Section 4.5 describes the implementation of our adaptation scheme on 

MPEG video sequences. Experimental results of transmitting an MPEG video 

sequence with our adaptation scheme are given in Section 4.6. The conclusion 
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Figure 4.1: A generic model for video traffic adaptation which employs temporal 

smoothing. 

of this chapter is in Section 4.7. 

4.1 Review of Previous Adaptation Schemes 

Detailed review for some previous adaptation schemes for MPEG-like video en-

coders (i.e., VBR video encoders which employ several coding modes) are in 

Appendix II (Section 4.9) [1, 2, 3, 4]. In this section, we try to summarize and 

evaluate them with respect to a generic model. 

4.1.1 A Generic Mode l for Adaptat ion Scheme 

Figure 4.1 shows a generic model for video traffic adaptation. There are three 

components in the system: the video encoder, the smoothing buffer, and the 

VBR-CBR adaptation controller. 

In each time interval At (e.g., for MPEG coding, At can be a MB's period 

[1]’ a frame period, or even a SGOP period [2]), a constant number of bits are 
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removed from the buffer for transmission on its output, and a random number of 

bits are produced by the encoder and put into the buffer. The difference in input 

and output is revealed in the change in buffer occupancy, which is conveyed to the 

adaptation controller. Processing on this information, the adaptation controller 

in turn decides how to control the encoder via a feedback path. Majority of 

previous adaptation schemes specify the control message in terms of change in 

the quantization factor [1, 2, 3, 4] , AQ, used in the compression process (see . 

Section 2.1). In this chapter, however, we assume that the feedback control 

message is specified in terms of a change in bit rate, Ar. This is a more general 

model: we can map Ar into AQ if needed. 

Particularly for the proposed adaptation schemes for MPEG-like encoders 

described in Appendix II, the control message is determined based on the dif-

ference between the coded and target bit counts in the preceding interval, while 

the target bit count for each interval is allocated dynamically in a way to try to 

restore the buffer occupancy (to its desired value) at the end of next H GOP's 

(following the current GOP). Note that H can be zero as in [1 • 

4.1.2 Objectives of Adaptat ion Controller 

Central to an adaptation system is the design of the adaptation controller. When 

there are changes in the intrinsic b a n d w i d t h requirements of the video sequence, 

that results changes in buffer occupancy, the adaptation controller should be 

able to "instruct" the encoder to operate at a different image-quality objective. 

In general, the variations of the intrinsic bandwidth requirements of a video 

can be classified into two types: long-term variations and short-term fluctua-

tions. When the long-term intrinsic bandwidth of the video sequence becomes 
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higher than the output bit rate of the smoothing buffer (i.e., the reserved band-

width of the channel), the adaptation controller has no choice but to inform 

the encoder to reduce its bit rate by coding the video at a lower image-quality. 

By the same token, when the long-term intrinsic bit requirements reduce, the 

controller should inform the encoder to code the video at higher image-quality 

so as to fully utilize the reserved bandwidth. 

However, when there is short-term fluctuations of the intrinsic bit require-. 

ments of the video (e.g., due to coding-mode switching and scene change), the 

adaptation controller should be able to smooth out the "transient responses" in 

image-quality and buffer occupancy. In general, as far as the transient responses 

are concerned, there are three objectives for an adaptation controller: 

1. minimize image-quality fluctuations, 

2. minimize buffer-occupancy fluctuations, and 

3. avoid unnecessary control of the encoder due to coding-mode switching. 

In order to achieve smooth image-quality transitions along the frames�the 

control message should be determined based on both the current buffer occu-

pancy as well as the recent trend of the variations of it. Moreover, “weak” control 

(i.e., with respect to the previous MPEG video adaptation schemes, large H for 

the target bit allocation) is preferred . This is because although the current 

buffer occupancy may be high, if the buffer occupancy is in a downward trend, 

it is not urgent to reduce the output bit rate of the encoder. Even when the 

current buffer occupancy is high and is going up, the traffic may smooth itself 

later by allowing longer period for temporal smoothing. An extreme case for this 

is VBR video compression (see Section 1.1) with no feedback at all. However, 
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to reduce buffer overflow, this requires huge buffer with output rate larger than 

the average rate of the video sequence. Unless peak of the video sequence is 

reserved for the channel, buffer overflow may still occur. 

Note that to achieve steady image-quality does not necessarily require longer 

control interval, At. Although longer At means that more frames (being in 

the same interval) will be coded with the same image-quality, the accumulated 

change in buffer occupancy at the end of a At could be large. Therefore, drastic 

change of image-quality among different intervals may result. Nevertheless, if 

At is smaller than a frame period, as the encoder may be regulated to code 

different part of a frame with different image-quality, blocky effect may result. 

On the other hand, to minimize the buffer-occupancy fluctuations, we may 

want to regulate the output bit rate of the encoder more frequently, and to re-

store the buffer occupancy (to its desired status) as fast as possible. This means 

that shorter interval At and "strong" control (i.e., with respect to the previ-

ous MPEG video adaptation scheme, large H for the target bit allocation) are 

preferred. An extreme case for this is CBR video compression (see Section 1.1). 

The third objective applies to compression schemes that employ coding-mode 

switching. One would expect the buffer occupancy to fluctuate in accordance 

with the coding mode even if there were no scene change, and the scene complex-

ity in successive frames were roughly the same. These fluctuations are "natural" 

and should not cause the adaptation controller to apply undue control on the 

encoder that might give rise to fluctuations in visual quality. 
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4.2 Motivation for Control -Theoret i c Study 

As can be seen from the above discussion, there is an engineering tradeoff in de-

signing an adaptation controller: we cannot maintain steady image quality along 

the frames while we try to reduce buffer-occupancy fluctuations. To have a rea-

sonable balance between these two contradicting properties, we need to know 

the effect of adjusting the parameters of the adaptation scheme on the perfor-

mance of the system (i.e., image quality of the frames in the video sequence, and 

the buffer-occupancy fluctuations). Moreover, since different video sequences 

may have very different traffic characteristics (because of different scene content 

variations, or even structure for coding-mode switching), we should fine-tune 

the adaptation scheme (i.e., try to achieve a new operating point) for individual 

video sequence. Both of these require analysis on the operation of the adap-

tation scheme in a quantifiable manner. However, as the previous schemes are 

somewhat ac hoc in nature (see Appendix II), analysis can hardly be performed. 

This motivates us to model the generic adaptation system with an analytical 

framework, and to analyze it in a systematic approach. 

4.3 Linear Feedback Controller Model 

This section models the generic adaptation system (see Fig. 4.1) as a linear 

feedback control model. In the model, At is assumed to be a frame-period. This 

is because from the discussion in Section 4.1.2, a frame-period is a compromising 

choice for At. In the followings, Section 4.3.1 describes our encoder model, and 

Section 4.3.2 discusses the design of the adaptation controller. 
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4.3.1 Encoder Mode l 

Since video traffic adaptation concerns both the image quality of the video, and 

the occupancy at the smoothing buffer, some knowledge about the relationship 

between these two factors is essential. Suppose that associated with each frame 

n is a bits-distortion function fn[D) that describes the number of bits required 

to code the frame with a distortion objective of D. This function may either 

be estimated or computed explicitly by the encoder. Depending on the scene 

contents as well as the coding modes, different frames may have different bits-

distortion functions. 

1. Encoder Operation 

With reference to Fig. 4.2, suppose that for frame n, the number of bits output 

by the encoder is E。[n]，and this corresponds to a distortion of D[n], For frame 

n + 1, the number of bits needed to maintain the same distortion (hence no 

image-quality fluctuations) be 

+ 1] - Ro[n] + Ai?[n + 1] (4.1) 

where AE[n + 1] is the bit adjustment (see Fig. 4.2). 

Based on the buffer status, the adaptation controller may want to adjust the 

encoder output bit rate. In our model, this is done by specifying the number of 

bits to be reduced from + 1], Ar[n + 1] (see Fig. 4.3). The encoder then 

codes frames n + 1 with the objective of outputting 

R,[n + 1] 二 i^'Jn + 1] — Ar[n + 1] bits (4.2) 

Note that small Ar[n + 1] means that the corresponding change in distortion 
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Bits f„(D) 
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t Mn+1] T R，o[_ 

AR[n+l] i Ro[n+l] 

丄 Ro[n] 

D[n] D[n+1] Distortion 

、 Figure 4.2: Bit adjustment at the encoder. 

—— 

AR[n] R。[n] 

Ar[n] 

Figure 4.3: The encoder operation. 

level ADln + 1] 二 + 1] - D[n] is also small. Therefore, the adaptation 

controller can minimize the image-quality fluctuations by minimizing Ar[n + 1 . 

Note that we have not assumed anything about the forms of AR[n] and fn{D) 

for an arbitrary frame n. The above is merely a description of the encoder 

operation regardless of the statistical and functional behaviour of AR[n] and 

fn{D). 
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2. Analytical Encoder Model 

For analysis, we assume that AR[n], the input, is independent of the past and 

present feedback control Ar[z],i < n. It is obvious, however, that the future 

feedback control will be dependent on AR[nl The above assumption implies 

that for all frame n (even with different coding modes), 

fn{D) = -g{D) + K (4‘3) 

where g{D) is non-negative and independent of n, while K is independent of the 

past values of Ar[n], but may vary with n. Thus, the bits-distortion functions 

/ � ( D ) of all frames are of the same shape, but may have different offset K . Note 

that if fn(D) and fn+i(B) are of different shapes, then AR[n + 1] will depend 

on D[n], which in turn depends on the past values of Ar[n\. In other words, 

AE[n + 1] and Ar[n] are coupled. To illustrate this more clearly, we suppose in 

Fig. 4.4 that both fn{D) and fn+i{D) are linear, but /n+iP) has a steeper slope。 

As can be seen, the higher the D[n] is, the larger the AR[n + 1] will be. The 

form of fn{D) in (4.3) will be justified for MPEG-coded video by experimental 

results in Section 4.5. 

We define the intrinsic bandwidth R^[n] of a frame n as the number of bits 

required to code the frame with some fixed reference distortion Do. We can define 

the distortion measure such that Do 二 0. Assuming g{D) 二 0\ Ri[n] = K, and 

the encoder operation in (4.1) becomes 

+ 1] = + 1] - 9{D[n]) 二 _H“n + 1] _ r[n] (4.4) 

iNote that iig{D) has a constant term and g(Do) • 0, then we may put the constant term 

into bn. 
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Figure 4.4: The case that AR[n + 1] and Ar[n] are coupled, 

and the number of output bits of the encoder (in (4.2)) can be written as 

R^[n] 二 + 1] — r[n] - Ar[n + 1] 二 + 1] _ r[n + 1] (4.5) 

where r[n] is the number of bits to be deducted from Ri[n] to code frame n with 

distortion D[n]. We then arrive at the encoder model in Fig. 4.5. Note that 

the larger the bit reduction r[n] is, the larger the distortion D[n] will be. The 

change in the number of bits sent is 

ARo[n + 1] 二 i U n + 1 ]—凡M 二 (丑扣 + 1] _ R^[n]) _ Ar[n + 1] (4.6) 

Note that there are two factors influencing A i ^ n + 1]. The first is the change 

in the intrinsic bandwidth {R^[n + 1] - Ri[n]), which is not under the control of 

the adaptation controller. The second is the bit adjustment Ar[n + 1], which is 

under the control of the adaptation controller. 

With the analytical encoder model in Fig. 4.5, we can study the image quality 

of a frame n by studying r[n], and the smoothness of image-quality transition 

along the frames by Ar[n • 
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Ri[n] ^RoW 
a _ to buffer 

rw 

Ar[n] 

Figure 4.5: The encoder model. 

4.3.2 Adapta t ion Controller Model 

Figure 4.6 is a frequency-domain [5] block diagram that shows the encoder model 

being connected to the adaptation controller, which consists of two components, 

the buffer-status filter and the feedback compensator. In our notation, the z-

transform of a time-domain signal X[n] is X{z) 二 I；^二o 

We define A[n] = Ri[n] _ C, where C is the number of bits removed from 

the buffer for transmission per frame period. Therefore, the change in buffer 

occupancy level after coding frame i is given by A风[n] 二 A[n] — r[n]. Instead 

of defining Bo[n] to be the buffer occupancy, we define it as the deviation from 

a desired buffer level, say, B, so that B。[n] can be both positive or negative. 

In practice, B , for instance, could be set at B � w h e r e Bma. is the buffer 

size. Assuming the system starts at B, the buffer deviation is given by Bo[n] 二 

ELoA^oW-

1. Buffer-Status Filter 

In order to avoid unnecessary control due to coding-mode switching, instead of 

exercising feedback control based on ^ o N , which may fluctuate naturally with 
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Figure 4.6: The frequency-domain block diagram of the encoder model and the 

adaptation controller. 

the switching of coding modes, we use a filter (with transfer function 丑 lO)) to 

filter out this fluctuations before the feedback is computed. Let Bi[n] be the 

filtered response, Bi[n] should be constant if AB。[n] is periodic in N, the period 

of the coding-mode switching cycle. 

A simple Hi{z) that could be used is 

糊 二 > + 1 + … + 广 1)) ( 4 . 7 ) 

which corresponds to averaging ^ o N over the the most recent N frames (which 

form a complete coding-mode switching cycle). With this Hi{z), the transfer 

function of the overall buffer-status filter is given by 

丑（力—丄 ( 1 + 厂 1 + ..• + - 例 、 (4.8) 
聯 - N 、 1 — 厂 1 y 、 J 
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2. Feedback Compensator 

The feedback compensator used in this thesis is based on the PD (proportional 

and derivative [5]) control. Thus, the value of Ar[n + 1] that will be given to 

the encoder for coding the next frame is 

Ar[n + 1] = aiBi[n] + a2(Bi[n] - Bi[n 一 1]) (4.9) 

where Oi\,ai > 0. The associated transfer function is 

Rlz) 二 a i z - i +。2厂 1(1 - f 1) (4.10) 

There are two constituent compensators: the first term corresponds to DC com-

pensation and the second term is for stabilizing the system. 

Without the DC compensator, the buffer occupancy cannot be brought to the 

desired value B whenever there is a DC change in This can be illustrated 

by considering a unit-step input When the average buffer occupancy 丑i[n] 

becomes steady, even though it is not zero, the change of bit adjustment, Ar[n], 

will be reduced to zero. As a result, r[n] will keeps its value as one (i.e., — 

r[n] 二 0) and therefore the backlog in the buffer will not be cleared. This will 

be shown analytically in the Section 4.4.3. Therefore, when a i = 0, starting 

with the buffer level at B , a DC change will induce a change in ^ o M , the 

deviation from B, and it is not possible to move Bo[n] back to 0 if a i 二 0. An 

uncompensated DC in Bo[n] is undesirable because it is then easier for the buffer 

to overflow (if the the DC change is positive) or underflow (if the DC change is 

negative) should there be any further DC changes later. 

The second term in (4.9 reacts more quickly to changes in ^ i H than the 

first term does. An increase in Bi[n] means that the buffer is filling up, and 
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the encoder will be requested to lower its output bit rate through this term. 

The goal of this term is to keep the buffer deviation small. As will be shown in 

Section 4.4.1, the system is stable only for a certain range of non-zero a?. 

4.4 Analysis 

Instead of analyzing our adaptation system based on some stochastical model 

of video traffic [6, 9, 10, 11, 12] , we attempt to capture only some simple but 

fundamental characteristics that might be expected for general video traffic. 

All the analysis in this section shall assume that the state variables are not 

limited by the dynamic range of the underlying physical entities. In practice, for 

instance, there is a limit on how large the buffer can be. However, it is a common 

practice in designing a feedback control system to ignore the dynamic range of 

the physical entities: for a well-designed and stable system, the values of the state 

variables are usually kept within the dynamic range anyway. In fact, rather than 

imposing the dynamic range as a design constraint, the dynamic range required 

is often determined as part of the design exercise. In the adaptation controller, 

for example, a goal is to minimize the buffer fluctuations, and this in turn helps 

us determine the buffer size required. 

When we look into a video traffic 段[n], for example, the MPEG-coded video 

traffic shown in Figure 2.3, we can think of it as consisting of a superposition 

of several traffic components, as illustrated in Fig. 4.7. First, there is a “DC” 

component that corresponds to the scene complexity. Therefore, a DC change 

in R^[n] corresponds to a long-term change in the scene complexity of a video. 

The second component is made up of samples (impulses) here and there. Each 
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of this sample corresponds to a scene change that occurs at a P or B frame 

and makes the motion compensation not useful in reducing the bits required. 

The third component corresponds to coding-mode switching, and it consist of 

a periodic function of period N. The fourth component corresponds to small 

variations within the same scene. Since the feedback controller we have described 

in last section is a linear system, we can analyze its responses under Ri[n] as a 

superposition of the responses under each of these components. 

In the following, Section 4.4.1 studies the stability of our video traffic adapta-

tion system. Section 4.4.2 testifies whether our system is robust against coding-

mode switching. Section 4.4.3 studies the responses of a DC change by the 

unit-step responses, and those of a P/B-frame scene change by the unit-sample 

responses. 

4.4.1 Stability 

One goal of a feedback control system is to stabilize an unstable system. For 

instance, a video system consisting of an encoder and a buffer will not be stable 

if the average input rate to the buffer (output rate of encoder) is higher than 

the average output rate. The goal of the feedback is to reduce the output rate 

of the encoder when it is too high and increase the rate when it is too low, 

and hence to make sure that the best visual quality within the constraint of the 

communications-channel bandwidth can be achieved. It is well-known, however, 

that a poorly-designed feedback control system can be unstable [5], This section 

investigates the range of a i and a? for stable operation of our system. Stability 

is defined in the bounded-input-bounded-output sense here: given a bounded A[n]’ 

all the state variables should also be bounded. 
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Figure 4.7: Components of an MPEG-coded video traffic 
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It is straightforward to derive the following transfer functions of the state 

variables: 

恥 ) 二 Hf(z) 

A ⑷ “ 1 + 恥 ) 丑 碰 1 - 厂 1 ) 

—N{1 —厂1)3 + {aiz-i + a2厂 1(1 - 厂 1)}(1 —：一， 

Bo ⑷ = 1 

^ — (1-z-i) + 丑 / ( 讽 ⑷ 

— 7V(1 — 

= N [ l - 厂 1)3 + {aiz-i + ^2厂1(1 - 厂 1)}(1 - z-^) 

Ar[z) _ H}[z)Hc{z) 

二 1 + 丑 / ( 讽 问 / ( 1 - 厂 1 ) 

_ (1 - 厂 - z-iM 灼 广 1 + 购 厂 1(1 -

二 7V(1 - 厂 1)3 + {“1厂1 + - 厂 1)}(1 - r ， 

r ⑷ 二 Hf{z)H.{z) 

— (1 一厂 1) +丑 / (讽⑷ 

二 iV(l - 厂 1)3 + {aiz-i + a2Z-'(l — 2：-1)}(1 - z-^) 

(4.11) 

Note that if Bi[n] is bounded, then Bo[n], r[n] and Ar[n] are also be bounded. 

Thus, we focus only on the transfer function of Bi[n]. For stability, the magni-

tudes of the poles of the transfer function must be smaller than one [5]. From 

(4.11), this means that the roots of 

N i l _ + {aiz-i + - f 二 0 (4.12) 

must have magnitudes less than one. Notice that we have divided the denomina-

tor in (4.11) by (1 - 厂 1) to reflect that the factors (1 - 厂 ” in the denominator 

75 



Chapter 4 A Control-Theoretic Study of Video Traffic Adaptation 

and numerator cancel each other. 

1. Routh Test 

Routh test [13] is an algebraic procedure for determining whether a polynomial 

has zeros in the right half-5-plane. It involves examining the signs and magni-

tudes of the coefficients of the equation without actually having to determine 

its roots. Although Routh test gives no information about the location of the 

roots, and hence does not indicate the relative degree of stability or instability, 

the test is frequently used to determine whether a system is stable. 

While the detailed procedure of Routh test was described in reference [13], 

some special and useful results of the test can be summarized as follows [14]: 

1. Necessary conditions for a polynomial to have all its roots in the left half-

s-plane are: 

(a) All of the coefficients must have the same sign; 

(b) All of the powers between the highest and the lowest must have non-

zero coefficients, unless all even-power or all odd-power terms are 

missing. 

2. For quadratic polynomials, these conditions are also sufficient. 

3. For a cubic polynomials, 一 + + Ci^ + Co, necessary and sufficient 

conditions are C2,Ci,Cq > 0 and Ci > C0/C2. 

2. Bilinear Transform 

As mentioned before, the condition for stability of our discreted control system is 

to have all poles (i.e., roots of characteristic equation (4.12)) having magnitudes 
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less than one. Therefore, stability of our control system cannot be determined 

by means of a direct application of the Routh test. However, it is possible to 

apply bilinear transform [13] to the characteristic equation such that the interior 

(exterior) of the unit circle of the z-plane is transformed to the left (right) half 

of the —plane, in other words, the condition of < 1 can be transformed to 

the condition Re[s] < 0. Bilinear transform is defined as 

. 二 i ± i (4.13) 
5 — 1 

thus 

S = (4.14) 
z — 1 

With this transformation, the characteristic equation (4.12) becomes 

4N(S + 1 严-1 + - L)(s + 1) + — !)][(. + I f 1 ) ’ 二 0 (4.15) 
LI 

and Routh test can be applied to determine the stability conditions for our 

control system. 

If we express (4.15) in power series of 3, we have the characteristic equation 

as 

+ CNSN + C N - 广 + …+ C i s + C o 二 0 (4.16) 

where the coefficients 

CN+I 二 

CN 二二 2Na2 
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(N-l\ ( N \ ^ ‘ Jn\ 
4AT + a i 一 [ai + 2a2] for odd i \ ) V + 2 / V ^ / 

^ (4.17) 

t^N-i 二 、 / \ / \ 
N -l\ N \ r . 

4N +2^2 for even z 
V / \ ^ + ^ / 

、 
where 

卜）—N 、 . (4.18) 

3. Necessity of Buffer-Deviation Compensator 

For our control system to be stable, all the roots of the transformed characteristic 

equation (4.16)匪st have their real parts as negative. According to the results of 

Routh test as mentioned in Section 4.4.1.1, this requires that all the coefficients 

of (4.16) to be non-zero and of the same sign. Look at CN in (4.17), we can 

easily find that as > 0 is a necessary condition for stability. 

4. Stable region for iV 二 1 and TV 二 2 

For TV 二 1 and 2, the transformed characteristic equation (4.16) becomes 

a i P + 2a25 + (4 — a ! - 2a2) 二 0 (4.19) 

and 

2 a i / + + ( 8 - 2ai - + 8 二 0 (4.20) 

respectively. Based on results 2 and 3 of Routh test (in Section 4.4.1.1), we 

conclude that the stable region (i.e., necessary and sufficient condition for the 
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system to be stable) for iV = 1 is 

4 - a i - 2a2 > 0 (4.21) 

and that ion N = 2 is 

8 - 2ai - 4a2 - > 0 (4.22) 

5. Stable region for general N 

Although Routh test can still be used for determining the stable region of a 

system even when the order of the corresponding characteristic equation is higher 

than 2, the testing procedure is tedious. Nevertheless, based on result 1 of the 

test, we can find a set of necessary conditions for the systems. For our control 

system, when N 二 10，the necessary conditions of ft > 0, 0 < i < 11 conform 

to 

336 - l l a i - 24a2 > 0 (4.23) 

When N is large, instead of using Routh test, we can find the boundary of 

the stable region of our system by studying the moving locus of the roots of the 

characteristic equation (4.12) when ai and a � are varied. We first study the 

restricted case when a i 二 0 before moving onto the general case a i > 0. 

5a. Restricted case: ai 二 0 

Substituting a i 二 0 into (4.12), we have the following characteristic equation 

whose roots must be within the unit circle of the z-plane for stability: 

八厂(1_厂1)2 + 购厂1(1 — 厂 ’ 二 0 (4.24) 

or 

yVzN—— + —1) 二 0 (4.25) 
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When as = 0, there are {N — 1) roots at ；̂  二 0 and double roots at : = 1. Only 

one of the roots at 1 cancels with that of the numerator of the transfer function, 

and so the system is unstable. 

For an infinitesimally small a2, we show that the system is stable. We assume 

that the roots move smoothly when a? goes from zero to an infinitesimal positive 

number. Therefore the (TV — 1) roots at 0 remain within the unit circle. To see 

what happens to the double roots at 1, substitute z 二 1 + e into (4.25), we have 

N{1 + e广- V + a2[(l + e广一 1] 二 0 (4.26) 

Ignore the power of e higher than the second power, we have 

e'^a2{e^{N-l)e'/2}=0 (4.27) 

of which roots are 

ei 二 0 

a i / n 
幻二 —1 + 宁 灼 < 0 

(4.28) 

Therefore, one of the double roots of (4.25) remains at z 二 1 and the other 

becomes smaller than one. The root at z 二 1 cancels with that in the numerator, 

and so the system is stable for small a). 

When a2 increases to some value a*, one of those roots within the unit circle 

moves outwards and crosses the unit circle. Therefore, a； is the upper bound 

on a2 for stable operation. In order to determine the value of a*̂ , we apply the 

transform z 二 e " in (4.25), and have 

N e 认 - if + c^e)•则—1) 二 0 (4.29) 
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Multiply (4.29) by e-辟 and apply the relationship (ê '̂  一 e—)” 二 2j smO, we 

have 

jEi sinj^T) 二 (4 30) 

Compare the modulus and the real part of both sides, we have 

一 2iVsin^(|) (4.31) 

灼 — s m ( f ) 

and 

" 二 ( 2 … ) 兀 ; m 二 0,1，... （4.32) 
N 

Therefore, from (4.31) and (4.32), 

The smallest value of a飞 is the critical value (the first time a root crosses the 

unit circle as a? is increased from zero) and it is obtained when m = 0: 

a ; 二 27Vsin2(�2A0 (4.34) 

Therefore, the stable region when ai 二 0 is 

0<a2<2Nsm\iT/2N) (4.35) 

5b. General case: a i > 0 and 0 < < 

When a i > 0, the same type of argument as above can be applied. Instead of 

(4.24), the original characteristic equation (4.12), or equivalently, 

Nz^'-'iz — 1)3 + [aiz + a2{z — — 1) 二 0 (4.36) 

should be used. The first step is to note that for a i 二 0,0 < a � < a'*�，there is a 

root at 之二 1 and TV roots within unit circle (guaranteed when 0 < < a； by 
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the previous proof). The root at 1 cancels with that of the numerator, and so 

the system is stable. 

For infinitesimally small a i and 0 < a � < a ^ we assume that the root z 

which originally was at 1 now becomes 1 + e. Substitute this into (4.36), and 

ignore power of e higher than the second, we have 

Nei + [a. + (ai + a.)e][N + ^ ^ ^ e + f 卞 二 0 (4.37) 

\ ^ / 

Neglect also the second order terms of e, we finally have 

e 二 ： ： ^ < 0 (4.38) 
ai(7V + l) + a2 

Therefore, with a given a^ < a*, when a i is infinitesimally small, the root 

originally at 1 will move inside and the system will remain stable. When a i 

increases to some value, one of those roots within the unit circle crosses the 

unit circle. In order to determine that particular value of a i for given a? < a* 

(i.e., the boundary of stable region of the system), we apply the transformation 

^ 二 已 i n ( 4 . 3 6 ) . After some manipulation similar to that we have done for the 

restricted case, we have 

Ne〕令e⑶ sin + (a^e^'t + sin 書)⑶ sin jO) 二 0 (4.39) 
LT 

Note that both the real and imaginary parts of LHS equal to zero, we have 

-87V cos{N0/2) sm\e/2) + cos(^/2) sm{N0/2) 二 0 

4 iVsm ' ( ^ / 2 )-a i -2a2 二 0 (4.40) 

Therefore, the boundary of stable region can be found by solving the above 

two equations numerically. Figure 4.8 shows the stable regions for TV == 4,6,8 
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Figure 4.8: Stable regions for (ai,a2) for iV 二 4,6,8 and 10. 

and 10. For each A^ the stable region is under the curve. In designing the 

adaptation controller, we should stay within the stable region when trying out 

different values of a^ and a?. As can be seen, as N increases, the stable region 

becomes smaller, and there is less freedom in the choice of and a?. 

4.4.2 Robustness against Coding-mode Switching 

Due to coding-mode switching, traffic of a VBR-coded video fluctuates periodi-

cally, with period equals to that of the coding-mode switching N. Thus, in the 

frequency-domain, the video traffic would have components at 0, IjN, 2/N, 3/7V,... 

(in the unit of per-frame-period). This can be verified if we look into Fig. 4.9, ̂  

which depicts the Discrete Fourier Transform of the MPEG-coded video traffic 

shown in Fig. 2.3. As can be seen, there are spikes at 1/凡 2/7V, 3/凡 and so 

on. These spikes are due to coding-mode switching, while other frequencies can 

2The frequency has been normalized to the per-frame unit, and correspondingly the maxi-
mum frequency is 0.5. There is a large zero-frequency component that is not shown. 
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Figure 4.9: Discrete Fourier Transform of the traffic of the sequence JP2. 

be attributed to the scene content variations. 

For our system, we can derive from (4.11) that the transfer function Ar{z)/A{z) 

has zeros at the frequency 0, 1/凡 2/iV, and so on. This also can be shown by 

plotting Ar{z)/A{z) in Fig. 4.10. Therefore, the A r ^ will show no response to 

the periodic bit rate fluctuations due to coding-mode switching. In other words, 

our system can avoid unnecessary image quality fluctuations due to coding-mode 

switching. 

4.4.3 Unit-Step Responses and Unit-Sample Responses 

This section studies the effect of a DC change in the video traffic by the unit-step 

responses (i.e., the system responses under an unit-step input), and the effect of a 

p/B-frame scene change by the unit-sample responses (i.e., the system responses 

under an unit-sample input). Particularly, we focus on the quantities B。[n], r[n] 

84 



Chapter 4 A Control-Theoretic Study of Video Traffic Adaptation 

0.16| 1 1 1 1 1 ‘ ^ ‘ “ 

A -
0.14- \ 

- • 
0.12 - \ 

、 , \ : 
§.0.08 - \ 

^ \ -0.06 - \ 

—\ ； . 
0.02 \ 

。 0 ^ " " M i ^ ^ 0.35 0.4 0.45 0.5 
frequency 

Figure 4.10: Transfer function Ar{z)/A{z). 

and Ar[n]，3 which correspond to the buffer deviation, image-quality degrada-

tion, and the change of image quality among successive frames, respectively (see 

Section 4.3.1). Before that, we shall first further illustrate the significance of the 

DC compensator (i.e., a i ) in (4.10). 

1. Necessity of DC Compensator 

In Section 4.3.2.2, we have mentioned that if the feedback compensator does not 

have the DC compensator (i.e., a i 二 0), then the buffer occupancy cannot be 

brought to the desired value B whenever there is a DC change in A[n]. This 

can be explained by examining the the transfer function of Bo[n] in (4.11). We 

note that without the DC compensator (i.e., a i 二 0), the two roots of the 

denominator at 么二 1 cancel with those of the numerator, and therefore the 

“ 3 1 , a linear time-invariant system, Ar[n] can by obtained from r[n] by discrete-time "dif-
ferentiation". Moreover, for unit-step and sample responses, r[n] can be obtained from Bo[n\. 
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response is not zero for DC input. This means that Bo[n] will not decay to zero 

given a step input. When a ! > 0, on the other hand, there is only one pole at 

；,二 1, and the DC response is indeed zero, and therefore ^ o N will eventually 

decays to zero given a step input. 

2. Unit-Step Responses 

We may want to fine-tune the system to fit a individual video sequence, or to 

operate the system with different performance. Figures 4.11 and 4.12 plot the 

step responses of the system when (a^a^ ) 二 (0.003, 0.10) and (0.09, 0.17) for 

N 二 10, respectively. Comparatively, when (ai，a2) = (0.003, 0.10), ^ o W rises 

to a higher peak and takes a longer time to decay to zero after that; r[n] and 

Ar[n], on other hands, rise to a lower peak. Also, there is no oscillation in all the 

decay pattern in the (0.003,0.10) case, but there are in the (0.009,0.17) case. In 

other words, in the (0.003, 0.10) case, buffer deviation rises to a higher peak, and 

hence a larger buffer is needed; in contrast, the worst case image degradation 

is smaller, and the image-quality transition along the frames is smoother. The 

former case is a typical weak-feedback setting and the latter a strong one. 

Note that the final value of r[n] 二 1 (and the implied change in image-quality) 

is a necessity, regardless of the control parameters and strategies, because only 

then will the buffer input rate equals the output rate, hence avoiding overflow 

and underflow. Also, note that the r[n] overshoot in the transient behavior is 

inevitable if it is required that Bo[n] eventually settles to zero: with a step input, 

initially Bo[n] rises and there is excess bandwidth usage (buffer input exceeds 

output); and to compensate for this initial overuse of bandwidth, some future 

frames 画 s t be coded at below the final rate on which the system will settle, 
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Figure 4.11: Unit-step responses of the system with (ai, a^) == (0，3, 0.10): (a) 

is the buffer deviation Bo[n], (b) is the bit adjustment r[n], and (c) is the change 

of bit adjustment Ar[n . 

and r[n] during these frames will overshoot. 

To study the effect of adjusting ai and a? on the unit-step responses, we plot 

three important parameters as functions of a , and a^： the peak of the buffer 

deviation B o H 风， i s plotted in Fig. 4.13, the peak overshoot of r[n] (i.e., peak 

of r[n] — 1), r* - 1, is in Fig. 4.14, and the peak of Ar[n], Ar*, is in Fig. 4.15. ^ 

As can be seen, BS decreases when a^ or is increased. Therefore, we 

can reduce the buffer size (and hence delay) by increasing a i and However, 

when we do so, both r* and Ar* increase. This means that the worst case 

image-quality degradation will be more serious, and the image-quality along the 

frames will fluctuate more vigorously. In general, there is a trade-off between the 

image-quality and buffer-occupancy fluctuations. Reference [15] has fomulated 

that in these figures, we only focus on the stable o p e r a t i o n region of ai and 
w h i l e t e values of the quantities outside the stable region are supposed to be zeros. 
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Figure 4.13: Peak of buffer deviation, for unit-step input as a function of 

a i and a � . 
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Figure 4.14: Peak overshoot of bit adjustment, r* 一 1, for unit-step input as a 

function of a i and a2-
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Figure 4.15: Peak of change of bit adjustment, Ar*, for unit-step input as a 

function of a i and a。. 
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Figure 4.16: Product of B* and Ar* for unit-step input as a function of a i and 

this trade-off as 

B;Ar* ^ 1 

This can be justified by plotting the product of 丑。* and Ar* with varying a i and 

OL2 in Fig. 4.16. 

3. Unit-Sample Responses 

The unit-sample (impulse) responses of the system with (ai ’ a^) 二（0.003，0.10) 

and TV 二 1 are shown in Fig. 4.17. In fact, these sample responses can be 

obtained from the co r respond ing step responses by discrete-time differentiation. 

Since the input is only a unit-sample at r̂  二 1, while it is zero for all later 

frame periods, the peak buffer deviation equals to one (this occurs at n 二 1) no 

matter how a i and a , are set. Moreover, for all cases, the final values of r[n] 

and Ar[n] are zeros. However, different setting of a^ and a飞 results in different 
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Figure 4.17: Unit-sample responses of the system with (a i , a义二 (0 003 0.10): 

(a) is the buffer deviation B o H (b) is the bit adjustment r[n], and (c) is the 

change of bit adjustment Ar[n . 

peaks of r[n] and Ar[n] ( i .e . �r* and Ar*, respectively). Figures 4.18 and 4.19 

plot the r* and Ar* as functions of a i and a^, respectively. Note that when a^ 

or (and) a^ increase(s), both r* and Ar* increase. This means that for sample 

input, in order to minimize the worst case image degradation and ensure smooth 

image-quality transition along the frames, small a i and are preferred. 

4 • 5 Implement at ion 
This section describes the implementation of our video traffic adaptation scheme 

on MPEG-coded video. Specifically, it details how the encoder adapts its output 

bit rate in response to the control message Ar[n]. 

We assume that the video is first compressed by a standard MPEG encoder 
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Figure 4.18: Peak of bit adjustment, r*, for unit-sample input as function of a i 
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Figure 4.19: Peak of change of bit adjustment, Ar* for unit-sample input as 

function of a i and a � . 
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at pretty good image quality. The video traffic adaptation is then introduced as 

an add-on process, performed by a secondary encoder: the secondary encoder 

further compress the video in response to the to the control message from the 

adaptation controller. The advantage of this system design is that stored video 

sequences, which are previously compressed by standard MPEG encoders, do 

not have to be decompressed and then re-compressed during the adaptation 

process. 

In reponse to the control message, the secondary encoder may further re-

duce the coded bit count of an incoming frame by dropping the AC codewords 

from the constituent blocks selectively, such that 1) for each block, the code-

words dropped are from higher frequencies, and 2) all the blocks finally have 

almost the same image-quality (according to some metric). However, the header 

information and the DC codewords will always be transmitted. 

To achieve the above goals, we define the “profile” of a frame n, M D ) , as the 

number of bits needed for the transmission of the AC codewords as to achieve a 

distortion of D. For MPEG-coded video, the profile of a frame n can be obtained 

from the profiles of all the blocks m contained, B “ D ) : considering that all the 

blocks will have the same distortion after adaptation, we have 

議二[B•例 (4.41) 

m 

where the summation is taken over all blocks in the frame. For B “ D ) , the 

distortion of a block (expressed in dB) is defined as 

distortion of a block 二 10 log^o — (4.42) 
I 

where si is the original value of pixel I within the block, is the pixel value 
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after aggregation, and the summation is taken over all pixels I in the block. ‘ 

The distortion of a block in the frequency domain can be found easily: it is 

the sum of the amplitude squares of the non-zero components in the discarded 

AC codewords. Because a codeword is either retained or dropped in its entirety, 

there is only a finite number of possible distortion levels for each block. In other 

words, Bmn{D) of block m is a staircase-type function and it can be interpreted 

as the minimum number of bits needed such that the distortion of that block is 

less than or equal to D. When we add up B U D ) to obtain U D ) as in (4.41), 

however, many D values are possible. At the frame level, distortion D means 

that all the constituent blocks have distortion no more than D. 

The profiles for an I, a P and a B frames (frames 151’ 152 and 153, respec-

tively) in the sequence JP2 (see Section 3.4) are plotted in Fig. 4.20. As can be 

seen, for D between 35 and 45 dB (typical D value resulting from the adaptation 

experiments that we performed), the profiles for the three types of frames are of 

similar shape, and hence the assumption in (4.3) is roughly justified. Note that 

the dB value of distortion is not taken with respect to the signal and there is no 

significance to its large absolute value: only the relative values of the distortion 

are important. 

After obtaining the profile of a frame n, the operating distortion level D[n] 

is given by 

fn{D[n]) = Kin] - ArH 

二 以 D [ n - 1]) - Ar[n] (4.43) 

Afterwards, the AC codewords are dropped from each of the blocks according 

(i.e., _ e ^ g y ) instead of SNR, as the m e t . for 
i m a g i U n t y during the adaptation process was described m Section 3.2.2 
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Note that with this implementation, the secondary encoder (for traffic adap-

tation) can only reduce the bit rate of the MPEG video sequence when the buffer 

occupancy is high; however, when the buffer occupancy is low, it cannot increase 

the bit rate of the MPEG video traffic by adding extra data. In other words, 

at the secondary encoder, bit adjustment can be positive only, while any 

negative r[n] is suppressed to zero. 

4.6 Experimental Results 
This section presents experimental results of transmitting an MPEG video with 

our traffic adaptation scheme. Specially, we study the overall performance of our 

adaptation scheme in Section 4.6.1. Section 4.6.2 presents experimental results 
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Figure 4.21: The SNR of the sequence JP2 before transmission. 
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Figure 4.22: The bit rate (in terms of bits per frame) of the sequence JP2 before 

adaptation. 

which compare a weak-control setting with a strong-control setting. Section4.6.3 

investigates the performance of our adaptation scheme with varying amount of 

the reserved bandwidth. 

The video sequence JP2 used in the experiments is 8 seconds in duration. 

The resolution and frame rate are 320 x 240 and 30 frames per second, re-

spectively (i.e., quarter size of the NTSC standard). The video sequence was 

previously coded at good quality (see Fig. 4.21) by a standard MPEG encoder 

with iV 二 10 and M 二 3 (see Section 2.1). The video traffic before adaptation 

in terms of bits per frame was shown in Fig. 4.22，with mean and standard 

deviation equal to 35.3 and 20.3 kbits, respectively. 
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4.6.1 Overall Performance of the Adaptat ion Scheme 

The video sequence is then transmitted by a CBR communication channel in 

three scenarios: 1) with temporal smoothing provided by a buffer, but with no 

feedback control (i.e., the open-loop approach in Fig. 1.2), 2) with no temporal 

smoothing at all: at the secondary encoder, we further compress the video se-

quence to CBR before transmission; and 3) with our traffic adaptation scheme 

used. In all these scenarios�the output bit rate of the buffer, C (i.e., reserved 

bandwidth of the CBR channel),set is set to the mean bit rate of the video traffic 

(i.e., 35.3 kbits per 33.3 ms, or 1.06 Mbits/s); and for scenarios ⑴ and (3), the 

size of the buffer, B 窗 , i s 333 ms (i.e., 10 frame periods). 

The first two approaches do not work well according to our experimental 

results. For scenario (1), buffer overflow occurs shortly after the DC of the 

video traffic increases from frame 60 (see Fig. 4.23). Note that this no-feedback 

scenario corresponds to the case a i 二 a , 二 0 in our adaptation scheme, and 

hence the system is unstable (see Section 4.4.1). Therefore, unless a bandwidth 

corresponding to the peak rate of the video traffic is reserved for the CBR 

channel, buffer overflow may occur when the incoming traffic rate is higher than 

C for a long period of time. For scenario (2) which does not employ temporal 

smoothing, the video sequence suffers from serious image-quality degradation 

(about 5 dB, see Fig. 4.24). This is because for I frames, which intrinsically 

demand for high bit rates, many frequency components are dropped. Even the 

P and B frames usually can have all their data transmitted, they also suffer from 

error propagation (see Section 2.1). 

In scenario (3), the video sequence is transmitted with our traffic adaptation 

scheme. We set a . 二 0.003, a^ 二 0.10, and N 二 10’ while the desired buffer 
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Figure 4.23: The buffer occupancy (in ms) when the sequence JP2 is transmitted 

with temporal smoothing but no feedback control. 
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Figure 4.24: The SNR of the sequence JP2 after transmitted with no temporal 

smoothing. 

status B equals to B抓 12 (i.e., 166.5 ms). The traffic of the video sequence 

after smoothed by our adaptation scheme is shown in Fig. 4.25. The control 

Ar[n], the buffer occupancy deviation 召。[n], and the SNR of the sequence after 

adaptation are shown in Fig. 4.26 (a), (b) and (c), respectively. 

Note that the fluctuations of bit rate in the input traffic (i.e., the video traffic 

before adaptation) due to coding-mode switching do not cause our adaptation 

system to perform any undue regulation on the input traffic. However, when the 

DC of the input traffic is higher than C (e.g., frames 60 to 100, see Fig. 4.22), 

the secondary encoder drops data selectively (note that the area under A . ] , 

i e the bit reduction r[n], is positive) as to restore the buffer-deviation B。[n]. 

This results image-quality degradation of the output sequence. However, as the 

control A r N is small, the image-quality transition along the frames is smooth. 

Comparing with the CBR-compressed sequence (see Fig. 4.24), the sequence 
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Figure 4.26: Performance of the adaptation scheme with a^ - 0.003 a2 = 0 1, 
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Figure 4.27: Performance of the adaptation scheme with a i 二 0.009, a? 二 0.17 

and C 二 mean rate of the sequence: (a) the control Ar[n] (in bits), (b) the 

buffer occupancy deviation Bo[n] (in ms), and (c) the SNR (in dB) of the output 

sequence. 

(ai ,a2) 二 (0.009,0.17). The results are depicted in Fig. 4.27. Compared with 

the results for the (0.003, 0.10) case (especially, from frames 60 to 100), the 

control Ar[n] here is larger, and corresponds to less steady image quality. How-

ever, in this strong-control case, the buffer-occupancy deviation is restored more 

quickly. 

4.6.3 Varying Amount of Reserved Bandwidth 

In some situation, the mean bit rate of the video sequence is not know before 

the transmission takes place, especially when the video is generated by a live 

capture (e.g., for video conference). Therefore, it is also important to verify that 

our adaptation scheme can perform well even when C is lower than the mean 
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Figure 4.28: Performance of the adaptation scheme with a i 二 0 .00, a? = 0^17 

and C 二 0.8 of the mean rate: (a) the control Ar[n] (in bits), (b) the buffer 

occupancy deviation Bo[n] (in ms)，and (c) the SNR (in dB) of the output 
sequence. 

bit rate of the video sequence. 

We transmit the video sequence using our adaptation scheme with B 抓 二 

333 ms, B 二 B截工 12, 二 (0.009,0.17), and C equals to 0.8 of the mean 

bit rate of the sequence only. The experimental results are depicted in Fig. 4.28. 

As can be seen, although the overall image quality of the video is worse than 

that when C equals to the mean rate (see Fig. 4.27), both the image quality and 

buffer occupancy are still steady.® 

6ln fact the adaptation schemT^ith such setting can transmit the video sequence with (7 
as low = 7 of S e mean bit rate only. However, m that case, the image quality of the video 

is no longer steady. 
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4.7 Conclusion 

This chapter has studied an adaptation scheme for VBR-compressed video traf-

fic which employs temporal smoothing of the video traffic. Specifically, we es-

tablished a framework for video traffic adaptation based on a linear-feedback 

control model. Important issues of this adaptation scheme, such as stability, 

robustness against scene change and coding-mode switching, and the trade-off 

between image-quality and buffer-occupancy fluctuations, are studied with a 

control-theoretic approach. We also validated our scheme with experimental re-

sults. Compared with previous video traffic adaptation schemes, our framework 

allows systematic analysis and designs of the adaptation controller, as well as, 

enables studying the tradeoffs between important characteristics in a systematic 

and quantifiable manner. More importantly, this control-theoretic framework 

may opens up many new possibilities for further research. 

4.8 Appendix I: Further Research 
On the basis of the control-theoretic study of video traffic adaptation we have 

done in this chapter, this appendix describes some further research possibilities. 

Regarding the encoder model in Section 4.3.1.2, we assumed that AR[n] is 

independent of Ar[z],z< n. In other words, the input and the feedback control 

of our encoder (see Fig. 4.3) are decoupled. However, in reality, this assumption 

may be not justified. For instance, when the bits-distortion functions U D ) of 

the frames have different shapes, AR[n] will depend on D[n 一 1], which in turn 

depends on Ar[z],z < n - l . Therefore, adaptation (see Fig. 4.1) when the input 

of the encoder and the feedback control are coupled could be an issue for further 
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research. 

In Section 4.3.1.1, we have mentioned that the adaptation controller can 

minimize the image-quality fluctuations of the video sequence by minimizing 

the control Ar[n\. This is true because for an arbitrary frame n with a given 

D[n — 1], small Ar[n] always means that the corresponding change in distortion 

level AD[n] 二 - D[n — 1] is also small. However, unless fn{D) is linear, 

a given Ar[n] does not correspond to a fixed AL>[n], because 齒 varies with . 

D. Therefore, if we want to ensure smooth image-quality transition along the 

frames, and set a bound for A D , then we will have to take Ai^ into account 

for the computation of the control Ar. How to incorporate the consideration of 

into the adaptation system, and how to analyze that system are also worth 

further research. 

Another possibility for further research concerns the output bit rate of the 

smoothing buffer, C ⑴ . I n this chapter, we assumed that C{t) to be constant, 

because CBR traffic can be guaranteed by networks easily. However, future 

broadband networks may also be capable of guaranteeing policed VBR traffic 

(i.e., VBR traffic subjected to some constraints). Suppose the policing of the 

traffic is done by a leaky bucket [16], the adaptation controller may make use of 

the tokens (i.e., adjust C ⑴ ) a n d adjust Ar collaboratively, such that comparing 

with the CBR output scenario, both the image-quality and buffer-occupancy 

fluctuations can be reduced. 

Moreover, as the adaptation controller model described in Section 4.3.2 is 

based on linear PD control, we believe that some non-linear control, for ex-

ample, having a'l and a , in equation (4.9) depend on may improve the 

performance of the adaptation process. 
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Regarding the implementation of the secondary encoder, the input MPEG 

video can also be further compressed in the "bit-plane": re-quantize the DCT co-

efficients with larger quantization factor Q. For MPEG video, many researchers 

3, 1] related the quantization factor Q[n] used for coding a frame n, with the 

corresponding output bit count by 

二 S[n] X Q[n] (4.44) 

where X[n] is called the "global frame complexity，，of the frame, and S[n] is 

the number of bits generated by coding it. As long as this relationship holds, 

for each frame n, the numbers of output bits with different Q[n] used can be 

predicted. Since the image quality of a frame n is proportional to Q[n], with 

respect to the control Ar[n], the secondary encoder should re-quantize the video 

with Q[n] given by 

. 幽 � 刷 _ Ar (4.45) 
Q[n\ Q[n - 1] 

Comparing the frequency-plane approaches described in Sections 4.5, this 

bit-plane approach needs not calculate the signal energy for every codeword, 

however, re-quantization of the frames requires additional quantization and VLC 

coding. Note that it is difficult to ensure the total output bit count in each frame 

period (from coding the n frames) to be exactly Bu because 1) the relationship 

in (4.44) is only an approximate estimation, and 2) for successive choices of Q, 

the total output bit counts may deviate much. Therefore, the secondary encoder 

may fail in adapting the video traffic accurately in response to control from the 

adaptation controller. 
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corresponding global frame complexity will be updated by (4.48). Moreover, R 

will be updated as 

R = R - Si,P,B (4.49) 

and then allocated among the remaining frames in that GOP base on the weight-

ing of Xi,p,B. Thus, if the following frame is an I frame, its target bit count, Ti, 

will be determined by 

Ti = X R (4.50) 
“ X i + NpXp + NbXB 

where NP,B are the number of remaining P and B frames�respectively, in the 

current GOP. Similarly, if the following frame is P or B frame, then TP,B will be 

determined by 

Tp 只二—^——xR (4.51) 

丄 NpXp + NbXB 

When the target bit count TI’P,B for the following frame is determined, it will 

be evenly allocated to the MB's in the frame in spite of their individual scene 

content. In order to minimize the difference between the coded and target bit 

counts of the frame, the quantization factor Q is adjusted after coding each MB, 

in proportion to the a c c u m u l a t e d difference between the number of coded and 

target bits. As Q is adjusted after coding each MB, the difference between coded 

and target bit counts after coding a frame is expected to be small. 

The bit allocation algorithm of this scheme is based on the assumption that 

the global frame complexities are good measures for the intrinsic bit require-

ments of the frames. However, if this assumption does not hold, unnecessary 

image quality fluctuations along the frames may result. 

Even assuming that the global frame complexities are good measures for the 

intrinsic bit r equ i r emen t s of the frames, from the viewpoint of image-quality, 
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Q, AQ , is limited to be 士 1. Moreover, in order to reduce the problem caused 

by scene change, the global frame complexity corresponding to the frame having 

scene change will be reset after the scene change. 

4.9.4 Chen's Adaptat ion Scheme 

The adaptation scheme for MPEG-like encoders proposed by Chen etal [2] 

works in a way similar to MPEG's scheme: the residual bits of the current 

GOP are dynamically allocated to the remaining frames in the GOP with the 

consideration of the fact that different types of frames have different intrinsic 

bit requirements. 

The bit allocation of Chen's scheme is based on a more global level, called 

Sub-GOP (SGOP), which is formed by a P frame with its following B frames 

(i.e., a SGOP consists of M frames, with the first as P frame followed hy M-

1 B frames). Before coding a SGOP, the target bit count allocated for it is 

determined by 

_ RSGOP X NSGOP + HSM X (RGOP - S I ) - B ( ‘ 明 

TSGOP 二 NSGOP + HSM X L 

where RSGOP and ROOF denote the desired number of a SGOP and GOP, re-

spectively, with definition similar to (4.47). NSGOP is the number-of remaining 

SGOP's in the current GOP, Si is the number of coded bits of last I frame, B 

is the deviation of the current buffer occupancy from its desired value, L is the 

number of SGOP's in a GOP, and HSM is some non-negative integer. 

Roughly speaking, TSGOF is the target bit count for the current SGOP so that 

the buffer can be restored to its expected occupancy at the end of next HSM 

OOP's (following the current GOP). The integer HSM controls heuristically 
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the TSGOP variations in the GOP and the instant when the buffer is expected 

to be restored. When HSM = 0, TSGOP for earlier and later SGOP may be 

drastically different. This may cause improper and unnecessary fluctuations of 

image-quality along the SGOP's. Larger HSM results in more steady image-

quality transition, but at the price of longer period for restoring the buffer (to 

its expected occupancy), which may imply a larger buffer is needed. It was 

suggested to have HSM equals to 1. When the target bit count for the current 

SGOP is determined, all frames in this SGOP will then be coded with the same 

Q, while Q is adjusted from that for the preceding SGOP in proportion to the 

difference between the coded and target bit counts for that SGOP. In order 

to ensure smooth image-quality transition along the SGOP's, AQ is limited to 

some range. 

Since every SGOP has the same structure, successive SGOP's should have 

almost the same intrinsic bit requirements. Therefore, allocating bits in the 

SGOP level can account for the drastic variations of intrinsic bit requirements 

of different types of frames, without bothering with the measure for individual 

frame's intrinsic bit requirements. In other words, this scheme does not rely 

on the assumption that gobal frame complexities are good measure for the bit 

requirements as MPEG's scheme does. 

Comparing with MPEG's scheme, coding all frames in a SGOP with them 

same Q can ensure smooth image-quality within the frames, as well as along 

the frames in the SGOP. However, after coding a SGOP, the difference between 

the coded and target bit counts may be large, and results in drastic change of 

Q and hence image-quality among the SGOP's. Although this can be improved 

by limiting AQ , buffer overflow may be caused due to slow response to change 
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of buffer occupancy. 
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Chapter 5 

Conclusion 

This thesis investigated VBR-CBR adaptation of video sequences: the output 

traffic of a VBR-encoder is adapted to CBR, so that it can be delivered over 

the network using a CBR channel. Note that this VBR-CBR video adaptation 

can achieve both the advantages of steady image quality of the video and simple 

network operation simultaneously. In general, there are two possibilities for the 

VBR-CBR video adaptation: 1) spatial smoothing among a number of video 

sequences at a particular time moment, and 2) temporal smoothing within a 

single video sequence at different time moments. 

For spatial smoothing, we investigated a concept called video aggregation, 

which is defined as the integration of compression and statistical multiplexing 

of video information. It has been shown experimentally (based on the objective 

S 皿 measure and subjective observation of image quality) that video aggrega-

tion can provide better image quality than the scenario which does the compres-

sion and 匪Itiplexing processes separately. In particular, two important goals 

are achieved: 1) smooth and good image quality for the frames of each video 
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session, and 2) fairness of image quality among the video sessions. Experimen-

tal results show that for the same image-quality requirements, video aggregation 

can reduce the bandwidth usage by 25%. 

For temporal smoothing, we established a framework for video traffic adapta-

tion based on a linear-feedback control model. Important issues of this adapta-

tion scheme, such as stability, robustness against scene change and coding-mode 

switching, and the trade-off between image-quality and buffer-occupancy flue- ‘ 

tuations, are studied in a control-theoretic approach. Compared with previous 

video traffic adaptation schemes, our model can be designed and analyzed in 

a systemic and quantifiable manner. More importantly, this control-theoretic 

framework may open up many new possibilities for further research. 

Although spatial and temporal smoothing of video traffic are studied sepa-

rately in the thesis, they are complementary to each other: a number of video 

streams can be first smoothed to less bursty by spatial smoothing, afterwards, 

this multiplexed traffic is further smoothed to CBR by temporal smoothing. 

Integration of spatial and temporal smoothing as a hybrid adaptation system 

could be an issue for further research. 

In the thesis, all the discussions on both spatial and temporal video traffic 

smoothing are limited to CBR output, however, they can be extended to VBR 

output, provided that the broadband network is capable of guaranteeing policed 

VBR traffic. Moreover, most of the discussions are applicable to generic VBR 

video compression schemes, even though all our implementations for experiments 

are conformed on the MPEG compression standard. 
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