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Abstract

A simple, low-cost, broadband (100-Mb/s) multimedia network is proposed for
residential subscribers for provisioning of multimedia services over the existing
tree-architecture coaxial cable CATV distribution system. A Fast Polling Pro-
tocol is employed to provide collision-free media access in the Media Access
Control (MAC) layer. The protocol is based on the Binary Exponential Backoff
Polling (BEBP) algorithm to improve the throughput efficiency and to guaran-
tee the performance of connection-(;riented isochronous services. The protocol
is compatible with the Hybrid Fiber-Coax (HFC) architecture, which is a very
promising architecture for bringing broadband services to the residential sub-
scribers. Experimental demonstration has been performed based on the TAXI
chip datalinks, and the performance in throughput, fairness and network access
delay have been demonstrated satisfactorily. The proposed network can be used

as a low-cost ATM traffic concentrator at the hub.

111



Contents

1 Introduction
1.1 Multimedia Network Requirement . . . . . . .. ... .. ....
1.2 100-Mbps Network Proposal . . . .. .. .. ... ........
1.3 Broadband Network on HFC Architecture . . . ... ... ...
1.4 ‘The BEBP MAC Protocol .« . s s s s o s swms o smmon o
1.5 ScopeoftheThesis . .. .*v o i v v v v v v v v e vwwn s

2 The MAC Protocol
2.1 Fast Polling Protocol . . . . ... ... ... .. .........
2.1.1 Round RobinPolling . .. ..........c......
2.1.2 Binary Exponential Backoff Polling . . . .. ... .. ..
2.2 Protocol Design .. ... « sis s swas s swmns awws s vwms s
2.2.1 Lessons learnt from IEEE 802 LAN and Ethernet . . . .
222 Protocol Data Uttt « ¢ s 56 s s s wws v smae v 5 ww oo

3 Performance Analysis
81 TheSimulation. . ... « e e swiws 5 58 658 6 saws & oo
3.2 Round Robinvs. BEBP .. ....................
3.3 Sizeof BEBP Network . .. ... ...........o......

v

ot Ot B N N -

-J

10
11
13
15
17



3.4 BEBP with Different Tx FIFO Size . . . . . . . ... .. .. .. 31

3.5 Limitation of the Host Bus Transfer Rate . . . . . .. .. .. .. 32
3.6 Performance with Different Packet Size . . . . . ... .. .. .. 36
Network Architecture 40
4.1 Dual Bus Network Architecture . . . . . .. .. ... ... ... 40
4.2 Star Network Architecture . . . . . . . . .. ... ... 41
4.3 Compatibility with Existing Networks . . . ... ..... .. .. 42
4.3.1 Compatibility with 10BaseT UTP Star Network . . . . . 42
4.3.2 Compatibility with 10Base2 Coax Bus Network . .. .. 44
4.3.3 Compatibility with the HFC Coax Tree Network . . . . . 47
Implementation 50
5.1 Physical Layer. . .. . .. LR LT R 50
52 MACTLAYEr .. .::63isws sd@as s emws s sman s 52
5.2.1 Continuous Mode Datalink . . . . .. ... ... ... .. 53
5.2.2 Burst Mode Datalink . . ... ............... 53
5.2.3 The 9-bit Polling Commands . . ... ... ....... 54
53 Designofthe NIC. . . ... ... . ... .. . 56
5.3.1 Transmitter Modules . . . . . .. .. . s mme & S EPE 59
532 ReceiverModule .. ............cc0c00.. 61
533 Serial INEETfACE . o o v o o v v v ovm e s s e o i 63
5.4 Design of the Hub/Router . . . . ... ... ... ... ... 67
54.1 CUMLAUDENET . ... ...t 67
5.4.2 Hub/Router . . ... ...... ... 69
543 Concentrator s s wwis s s s v swwm cwmn s o 72



6

5.5 Software - Device Driver . . . . . . . . v o v v v v b s
5.6 Testingof NIC . .. .. .. ..o
5.6.1 Packet Error Rate Testing . . . . .. .. ... ......
5.6.2 UDP Transfer Rate Testing . . . .. ... ........
5.6.3 Other Applications . . . . .. .. .. ...

Conclusion

Bibliography

A Abbreviation

B

C

Simulation Source Code
Simulation Results

Circuit Diagram

D.1 Network Interface Card . . . . . . . . . . oo v v oo
D.2 Router/Hub - Ring A Module . . . ... .. ...........
D.3 Router/Hub - Ring B Module . . .. . ... ...........
D.4 Router/Hub - Hub Module . . . . . ... .............
D.5 Router/Hub - Power Module . . . . . .. .. ...........
D.6 Concentrator - Back Plate . . . ... ... ... .........
D.7 Concentrator - Hub Connecting Module . . .. ... ......

D.8 Concentrator - Node Connecting Module . . . . . . ... .. ..

PLD Source Code
E1l GAL20V8 for NIC . . . . . i i i i i i e e e e oo oo e o s o

vi

81

83

89

93

98

122
123
123
123
123
123
123
123
123

132



E.2 LattiseispLSIfor NIC . . . ... .. ..o v oo 132

E.3 GAL20VS8 for Concentrator . . . . . . . .« . o« oo oo o 132

F DSP Program 140
G Device Driver 144
G.1 The Network Driver : mic.C . . « « o v v v v v v v v v o oo e e e 144
G.2 The Header File: nich. .. ... ... AEh R GG s E R E e s 144

H Testing Program 151
H.1 Packet Error Rate Testing Program . . . . . . . ... .. .. .. 151
H.2 UDP Rate Testing Program . . . . . .. .. .. ... ... .. 151
H.2.1 Datagram Client : dgclic . . ... ... ... ... ... 151

H.2.2 Datagram Server : dgecho.c . . . . ... ... ...... 151

H.2.3 UDP Client : udpcli.c . ... .. ... 151

H24 UDP Server : udpserv.c . . . . « « « v v v o v o v o v o 151

H.2.5 The Header File: inet.h . . . ... ... .. ... .... 151

Vil



Chapter 1

Introduction

Network has become part of our daily life. As Internet continues to grow ex-
ponentially in recent years in access speed, number of servers and number of
subscribers, the information superhighway is no longer a dream. Internet access
may be as simple as telephone accéss in a few years. But the network alone
cannot provide everything, it needs a partner - multimedia information. Many
multimedia information services has been provided on Internet in recent years,
from simple still pictures to full multimedia documents with motion video and
sound.

As in many other industries, the existing information infrastructure cannot
satisfy every desire of the customers. Most of the existing networks cannot
support multimedia services. In a campus or office environment, most of the
available LAN solutions such as Ethernet and Token Ring can only provide
around 10- to 20-Mbps of bandwidth. Network access for residential users is
even worst. Most of them can only use a 14.4 Kbps modem line to retrieve

information. There is a large market force to develop a low cost highspeed



Chapter 1 Introduction

network access for the end users.

1.1 Multimedia Network Requirement

The first requirement for multimedia services is large bandwidth. Most of the
images, video and voice in multimedia service consume a lot of bandwidth.
Although many compression algorithms have been developed successfully [1, 2,
28], the bandwidth required is still very large. For example, 1.5Mbps is required
for MPEG-I1, px64 Kbps is required by H.261 video conferencing for p frames
per second. Experiments show that the existing Ethernet cannot support more
than four MPEG-I simultaneously.

Another important requirement for multimedia service is real time guarantee.
Services like video conferencing require the voice and video data to arrive in real
time. Excessive delay will result in i)acket loss. CCITT specifies that the delay
for voice cannot be larger than 25ms. Thus, the delay guarantee for real time
packets is one of the major concerns in the design of a high speed multimedia

network.

1.2 100-Mbps Network Proposal

Many high-speed network proposals have been suggested, such as the FastEth-
ernet, ATM LAN (3, 4], Demand Priority MAC Protocol (IEEE 802.12) [5, 6],
FDDI/CDDI[7], etc. Some are extensions of existing protocols, and some are
new proposals.

FastEthernet (also called 100BaseT Ethernet) is the 100-Mbps version of
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10BaseT Ethernet. It was designed to run on existing UTP Cat.5 cable plant
without having to rewire the network. Although the specification for Cat.5
cable is 100m, only 50m can be reached in most FastEthernet products. Since
the protocol still uses the CSMA/CD protocol, it cannot provide a guaranteed
delay.

CDDI is the modified version of FDDI, which can run on copper wires. Both
FDDI and CDDI follow the Timed Target Token Protocol. The protocol is more
suitable for the provisioning of guaranteed service, but the delay can only be
bounded to a relatively large value and the throughput performance depends on
the round trip delay time of the network. This is the major drawback of using
FDDI for multimedia services.

ATM provides a high-end and complete solution for multimedia network-
ing. The small packet (53 bytes) can provide a very short network delay, but
it creates a large protocol overhead. ATM was first suggested by telecommu-
nication companies. As bandwidth scalability was the major concern, a large
number of network vendors have designed ATM switching networks rather than
shared media networks as have been done in most of the LAN environments.
On one hand, switched networks can fully increase the bandwidth utilization of
‘the network, on the other hand, it is not very compatible with Internet which is
a connectionless network more suitable for shared media network. As a result,
a lot of extra work has to be done to run IP and ARP on ATM [37, 38, 39].

The IEEE 802.12 Demand Priority MAC Protocol for the 100BaseVG - Any-
LAN can run 100 Mbps on the existing UTP cable plants of 10BaseT Ethernet.
Four pairs of wires have to be used to transmit the 100-Mbps traffic, so as to

reduce the bandwidth required in each single pair of wires. Since the bandwidth
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is shared by every node, it is difficult to guarantee a very small delay. So, dif-
ferent priorities are assigned to different connections. Higher priority traffic is
served first in order to reduce the delay for real time services.

However, none of these proposed schemes is capable to work with the CATV
tree architecture or the hybrid fiber-coax (HFC) architecture, which is a very
promising architecture for bringing broadband services to the residential sub-

scribers.

1.3 Broadband Network on HFC Architecture

There is a strong interest in the study of Hybrid Fiber-Coax (HFC) architecture
for local loop distribution recently [8, 9]. First, the HFC architecture has abun-
dant bandwidth which can also be made compatible to the existing analog TV
system, thus allowing a graceful ev;ﬂution and introduction of broadband ser-
vices while supporting existing CATV customers. Second, the split and branch
HFC architecture naturally serves as a traffic concentrator, reducing the num-
ber of cabling wires going into the hub offices of the service providers. Third,
broadband interactive multimedia services can be provided on the HFC archi-
" tecture very cost-effectively by subcarrier multiplexing. As such, the unification
of this multimedia LAN proposal with the HFC architecture provides a low-cost,
evolvable solution to the broadband, local distribution problem.

It is very important both technically and commercially to develop a new 100-
Mb/s multimedia LAN standard that can work with a tree architecture so that
residential end users can enjoy the broadband services through their existing

cable.
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1.4 The BEBP MAC Protocol

Based on the above consideration, a new multimedia LAN (Fast Polling MAC
protocol) is proposed. It is compatible with the existing CATYV network archi-
tecture and physical media. In order to improve the polling deficiency when
the number of active nodes are small compared to the total number of nodes, a
binary exponential backoff polling (BEBP) algorithm is proposed. Using such
an algorithm, a high throughput and guaranteed delay multimedia LAN can
be easily implemented over the existing CATV cable or the hybrid fiber-coax
(HFC) architecture.

1.5 Scope of the Thesis

This thesis is separated into six chapters. Chapter 2 will go through all the
important concepts and protocols of the proposed network. This include the
fast polling MAC protocol, the BEBP algorithm and the Protocol Data Unit.
A simulation evaluating the performance of the BEBP algorithm is presented
in Chapter 3. Major factors affecting the performance of BEBP will be covered
-and evaluated in this chapter.

Chapter 4 will talk about the network architectures for the MAC protocol.
Since BEBP is very flexible, it can be implemented on star, bus or ring networks
with different physical media. Most of the issues in the chapter is on the compat-
ibility of BEBP with the existing network wiring. Chapter 5 covers the design
and implementation issues of the network. All the design of different layers will
be covered in details, including the physical layer, MAC layer, network interface

card, and software driver. The design of the hub and its integration with the

3
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higher hierarchy network will also be found in this chapter. Finally, some of the

testing results of the prototype will be reported. The final chapter will conclude

this thesis.



Chapter 2

The MAC Protocol

In this section, the MAC protocol of the proposed multimedia network will be
discussed. First, we describe various existing MAC protocols. Then we describe
the proposed Fast Polling protocol which is a collision-free protocol that can
guarantee real-time services over arBitrary network architecture.

Existing solutions on MAC protocol can be divided into three categories:
random access, token passing and polling. The first random access MAC proto-
col was the Aloha proposed by the University of Hawaii [10]. It was then further
developed to become the well-known Ethernet [11]. Additional algorithms, like
“Carrier Sensing”, “Collision Detection” and “Truncated Binary Exponential
Backoff” was later added to improve the throughput of the protocol, which is
also called CSMA/CD. CSMA/CD provides a very simple and low cost solution
for LAN connection, but it is never a good MAC protocol for high speed net-
work. Collisions occur frequently at heavy traffic so it is difficult to guarantee
service quality under those circumstances. This is also why CSMA/CD has a

network access delay that is unbounded.
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Token passing is another very popular MAC protocol. It can be implemented
on a ring network like the FDDI[40] and the IEEE 802.5 Token Ring[32], or
on a bus network such as the IEEE 802.4 Token Bus[31]. Fair access can be
guaranteed even under high traffic, and the maximum delay is bounded. On the
other hand, the protocol will become very inefficient when the number of active
nodes is small. The token has to pass through all the inactive nodes before the
active node gets the token to transmit. Another drawback of the token passing
network is its large delay under high traffic. For example, the network access
delay of FDDI can be as high as 8 ms, which is not suitable for multimedia
traffic.

Polling is different from the above two MAC protocols for its centralized
control over distributed control of the media. In a polling system, a central
master called the hub control all the activities in the physical media. Polling
systems have been used in many electronic systems for a long time, especially
in the design of computer networks, and have been extensively studied by many
researchers [12] [13]. However, there are two major limitations of the polling
system.

First, a polling system requires very intensive communication between the
hub and the nodes. The hub has to send out a lot of polling commands in
order to control the traffic in the network. The polling commands are not very
complicated but they have to be transmitted at all times. Most of the existing
transceivers are not suitable for handling such short-length messages effectively.
For example, in the Ethernet transceivers, 7 bytes of preamble has to be added
in front of every packet in order to provide enough time for the receiver’s PLL

to lock onto the signal. If polling commands of only 10-bit length are used, then
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a lot of bandwidth will be wasted on the preamble. Unless we can handle short-
length polling commands effectively, polling system has a rather poor efficiency.

Second, traditional polling systems (such as the round-robin polling systems)
share the same drawback as token passing systems. When the number of active
nodes is small compared to the total number of nodes connected, the protocol
will become very inefficient. The active nodes have to wait for the hub to poll
all the inactive nodes before they are polled.

In the following section, we shall discuss a very effective polling system which
can be implemented on the MAC layer with very high throughput efficiency.
By using the state-of-the-art transceivers, short polling commands can be sent
very effectively. Then we propose a new polling algorithm called the Binary
Exponential Backoff Polling (BEBP) algorithm, which will provide a fair and
efficient media access even when the‘number of active nodes is small compared

to the total number of nodes.

2.1 Fast Polling Protocol

The Fast Polling Protocol is based on hub-polling to guarantee collision-free
‘access. It is a simple “master-slave” protocol: the hub acts as the master which
broadcast commands to every nodes, while the nodes act as slaves which respond
to the commands accordingly.

For a general LAN architecture, we can assume the hub to have access and
control of two shared media, one for uplink and one for downlink. The two media
serve as concentrator and distributor of traffic respectively. This assumption is

sufficiently general, because it covers the case of switched architectures as well
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as multi-access architectures. The two shared media can be multiplexed onto
the same physical media, for compatibility with architectures that employ only
one single cable. Alternatively, half-duplex operation can be employed similar
to IEEE 802.12.

For downlink, the hub simply broadcast any data packet and control messages
to all the nodes. No scheduling issue has to be considered in the downlink
transmission because the hub is the only sender. But in the uplink transmission,
many senders may want to send their packets at the same time. So, a scheduling
algorithm is required to resolve the multiple access problem.

Many polling algorithms can be implemented at the hub. However, the
complexity and efficiency can be very different. First, we shall describe a very
common and simple round-robin polling algorithm. Since the simple round-robin
polling algorithm suffers from a poor throughput efficiency when the number of
nodes in the network increases, therefore, we propose the Binary Exponential
Backoff Polling (BEBP) algorithm to improve both the throughput efficiency and
delay performance. Furthermore, the algorithm can also guarantee the service
time of a connection-oriented isochronous service, which is very important for

multimedia networks.

2.1.1 Round Robin Polling

Figure 2.1 and Figure 2.2 illustrate the polling events and timing for four nodes.
Each node is assigned a unique polling address, node 0 to node 3. A data transfer
cycle is started by the hub sending a “Poll Node 0” command to the downlink.
If Node 0 does not have any packet to send, it simply ignores the command.

Node 1 to node 3 will also ignore this command because the poll command is

10
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Figure 2.1: Polling Events of the Round Robin Polling

not addressed to them. Since the hub does not receive any data after a certain
period tg,, called the guard time, it can go ahead to poll the next node, which
is node 1.

A “Poll Node 1” command is sent to the downlink. Now node 1 has a packet
to send out, so it responds to the polling command by sending the data packet
through the uplink immediately. This time the hub detects a packet arrival
before the guard time has elapsed, so it will wait for the entire packet to be
received completely. Thus it will wait for a packet transmission time plus the
guard time (pk¢ + t4u) before polling the next station, node 2. The same polling
procedure applies to all nodes on a round-robin basis, before the polling comes

back to node 0 again.

2.1.2 Binary Exponential Backoff Polling

As the number of nodes in the network increases, the efficiency of round-robin
polling may be very low. This deficiency can be improved by the Binary Expo-
nential Backoff Polling (BEBP) algorithm. The polling procedure is same as the
round-robin polling, but the polling frequency depends on the activity of each

node. An active node will receive more polls than those inactive nodes.

11
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Figure 2.2: Timing of the Polling Events on the Downlink and Uplink

The BEBP algorithm is inspired by the truncated binary exponential backoft
algorithm used in Ethernet and IEEE 802.3. However, unlike the latter, BEBP is
collision-free, and only the polling frequency of a node depends on its activity in
a binary exponential backoff manner: Only the master node (hub) needs to keep
track of the activity information, all the other nodes (slaves) simply responds to
the poll command as in the round-robin polling case.

The hub keeps two counters for each attached node, the wait level counter
(WL) and the count down to poll counter (CDTP). In the beginning of a cy-
cle, all the CDTP counters will decrease by 1. Those nodes with zero CDTP
counter value will be polled in this cycle. The hub will send “Poll Node xxx” in
the downlink for those nodes with zero CDTP counter value sequentially. Ac-
cording to the response from node xxx, the hub will update its counters. If no
packet is sent back, the node’s WL counter will be increased by one fold (binary
exponentially increasing). If a packet is sent back by the node, the node’s WL
counter will be reset to the initial value, 1. In both case, the CDTP counter will

change to the same value as the WL counter. The same procedure goes on for

12
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every nodes with zero CDTP counter value, then a new cycle starts. The flow
chart in Figure 2.3 summarizes the procedure.

With this algorithm, if a node is active in the current cycle (i.e., the node
has sent a packet), it will be guaranteed to be polled in the next cycle. On
the other hand, if a node does not respond to a poll in one cycle, it will be
skipped by the hub in the next cycle. If the node continues to ignore the poll
addressed to it for n times, the hub will skip polling the node for 2™ cycles until a
maximum number (e.g. 256) is reached. This algorithm also guarantees that an
isochronous connection will be served in a definite period of time independent
of the bandwidth of the connection.

The performance analysis of the round-robin polling and BEBP algorithm

will be discussed in the next chapter.

2.2 Protocol Design

After an efficient MAC layer is built, the next task is to interface the MAC layer
with the network layer. To simplify our demonstration, we choose to support
only the most common network protocol, the Internet protocol, rather than
~ providing the most generic design to support all possible network protocols.
Thus, the design of the MAC layer supports IP packets directly. In order to
have a better understanding of our MAC layer design, we will go through the
MAC design of IEEE 802 LAN and Ethernet first.

13
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New Cycle
L_j

FOR N =1 TO N.NODE
WL(N) = WL(N) - 1

\ s
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SEND COMMAND
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CDTP(N) = Count Down To Poll Counter of Node N

Figure 2.3: Flow Chart of the BEBP Algorithm
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2.2.1 Lessons learnt from IEEE 802 LAN and Ethernet

Figure 2.4 shows the IEEE 802.2 LLC layer [29] and 802.3/4/5 MAC layer [30]
[31] [32] Encapsulation. All the 3 different MAC protocols use the same LLC
layer for compatibility. The design of the LLC is based on HDLC, which is a
very reliable MAC layer protocol.

There are two reasons for splitting the MAC layer into two sublayers. First,
it provides the flexibility for the users to choose different media for the network
(different MAC) but sharing the same interface to the higher network layer (same
LLC). Another benefit is to simplify the design of bridges among different 802
LAN. Bridges can operate in the LLC layer rather than in the network layer as
most of the gateways do. The standard is widely accepted and has already been
used by other LAN/MAN standard, e.g. FDDIL

Ethernet is a variant of the IEEE 802.3 and it can be compatible to IEEE
802.2 LLC. However, Ethernet is not equivalent to IEEE 802.3. As shown in
Figure 2.5, Ethernet is different from 802.3 /802.2 for the MAC layer encapsula-
tion. The complete MAC layer header of 802.3/802.2 consists of 22 bytes (14 in
MAC and 8 in LLC), while there are only 14 bytes in the Ethernet MAC layer.
Both standards are accepted by the Internet Community as RFC1042 [36] and
RFC 894 [35] respectively. Although the 802.3/802.2 encapsulation is well de-
fined, the Ethernet encapsulation is most commonly used. Detailed description
can be referred to the two RFC documents.

Direct encapsulation of IP over Ethernet becomes so common that the LLC
has seldomly been used. In most cases, the IP packet is directly encapsulated
by the Ethernet header (usually called the hardware header). As a result, the

IEEE 802 bridge cannot work on the LLC layer because Ethernet does not use
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Figure 2.4: Encapsulation of the IEEE 802.2 and 802.3/4/5
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Figure 2.5: Ethernet and 802.2/802.3 Encapsulation
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the 802.2/802.3 encapsulation. Bridging between two LANs (where one of the
LANs is Ethernet) is usually done in the network layer by the IP gateway. The
common LLC becomes an overhead to the 802 LAN.

There is a big lesson learned from the story of Ethernet and IEEE 802.2 /
802.3. First of all, the splitting of the MAC layer may not be necessary. Second,
a simple MAC layer is very reliable in a LAN environment. Third, careful
inspection of the Ethernet header will discover that the source address in the

hardware header is never used. The protocol can work without this field.

2.2.2 Protocol Data Unit

In the design of the MAC layer based on BEBP, the following requirements are

in mind:
e The protocol should be as sim;;le as possible, so as to reduce the overhead.
e The MAC and physical layers are very reliable, with BER less than 1072 .
e Only IP packets are carried in the network.

e The IEEE 802.2 LLC is not supported.

In order to have an efficient MAC layer, we choose to use fixed size packet.
Fixed size packet can provide a better management in the polling, because the
hub can always wait for the same time interval for a packet to return from the
node before polling another. Also the length field used in the Ethernet header
can be discarded. As discussed in the previous section, the source address is
usually not used for routing, so the protocol data unit (PDU) does not contain

the source address in the header.
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1 4 512 1

Header Destination Address data Trailer

Figure 2.6: The BEBP 512+6 Byte Packet

Since only IP packets are carried in the network, the TYPE field like that
in the Ethernet header will not be needed in the PDU header. With only IP
packets, different hardware address and IP address become a redundant design.
So, we use the unique 4-byte IP address to replace the hardware address. As a
result, ARP is no longer necessary in our network design.

The PDU is shown in Figure 2.6. The DATA field is set to be a fixed size
of 512 bytes, but different sizes can be used. Further discussion on the packet
size will appear in Section 3.6. Together with a one-byte HEADER, a 4-byte
DESTINATION ADDRESS and a one-byte TRAILER, the complete packet size
is 51246 bytes. ‘

The design of the 512+6 byte packet format is fully compatible with the
CUMLAUDE NET designed by the Chinese University of Hong Kong [15] [16].
The integration of the hub design with the CUMLAUDE NET will be discussed

in Section 5.4.1.

18
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Performance Analysis

In order to have a better understanding of the BEBP algorithm, a simulation
is perform to study the performance. The simulation 1s based on the Simscript
simulation language [43]. A detailed description of the simulation model and
the program will be covered in the \ﬁrst section. Then the performance of the
round robin polling and BEBP will be compared. Afterward, the performance
of BEBP with different number of nodes connected (at different network size)
will be analyzed. Finally, the different system parameters that affect the BEBP
performance will be discussed: including the TxFIFO size, the host bus transfer

time and the packet size.

3.1 The Simulation

In the simulation, N nodes are connected to the hub, of which some are idle
and some are active. The network data rate is 100 Mbps, and the packet size is

assumed to be 518 bytes.
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The Simscript source code of the simulation is attached in Appendix B. The
program consists of PREAMBLE, MAIN and 6 processes. Declaration and ini-
tialization is done in PREAMBLE and MAIN. Two of the processes, STOP and
INFO.COLLECT, are used for the collection and presentation of the simulation
results. The other four processes will be described in the following sections.
In the following description, a character string enclosed by [ ] represents the

variable used in the Simscript program.

PACKET.GENERATOR Process

The packet generation algorithm tries to emulate a UNIX machine transmitting
IP packets. The IP packet generation by the host machine is assumed to follow
an exponential distribution with deviation equals to 1. Arrival statistics for
other special application, like an MPEG video connection, FTP, or a WWW
connection can also be simulated, but they will not cover in this thesis.

When the UNIX workstation has a packet waiting to be sent, the IP layer will
call the network device driver (for detailed operation please refer to Section 5.5).
The driver will first check the status of the transmit FIFO [PACKET.QUEUE]

(TxFIFO) in the Network Interface Card (NIC). If the TxFIFO has already
been filled by packet(s), the driver will reject the call from the IP layer. The IP
layer will than buffer the unsuccessfully transmitted packet in its kernel buffer
(mother board RAM) [IP.BUFFER]. It will then retry periodically every 50 s
[IP.POLL.TIME] until the IP packet has been successfully transmitted. The
kernel buffer [MAX.IP.BUFFER] is assumed to be able to store 200 packets,

then it will kill any extra in-coming packets.

20



Chapter 8 Performance Analysis

PACKET.TRANSFER Process

If the TxFIFO is not full, whenever the driver is called by the IP layer, a packet
will be transferred from the kernel memory to the TxFIFO. The time required by
this transfer is called the host bus transfer time [PACKET.TRANSFER.TIME],
which is a very important factor in the actual system behavior. Unless the
packet has completely arrived at the TxFIFO, it is not allowed to leave the NIC
even if the node has received a poll. This is to guarantee the continuity of the

packet burst in the link (see Section 5.3).

NODE Process

After the packet has been completely passed to the TxFIFO, it will be queued
in the NIC according to a First-In-First-Out basis. It has to wait for all the
packets in front of it to leave the NIC before it gets a chance to leave. The time
between when the packet first entered the TxFIFO and when it arrived at the
top of the TxFIFO is called the FIFO queuing delay [QUEUE.DELAY]. When a
node gets a poll, the packet at the top of the queue will be transmitted and the
packet will disappear from the simulation. The time between when the packet
arrived at the top and when it actually left the NIC is called the network access
delay [ACCESS.DELAY]. Figure 3.1 gives a more clear illustration.

HUB Process

The BEBP algorithm described in the previous chapter is implemented in this
process. For each nodes, the hub will keep a Wait Level Counter [WAIT.LEVEL]
and Count Down to Poll Counter [WAIT.COUNT]. If no packet is returned, the
hub will wait for ¢4, [POLL.SHORT.INTERVAL]. If a packet is returned before
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Q Packet Generator

IP Layer Kernel Buffer

Max: 200 packets

............................................................................................

' ' Packet Transfer
Device Driver when TxFIFO not Full
NIC TxFIFO

Packet killed

Figure 3.1: Diagram illustrated the Packet Generation Model
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tqu elapsed, the hub will wait g, +1pkt [POLL.LONG.INTERVAL] before polling

the next node.
PREAMBLE and MAIN Routine
Input parameters to the simulation include:
e The number of nodes connected [N.NODE],
e The number of active nodes [NUM.ACTIVE.NODE],
e The offered load [OFFERED.LOAD],
e The host bus transfer time for one packet [PACKET.TRANSFER.TIME],

e The Tx FIFO size [FIFO.SIZE].

The offered load is defined to be the ratio of the total traffic arrival rate
from all active nodes relative to the total network capacity. For example, if
the network capacity is 100 Mb/s, an offered load of 1 means that the total
data arrival rate from all the active nodes is 100 Mb/s. Host bus transfer

time is assumed to be zero, while the Tx FIFO is assumed to be 1K bytes,
which can buffer one 518-byte packet. Simulation time [END.TIME.SEC] is 1

second, which corresponds to about 15 minutes of running time in a Sun Sparc
10 machine.

Other system parameters include:

e the sampling time for the collection of statistics [SAMPLING.TIME],
e the packet size [PACKET.SIZE],

e the maximum throughput of the network [MAX.THROUGHPUT],
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e the maximum value of the Wait Level Counter [MAX.WAIT.LEVEL],
e the maximum IP buffer size MAX.IP.BUFFER],

e the IP layer retry period [IP.POLL.TIME].

The raw simulation results with different parameters are attached in Ap-

pendix C. They are summarized in the following sections.

3.2 Round Robin vs. BEBP

In the simulation, we assume that the average distance between the hub and all
the nodes is 100 m, which corresponds to a round-trip delay time of 1 us. A
guard time tg, of 2 s would be very safe. The processing delay at the hub and
node must also be considered. Usually, it is less than 1 us. Assuming the packet
size to be 518 bytes, the packet transmission time #px; is 41.44 ps in a 100-Mb/s

network.

Throughput Analysis

The simulation result of the round robin polling is show in Figure 3.2. As shown
_ in the figure, the total throughput of the network can be very high ( 95%) when
all 64 nodes are active. This figure can be easily verified by simple calculation.
If every node has a packet to be transmitted in every poll, the total throughput
is:

tpkt

throughputpess = : = 95%

pkt + tg'u.

But in actual practice, the number of active node is usually much less than

the total number of nodes, in which case the efficiency would be very low. In the
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worst case, when there is only one station transmitting packets in the uplink,
the active node has to wait for the hub to poll all the other 63 nodes after
sending one packet before it receives another poll again. So, the throughput of
the uplink is equal to:

tpkt

=24
tpkt -+ 64 x tgu. %

throughputyorst =

For the downlink, the polling protocol only affects the bandwidth minimally.
In the worst case, when there is no packet to be transmitted, a polling com-
mand has to be sent every 2 us, the guard time. To insert a command in the
downstream data, the hub has to switch off the downstream data temporarily by
buffering the packet. The switching time (tsw) is typically less than 200 ns for
High speed CMOS / TTL technology. Another 100 ns for command transmis-
sion (teom) is required to transmit the one byte command. Therefore the worst

case efficiency for the downlink is about:

tou — tow — ¢

throughputiown = o =85%

tou

For the BEBP, the result is shown in Figure 3.3. As shown, nearly all the
curves approach the ideal curve with all the 64 nodes are active. Even with
- only one single node is active, throughput of over 70% still can be reached.
BEBP eliminates the major drawback of polling system: the same throughput
can be retained even when the number of active nodes is small. Comparing
with the traditional CSMA/CD, BEBP is superior. There is no collision over
the media, all the resources (bandwidth) are scheduled on demands. Overhead
occurs only in the propagation delay (the guard time), which has been shown to

be smaller than a few percent of the total bandwidth. But in the CSMA/CD,
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Round-robin Polling with Different No. of Active Nodes
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Figure 3.2: Throughput of the Round Robin Polling Algorithm
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Figure 3.3: Throughput of the BEBP Algorithm
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Round-robin Polling with Different Number of Active Nodes
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Figure 3.4: Access Delay of the Round Robin Polling Algorithm

the throughput drops significantly when the offered load and number of station

increases

Network Access Delay Analysis

It is also very important to provide guaranteed network access delay for multime-
dia networks. Delay in round-robin and BEBP algorithm is fair and guaranteed
since every node suffers the same delay. The simulation results for round-robin
and BEBP showing the average network access delay of a packet is presented in
Figure 3.4 and Figure 3.5 respectively. No significant difference found between
the two algorithms.

Under normal traffic (offered load < 1), the access delay is below 1 ms even
many nodes are active (32 or more). Under overloaded traffic (offered load >
1), the access delay is still less than 1 ms when the number of active nodes N

is small (say 8 to 16). But when N grows large, the access delay increases and
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BEBP with Different Number of Active Nodes
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Figure 3.5: Access Delay of the BEBP Algorithm

finally saturates at 2.5 ms.

A network access delay of less than 1 ms is very competitive comparing with
many 100 Mbps LAN proposal (Table 3.1). With such a small delay, BEBP can
be used for real-time multimedia network applications. For example, CCITT
(.164 recommends that the overall delay for a voice packet should be kept less
than 25 ms. BEBP can comfortably meet this requirement.

The worst case delay is bounded to be less than 2.5 ms, which is also quite
—promising when compared to unbounded delay of protocols like CSMA/CD.
Depending on applications, this 2.5 ms delay may be too long for some extremely
delay sensitive packets. This deficiency can be overcome by using priorities. One
of the possibilities is to assign priority to different connections, as in the IEEE
802.12 Demand Priority[5]. Another suggestion is to reduce the packet size, as
in the ATM. The performance of BEBP for different packet size can be found

in the last section of this chapter.
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BEBP FDDI/ IEEE ATM LAN Fast
CDDI 802.12 Ethernet

Native
Network Any  Dual Ring Star Star
Architecture
Native
Physical Any MMF/UTP UTEP Any UTP
Layer
Network <lms 8ms 0.5-0.8ms 0.8ms unbounded
Access (L=1) (worst) (high (queuing
Delay priority) delay)
Support Tree
Distribution Yes No No No
Architecture?
Support Bus
Network Yes No No No
Architecture?
Support Star
Network Yes Yes Yes Yes
Architecture?

Table 3.1: Comparison of Different 100Mbps Network
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BEBP under Different Network Size
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Figure 3.6: Throughput of BEBP with Different Network Size

Fairness Analysis

Fairness is not a problem at all in polling systems. The hub does not distinguish
one node from another. Every node suffers the same delay, and receives the same
bandwidth allocation. All the resources are allocated according to the activity
of the node. Therefore, both the bandwidth allocation and network access delay

are fair to each node.

3.3 Size of BEBP Network

In the simulation, different number of nodes (N) are connected to a hub (N = 1,
2,4, 8, 16, 32, 64, 128). All the nodes are assumed to be active. The simulation
result is shown in Figure 3.6 and Figure 3.7. For throughput, no significant
difference is found. BEBP works with very high efficiency for different network

size. On the other hand, the network access delay increases with the number of
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BEBP under Different Network Size
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Figure 3.7: Network Access Network of BEBP with Different Network Size

network nodes.

If the network is small (N < 16), network access delay can be kept smaller
than 1 ms even under the overloaded condition. But when N is large, network
access delay is higher (1.3ms for N=32, 2.7ms for N=64 and 5.4ms for N=128).
Therefore, when the network grows too large, it would be better to separate
the network into smaller groups by using more hubs connected to a backbone

network (see Section 5.4.1).

3.4 BEBP with Different Tx FIFO Size

The simulation results shown in Figure 3.8 and Figure 3.9 on throughput and
network access delay do not indicate any difference when different TxFIFO size
is used. Both throughput and network access delay of BEBP is completely
independent on the TxFIFO size.
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On the other hand, the TxFIFO size does affect the FIFO queueing delay of
BEBP, as shown in Figure 3.10. With 1K FIFO, which can only hold one single
packet, there is no queuing delay at all. The FIFO queuing delay increases as
the FIFO size increases. This is very natural, since a longer queue means the
packets have to wait for a longer time to arrive at the top. Such an indication
does not mean that a small FIFO introduce smaller delay, because the packets
still have to wait in the IP buffer in the case of small FIFO. The overall queuing
delay does not vary too much.

In addition to better FIFO queuing delay, there are two more advantages
for using small FIFOs. The first advantage is cost, and the second advantage is
better management by the host machine. By being able to buffer the packet in
the kernel, the host machine can easily manage where the packet should go. For
example, time-outed packets can be killed, and a higher priority can be given
to real time packets that arrived later at the queue. As a result, a 1K-Byte

TxFIFO is used in our NIC design.

3.5 Limitation of the Host Bus Transfer Rate

“The host bus is the interface bus between the NIC and the host machine. Since
we are using Intel processors (486 or P5), the choice of the host bus for the NIC

design includes:
1. PC Bus (XT Bus): 8 bits, 2 MBps (MAX)
2. ISA Bus (AT Bus): 16 bits, 8 MBps (MAX)

3. EISA: 32 bits, 8 MBps (Normal), 33 MBps (DMA)
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BEBP with Different FIFO Size
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Figure 3.8: Throughput of BEBP with Different FIFO Size
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BEBP with Different FIFO Size
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Figure 3.10: FIFO Queuing Delay of BEBP with Different FIFO Size
4. VESA Local Bus: 32 bits, 44 MBps (Normal), 132 MBps (Burst)
5. PCI: 32 bits, 66 MBps (Normal), 132 MBps (Burst)

The transfer rate of the above interface buses are obtained from [17]. For an
actual system, the above stated theoretical transfer rate is always difficult to
achieved. For example, we can only achieve about 1 MBps transfer rate using
the PC -Bus in our existing NIC design because of multiple I0s required per
| packet transfer.

A suitable choice of the host bus is very important in designing a heavy-
traffic network adapter card, such as the NIC. The cost effectiveness is the first
factor to consider. For example, in an Ethernet adapter, an ISA Bus’s transfer
rate is already faster than the network, so it may not be necessary to use a PCI
bus for Ethernet. Secondly, as the CPU processing time is always faster than the

interface bus, it is a waste of the CPU time when transferring heavy traffic over
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a slow interface bus. For example, more than 5 wait states have to be added in
an ISA bus transfer. Even for VL-Bus, one wait state is still required. A faster
bus can reduce the waste of CPU time used in data transfer.

Figure 3.11 shows the simulation result of BEBP throughput against different
host bus transfer time. The packet size is assumed to be 518 bytes. As shown
in the figure, if the transfer time is less than 100 us, ideal performance (zero
transfer time) can be achieved.

In the first BEBP prototype, we choose to build the NIC on the 8-bit ISA Bus
for simplicity (Section 5.3). The transfer rate achieved was only about 1 MBps,
which corresponds to 555 us per packet as indicated in the diagram. This is our
major bottleneck of the prototype NIC. Although the theoretical throughput of
the BEBP network is very high, it is limited by the NIC interface bus. The true
capacity of the BEBP network cannot be shown by this version of NIC.

The next version of NIC is being prototyped. In order to eliminate the
bottleneck of the previous version, the bus transfer time should be less than 100
ps which corresponds to 5.18 MBps. Most of the 32-bit buses can handle such
a transfer rate, all of the EISA, VL-Bus and PCI buses can be used. We believe
the PCI bus is better for two reasons.

First, PCI is a CPU independent interface bus. Other than its originator
- Intel, most of the large computer companies have already joined the PCI
Special Interest Group. PCI has already worked on the Intel P5 and Dec Alpha
machines. PCI on Macintosh and Power PC platforms will soon be available in
the market. A single PCI board can work on different platforms without have
to be redesigned for a specific bus. Such an attractive compatibility drives us

to consider building the next generation NIC on PCI platform.
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Figure 3.11: BEBP Throughput Performance against Host Bus Transfer Time

Second, PCI perhaps is the most well-defined interface bus ever occurred in
the computer history. It makes use of the state-of-the-art technology because
it is started from ground zero. Both EISA and VL-Bus have to consider the
compatibility problem with the conventional ISA Bus. The specification of PCI
[42] is very clear and well-defined for the designer to follow easily.

Hopefully, the PCI version NIC will be finished by the end of 1995. At

that time, the actual throughput of the BEBP algorithm can be observed and

evaluated.

3.6 Performance with Different Packet Size

In this section, the performance of BEBP with different packet size is analyzed.
The simulation result is summarized in Figure 3.12 and Figure 3.13.

BEBP becomes very inefficient when the packet size is too small. For normal
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loading (L<1), throughput can be retained at its saturated value even when the
packet is as small as 128 bytes. When the network is overloaded, the throughput
begins to decrease when the packet size decreases to around 400 bytes, and finally
drops dramatically when the packet size is smaller than 100 bytes.

The network access delay, on the other hand, depends on the packet size
more linearly. Under normal traffic, the network access delay is more or less the
same for any packet size. In the overloaded condition, the network access delay
increases as the packet size increases.

The simulation results are very natural and reasonable. A small packet size
can result in a low network delay, but the throughput is also low. On the other
hand, large packet size can provide higher throughput but large delay network.
A suitable packet size have to be chosen to balance these two factors.

First of all, the packet size should never be smaller than 100 bytes for worst
case network efficiency. Second, a network access delay of over 3ms is too high,
so the packet size should not be larger than 700 bytes. Therefore, the range of
possible choice should be between 200 to 600 bytes per packet.

In the actual system, there are two more factors affecting the analysis of
the throughput efficiency. First is the hardware header overhead which will be
“a very significant factor if the packet size is small (as in the case of ATM).
Second is the processing overhead on fragmentation and reassembly of packets
by the upper layer, in particular, the TCP layer. The IP layer have to fragment
and reassemble the received message from the TCP/UDP layer according to the
MTU specified by the network. The processing time spent in the transport layer
will significantly increase if the packet size is too small.

In the existing BEBP, we set the packet size at 518 bytes, with a 512-bytes
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BEBP with Different Packet Size
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Figure 3.12: BEBP Throughput Performance against Packet Size

data field. A packet size of 262 bytes with 256 bytes data field is also possible,
but the packet size should not be as small as 53 bytes used in the ATM.
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BEBP with Different Packet Size

6 T T T T T T T T T T

Number of Nodes : 64

Number of Act. Nodes : 64

5[ FIFO size: 1K

Bus Transfer Time : 0 us L=1.5
L : Offered Load

£
T

Network Access Delay (ms)
N w

L=0.5

0 100 200 300 400 500 600 700 800 900 1000
Packet Size

Figure 3.13: BEBP Network Access Delay Performance against Packet Size
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Network Architecture

As we have discussed in the Chapter 2, the hub is assumed to have access and
control of two shared media, one for uplink and one for downlink. This assump-
tion is sufficiently general, because it covers the case of switched architectures
as well as multi-access architectures. Below, we illustrate how the BEBP can
be implemented for bus architectures as well as for star architectures. Then we
will show how BEBP can be implemented on the most common existing net-
work cable plant: 10BaseT Ethernet, 10Base2 Ethernet, and CATV distribution

network, without having to rewire any installed cables.

4.1 Dual Bus Network Architecture

In the dual bus architecture, one bus is used for the downlink while the other
bus is used for the uplink. Access scheduling on the uplink is controlled by the
hub through the Polling Commands at the downlink. A node will turn on its

transmitter only after it has received a polling command from the hub via the

40



Chapter 4 Network Architecture

Hub node node
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node node node

Figure 4.1: BEBP on Dual Bus Network Architecture

downlink. After one packet is completely transmitted, a node will automati-
cally turn off its transmitter (completely isolated from the bus). This kind of
transceivers is called burst mode transceiver [18]. For burst mode transceivers,
the preamble used for synchronization should be minimized so as to minimize

the bandwidth used in signaling.

4.2 Star Network Architecture

In star architectures, each node is connected to the hub by two links, uplink and
downlink, and the protocol can be implemented either in burst-mode (similar
to the dual-bus implementation) or in a continuous mode. For the latter, every
link is synchronized at all time, so no bandwidth is required for synchronization
" establishment. The bandwidth required for signaling can also be very small.
Packet is transfer through the synchronous link asynchronously. We have used
the TAXI chip [44] to demonstrate the synchronous data link (continuous mode)

implementation and signaling.
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Node \ Node
Node Node

Figure 4.2: BEBP on Star Network Architecture

4.3 Compatibility with Existing Networks

The existing networks can be classified into three categories: bus, tree, and
star architecture. For example, the 10Base2 Ethernet is bus, while 10BaseT 1s
star, and the CATV system is tree. None of the existing networks can support
all these architectures. Different networks are usually designed for one kind of
architecture in mind which is very difficult to be used with other architectures
(see Table 3.1). Our network proposal is an attempt to provide a multimedia
protocol that can be used with all these different network architectures. We will

show how BEBP can support different existing network architecture.

4.3.1 Compatibility with 10BaseT UTP Star Network

10BaseT Ethernet [34] is one of the most popular network in office and campus
environment. Every 10BaseT Ethernet adapter card is connected to the concen-
trator, called Ethernet Switch, through a UTP cable. The UTP cable contains
at least two pairs of cables (there are 4 pairs in UTP Cat.5 cable), one pair for

transmitting data from the Ethernet Switch to the adapter and the other in the
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Figure 4.3: BEBP on 10BaseT UTP Cable Plant
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reverse direction.

BEBP can be implemented on the 10BaseT Ethernet by replacing the Eth-
ernet Switch and Adapter with the hub and NIC respectively. Continuous mode
implementation using TAXI on the 10BaseT UTP network have been demon-
strated. The protocol runs without major difficulties, problems occurs only on
the physical layer - the UTP cable. The physical link becomes very unstable
when it is longer than 20 meters. Although the UTP Cat.5 cable claims to be
able to carry 100 Mbps traffic over 100 meters, our experiment does not support
it. Part of the reasons may be due to the improper connection between the
cable and the device. More discussion on the physical layer will be found in

Section 5.1.

4.3.2 Compatibility with 10Base2 Coax Bus Network

In 10Base2 Ethernet [33], each network adapter 1s connected to a shared coax
cable by inserting a T-joint in the cable. BEBP can be implemented on such
a shared media by replacing the Ethernet adapter with the NIC. The hub can
be placed anywhere within the cable. The scheduling of the multiple access 1s
controlled by the hub. Burst mode implementation can be used in the RG-58
-cable. No burst mode transceivers are commercially available in the market,
so a burst mode version of the TAXI chip is implemented. Detail is found in
Section 5.2.2

The dual channel required by the BEBP can be implemented on a single
cable system by two ways: (1) frequency multiplexing, (2) bridge circuit. In
frequency multiplexing, the two channels are carried at different frequencies so

a single cable can provide dual channel communication. This is a more expensive

44



Chapter 4 Network Architecture

Terminator

Ethernet Ethernet
Adaptor Adaptor
[_S_O—\er Jﬂl o | = P |} [ o RG-58 Coax {E
Ethernet Ethernet Ethernet
Adaptor Adaptor Adaptor
10 Base 2 Ethernet Configuration
NIC NIC
I — =6 — =
Hub NIC NIC
BEBP Configuration
A Frequency Spectrum of a FDM-BEBP in the coax
Up Down
Link Link
5 50 100 . Frequency
(MHz)

Figure 4.4: BEBP on 10Base2 Coax Ethernet
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Figure 4.5: Bridge circuit for bi-directional link (from AMD TAXITIP No.89-09,
Ref.12330D-41)

solution but it provides a very reliable cﬂannel.

Another method to achieve bi-directional communication over a single cable
is to used a bridge circuit, as shown in Figure 4.5. For the bridge circuit,
the transceiver device should be able to drive differential signal output. Most
of the highspeed (over 100 Mbps) transceivers, like TAXI [44], SONET OC-3
[45], 100BaseT Transceivers [46], or Hotlink [47] are already designed to drive
‘differential pair output.

In the bridge circuit, the +ve SERIAL OUT pin drives a bridge circuit in
which the impedance of the cable and its termination is balanced by a resistive
load R1. The top two resistors (R2 and R3) are chosen to equal the cable
impedance. R3 serves as part of the impedance matched termination for the
cable, while R2 balances the bridge for both AC and DC signals originating
at the top of the bridge. Resistors R4 and R5 serve as both part of the coax
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termination networks, and as part of the bias network to set levels for the receiver
inputs. Resistors R6 is a large value bleeder resistor to remove any accumulated
DC voltage from the line, and is not intended for the cable termination.

Input to the bridge is single ended for signals which originate at the junction
from the coaxial cable, while the SERIAL IN receives differential signal from the
bridge. Signals originated from the cable are referenced against the load pre-
sented by R1 (constant), which produce differential input signals to the SERIAL
IN. If the signals are originated from SERIAL OUT at the top of the bridge,
both SERIAL IN pins will act simultaneously. This is called the common mode
input, which is functionally equivalent to the idle in a differential input pins.

Such a bridge circuit design can provide bi-directional communication over
signal cable but the trade-off is that only the single-ended signal of the differ-
ential signal is used, which result in a 50% lower power budget. The feasibility
have been shown by AMD [48]. A 100-ft, 125MHz bi-directional data link using

RG-58 coaxial cable as the media has been reported to operate successfully.

4.3.3 Compatibility with the HFC Coax Tree Network

The most important feature of the Fast Polling Protocol based on BEBP is
— that it can run on the existing CATV tree distribution network. Hybrid Fiber
Coax (HFC) architecture is believed to be one of the most promising solutions
to bring broadband services to the home. The coax part of the HFC system
is basically the conventional CATV distribution system, consisting of taps and
splitters/combiners.

The key difficulty to provide interactive broadband services over CATV coax

system is the multiple access contention over the uplink. Conventional protocol
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Figure 4.6: BEBP in HFC Distribution Network

48



Chapter 4 Network Architecture

like CSMA/CD is not applicable to CATV system, for the signaling in one
branch cannot propagate to another branch. Many proposal are suggested to
resolve this multiple access problem, like TVNet [19] and Homenet[20]. All
these suggestions are based on circuit switch channel assignment or reservation,
which is not suitable for data communication. Other suggestions like the Two-
hop CATV Data Networks [21] and SWIFT [22] are packet switched network
which are more suitable for data communication, but the efficiency of bandwidth
utilization is not satisfactory.

The Fast Polling Protocol with BEBP is especially suitable for a Hybrid
Fiber-Coax system. First, the protocol provides an efficient and fair multiac-
cess mechanism for multimedia communication in the local access coax system.
Second, the central controller / hub provides a very convenient access point to
the fiber network. Thus, the proposed network can be easily installed in a HFC
system, by placing a high-speed opt\ical network access unit at the hub in the
local distribution headend, and a network Interface Controller (NIC) in every
home. Third, since all the intelligence of the network is located at the hub, the
design of the drop box in every home is very simple and low cost.

BEBP can be implemented on the CATV tree-structure single coax sys-
“tems. We can use the burst-mode design as discussed above because the signals
are either broadcast downlink or transmitted uplink directly to the hub, so
unlike Ethernet, signaling between any two nodes are not required. The split-
ters/combiners existed in a tree network will not affect the protocol. A tree

network is logically equivalent to a bus network under BEBP.
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Implementation

In this section, the design and implementation issues will be covered. First,
different physical layer is tested and evaluated. Then more details on the TAXI
chips will be described. Afterward, the design of the major component - the NIC
and hub will be discussed in the thifd' and forth section. Finally, more issues on

the software will be covered.

5.1 Physical Layer

- For 100 Mbps link, several physical layers can be used. Table 5.1 shows the
performance of different physical layers. Only a rough comparison has been done.
The physical layer is tested by the TAXI chip. TAXI provides an indication in
the receiver called the violation (VLTN), which will be active when it decodes
an illegal bit pattern from its serial data. If the power budget is not enough,
bit error may occur in the serial data which results in a violation. “Distance

before violation” means the maximum distance that can be reached before a
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RG-58 RG-59 UTP STP MMF
coax  coax
Impedance ({2) 50 75 100 150 -
Attenuation at 100MHz (db/100m) 16 12 28 16  0.04
Distance before violation (m) 50 100 20 50 1000

Table 5.1: Comparison of Different Physical Layers

single violation occurred within the test time.

As shown in the table, UTP Cat 5 cable can only reach 20 m. STP and RG-
58 coax have similar performance of about 50 m while broadband RG-59 coax
can reach about 100 m. If MMF with LED is used, distance before violation
can reach 1 km.

The performance is not very satisfactory, especially for the UTP. Both the
cable and connectors limit the distance. The frequency spectrum of TAXI spans
from 5MHz to 50MHz with its 4B$B plus Manchester line coding. Since the
attenuation of RG-58 cable at 100MHz is very high (16db/100m), the theoretical
maximum distance to provide enough sensitivity for the TAXI receiver is only
80m. Thus it is not surprising that only 50m is reached in our test.

Both UTP and STP claim to be able to carry 100 Mbps over 100 m, so the
~ worst performance in our test is mainly due to the NEXT and FEXT effect in the
connectors. In our experiment, conventional twist-pair cable connectors (DB-9
or RJ-45) are used, both are not suitable for high speed communication. If
high-end connectors (shielded RJ-45, or shielded DB-9) are used, better results
may be obtained.

This does not mean that the UTP Cat 5 cable has no problem. Although

Cat 5 is designed for 100 Mbps application, not a single vendor claims that they
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can let 100-Mbps signals run over a 100-m Cat 5 cable.

Alternatively, many solutions are suggested to run high speed signal over Cat
5 cables. Suggestions can be categorized into 3 groups. First is on line coding,
ref. [23] summarizes the current work on that. Suggestions include the NRZ
adopted by ATM Forum [41], MLT3 for CDDI [24] and SONET [25], and the
three-level “partial-response” codes BPR1 and BPR4. The second solution is
to make use of the “spared” pairs of wires in the Cat. 5 cable, like IEEE802.12
[5]. That is, each pair of wires actually only carries part of the 100 Mb/s.
Other people also think that the STP can be further improved to shield each
single wire independently. As a result, every wire behaves like a coax, which
can highly increase the bandwidth of the cable. Such kind of cables is called the
Foiled Twisted Pair (FTP), but this suggestion requires the re-wiring of cables.

If 100-Mbps data communication can be reliably run on the UTP cable plant,
it is surely a better media in office and campus environment than coaxial cable.
Dual channels can be easily obtained by twisted pair cables, but FDM or bridge
circuit have to build on coax to achieve this. If dual coax is used, the cost will

be higher. Also the laying of twist paired cable is far easier than coaxial cables.

5.2 MAC Layer

In this section, we will show an implementation example of the MAC protocol
discussed in Chapter 2. We will describe the datalink of our prototype, TAXI,
first. Then we will show how the MAC protocol can be implemented on the
TAXI datalink.
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5.2.1 Continuous Mode Datalink

In our network, we use the TAXI transceiver chips from AMD [44] as the datalink
layer. TAXI stands for Transparent Asynchronous Xmitter-Receiver Interface.
The transmitter is basically a parallel to serial MUX, plus a 4B5B encoder, and
the receiver is a 4B5B decoder ‘plus a serial to parallel DEMUX. One of the
special features of the TAXI chips is its method of synchronization. When it
is not transmitting data, the TAXI transmitter will automatically generate a
special SYN pattern in the serial link, while the TAXI receiver can adjust its
phase locked loop to get a better locking. TAXI is a byte-oriented protocol.
After a byte (8-10 bit) of data is strobed into the TAXI transmitter, it will
automatically encode, serialize and send into the serial link. The TAXI receiver
automatically recovers the “encoded-byte” in the serial data.

Other 100Mbps datalink layers are available, like SONET [45], Hotlink [47],
Fast Ethernet Transceiver (100BaseT) [46]. We choose TAXI for its convenience
to sent burst data packet over synchronized link. Much of the bandwidth used
in synchronization can be saved. Another reason is to compatible with ATM

physical layer, works have been started to integrate the BEBP with ATM.

—5.2.2 Burst Mode Datalink

A burst mode modification of the TAXI link has been implemented, which is
shown in Figure 5.1. A ECL buffer is inserted in front of the TAXI serial output.
Before a packet is sent, the ECL buffer will be opened first. But doing this, a
preamble is added before the packet, which may increase the bandwidth wasted

in signaling.
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(MECL 10188)
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Open when
a poll command
is received

Figure 5.1: Block Diagram of Burst Mode TAXI

5.2.3 The 9-bit Polling Commands

One of the major concern is the efficiency of handling signaling in polling sys-
tem. In order to minimize the bandwidth used for signaling, the commands are
designed to be very short - only 1 byte long. Furthermore, we have designed the
protocol such that whenever the hub wants to send a command, it simply inserts
the command anywhere in the downstream data without having to wait for the
idle time interval between two downstream packets. This reduces the polling
time required substantially. We have demonstrated this signaling capability by
on TAXI datalink.

There are two methods to insert the one-byte polling commands into the
TAXI datalink. Since TAXI employs the 4B5B line coding, there are some
serial words which are not used by any data pattern. TAXI provides a special
feature called the Command Transmission to make use of these “unused” codes.
The hub can make use of these “unused” code to send the polling commands,

which will not confused with normal data byte. Such an implementation have

been tried by the other network, like METANET [14].
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NORMAL DATA BYTE
MSB LSB
1 D7 | D6 D5 D4 D3 D2 D1 DO
HEADER/TRAILER BYTE
MSB LSB
0 0 H/T R R R R R R
| 0: TRAILER
1: HEADER
FAST POLLING COMMAND
MSB LSB
0 1 A6 A5 A4 A3 A2 Al AO
- —
POLLING ADDRESS
R: RESERVED

Figure 5.2: The Definition of the 9-bit Byte

We choose to use another special feature of TAXI to implement the protocol
- _ the 9 bit mode. TAXI chip set provides 8 bit, 9 bit and 10 bit mode operation.
For normal packet operation, 8 bit operation is sufficient. In order to distinguish
between the control byte and normal data byte, we choose to use the 9-bit mode
of TAXI. Normally, the 9th bit is set. If it is a control byte, then the 9th bit
will be equal to 0. For command byte, the 8th bit is used to distinguish between
packet header/trailer and the Fast Polling protocol. The definition of the “9-bit

Byte” is shown in Figure 5.2.
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Since the control byte have a special bit pattern, it can be easily recognized,
filtered out whenever necessary. Every node will recognize its own poll command,
and ignore any other poll commands. At the same time, it can filter those control
bytes from normal data byte. The control bytes therefore is not necessary to
place in between the idle time of two packets, it can be placed anywhere in the
datalink.

The use of the 9-bit mode of TAXI provides an extra convenience on packet
synchronization. Every packets are encapsulated by a special pattern packet
header and packet trailer, which provide an easy way to isolate corrupted packets
(see Section 5.3). But on the other hand, it wastes part of the bandwidth of the
datalink. For example, in our case, the serial bit rate of the TAXI transceiver
is set at 110 Mb/s for the 9-bit mode, the actual data rate is only 80 Mb/s. 3
bits are waste out of 11 bits for the 4B5B + 5B6B line coding, and the extra bit

used for control byte.

5.3 Design of the NIC

The block diagram of the NIC is shown in Figure 5.3. TAXI Tx and TAXI Rx
-stand for the AMD7968 and AMVD7969 respectively. FIFO stands for First-In-
First-Out Memory, in our design, Am7202A (1K x 9bit) or Am7205A (8K x
9bit) from AMD is used [49]. FIFO is a special function RAM which supports
asynchronous and simultaneously read/write port accesses. Parallel data are
strobed into the FIFO through the input bus by the write strobe. The parallel
data can be retrieved from the output bus by strobing the read pin. In 72xx

family FIFO, three flags are supplied by the IC indicating the statues of the
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Figure 5.3: Block Diagram of NIC

FIFO. They are the Empty, Half-full and Full Flag, which will be set when the
FIFO is empty, half-full and full respectively.

In order to simplify the design, Programmable Logic Device (PLD) is used in
the NIC. We select the ispLSI family from Lattice, which stands for “In-System
Programmable Large Scale Integration” [50]. The 84-pin PLCC ispLSI-1032

_ with 64 I/O pin is used. Most of the logic design described in the following
sections are implemented inside the ispLSI. One of the special and convenient
features of the ispLSI is its “isp”, which means that we can change the logic
inside the ispLSI without plugging out or even power-down the system. This
can largely reduce the hardware design return time. Since the I/O of the ispLSI
is not enough to decode the address bus of the PC-AT Bus, a GAL20V8 is used

for the base address decoding.
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Figure 5.4: Photograph of the NIC
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Figure 5.5: Components on board of the NIC
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As a result, the board size and the number of component count can largely
reduce. There are only 6 components: 2 FIFO, 2 TAXI, 1 ispLSI and 1 GAL.
And the board size can reduce to only 4 inches by 6 inches, as shown in the
Figure 5.5. The circuit diagram of NIC is attached in Appendix D.1. The
CUPL program and the LDF program for the GAL and ispLSI are also attached
in Appendix E.1 and Appendix E.2 respectively.

The following subsections will discuss the design of the transmitter and re-

ceiver modules of the NIC in detailed.

5.3.1 Transmitter Modules

The transmit FIFO (TxFIFO) is used to buffered the out-going packet. For
flow control, the host machine will observe the status of the TxFIFO before
transferring a packet to the TxFIFQ. One of the possible way is to monitor the
full flag of the TxFIFO, but it is not a very good scheme. Available space in the
TxFIFO may not enough to occupy a complete packet, so if the host machine
start to transfer the packet whenever the FIFO is not full, part of the packet
may be lost. Such a corrupted packet will cause a lot of problem in routing.

So the half full flag of the FIFO is used instead. When the host machine has
| a packet to send, the host machine will check the half full flag of the TxFIFO
first. If the TxFIFO is not half-full, the packet will be transferred, otherwise,

the host machine will buffer it softwarely or just discard it.

Control and Data Port

According to the protocol, every byte is 9 bits. The ninth bit (D8) is set to

zero for packet start/end and is set to one for the normal data. Such a special
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signaling can be implemented on a 8-bit PC-XT Bus, by using two independent
I/0 ports. If the data is written into the TxFIFO by the Control Port (Figure 5.3
), D8 will automatically set to zero. If it is written through the Data Port, D3

will be one.

Transmitter State Machine

A transmitter state machine logic (TxSM) is placed in between the TxFIFO
and the TAXI transmitter. The major function of the TxSM is to transfer the
packet in the FIFO to the TAXI, but it will do that unless both of the following
conditions are satisfied: (1) a complete packet is found in the TxFIFO, (2) a poll
commands addressed to it is received. The first condition is necessary because
the transfer rate of the host machine bus may not faster than the TAXI Tx.
(But if the host bus is faster, as in the PCI, this condition is no more required.)
If the TxSM starts before a compléte packet is ready, the packet will not be
in a burst, many idle time is inserted in the middle of the packet. In order
to guarantee the burst of packet, a PollMask flag is added which is controlled
by the host machine. Before the host starts to send a packet, it will set the
PoliMask. The TxSM will not response to any poll commands if the PollMask
" is set. So it will ignore all the poll between the time where the packet is transfer
from the host machine to the FIFO. The timing is shown in Figure 5.6 .

Under such scheme, the packet transfer to the TAXI can be guaranteed to be
burst, but the first packet in the FIFO will suffer greater network access delay in
case the poll originally dedicated to it may mask out by the second up-comihg
packet. It is really the case observed in the ISA Bus system, where the packet

transfer time requires as long as 555 ps. But such a worry will be completely
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Figure 5.6: Operation of the Poll Mask in Tx SM

removed under PCI Bus System, experiment shows that the packet transfer time
can be less than 50 ps, which is faster than the TAXI transfer rate. Under such
a fast bus, the TxSM has only need to consider whether the TxFIFO is empty,
if it is not and it receives a poll command, it will start the transfer. No idle
time will be inserted in between the packet, even the PCI bus transfer and the

TAXI transfer start at the same time.

5.3.2 Receiver Module

As in the transmitter module, there is a TAXI receiver and a FIFO connected
to the host machine bus in the receiver modules. A Receiver State Machine
(RxSM), and a misalignment protection circuit is used to control the receiver

module.

Receiver State Machine

Data received from the TAXI receiver will not directly put into the Receive FIFO
(RxFIFO), RxSM is placed in between the FIFO and TAXI as in the transmitter
modules. First of all, the RxSM will filter out all the poll commands from normal
packet. If the poll commands is addressed to this node, it will generate a signal
to the TxSM. Also a packet filter is implemented in the TxSM which will filter

out the packet with correct IP address or broadcast address and put them into
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the RxFIFO.

Depending on the destination address of a packet, the RxSM will decide
whether to kill or forward the received packet. A five stage shift register which
shift by a normal data byte, and reset by the packet-head is used to implement
the packet filter circuit. If all the four address bytes in the first four stage are
matched, either matched with the IP or the broadcast 255.255.255.255, the fifth
stage register will be set and will not change till the packet-end. Depending on
the fifth stage output of the shift-register, data received from the TAXI is either
ignored or written into the RXFIFO. Packet written into the RxFIFO will have
no header, but the packet-end is intentionally retained, which is very important

in the misalignment protection circuit.

Interrupt

A successfully received packet (Writtén into the RxFIFO) will generate an inter-
rupt (IRQ) to the host machine. The host machine will response to the IRQ by
reading out one packet from the RxFIFO. Under normal traffic, such a mech-
anism is capable to handle the packet one by one. But under high traffic, the
context switch of the host machine may not be fast enough to handle every
“packet. A second interrupt may arrive while the host machine is still handling
the first packet. It will than miss the second interrupt, which in turn will miss
the second packet. Little tricks can be added in the host machine’s driver soft-
ware to solve the problem. Every time the host machine receives an IRQ, it will
not only read one packet from the RxFIFO. Instead, it will read packets one by
one, until the RXFIFO is empty. As a result, several packets can be read in a

single context switch, which can reduce the time used in context switching.
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Misalignment Protection

In between the RxFIFO and the host machine bus, there is a misalignment
protection circuit. Misalignment will be happened anywhere and any time in
the network. It may be an accidentally one byte added-in in between a packet, or
it may be a missing of any number of bytes in the packet. Without misalignment
protection, a single byte-misalignment may cause a large number of packet lost.
The misalignment protection can be implemented because every packet is
separated by a packet-end, which has a distinct bit pattern from other data
byte. The host machine will continue to read fixed-amount of bytes (512+1
Bytes) from the RxFIFO, but the FIFO will stop pouring data out whenever it
observed that a packet-end has been read. Under normal condition, that is the
packet is exactly 513 byte long, no special things will happen. But if the packet
is shorter, e.g. 500 bytes, the FIFO will stop pouring out data after the 500th
byte, but the host machine will continue to read even there is no one responding
it. The host machine will check whether the last byte is matched with the
pattern of the packet-end, an incorrect matched will cause the host machine to
discard the packet. In this case, the shorter packet just read will be discarded,
“and the next packet is aligned again. Similar case occurred in a longer packet,
where the first two packets read by the host machine will be discarded and the
third packet read by the host machine should be aligned. Figure 5.7 illustrates

the cases.

5.3.3 Serial Interface
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a short packet

1st packet read

2nd packet read
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Figure 5.7: Operation of the Misalignment Protection Circuit
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Figure 5.8: Serial Out Interface Circuit

This section will describe the interface circuit for the serial output of the TAXI
transmitter and the serial input of the TAXI receiver. The circuit for serial
output is shown in Figure 5.8. RI and R2 provides the output loading for
the differential ECL output (Tx+ and Tx-) of TAXL The differential signal
is transformer-coupled to the BNC connector. Cl and C2 are used to filter
the DC signal, while R3 and R4 for impedance matching. With the transformer
coupling, the differential signals can be transformed to single-ended signals which
then pass to the coaxial cable.

In the receiver (Figure 5.9), the single-ended signal is transformered to dif-
ferential signal by the transformer (T2). C3 and C4 will filter all the DC com-
_ponent of the signals, which generated by noise. Resistors network RS to R8
provide two function, adding a DC level to the differential signal and matching

the impedance. Their values should satisfied the following equations.

R5RT 7,
R5+ RT 2
RT

m X OV = 37V

In the first equation, R5 and R7 provide an impedance of exactly half of the
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Figure 5.9: Serial In Interface Circuit

impedance of the cable (Z,) for matching. The other half is provided by R6 and
RS, which have the same values as R5 and R7 respectively. Second equation
‘s come from the DC bias requirement for the serial input signal of the TAXI
Receiver. Value of R1 and R2 should provide a suitable DC bias for SERIAL
IN, which are a pair of differential PECL input. TAXI chip, and many other
hybrid IC (TTL+ECL), shift the DC level of the standard ECL signal by +5V,
which is the so-called Pseudo ECL (PECL). 3.7V is the midpoint of the PECL
signal swing. It swings £800mV around 3.7V.

Values of the components are tabulated in Table 5.2. The transformer used in
the NIC is a 16 pin DIP IC-liked component, which contains three transformers

in one package.
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Component Value
R1, R2 330 Q
R3, R4 27 Q
C1, C2, C3, C4 0.1 uF
R5, R6 3342
R7, R8 100 Q

Table 5.2: Value of the components in Serial Interface Circuit

5.4 Design of the Hub/Router

In the demonstration, the hub is integrated with the CUMLAUDE NET router
in a single PCB for better efficiency and integration. A brief introduction of the
CUMLAUDE NET will first be covered. Then we will go into detail of the design
of the hub/router. Since burst mode receivers are not commercially available, a
concentrator is built to emulate the HFC environment. We will go through the

design of the concentrator in the last section.

5.4.1 CUMLAUDE NET

CUMLAUDE NET[15] is a Gigibit hierarchical ring network developed in the
- Chinese University of Hong Kong. It is originated from the ACTA protocol[26,
27]. The network architecture of CUMLAUDE NET is shown in Figure 5.10.
An operational dual ring, each running 100Mbps, has been developed (Level 1).
The dual ring is formed by several routers connecting together. Each 100
Mbps router has three ports, two for the dual-ring attachment (router modules)
and one for local attachment (hub module). For a perfect integration, the BEBP

algorithm 1is implemented directly on the hub module. The controller on the
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Figure 5.10: Network configuration of the CUMLAUDE NET
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Figure 5.11: Block diagram of the router/hub

router board handles all the polling and routing algorithm.

5.4.2 Hub/Router

Figure 5.11 shows the block diagram of the router/hub. There are three inde-
- pendent controllers on the router board, Ring A and Ring B controller handle
the routing in Ring A and Ring B according to the ACTA protocol. While the
hub controller will generate poll commands according to the BEBP algorithm.

Packets received in any one modules are first examined by their own con-
troller, according to the destination address, packets will be router to the ap-
propriate output buffer for transmission. To avoid contention, all the possible

paths are delicated path. Circuit diagrams for the hub/router are attached in
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Figure 5.12: Block Diagram of the Hub

Appendix D.2 to D.5.

Hub Module - Downlink

In the router module, packets in the output buffer will be transmitted following
the ACTA protocol. While in the hub module, the packets will be transmitted
in a round-robin basis. Other algorithm can also be used to improve the fairless
and provide priority.

Figure 5.12 shows the block diagram of the hub module. The BEBP algo-
rithm is handled by the DSP controller, which is the ADSP-2101[51] of Analog
Device Inc. The packets in the three output buffers will be directed to the
TAXI transmitter in a round-robin basis. Whenever the DSP wants to insert
poll commands in the downlink, it will temporary stop the transfer of packets
from the output buffers. Which will be resumed after the transmission of the

poll commands.
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Timer Interrupt

The BEBP algorithm is implemented by timer-interrupt of DSP chip. There
are two registers in ADSP-2101 to handle the timer, TCOUNT and TPERIOD.
The count register, TCOUNT, will decrease by 1 for every instruction cycle.
When TCOUNT reaches zero, an interrupt is generated, and TCOUNT is then
reloaded the value from TPERIOD register.

In the beginning of the timer interrupt routine, TPERIOD will be equal
to N_TIMER, which correspond to a period of ¢z,. Then the packet transfer in
TxFIFO is paused, a poll command is transmitted in the downlink, and then the
packet transfer is resumed. If a packet is returned before another timer interrupt
is received, this received packet will generate another interrupt, which will call
the Packet Received Interrupt Routine. Such routine will change TPERIOD to
P_TIMER, which correspond to ¢gy+tpkt- With this change, next timer interrupt
will be delayed to allow enough time for the whole packet to receive completely.
On the other hand, if no packet is received, the DSP will become idle until the

next timer interrupt.

Hub Module - Uplink

When a packet is received from the TAXI receiver, it will be stored in the input
buffer. Meanwhile an interrupt is generated, Wilere the program will jump to the
Packet Received Interrupt Routine. The DSP will read the first five bytes (the
header) of the packet for address solving. If the destination address is within
the same subnet, the packet will route to the local output buffer for downlink
broadcast. If it is destinated to other subnets, the packet will forward to the

output buffer of the other router modules (Ring A or Ring B) accordingly.
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Figure 5.13: Block diagram of the Concentrator

All the above circuit are integrated in two ispLSI-1032 chips. The DSP

program for the Hub is written in Assembly and is attached in Appendix F for

reference.

5.4.3 Concentrator
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Since burst mode receiver is not available in the market, a concentrator is built
to emulate the HFC environment using continuous mode TAXI transceiver. Fig-
ure 5.13 shows the design of it. Every link is synchronized, the link selection is
done on the circuit board rather than in the cable. On the passive backplane
(Appendix D.6), there are two shared bus, the uplink bus and the downlink bus.
All the hub-connecting module and node-connecting modules are connected on
the backplane through the DIN41612 style connectors.

In the hub-connecting module (Appendix D.7), all the data received from
the hub is broadcast to the downlink bus, while all the data on the uplink bus
are transmitted to the hub. In the node-connecting module (Appendix D.8),
the uplink is isolated from the backplane by a 9-bit bus buffer. The buffer will
be opened when the decoder on the node-connecting module detected a poll
command addressed to it. With such a device, the hub will switch between
different nodes according to the pol‘l commands issued, which can emulate the

environment in the HFC environment.

5.5 Software - Device Driver

“Device driver is a kernel software for the Operating System (OS) to control the
hardware. Usually, the device driver will define some API for the OS. Such that
application program can call the hardware through the APL

We choose to develop a UNIX device driver for the NIC because BEBP 1is
a native IP network. A public domain UNIX called Linux is used. All the
source codes of Linux is available in the public domain which is very conve-

nience for development. In a UNIX system, device driver for network card is
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called network driver. It has some special characteristics which differs from
other character driver for other peripherals. A network driver should have the

following functions:

e Interface to the IP layer

1. return a value to the IP layer whether the packets to be sent is suc-

cessful, failure or the network is busy

2. pass the packets received from the network to the IP layer
e Control of the NIC

1. monitor the status of network for proper flow control
9. reset the network card under request from kernel (e.g. bootup)

3. generate warning to kernel in case of emergency, e.g. too many cor-

rupted packets, cable fault, etc.

Nearly the whole UNIX OS is written in C. For convenience, the network
driver of NIC is also written in C. The source code for the driver and header
file is attached in Appendix G. One of the special characteristics of network
- driver is that it does not have a main() routine. What a network driver has to
do is to fill in a structure called device, by specifying the procedures for each
function calls. There are 6 major functions : nic.init(), nic-open(), nic_close(),
nic_intr_handler(), nic-poll(), nicstartxmit(). By these functions, the kernel
can control the NIC properly.

nic.init() will be called when the system is first bootup. Many key constants

for the kernel is defined by this function, e.g. NIC packet size, MTU, IRQ
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number of the NIC, etc. The OS will check the existence of the hardware and
detect whether the hardware configuration of several devices have be collided.
nic.init() provides all these critical information for the kernel.
nic_open() will be called by an application program. It can be part of the
bootup script of the OS, or a command enter by the user. Major function of
it is to reset the NIC. All the FIFO, Poll Mask, IRQ and other status will be
reset. The IP address is also loaded to the NIC hardware by this function.
nic_close() will “turn-off” the NIC. All the IRQ, memory allocated for the
NIC, and other system resources will be released. This function will be called
by some system call of the OS like reboot, halt, etc.
nic_intr_-handler() is the interrupt handler of the NIC. Whenever an interrupt
which matched the IRQ number specified in the nic-init() is received, the kernel
will call this function. It will first acknowledge the IRQ, check the IRQ register,
then call the appropriate routine. If the IRQ is caused by a cable fault (VLTN),
a message will prompt the user for the error. If the IRQ is caused by a received
packet, an internal routine called net_rx() will be called. In every netrx(), one
packet will be read from the NIC RxFIFO, and write to the kernel buffer. We
use a while loop to read packet from the RxFIFO, whenever the RxFIFO is not
" empty, net_rx() will call once. With this approach, several packets can be read
within one IRQ, which can solve the IRQ overlapping problem. Observations
show that there can be as more as 8 packets received in one IRQ under busy
condition.
nic_poll() is the polling routine of the NIC. The OS will call this routine
periodically. This kind of polling routine is especially suitable for scheduled

application. In the final version of the driver, nic_poll() routine is nearly empty.
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At first, we use polling rather than interrupt to receive packets. That is, the
kernel will poll the status of the RxFIFO periodically, If the RxFIFO is not
empty, packets will be read. We are afraid that there will be too many context
switch for the CPU to handle if interrupt is used to receive packet. But in the
final design, where several packets are read within one IRQ routine, the context
switch are not so frequent.

nic_start_xmit() is called whenever the kernel wants to send a packet to the
network. Upper layer like IP will call this function for packet transmission. The
TxFIFO status will first be checked for flow control. If the TxFIFO cannot
occupy the incoming packet, this function will return a “busy” to the kernel.
When the TxFIFO is available, an internal function nic_write() will be called,
which will send the packet to the NIC.

For more details, please refer to the source code attached in Appendix G.

5.6 Testing of NIC

With the device driver for NIC installed in the system, many standard UNIX
application can be used to test the NIC, which include PING, FTP, TELNET,
_etc. Other than these application level tests, two more low-level testing program
‘s written to test the NIC. They are the Packet Error Rate Testing and UDP
Transfer Rate Testing. The testing results are summarized in the following
sections.

All the following tests are run on host machines with the following hardware

and software configurations:

CPU : Intel 80486 66 MHz DX2
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RAM : 16 MBytes
IDE : IDE Add-on Board with 1 MByte Cache (VL-Bus)
Display : Super VGA Card, 1 Mbyte RAM on board (VL-Bus)

0S (DOS) : MS DOS Ver. 6.22
OS (Linux) : Linux ver. 1.1.8

5.6.1 Packet Error Rate Testing

This is a self-to-self testing of the NIC. One packet will be sent out to the NIC,
which will be routed back by the hub later. After the packet is returned, the
program will compare the content of the packet byte by byte. The content of
the packet is randomly generated for better testing. The program is written in
Turbo C under DOS environment. The source code is attached in Appendix H.1.

This is the typical result of the testing program:

CUMLAUDE NIC Loop Test finished!

No. of packets tested : 1142706
No. of errors found %0
Packet Error Rate (PER): 0.000000

No. of violation = 0

Error occurred at loop :

Violation occurred at loop :
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No packet error is observed for over 1 million of packets. This corresponds
to a Packet Error Rate (PER) of less than 107. Or a Bit Error Rate of less
than 107°.

5.6.2 UDP Transfer Rate Testing

TCP/IP is a very reliable protocol to provide high quality connection, which is
especially suitable for computer network. Nearly all UNIX application are built
on TCP/IP. But TCP/IP is not a very good protocol for testing of the network.
The self recovery error routine, like retransmission, packet acknowledgement,
will mask out a lot of network error. Therefore a UDP /IP testing program
using datagram is written to test the network.

The source code of the testing program is listed in Appendix H.2.1 to Ap-
pendix H.2.5. It is a client-server testing program, where a client program
(udpcli) will run on one machine while a server program (udpserv) is run on
another machine. The dgcli() and dgecho() provide an interface for the udpcli()
and udpserv() to call the lower layer respectively. The function dgcli() will con-
tinuously send UDP packet into the network, once the connection is successfully
set up. The dgecho() will continuously receive UDP packets and do error check.
Data transfer rate is reported by the client - dgcli().

Different configurations are tested with the UDP program, like different size
of network (4 to 64 nodes), both client and server on the same subnet (at-
tached to the same hub), client and server attached to different hubs which are
connected by CUMLAUDE NET Router, etc. No significant differences are re-
ported. The transfer rate is always kept between 630 KByte/s to 680 KByte/s.
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As discussed before, the major bottleneck of the existing NIC is the ISA Bus.

600 Kbytes/s has already approached the limit of the ISA Bus transfer rate.

5.6.3 Other Applications

PING

The ping application will send a ICMP packet to the network, and wait for the
destination machine to echo back the packet. If the packet is successfully echo
back, the delay will be recorded, which called the PING time. The PING time

is around 3.2ms to 3.6ms for the BEBP.

TELNET

In a TELNET terminal, each key stroke will create four packets on the network.
First, the client sends the packet to the server containing information about
which key is pressed by the user. The server sends back a packet to acknowledge
the reception. Then the server sends a packet to display the “key” on the
client’s terminal. The client sends back a packet to acknowledge the reception.
Although the handshaking is rather complicated, all characters can be displayed

_immediately after the key strokes. No delay is observed for any key strokes.

FTP

FTP provides a very simple way to test the file transfer rate of the network.
Basically, this can reflect the transfer rate of TCP/IP. Small file will produce
unreliable data, so file of 2 MByte is used in the test. The FTP file transfer rate
:s recorded to be 200 KByte/s to 230 KByte/s. No significant differences are
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Figure 5.14: Video Conferencing using X-window Remote Display

observed for different configuration.

Remote Display

" With the remote display capability of the X-window system, a simple video
conferencing system is demonstrated. As shown in Figure 5.14, one window is
a local display, while the other window 1s a remote display. Due to the limited
bandwidth of the ISA bus and the inefficient transmission of TCP/IP, only seven
frames per second of video can be achieved. Better performance can be obtained
by developing a video conferencing system using UDP, and a faster video capture

card.
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Conclusion

A Fast Polling Protocol has been proposed to provide collision-free media ac-
cess in the Media Access Control (MAC) layer. The protocol is based on the
Binary Exponential Backoff Polling algorithm to improve the throughput ef-
ficiency and to guarantee the performance of connection-oriented isochronous
services. Both experimental demonstration (based on TAXI chip datalinks) and
network simulations have been performed. The performance is found to be ex-
cellent. Bandwidth efficiency up to 95% can be achieved in the uplink, while
over 85% efficiency can be maintained in the downlink even in the worst case.
- Network access delay for packets is guaranteed to be less than 1 ms under nor-
mal loading. In addition, both bandwidth utilization and the access delay is fair
for every nodes.

We have also demonstrated a low-cost, 100-Mb/s multimedia network (LAN)
that is compatible to most existing network architectures. Thus, broadband
services can be easily provided without having to reinstall the existing cables

| wires. For example, it can provide a simple method to upgrade the existing
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10 Mb/s Ethernet-based LANs to 100-Mb/s multimedia networks. This is very
important since 10Base2 and 10BaseT Ethernets are very popular in commercial
offices and campuses, and a large volume of coaxial and UTP cables have already
been installed in most commercial buildings. The proposed network can also be
used as a low-cost ATM traffic concentrator at the hub.

Most importantly, the Fast Polling MAC protocol and the Binary Exponen-
tial Backoff Polling algorithm is compatible with the Hybrid Fiber-Coax (HFC)
architecture, which is a very promising architecture for bringing future multi-
media broadband services to the residential subscribers, and a large volume of
coaxial cables has been installed by the CATV company, reaching a large per-
centage of homes. Thus, the Fast Polling Protocol provides a low-cost solution
to the unification of LAN services and CATV services, and it works on all of the
mentioned network architectures and physical layer media.

We believe that Fast Polling protocol with the Binary Exponential Backoff
Polling algorithm will play an important role in the future integrated multimedia
network. Further development work is still in progress to resolve the issues on
spectrum utilization, power budgeting, and other datalink layer implementation

issues.
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ACTA
ANSI
ARP
ATM
BEBP
BER
CATV
CCITT
CDDI
CDTP
CMOS
CPU
CSMA
DEMUX

Appendix A

Abbreviation

Adaptive Control Tunnable Channel Multiple Access
American National Standards Institute

Address Resolution Protocol

Asynchronous Transfer Mode

Binary Exponential Backoff Polling

Bit Error Rate

Cable Television

Consulting Committee International Telephone and Telegraph
Copper Wire Distributed Data Interface

Count Down To Poll Counter

Complementary Metal Oxide Semiconductor

Central Processing Unit

Carrier Sense Multiple Access

DeMultiplexer
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DMA
DSP
ECL
EISA
FDDI
FDM
FEXT
FIFO
FTP
GAL
HDLC
HFC
ICMP
IDE
IEEE
1/0
IP
IRQ
ISA
ispLSI
JPEG
LAN
LLO
MAC
MLT3

Direct Memory Access

Digital Signal Processor

Emitter Coupled Logic

Extended Industrial Standard Architecture
Fiber Wire Distributed Data Interface
Frequency Division Multiplexing

Far End Cross Talk

First In First Out

File Transfer Protocol

Gate Array Logic

High-level Data Link Control

Hybrid Fiber Coax

Internet Control Message Protocol
Intergrated brive Electronics

Institute of Electrical and Electronics Engineers
Input / Output

Internet Protocol

Interrupt

Industrial Standard Architecture
In-System Programmable Large Scale Integration
Joint Photographic Experts Group

Local Area Network

Logic Link Control

Medium Access Control

3_level Multi-Level Transition Coding



MMF
MPEG
MTU
MUX
NIC
NRZ
PCB
PCI
PDU
PECL
PLCC
PLD
PLL
RFC
RxFIFO
RxSM
SONET
sTP
TCP
TxFIFO
TxSM
UDP
UTP
VESA
VGA

Multimode Fiber

Motion Picture Experts Group
Maximum Transfer Unit
Multiplexer

Network Interface Card

Non-Return to Zero

Printed Circuit Board

Peripheral Component Interconnect
Protocol Data Unit

Pseudo Emitter Coupled Logic
Plastic Leaded Chip Carrier
Programmable Logic Device
Phase-Lock Loop

Request For Comments

Receiver First In First Out Memory
Receiver State Machine
Synchronous Optical Network
Shielded Twisted Pair

Transmission Control Protocol
Transmitter First In First Out Memory
Transmitter State Machine

User Datagram Protocol

Unshielded Twisted Pair

Video Electronics Standards Association

Video Graphic Array



VLTN Violation
WWW World Wide Web



Appendix B

Simulation Source Code
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Ref. Polling No. of No. of Offered FIFO Host Bus Packet
Algorithm Nodes Act. Nodes Load Size Tran Time Size
intl Round Robin 64 1 0.25-1.5 1 KBytes 0 ps 516 Bytes
int2 Round Robin 64 2 0.25-1.5 1 KBytes 0 us 516 Bytes
int4 Round Robin 64 4 0.25-1.5 1 KBytes 0 us 516 Bytes
int8 Round Robin 64 8 0.25-1.5 1 KBytes 0 ps 516 Bytes
intlé Round Robin 64 16 0.25-1.5 1 KBytes 0 us 516 Bytes
int32 Round Robin 64 32 0.25-1.5 1 KBytes 0 ps 516 Bytes
int64 Round Robin 64 64 0.25-1.5 1 KBytes 0 us 516 Bytes
binl BEBP 64 1 0.25-1.5 1 KBytes 0 us 516 Bytes
bin2 BEBP 64 2 0.25-1.5 1 KBytes 0 ps 516 Bytes
bin4 BEBP 64 4 0.25-1.5 1 KBytes 0 us 516 Bytes
bin8 BEBP 64 8 0.25-1.5 1 KBytes 0 ps 516 Bytes
binlé BEBP 64 16 0.25-1.5 1 KBytes 0 ps 516 Bytes
bin32 BEBP 64 32 0.25-1.5 1 KBytes 0 ps 516 Bytes
bin64 BEBP 64 64 0.25-1.5 1 KBytes 0 ps 516 Bytes
nl BEBP 1 1 0.25-1.5 1 KBytes 0 ps 516 Bytes
n2 BEBP 2 2 0.25-1.5 1 KBytes 0 us 516 Bytes
n4 BEBP 4 4 0.25-1.5 1 KBytes 0 ps 516 Bytes
n8 BEBP 8 8 0.25-1.5 1 KBytes 0 ps 516 Bytes
nlé BEBP 16 16 0.25-1.5 1 KBytes 0 ps 516 Bytes
n32 BEBP 32 32 0.25-1.5 1 KBytes 0 us 516 Bytes
né4 BEBP 64 64 0.25-1.5 1 KBytes 0 ps 516 Bytes
nl28 BEBP 128 128 0.25-1.5 1 KBytes 0 us 516 Bytes
f1 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 516 Bytes
i4 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 516 Bytes
i8 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 516 Bytes
tn4 BEBP 64 4 1 1 KBytes 0-600 us 516 Bytes
to BEBP 64 4 0.25-1.5 1 KBytes 0 ps 516 Bytes
1200 BEBP 64 4 0.25-1.5 1 KBytes 200 us 516 Bytes
t400 BEBP 64 4 0.25-1.5 1 KBytes 400 us 516 Bytes
t600 BEBP 64 4 0.25-1.5 1 KBytes 600 us 516 Bytes
p32 BEBP 64 4 0.25-1.5 1 KBytes 0 us 32 Bytes
p64 BEBP 64 4 0.25-1.5 1 KBytes 0 us 64 Bytes
pl28 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 128 Bytes
p256 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 256 Bytes
p512 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 512 Bytes
pl024 BEBP 64 4 0.25-1.5 1 KBytes 0 ps 1024 Bytes
pp32 BEBP 64 64 0.25-1.5 1 KBytes 0 us 32 Bytes
pp64 BEBP 64 64 0.25-1.5 1 KBytes 0 us 64 Bytes
pp128 BEBP 64 64 0.25-1.5 1 KBytes 0 us 128 Bytes
pPpP256 BEBP 64 64 0.25-1.5 1 KBytes 0 ps 256 Bytes
pp512 BEBP 64 64 0.25-1.5 1 KBytes 0 us 512 Bytes
pp1024 BEBP 64 64 0.25-1.5 1 KBytes 0 us 1024 Bytes




intl

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12 :

SIZE OF FIFO IN NIC : 1 KBYTES e e
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5920.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5921.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5920.02
TOTAL NUMBER OF PACKET TRANTMITTED : 5914 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3063.45 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2451

AVERGE NO OF PACKETS SENT BY EACH NODE : 5914.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3063.4520 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.79 us

AVERAGE NO OF PACKET IN NIC FIFO : .707000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 6250.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12065.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5918.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5919.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5918.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5918 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3065.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2452
AVERGE NO OF PACKETS SENT BY EACH NODE : 5918.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3065.5240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.99 Us

AVERAGE NO OF PACKET IN NIC FIFO : .701000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 9375.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18098.46 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5918.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5919.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5918.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5918 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3065.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2452
AVERGE NO OF PACKETS SENT BY EACH NODE : 5918.00 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 12500.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 24131.27 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5918.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5919.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5918.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5918 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3065.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2452
AVERGE NO OF PACKETS SENT BY EACH NODE : 5918.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3065.5240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .701000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 15625.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 30164.09 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5918.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5919.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5918.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5918 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3065.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2452
AVERGE NO OF PACKETS SENT BY EACH NODE : $5918.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3065.5240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .701000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 18750.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 36196.91 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5918.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5919.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5918.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5918 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3065.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2452
AVERGE NO OF PACKETS SENT BY EACH NODE : 5918.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3065.5240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .701000 PACKETS

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3065.5240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 143.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .701000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5896.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5896.32
TOTAL NUMBER OF PACKET TRANSMITTED : 5988 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.78 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 2994.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1550.8920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 121.52 US
, AVERAGE NO OF PACKET IN NIC FIFO : .272500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 u$

PACKET TRANSFER TIME OF THE NIC INTERFACEs:gS H 0 us

AL OF LOAD RATIO FOR ALL NODES : .

‘:::’A mfﬁx. RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 4765.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4764.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9527 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4934.99 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3948
AVERGE NO OF PACKETS SENT BY EACH NODE : 4763.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2467.4930 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 184.92 US

AVERAGE NO OF PACKET IN NIC FIFO : ,761000 PACKETS

NUMBER OF NODES : 64 3

NUMBER OF ACTIVE NODE :

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC 1NT€RFACB7:gS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 4765.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4764.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9527 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4934.99 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3948
AVERGE NO OF PACKETS SENT BY EACH NODE : 4763.50 PACKET/SEC

H BYTE/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2467.4930 K
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 184.94 US

AVERAGE NO OF PACKET IN NIC FIFO : . .761000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF PIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 6250.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12065.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 4764.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4764.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9527 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 4934.99 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3948
AVERGE NO OF PACKETS SENT BY EACH NODE : 4763.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2467.4930 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 184.92 US

AVERAGE NO OF PACKET IN NIC FIFO : .761000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES x
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 7812.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 15082.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 4764.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4764.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9527 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4934.99 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3948

AVERGE NO OF PACKETS SENT BY EACH NODE : 4763.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2467.4930 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 184.92 US

AVERAGE NO OF PACKET IN NIC FIFO : .761000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 XBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 9375.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18098.46 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 4764.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4764.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9527 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4934.99 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3948
AVERGE NO OF PACKETS SENT BY EACH NODE : 4763.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2467.4930 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 184.93 US

AVERAGE NO OF PACKET IN NIC FIFO : .761000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THZ HUB PER SEC : 5896.
AVERAGE POLL RECEIVED BY ACTIVE MODE PER SEC : 5897.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5896.98
TOTAL NUMBER OF PACKET TRANSMITTED : 5986 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3100.75 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.1870 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 105.76 US

AVERAGE NO OF PACKET IN NIC FIFO : .131250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1000958.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 17776.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3916.48
TOTAL NUMBER OF PACKET TRANSMITTED : 9468 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4904.42 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3924
AVERGE NO OF PACKETS SENT BY EACH NODE : 2367.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1226.1060 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 90.78 US

AVERAGE NO OF PACKET IN NIC FIFO : .221500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3428.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3427.00
TOTAL NUMBER OF PACKET TRANSMITTED : 13705 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7099.19 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5679
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.25 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3427.00
TOTAL NUMBER OF PACKET TRANSMITTED : 13705 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 7099.19 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5679
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1774.7975 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.81 US

AVERAGE NO OF PACKET IN NIC FIFO : .828750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3427.00
TOTAL NUMBER OF PACKET TRANSMITTED : 13705 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7099.19 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5679
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1774.7975 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.83 US

AVERAGE NO OF PACKET IN NIC FIFO : .828750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3427.00
TOTAL NUMBER OF PACKET TRANSMITTED : 13705 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7099.19 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5679
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1774.7975 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1774.7975 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.76 US AVERAGE ACCESS DELAY OVER ALL NODES : 266.84 US

AVERAGE NO OF PACKET IN NIC FIFO : .828750 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : .828750 PACKETS
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NUMBER OF NODES : 64 NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8 NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES SI1ZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5896. NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2196.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.00 AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2196.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5896.98 AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2196.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5986 PACKET/SEC TOTAL NUMBER OF PACKET TRANSMITTED : 17552 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3100.75 KBYTE/SEC TOTAL THROUGHPUT OF THE NETWORK : 9091.94 KBYTE/SEC
BANDWIDTH EFFICILENCY OF THE NETWORK : .2481 BANDWIDTH EFFICIENCY OF THE NETWORK : L7274

AVERGE NO OF PACKETS SENT BY EACH NODE : 748.25 PACKET/SEC AVERGE NO OF PACKETS SENT BY EACH NODE : 2194.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 387.5935 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1136.4920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 98.58 US AVERAGE ACCESS DELAY OVER ALL NODES : 430.27 US

AVERAGE NO OF PACKET IN NIC FIFO : .052875 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : .883500 PACKETS

NUMBER OF NODES : 64 NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8 NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1953.12 KBYTE/SEC i
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3770.51 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3958. NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2195.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3959.00 AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2196.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3958.34 AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2195.12
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC TOTAL NUMBER OF PACKET TRANSMITTED : 17554 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC TOTAL THROUGHPUT OF THE NETWORK : 9092.97 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY BACH NODE : 1505.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 779.8490 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 176.56 US

AVERAGE NO OF PACKET IN NIC FIFO : .226375 PACKETS

NUMBER OF NODES : 64 :

NUMBER OF ACTIVE NODE :

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KgY‘;gS .

SIMULATION TIME : 1000000. u

PACKET TRANSFER TIME OF THE NIC INTERFACE7:gS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2217,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2217.37
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2217.00
TOTAL NUMBER OF PACKET TRANSMITTED : 17486 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9057.75 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7246
AVERGE NO OF PACKETS SENT BY EACH NODE : 2185.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1132.2185 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 422.84 US

AVERAGE NO OF PACKET IN NIC FIFO : ¢ .870375 PACKETS

BANDWIDTH EFFICIENCY OF THE NETWORK : .7274
AVERGE NO OF PACKETS SENT BY EACH NODE : 2194.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1136.6215 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 430.42 US

AVERAGE NO OF PACKET IN NIC FIFO : .889875 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2195.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2196.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2195.00
TOTAL NUMBER OF PACKET TRANSMITTED : 17555 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9093.49 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7275
AVERGE NO OF PACKETS SENT BY EACH NODE : 2194.37 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1136.6862 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 430.47 Us

AVERAGE NO OF PACKET IN NIC FIFO 1 .889750 PACKETS



intlé

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

195.31 KBYTE/S
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 5

377.05 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5896.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5896.98
TOTAL NUMBER OF PACKET TRANSMITTED : 5986 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3100.75 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 374.12 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 193.7968 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 94.55 uUs

AVERAGE NO OF PACKET IN NIC FIFO : .029000 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 39s8.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3958.69
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3958.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12045 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6239.31 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE NO OF PACKETS SENT BY EACH NODE : 752.81 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 389.9569 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 162.03 Us

AVERAGE NO OF PACKET IN NIC FIFO : .106500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 585.94 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1131.15 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2048.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2048.94
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2048.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18014 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9331.25 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L7465
AVERGE NO OF PACKETS SENT BY EACH NODE : 1125.87 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : $83.2033 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 378.16 US

AVERAGE NO OF PACKET IN NIC FIFO : .396937 PACKETS
int32

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 188.53 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5898.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5899.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5898.19
TOTAL NUMBER OF PACKET TRANSMITTED : 5981 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3098.16 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2479

AVERGE NO OF PACKETS SENT BY EACH NODE : 186.91 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 96.8174 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 94.33 US

AVERAGE NO OF PACKET IN NIC FIFO : .013031 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC lN'I‘ERFACEsngJS H 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : -

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3959.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3959.53
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3959.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12042 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6;37.76 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .49

AVERGE NO OF PACKETS SENT BY BACH NODE : 376.31 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 194.9299 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. US.
AVERAGE ACCESS DELAY OVER ALL NODES : 155.18 US

AVERAGE NO OF PACKET IN NIC FIFO .049062 PACKETS

NUMBER OF NODES : 64
BER OF ACTIVE NODE : 32
NT'NWB MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 ‘KBYTE/SEC

SIZE OF FIFO IN NIC : ; ::Y‘;ﬁs 2

SIMULATION TIME : 1000000. u

PACKET TRANSFER TIME OF THE NIC IN';:R?ACE,:I;S s 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODI 8 e

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 565.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED pY THE HUB PER SEC : 2049.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 20‘9.2500
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2049.
TOTAL NUMBER OF PACKET TRANSMITTED : 18011 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9329.70 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .746

4
AVERGE NO OF PACKETS SENT BY EACH NODE : 562.84 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 291.5531 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 339.47 US

AVERAGE NO OF PACKET IN NIC FIFO : * .177250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1281.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1281.44
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC @ 1281.00
TOTAL NUMBER OF PACKET TRANSMITTED : 20411 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 10572.90 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .B458
AVERGE NO OF PACKETS SENT BY EACH NODE : 1275.69 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 660.8061 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 754.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .931813 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 976.56 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1885.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1278.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1278.62
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1278.00
TOTAL NUMBER OF PACKET TRANSMITTED : 20420 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 10577.56 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .B8462
AVERGE NO OF PACKETS SENT BY EACH NODE : 1276.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 661.0975 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 756.86 US

AVERAGE NO OF PACKET IN NIC FIFO : .934750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1278.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1278.06
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1278.00
TOTAL NUMBER OF PACKET TRANSHMITTED : 20421 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 10578.08 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8462
AVERGE NO OF PACKETS SENT BY EACH NODE : 1276.31 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 661.1299 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 757.57 US

AVERAGE NO OF PACKET IN NIC FIFO : .935625 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 709.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 709.28
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 709.00
TOTAL NUMBER OF PACKET TRANSMITTED : 22199 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11499.08 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9199

AVERGE NO OF PACKETS SENT BY EACH NODE : 693.72 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 359.3463 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1375.30 US

AVERAGE NO OF PACKET IN NIC FIFO : .938250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 32

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 488.28 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 942.63 PACKET/SEC
NOOFPOLLCYCLIMBYTHBMP‘SRSE: 698.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 698.06
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 698.00
TOTAL NUMBER OF PACKET TRANSMITTED : 22233 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11516.69 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9213

AVERGE NO OF PACKETS SENT BY EACH NODE : 694.78 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 359.8967 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1407.17 US

AVERAGE NO OF PACKET IN NIC FIFO : .961344 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 32

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 585.94 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1131.15 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 697.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 697.16
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 697.00
TOTAL NUMBER OF PACKET TRANSMITTED : 22236 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11518.25 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9215

AVERGE NO OF PACKETS SENT BY EACH NODE : 694.88 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 359.9453 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1409.69 US

AVERAGE NO OF PACKET IN NIC FIFO : .963250 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 94.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5897.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.31
TOTAL NUMBER OF PACKET TRANSMITTED : 5985 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3100.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2480

AVERGE NQ OF PACKETS SENT BY EACH NODE : 93.52 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48,4411 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 93.34 US

AVERAGE NO OF PACKET IN NIC FIFO : .006406 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 188.53 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 39s8.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3958.39
TOTAL NUMBER OF PACKET TRANSMITTED : 12045 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6239.31 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE NO OF PACKETS SENT BY EACH NODE : 188.20 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.4892 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 151.17 Us

AVERAGE NO OF PACKET IN NIC FIFO : .024734 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 282.79 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2049.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2049.42
TOTAL NUMBER OF PACKET TRANSMITTED : 18010 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9329.18 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : L7463

AVERGE NO OF PACKETS SENT BY EACH NODE : 281.41 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.7684 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 315.19 US

AVERAGE NO OF PACKET IN NIC FIFO : .081281 PACKETS

binl

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 1
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1402878.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 31689.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5486.94

TOTAL NUMBER OF PACKET TRANSMITTED : 5988 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.78 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 5988.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3101.7840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 41.58 US

AVERAGE NO OF PACKET IN NIC FIFO : .144000 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 6250.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12065.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 840199.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 46142.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3289.00

TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE NO OF PACKETS SENT BY EACH NODE : 12044.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 6238.7920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.43 US

AVERAGE NO OF PACKET IN NIC FIFO : .134000 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 1
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC !N'I'BRFACB7:gS H 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : -

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 9375.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18098.46 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 300602.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 64371.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1181.00

TOTAL NUMBER OF PACKET TRANSMITTED : 17638 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 1;;;6.‘8 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .

AVERGE NO OF PACKETS SENT BY EACH NODE : 17638.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 9136.4840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 11.20 US

AVERAGE NO OF PACKET IN NIC FIFO : + .119000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 401.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 401.58
TOTAL NUMBER OF PACKET TRANSMITTED : 23160 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11996.88 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9598

AVERGE NO OF PACKETS SENT BY EACH NODE : 361.87 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 187.4512 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2380.68 US

AVERAGE NO OF PACKET IN NIC FIFO : .854141 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 471.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 368.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 368.58
TOTAL NUMBER OF PACKET TRANSMITTED : 23263 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12050.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9640

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.48 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.2849 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2687.41 US

AVERAGE NO OF PACKET IN NIC FIFO : .969375 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMNUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 565.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 366.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 366.39
TOTAL NUMBER OF PACKET TRANSMITTED : 23270 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12053.86 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9643

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.59 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.3416 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2705.80 US

AVERAGE NO OF PACKET IN NIC FIFO : .976437 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

12500.00 KBYTE/SEC
24131.27 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 300602.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 64371.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1181.00

TOTAL NUMBER OF PACKET TRANSMITTED : 17638 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9136.48 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7309

AVERGE NO OF PACKETS SENT BY EACH NODE : 17638.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 9136.4840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 11.20 us

AVERAGE NO OF PACKET IN NIC FIFO : .119000 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

15625.00 KBYTE/SEC
30164.09 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 300602.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 64371.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1181.00

TOTAL NUMBER OF PACKET TRANSMITTED : 17638 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9136.48 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : L7309

AVERGE NO OF PACKETS SENT BY EACH NODE : 17638.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 9136.4840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 11.20 US

AVERAGE NO OF PACKET IN NIC FIFO : .119000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : p

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

18750.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

36196.91 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 300602.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 64371.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1181.00

TOTAL NUMBER OF PACKET TRANSMITTED : 17638 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9136.48 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7309

AVERGE NO OF PACKETS SENT BY EACH NODE : 17638.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 9136.4840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. US
AVERAGE ACCESS DELAY OVER ALL NODES : 11.20 us

AVERAGE NO OF PACKET IN NIC FIFO : .119000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3016.41 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1384446.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 20838.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5414.35

TOTAL NUMBER OF PACKET TRANSMITTED : 5988 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.78 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 2994.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1550.8920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 61.07 US

AVERAGE NO OF PACKET IN NIC FIFO : .114500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 814865.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 25341.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3268.00

TOTAL NUMBER OF PACKET TRANSMITTED : 12046 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6239.83 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4992

AVERGE NO OF PACKETS SENT BY EACH NODE : 6023.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3119.9140 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 51.67 US

AVERAGE NO OF PACKET IN NIC FIFO : .190000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

4687.50 KBYTE/SEC
9049.23 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 359518.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 21813.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1411.00

TOTAL NUMBER OF PACKET TRANSMITTED : 18013 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9330.73 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : L7465

AVERGE NO OF PACKETS SENT BY EACH NODE : 9006.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 4665.3670 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 49.21 US

AVERAGE NO OF PACKET IN NIC FIFO : .247000 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

781.25 KBYTE/SEC
1508.20 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1367886.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14098.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5350.00

TOTAL NUMBER OF PACKET TRANSMITTED : 5987 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC
NETWORK : .2481

BANDWIDTH EFFICIENCY OF THE 1 156,75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

AVERAGE ACCESS DELAY OVER ALL NODES : 77.01 US

LAVERAGE NO OF PACKET IN NIC FIFO : .084750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : o us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

1562.50 KBYTE/SEC

ACTIVE NODE :
DATA ARRIVAL RATE FOR BACH 3016.41 PACKET/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

b 794366.
NO OF POLL CYCLE EXECUTED Y THE HUB PER SEC :
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15651.50 .
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3109.8

NUMB PACKET TRANSMITTED : 12044 PACKET/SEC
T‘Kg‘l'r:xl: mob!:t&'n OF THE NETWORK :RK ‘3328.79 KBYTE/SEC
BANDW ENCY OF THE NETWO t .
AV!!G:MN: g:";:xx:xms SENT BY EACH NODE : 3011.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE :. 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 82.76 US
AVERAGE NO OF PACKET IN NIC FIFO : .184000 PACKETS

NUMBER OF NODES : 64 1
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00_KBYTE/SEC

SIZE OF FIFO IN NIC : IO::Y:ES 5

SIMULATION TIME : 1000 . u:

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

2343.75 KBYTE/SEC

CTIVE NODE :
DATA ARRIVAL RATE FOR EACH A 4524.61 PACKET/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

H 314878.
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC :
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : !llt;sgooa
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4

TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK :Rx 73'.;:3.29 KBYTE/SEC

ENCY OF THE NETWO T .
:c::::m!lg ::r:‘h:ékﬂs SENT BY EACH NODE : 4504.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 88,96 US
AVERAGE NO OF PACKET IN NIC FIFO : . ,306000 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 2
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

6250.00 KBYTE/SEC
12065.64 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11565.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11565.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 52.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23128 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11980.30 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9584

AVERGE NO OF PACKETS SENT BY EACH NODE : 11564.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 5990.1520 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 61.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .422500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 2
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

7812.50 KBYTE/SEC
15082.05 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11565.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11565.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 52.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23128 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11980.30 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9584

AVERGE NO OF PACKETS SENT BY EACH NODE : 11564.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 5990.1520 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 61.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .422500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 2
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

9375.00 KBYTE/SEC
18098.46 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11565.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11565.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 52.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23128 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11980.30 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9584

AVERGE NO OF PACKETS SENT BY EACH NODE : 11564.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 5990.1520 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 61.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .422500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE POR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5$812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9612

AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .706750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SI1ZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3906.25 KBYTE/SEC
7541.02 PACKET/SEC

mormwmmuvmmrnsm: 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

4687.50 KBYTE/SEC
9049.23 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : $5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS
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NUMBER OF NODES : 64 ~

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1355787.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 10054.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5303.00
TOTAL NUMBER OF PACKET TRANSMITTED : $987 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 748.38 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 387.6582 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 88.14 US

AVERAGE NO OF PACKET IN NIC FIFO : .052250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 755539.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 10962.13
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2958.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 1505.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 779.8490 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 120.34 US

AVERAGE NO OF PACKET IN NIC FIFO : .144125 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 255034.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 9353.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1003.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18018 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9333,32 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L7467
AVERGE NO OF PACKETS SENT BY EACH NODE : 2252.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1166.6655 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 148.37 US

AVERAGE NO OF PACKET IN NIC FIFO : .277750 PACKETS
binl6

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1348862.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 7762.19
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5275.25
TOTAL NUMBER OF PACKET TRANSMITTED : 5986 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3100.75 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 374.12 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 193.7968 KBYTE/SEC
AVERAGE PACKET QUEVEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 95.45 US

AVERAGE NO OF PACKET IN NIC FIFO : .027938 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 725315.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 7313.69
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2840.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 752.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 389.9245 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 157.86 US

AVERAGE NO OF PACKET IN NIC FIFO : .104563 PACKETS

NUMBER OF NODES : 64 >

NUMBER OF ACTIVE NODE : 1

THE MAXINUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES .
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

RATIO FOR ALL NODES : .750
m:!‘&:g:nwn::z FOR EACH ACTIVE NODE : 585.94 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1131.15 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 206251.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5756.81
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 812.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18014 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9331,25 KBYTE/SEC

BANDWIDTH EFPICIENCY OF THE NETWORK : .7465
AVERGE NO OF PACKETS SENT BY EACH NODE : 1125.87 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 583.2033 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 252.42 US

AVERAGE NO OF PACKET IN NIC FIFO : + .255000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 29136.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2917.87
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23226 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12031.07 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9625
AVERGE NO OF PACKETS SENT BY EACH NODE : 2903.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1503.8835 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 315.95 US

AVERAGE NO OF PACKET IN NIC FIFO : .844500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1953.12 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3770.51 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2909.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2906.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SBC 2 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23230 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12033.14 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9627
AVERGE NO OF PACKETS SENT BY EACH NODE : 2903.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1504.1425 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 319.12 US

AVERAGE NO OF PACKET IN NIC FIFO : .853875 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500 -

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2908.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2905.63
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23230 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12033.14 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9627
AVERGE NO OF PACKETS SENT BY EACH NODE : 2903.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1504.1425 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 319.12 US

AVERAGE NO OF PACKET IN NIC FIFO : .854375 PACKETS

NUMBER OF NODES : 64

NUMBER OP ACTIVE NODE : 16

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1502.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1472.38
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 12.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23236 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12036.25 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9629
AVERGE NO OF PACKETS SENT BY EACH NODE : 1452.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 752.2655 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 646.35 US

AVERAGE NO OF PACKET IN NIC FIFO : .903187 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE 976.56 KBYTE/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1885.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1460.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1455.88
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 12.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23249 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12042.98 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9634
AVERGE NO OF PACKETS SENT BY EACH NODE : 1453.06 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 752.6864 KBYTE/SEC
AVERAGE PACKET QUEUEBING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 661.58 US

AVERAGE NO OF PACKET IN NIC FIFO : .925500 PACKETS

NUMBER OF NODEBS : 64

NUMBER OF ACTIVE NODE : 16

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1458.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1455.31
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 12.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23250 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12043.50 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9635
AVERGE NO OF PACKETS SENT BY EACH NODE : 1453.12 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 752.7187 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 662.12 US

AVERAGE NO OF PACKET IN NIC FIFO : .926375 PACKETS
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NUMBER OF NODES : 64 ;
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NNDE : 188.53 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1345557.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 6534.19
AVERAGE POLL RECEIVED BY INACTIVE NCDE PER SEC : 5263.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5981 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3098.16 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2479

AVERGE NO OF PACKETS SENT BY EACH NODE : 186.91 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 96.8174 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.88 US

AVERAGE NO OF PACKET IN NIC FIFO : .015500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 703810.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5162.69
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2756.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12042 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6237.76 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4990

AVERGE NO OF PACKETS SENT BY EACH NODE : 376.31 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 194.9299 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 191.06 US

AVERAGE NO OF PACKET IN NIC FIFO : .060969 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 32

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 565.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 165346,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3446.81
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 652.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18010 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9329.18 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7463

AVERGE NO OF PACKETS SENT BY EACH NODE : 562.81 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 291.5369 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 425.68 US

AVERAGE NO OF PACKET IN NIC FIFO : .226219 PACKETS
bin64

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 94.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1343074,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.31
TOTAL NUMBER OF PACKET TRANSMITTED : 5985 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3100.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2480

AVERGE NO OF PACKETS SENT BY EACH NODE : 93.52 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.4411 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 104.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .007812 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC I!WEI\FAC!S:(;S H 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .
DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 188.53 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 690836.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3958.50
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : :::a.n KBYTE/SEC

DTH EFFICIENCY OF THE NETWORK : .4
:ANVBRCP'!: NO OF PACKETS SENT BY EACH NODE : 188.19 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.4811 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 211.21 US
AVERAGE NO OF PACKET IN NIC FIFO : .035969 PACKETS

NUMBER OF NODES : 64 éi
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : ol :«:Y::S 4

SIMULATION TIME : 1000000. u:

PACKET TRANSFER TIME OF THE NIC !N'I;RPAC!.':;!S ;.- 0US

TOTAL OFFER LOAD RATIO FOR ALL NOD $

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 282.79 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 13114!.“
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2051.
TOTAL NUMBER OF PACKET TRANSMITTED : 18004 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK :Rx 7:::6.07 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWO e

AVERGE NO OF PACKETS SENT BY EACH NODE : 281.31 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.7199 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 685.91 US

AVERAGE NO OF PACKET IN NIC FIFO : ,185625 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 812.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 754.34
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 10.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23220 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12027.96 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9622

AVERGE NO OF PACKETS SENT BY EACH NODE : 725.62 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 375.8737 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1276.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .909219 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 488.28 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 942.63 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 739.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 731.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 9.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23258 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12047.64 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9638

AVERGE NO OF PACKETS SENT BY EACH NODE : 726.81 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 376.4889 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1342.19 US

AVERAGE NO OF PACKET IN NIC FIFO : .958281 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 32
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NOOE : 585.94 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1131.15 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 733.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 729.53
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 9.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23261 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12049.20 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9639

AVERGE NO OF PACKETS SENT BY EACH NODE : 726.91 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 376.5374 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1346.86 US

AVERAGE NO OF PACKET IN NIC FIFO : .961906 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 466.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 394.14
TOTAL NUMBER OF PACKET TRANSMITTED : 23183 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12008.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9607
AVERGE NO OF PACKETS SENT BY EACH NODE : 362.23 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 187.6374 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2432.80 US

AVERAGE NO OF PACKET IN NIC FIFO : .873922 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 471.31 PACKET/SEC
NOOPVOLLCYCL!WEJIYMHU’!PBRSE: 37s.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 368.48
TOTAL NUMBER OF PACKET TRANSMITTED : 23263 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12050.23 KBYTE/SEC
BANDWIDTH BEFFICIENCY OF THE NETWORK : .9640

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.48 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.2849 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2691.51 US

AVERAGE NO OF PACKET IN NIC FIFO : .970953 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF PIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 565.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : n.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 366.39
TOTAL NUMBER OF PACKET TRANSMITTED : 23270 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12053.86 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9643

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.59 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.3416 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2706.04 US

AVERAGE NO OF PACKET IN NIC FIFO : .976531 PACKETS
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NUMBER OF NODES : 1

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE HNODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 87387577.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 377346.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5989 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3102.30 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2482
AVERGE NO OF PACKETS SENT BY EACH NODE : 5989.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3102.3020 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.04 US

AVERAGE NO OF PACKET IN NIC FIFO : 2. PACKETS

NUMBER OF NODES : 1

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 6250.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12065.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 48779194,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 253339.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 12044.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 6238.7920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.03 US

AVERAGE NO OF PACKET IN NIC FIFO : 0. PACKETS

NUMBER OF NODES : 1

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 9375.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18098.46 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 12331959.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 131053.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18015 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9331.77 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7465
AVERGE NO OF PACKETS SENT BY EACH NODE : 18015.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 9331.7700 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.03 US

AVERAGE NO OF PACKET IN NIC FIFO : 0. PACKETS

n2

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 43539588.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 188683.00
TOTAL NUMBER OF PACKET TRANSHMITTED : 5988 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.78 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 2994.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1550.8920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 7.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .011500 PACKETS

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 24434047.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 126649.00
TOTAL NUMBER OF PACKET TRANSMITTED : 12046 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : §239.83 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4992
AVERGE NO OF PACKETS SENT BY EACH NODE : 6023.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3119.9140 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 15.64 US

AVERAGE NO OF PACKET IN NIC FIFO : .061000 PACKETS

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS :

PACKET TRANSPER TIME OF THE NIC INTERFACE BUS : 0 Us

OF LOAD RATIO FOR ALL NODES : .750
m:bm:ab RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 8958014.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 65537.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18014 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9331.25 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7465
AVERGE NO OF PACKETS SENT BY EACH NODE : 9007.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 4665.6260 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 31.90 US

AVERAGE NO OF PACKET IN NIC FIFO : .154500 PACKETS

NUMBER OF NODES : 1

NUMBER OF ACTIVE NODE : 1

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 12500.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 24131.27 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 471471,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 90421.00
TOTAL NUMBER OF PACKET TRANSMITTED : 19999 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10359.48 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8288
AVERGE NO OF PACKETS SENT BY EACH NODE : 19999.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 10359.4820 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.03 US

AVERAGE NO OF PACKET IN NIC FIFO : 0. PACKETS

NUMBER OF NODES : 1
NUMBER OF ACTIVE NODE : 1
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 15625.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 30164.09 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 471471,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 90421.00
TOTAL NUMBER OF PACKET TRANSMITTED : 19999 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10359.48 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8288
AVERGE NO OF PACKETS SENT BY EACH NODE : 19999.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 10359.4820 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.03 us

AVERAGE NO OF PACKET IN NIC FIFO : 0. PACKETS

NUMBER OF NODES : 1

NUMBER OF ACTIVE NODE : 1 ¢

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 18750.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 36196.91 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 471471.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 90421.00
TOTAL NUMBER OF PACKET TRANSMITTED : 19999 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10359.48 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8288
AVERGE NO OF PACKETS SENT BY EACH NODE : 19999.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 10359.4820 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1.03 US

AVERAGE NO OF PACKET IN NIC FIFO : 0. PACKETS

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OP FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 6250.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12065.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 16262.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11673.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23275 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12056.45 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L9645
AVERGE NO OF PACKETS SENT BY EACH NODE : 11637.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 6028.2250 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 60.89 US

AVERAGE NO OF PACKET IN NIC FIFO : .417500 PACKETS

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 7812.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 15082.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 13732.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11664.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23276 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12056.97 KBYTE/SEC

BANDWIDTH EPFICIENCY OF THE NETWORK : .9646

AVERGE NO OF PACKETS SENT BY EACH NODE : 11638.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 6028.4840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 60.94 US

AVERAGE NO OF PACKET IN NIC FIFO : .418000 PACKETS

NUMBER OF NODES : 2

NUMBER OF ACTIVE NODE : 2

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SI1ZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 9375.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18098.46 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 13693.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11674.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23275 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12056.45 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9645
AVERGE NO OF PACKETS SENT BY EACH NODE : 11637.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 6028.2250 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 60.94 US

AVERAGE NO OF PACKET IN NIC FIFO : .418000 PACKETS



nd

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 21679016.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 94341.50
TOTAL NUMBER OF PACKET TRANSMITTED : 5988 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3101.78 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 1497.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.4460 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 13.46 US

AVERAGE NO OF PACKET IN NIC FIFO : .011750 PACKETS

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11905038.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 63334.75
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 28.88 US

AVERAGE NO OF PACKET IN NIC FIFO : .057500 PACKETS

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3907427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 32758.25
TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7466
AVERGE NO OF PACKETS SENT BY EACH NODE : 4504.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 60.23 US

AVERAGE NO OF PACKET IN NIC FIFO : .200750 PACKETS

n8

NUMBER OF NODES : 8

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 XBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 390.62 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 10798877.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 47173.75
TOTAL NUMBER OF PACKET TRANSMITTED : 5987 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 748.38 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 387.6582 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 20.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .008125 PACKETS

NUMBER OF NODES : 8

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC !NTEER.FACESzgS H 0 us

TOTAL OFFER LOAD RATIO FOR ALL NOD! 3 .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5772997.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 31659.75
TOTAL NUMBER OF PACKET TRANSMITTED : 12047 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : :;;0.35 KBYTE/SEC
BANDWIDTH ICIENCY OF THE NETWORK : .4

AVE‘RG; NO g;rPACKETS SENT BY EACH NODE : 1505.88 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 780.0432 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 47.31 US

AVERAGE NO OF PACKET IN NIC FIFO : .045000 PACKETS

NUMBER OF NODES : 8 5
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF PIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS "
PACKET TRANSFER TIME OF THE NIC INT?‘FACB?:IJS H 0 us

AL OFFER LOAD RATIO FOR ALL NODES : -
ml ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED pY THE HUB PER SEC : 1581091.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16374.13
TOTAL NUMBER OF PACKET TRANSMITTED : 18018 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9333.32 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7467
AVERGE NO OF PACKETS SENT BY EACH NODE : 2252.25 PACKET/SEC

655 KBYTE/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1166.6
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 106.20 US

AVERAGE NO OF PACKET IN NIC FIFO : .192750 PACKETS

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 6369.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : $852.50
TOTAL NUMBER OF PACKET TRANSMITTED : 23271 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12054.38 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9644
AVERGE NO OF PACKETS SENT BY EACH NODE : 5817.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3013.5945 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 145.92 US

AVERAGE NO OF PACKET IN NIC FIFO : .704000 PACKETS

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 6329.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5837.25
TOTAL NUMBER OF PACKET TRANSMITTED : 23275 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12056.45 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L9645
AVERGE NO OF PACKETS SENT BY EACH NODE : 5818.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3014.1125 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.78 US

AVERAGE NO OF PACKET IN NIC FIFO : .709000 PACKETS

NUMBER OF NODES : 4

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 6332.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5837.75
TOTAL NUMBER OF PACKET TRANSMITTED : 23274 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12055.93 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9645
AVERGE NO OF PACKETS SENT BY EACH NODE : 5818.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3013.9830 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.82 US

AVERAGE NO OF PACKET IN NIC FIFO : .708750 PACKETS

NUMBER OF NODES : 8

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3o18.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2937.12
TOTAL NUMBER OF PACKET TRANSMITTED : 23267 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12052.31 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9642
AVERGE NO OF PACKETS SENT BY EACH NODE : 2908.37 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1506.5382 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 314.06 US

AVERAGE NO OF PACKET IN NIC FIFO : .842000 PACKETS

NUMBER OF NODES : 8

NUMBER OF ACTIVE NODE : 8

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1953.12 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3770.51 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2971.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2918.62
TOTAL NUMBER OF PACKET TRANSMITTED : 23275 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 12056.45 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9645

AVERGE NO OF PACKETS SENT BY EACH NODE : 2909.37 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1507.0562 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 318.36 US

AVERAGE NO OF PACKET IN NIC FIFO : .854125 PACKETS

NUMBER OF NODES : 8
NUMBER OF ACTIVE NODE : 8
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR BACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2935.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2914.75
TOTAL NUMBER OF PACKET TRANSMITTED : 23276 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12056.97 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9646
AVERGE NO OF PACKETS SENT BY EACH NODE : 2909.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1507.1210 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 318.45 US

AVERAGE NO OF PACKET IN NIC FIFO : .853750 PACKETS
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NUMBER OF NODES : 16

. NUMBER OF NODES : 16
“n‘i:‘::xg:u:c:;:g NODE : 16 NUMBER OF ACTIVE NODE : 16
S tRk GF  FiPoSTH :‘;“WT OF THE NETWORK : 12500.00 KBYTE/SEC THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

C : 1 KBYTES SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5384571, NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1550.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23587.44 AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1484.31
TOTAL NUMBER OF PACKET TRANSHITTED : 5987 PACKET/SEC TOTAL NUMBER OF PACKET TRANSMITTED : 23255 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC TOTAL THROUGHPUT OF THE NETWORK : 12046.09 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481 BANDWIDTH EFFICIENCY OF THE NETWORK : .9637
AVERGE NO OF PACKETS SENT BY EACH NODE :  374.19 PACKET/SEC AVERGE NO OF PACKETS SENT BY EACH NODE : 1453.44 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 193.8291 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 752.8806 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. Uus
AVERAGE ACCESS DELAY OVER ALL NODES : 32.89 US AVERAGE ACCESS DELAY OVER ALL NODES : 642.47 US
AVERAGE NO OF PACKET IN NIC FIFO : .005687 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : .898563 PACKETS
NUMBER OF NODES : 16 NUMBER OF NODES : 16
NUMBER OF ACTIVE NODE : 16 NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 190.62 KBYTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 976.56 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 754.10 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1885.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2818710, NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1473.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15831.31 AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1460.12
TOTAL NUMBER OF PACKET TRANSMITTED : 12046 PACKET/SEC TOTAL NUMBER OF PACKET TRANSMITTED : 23274 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6239.83 KBYTE/SEC TOTAL THROUGHPUT OF THE NETWORK : 12055.93 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWOPK : .4992 BANDWIDTH EFFICIENCY OF THE NETWORK : .9645
AVERGE NO OF PACKETS SENT BY EACH NODE :  752.87 PACKET/SEC AVERGE NO OF PACKETS SENT BY EACH NODE : 1454.63 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 389.9893 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 753.4957 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. US AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 74.95 US AVERAGE ACCESS DELAY OVER ALL NODES : 660.37 US
AVERAGE NO OF PACKET IN NIC FIFO : .043000 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : .924938 PACKETS

NUMBER OF NODES : 16
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

NUMBER OF NODES : 16
NUMBER OF ACTIVE NODE : 16
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME :  1000000.00 uS SIMULATION TIME :  1000000.00 uS
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 US PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE : $85.94 KBYTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1171.88 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1131.15 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2262.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 649478. NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1468.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 8189.00 AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1458.50
TOTAL NUMBER OF PACKET TRANSMITTED : 18017 PACKET/SEC TOTAL NUMBER OF PACKET TRANSMITTED : 23275 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9332.81 KBYTE/SEC TOTAL THROUGHPUT OF THE NETWORK : 12056.45 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7466 BANDWIDTH EFFICIENCY OF THE NETWORK : .9645
AVERGE NO OF PACKETS SENT BY EACH NODE : 1126.06 PACKET/SEC AVERGE NO OF PACKETS SENT BY EACH NODE : 1454.69 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 583.3004 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 753.5281 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. uUSs
AVERAGE ACCESS DELAY OVER ALL NODES : 193.63 US AVERAGE ACCESS DELAY OVER ALL NODES : 661.42 US
AVERAGE NO OF PACKET IN NIC FIFO : 194625 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : 926438 PACKETS
n32

NUMBER OF NODES : 32
NUMBER OF N°°53:=m3: s NUMBER OF ACTIVE NODE : 37 12500.00 KBYTE/SEC
NUMBER OF ACTI DE : MAXIMUM THROUGHPUT OF THE NETWORK : 3
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC ';‘!‘:z AP0 IN NIC : 1 KBYTES
SIZE OF FIFO IN NIC : 1 KBYTES SIMULATION TIME :  1000000.00 uS
SIMULATION TIME :  1000000.00 us SACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 US
TACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 US PACKET TRANSTEAD RATIO FOR ALL NODES : 1.000
TOTAL OFFER LOAD RATIO FOR ALL NODES : 250 DATA ARRIVAL RATE POR EACH ACTIVE NODE : 390.62 KBYTE/SEC
DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC AT AL AATE FOR EACH ACTIVE NODE : 95¢.10 PACKET/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 188.53 PACKET/SEC NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 828.
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2689636. N0 OF oL Oy TvED BY ACTIVE NODE PER SEC : e
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC - 11719719 TOTAL NUMBER OF PACKET TRANSMITTED : 23231 PACKET/SEC
TOTAL NUMBER OF PACKET TRANSMITTED : 5981 PACKET/SEC TOTAL THROUGHPUT OF THE NETWORK : 12033.66 KBYTE/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3098.16 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9627

BANDWIDTH EFFICIENCY OF THE NETWORK : -2479 AVERGE NO OF PACKETS SENT BY EACH NODE :  725.97 PACKET/SEC

N oot § Sﬂgc:\'lzgﬂvg“:gg; 186.9;61,:(1::?]/(:;.55/5& AVERAGE THROUGHPUT FOR n:r&;cg{’:: NA:):E “o - 375.05;8 KB‘Y,';EISEC
VERAG! QUEU ; ’ VERAG! CKET QUEUE ES @ .

:vgm: mgo;“m 3:5 DELAY OVRRAEs . il o :VERAG: :QCSSS DMYI::E: ALL NODES : 1270.42 US

AVERAGE ACCESS DELAY OVER ALL NODES : 58.86 US A Lt st g .

AVERAGE NO OF PACKET IN NIC FIFO : .007125 PACKETS \VERAG! ACKET CKET!

.

NUMBER OF NODES : 32

NUMBER OF NODES : 32 NUMBER OF ACTIVE NODE : 32

NUMBER OF ACTIVE NODE : 32 BYTE/SEC THE MAXIMUM THROUGHPUT OP THE NETWORK : 12500.00 KBYTE/SEC
THE MAXTHUM THROUGHPUT OF :nmzn::wonx : 12500.00 K T o WIC ’mgéo::r:? ’
SIZE OF FIFO IN NIC : S GLATION TIME s 200 U
SIMULATION TIME : ;°°:::°&gg SNTERFACE BUS : O US PACKET TRANSFER TIKE OF THE I “x;;rsgnnssz:gs : ous
PACKET TRANSFER TIME OF : PNEAL OFFER LOAD et
R ALL NODES : .500 R EACH ACTIVE NODE : 488.28 KBYTE/SEC
m:bng::?uwn:gzng:ozﬁm ACTIVE NODE : 195.31 KBYTE/SEC ﬂw&:ﬁﬁﬁﬁm O ACYIVE WODE 2 942.63 PACKET/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NOOR ¢ 377.05 ACKET/SRC P COF POLL CYCLE EXECUTED BY THE HUB PER SEC ! 7s3.
NO OF POLL CYCLE EXECUTED BY THE HUB PER 257 © il o AVESAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 733.91
AVERAGE POLL RECEIVED BY ACTIVE NOOE PER SEF ° 182380 TOTAL NUMBER OF PACKET TRANSHITTED : 23268 PACKET/SEC
TOTAL NUMBER OF PACKET TRANSHITTED : 13043 PACKER/ETC TOTAL THROUGHPUT OF THE NETWORK : 12052.82 KBYTE/SEC
TOTAL THROUGHPUT OF THE NETWORK : :2:3.27 KBYTE/SEC Jawmn b e R 983
BANDW ENCY OF THE NETWORK : .499 ACKETS SENT BY EACH NODE :  727.
”’m?;: S:P::éms g;“" BY EACH NODE : 376'31‘:;5:?35:;/5“ :ml“gil:;);ﬂm FOR EACH ACTIVE NODE : 376.6508 mus:/sac
: 94 NODES : 0.
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE . AVERAGE PACKET QUEUEING DELAY OVER ALL
et o) b NOai7 s e = AVERAGE AOCESS DRLET ﬁ;ﬁ“‘r‘{}g"“ P 1eees packers
: . VERAGE NO OF P : .
AVErAGE ?fo"'i";spﬂi““m" IN NIC FIFO : .037125 PACKETS AVERAGE NO
NUMBER OF NODES : 32
NUMBER OF NODES : 32 NUMBER OF ACTIVE NODE : 32
NUMBER OF ACTIVE NODE : 32 THE MAXINUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SI1ZE OF FIFO IN NIC : KBYTES

SIZE OF FIFO IN NIC : 1 KBYTES
1
SIMULATION TIME : 1000000.00 uS

SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TACKET TRANSFER TIME OF THE NIC INTERFACE BUS 093 TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

TOTAL OFFER LOAD RATIO FOR ALL NODES ¢ 750 92.97 xevTE/SEC DATA ARRIVAL RATE FOR EACH ACTIVE NODE : $85.94 KBYTE/SEC

”,'c:ﬂm""‘" RNTR_FOS ”‘?;c,ﬂé‘ﬁﬁ WOOE: 3 565.58 PACKET/SEC PACKET ARRIVAL RATE FOR EACH ACTIVE | NODE : 1131.15_PACKET/SEC

:o oF mx%b:‘% BY THE HUB PER SEC : 283419: mc?%u RECEIVED BY ACTIVE NODE PER SEC § 731,31

AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC 409797 TOTAL NUMBER OF PACKET TRANSMITTED : 23272 PACKET/SEC
NUMBER OF PACKET TRANSMITTED : 18011 PACKET/SEC TOTAL THROUGHPUT OF THE NETWORK : 12054.90 KBYTE/SEC

m:t THROUGHPUT OF THE NETWORK : 9329.70 KBYTE/SEC BANDWIDTH EPPICIENCY OF THE NETWORK : .9644

SANDWLDTH EFFICIENCY OF THE NETWORK & 1464, o) o\ cxer/sec AVERGE NO OF PACKETS SENT BY EACH NODE :  727.25 PACKET/SEC

AVERGE NO OF PACKETS SENT “A:_r“;:'m“"“gg!:_ "391 5531 KBYTE/SEC AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 376.7155 KBYTE/SEC

AVERAGE THROUGHPUT FOR WHUW SVER ALL NODES : 0. us AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

AVERAGE PACKET QUEUEING DE 69 US AVERAGE ACCESS DELAY OVER ALL NODES :  1345.95 US

AVERAGE ACCESS DELAY OFED "’";,'.13"“ ! 190594 PACKETS AVERAGE NO OF PACKET IN NIC FIFO : .961688 PACKETS

AVERAGE NO OF PACKET IN NIC : .
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 94.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1343074.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.31
TOTAL NUMBER OF PACKET TRANSMITTED : 5985 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3100.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2480

AVERGE NO OF PACKETS SENT BY EACH NODE : 93.52 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48,4411 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 104.50 US

AVERAGE NO OF PACKET IN NIC FIFO : .007812 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE MODE : 188.53 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 690836.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3958.50
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE NO OF PACKETS SENT BY EACH NODE : 188.19 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.4811 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 211.21 Us

AVERAGE NO OF PACKET IN NIC FIFO : .035969 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFQ IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 282.79 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 131148,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2051.42
TOTAL NUMBER OF PACKET TRANSMITTED : 18004 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9326.07 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7461

AVERGE NO OF PACKETS SENT BY EACH NODE : 281.31 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.7199 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 685.91 US

AVERAGE NO OF PACKET IN NIC FIFO : .185625 PACKETS
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NUMBER OF NODES : 128
NUMBER OF ACTIVE NODE : 128
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

ATA ARRIVAL RATE FOR EACH ACTIVE NODE : 24.41 KBYTE/SEC
gAC:EI' ARRIVAL RATE FOR EACH ACTIVE NODE : 47.13 PACKET/SEC
NO OF POLL CYCLE EXECUTED BPY THE HUB PER SEC : 670677.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2948.98
TOTAL NUMBER OF PACKET TRANSMITTED : 5983 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 223:9.19 KBYTE/SEC

ANDWIDTH EFFICIENCY OF THE NETWORK : .

:VEﬂGE NO OF PACKETS SENT BY EACH NODE : 46.74 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 24.2125 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 199.87 US

AVERAGE NO OF PACKET IN NIC FIFO : .007922 PACKETS

NUMBER OF NODES : 128
NUMBER OF ACTIVE NODE : 128
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KgY';:S 4

SIMULATION TIME : 1000000. u.

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
g:::t:“h:::bvhb RATE FOR EACH ACTIVE NODE : 94.26 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3432136.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1978.89
TOTAL NUMBER OF PACKET TRANSMITTED : 12046 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : ‘3239.83 KBYTE/SEC

1 EFFICIENCY OF THE NETWORK : .
:mVERGvaNn; OF PACKETS SENT BY EACH NODE : 94.11 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.7487 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 385.47 US
AVERAGE NO OF PACKET IN NIC FIFO : .033930 PACKETS

NUMBER OF NODES : 128 {58
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS .
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

H 4 KBYTE/SEC
TE FOR EACH ACTIVE NODE : 73.2
:::::m::n:‘”ﬂ FOR EACH ACTIVE NODE : 141.39 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 63138.

BY ACTIVE NODE PER SEC : 1027.44
AVERAGE POLL RECEIVED BY A o

9320.37 KBYTE/SEC
EFFICIENCY OF THE NETWORK : .7456

m;uz: OF PACKETS SENT BY EACH NODE : 140.57 Pm‘54 gﬁmsm

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 72.8 2

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : .

AVERAGE ACCESS DELAY OVER ALL NODES : 1323.95 US

AVERAGE NO OF PACKET IN NIC FIFO : .182977 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 377.05 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 466.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 394.14
TOTAL NUMBER OF PACKET TRANSMITTED : 23183 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12008.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9607

AVERGE NO OF PACKETS SENT BY EACH NODE : 362.23 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 187.6374 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2432.80 US

AVERAGE NO OF PACKET IN NIC FIFO : .873922 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 471.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 378.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 368.48
TOTAL NUMBER OF PACKET TRANSMITTED : 23263 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12050.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9640

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.48 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.2849 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2691.51 US

AVERAGE NO OF PACKET IN NIC FIFO : .970953 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE “RODE : 565.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 371.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 366.39
TOTAL NUMBER OF PACKET TRANSMITTED : 23270 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12053.86 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : L9643

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.59 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.3416 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2706.04 US

AVERAGE NO OF PACKET IN NIC FIFO : .976531 PACKETS

NUMBER OF NODES : 128

NUMBER OF ACTIVE NODE : 128

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 188.53 PACKET/SEC
NOOPI’OLLCYCLBWBYTHSHUBPE{SEC: 323.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 212.69
TOTAL NUMBER OF PACKET TRANSMITTED : 23085 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11958.03 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9566

AVERGE NO OF PACKETS SENT BY EACH NODE : 180.35 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 93.4221 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 4567.35 US

AVERAGE NO OF PACKET IN NIC FIFO : .821742 PACKETS

NUMBER OF NODES : 128
NUMBER OF ACTIVE NODE : 128
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

122.07 KBYTE/SEC
235.66 PACKET/SEC

AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 187.63
TOTAL NUMBER OF PACKET TRANSHITTED : 23242 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12039.36 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9631

AVERGE NO OF PACKETS SENT BY EACH NODE : 181.58 PACKET/SEC
94.0575 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

NUMBER OF NODES : 128

NUMBER OF ACTIVE NODE : 128

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF PIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR BACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 282.79 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 190.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 184.98
TOTAL NUMBER OF PACKET TRANSNITTED : 23258 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12047.64 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9638

AVERGE NO OF PACKETS SENT BY EACH NODE : 181.70 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 94.1222 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 5397.02 US

AVERAGE NO OF PACKET IN NIC FIFO : .979328 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4 3
THE MAXIMUM THROUGHPUT OF THE NETWORK : .

SIZE OF FIFO IN NIC : 1 KBYTES i
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1367886.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14098.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5350.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5987 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 77.01 US

AVERAGE NO OF PACKET IN NIC FIFO : .084750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 794366.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16687.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3109.82
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 82.76 US

AVERAGE NO OF PACKET IN NIC FIFO : .184000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 314878.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14217.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1236.08
TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L7466
AVERGE NO OF PACKETS SENT BY EACH NODE : 4504.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 88.96 US

AVERAGE NO OF PACKET IN NIC FIFO : .306000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 4 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1369105.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14023.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5355.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5987 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 7.61 US
AVERAGE ACCESS DELAY OVER ALL NODES : 80.77 US

AVERAGE NO OF PACKET IN NIC FIFO : .099500 PACKETS

NUMBER OF NODES : 64

BER OF ACTIVE NODE : 4
:‘H’: ::XI:UH THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 4 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC IN‘I‘ERFACBS:gS : 0 us

AL OFFER LOAD RATIO FOR ALL NODES : -
;::‘A A:RXVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 798206.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16460.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3124.95
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVBRG: NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 25.31 US
AVERAGE ACCESS DELAY OVER ALL NODES : 89.12 US

AVERAGE NO OF PACKET IN NIC FIFO : .268000 PACKETS

NUMBER OF NODES : 64 i

IVE NODE :
waxg:u:ﬂnmum OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 4 KBYTES -
SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NICN;};ZRFRCB’:!;S 1 0 us

TIO FOR ALL I8 s
m:b;\g:;z:x.wn:g::oa EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR JEACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 319072.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 13963.25 o
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1253.0
TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC

3 66
DWIDTH EFFICIENCY OF THE NETWORK : .74
mRGB NO OF PACKETS SENT BY EACH NODE : 4504 .00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 72.18 US
AVERAGE ACCESS DELAY OVER ALL NODES : 99.10 US

AVERAGE NO OF PACKET IN NIC FIFO : A .669250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L9612
AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .706750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613
AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : $800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613
AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 4 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5$812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC

BANDWIDTH EFPICIENCY OF THE NETWORK : L9612

AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 482.75 Us
AVERAGE ACCESS DELAY OVER ALL NODES : 171.64 US

AVERAGE NO OF PACKET IN NIC FIFO : 3.652750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 4 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODB PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613
AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC

AVERAGE THROUGHPUT FOR BACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 491.90 US
AVERAGE ACCESS DELAY OVER ALL NODES : 172.40 US

AVERAGE NO OF PACKET IN NIC FIFO : 3.710000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 4 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : ous

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 491.97 US
AVERAGE ACCESS DELAY OVER ALL NODES : 172.40 US

AVERAGE NO OF PACKET IN NIC FIFO : 3.710250 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4 %
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTLURFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1369105.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14023.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5355.00
TOTAL NUMBER OF PACKET TRANSMITTED . 5987 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2481
AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 7.61 US
AVERAGE ACCESS DELAY OVER ALL NODES : 80.77 US

AVERAGE NO OF PACKET IN NIC FIFO : .099500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 798206.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16460.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3124.95
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 25.54 Us
AVERAGE ACCESS DELAY OVER ALL NODES : 89.12 US

AVERAGE NO OF PACKET IN NIC FIFO : .269000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 319072.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 13963.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1253.00
TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L7466
AVERGE NO OF PACKETS SENT BY EACH NODE : 4504.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 82.44 US
AVERAGE ACCESS DELAY OVER ALL NODES : 99.10 US

AVERAGE NO OF PACKET IN NIC FIFO : .719000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9612

AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 1141.71 US
AVERAGE ACCESS DELAY OVER ALL NODES : 171.64 US

AVERAGE NO OF PACKET IN NIC FIFO : 7.477500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613
AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 1179.64 US
AVERAGE ACCESS DELAY OVER ALL NODES : 172.40 US

AVERAGE NO OF PACKET IN NIC FIFO : 7.704750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 8 KBYTES

SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUBING DELAY OVER ALL NODES : 1180.38 US
AVERAGE ACCESS DELAY OVER ALL NODES : 172.40 US

AVERAGE NO OF PACKET IN NIC FIFO : 7.709000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :

SIZE OF FIFO IN NIC : 1 KBYTES s o
SIMULATION TIME :  1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : i

6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/
J SEC
TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9612
AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SE!
] . C
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .706750 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 50 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5834.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5813.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9612

AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 96.88 US

AVERAGE NO OF PACKET IN NIC FIFO : .419250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : " 70 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

. 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5902.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5830.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 30.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23188 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12011.38 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9609 '

AVERGE NO OF PACKETS SENT BY EACH NODE : 5797.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3002.8460 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES - 77.04 US

AVERAGE NO OF PACKET IN NIC FIFO : .417250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 80 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5953.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5840.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER 'SEC : 30.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23186 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12010.35 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9608

AVERGE NO OF PACKETS SENT BY EACH NODE : 5796.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3002.5870 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 67.03 US

AVERAGE NO OF PACKET IN NIC FIFO : .362000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 90 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NOODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 6261.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5938.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 31.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23164 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11998.95 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9599

AVERGE NO OF PACKETS SENT BY EACH NODE : $791.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2999.7380 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 57.07 US

AVERAGE NO OF PACKET IN NIC FIFO : .301750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 100 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 6612.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5982.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 32.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23152 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11992.74 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9594

AVERGE NO OF PACKETS SENT BY EACH NODE : 5788.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2998.1840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 47.42 US

AVERAGE NO OF PACKET IN NIC FIFO : .131250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 150 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 101612.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 20795.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 403.00
TOTAL NUMBER OF PACKET TRANSMITTED : 19172 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9931.10 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7945

AVERGE NO OF PACKETS SENT BY EACH NODE : 4793.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2482.7740 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 18.62 US

AVERAGE NO OF PACKET IN NIC FIFO : .040750 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 200 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 672524.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23343.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2634.00

TOTAL NUMBER OF PACKET TRANSMITTED : 12138 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6287.48 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .5030

AVERGE NO OF PACKETS SENT BY EACH NODE : 3034.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1571.8710 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 98.83 US

AVERAGE NO OF PACKET IN NIC FIFO : .240250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 250 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 743954.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 22603.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2913.00

TOTAL NUMBER OF PACKET TRANSMITTED : 11466 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 5939.39 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4752

AVERGE NO OF PACKETS SENT BY EACH NODE : 2866.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1484.8470 KBYTE/SEC
AVERAGE PACKET -QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 74.25 US

AVERAGE NO OF PACKET IN NIC FIFO : .138000 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 300 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1046456.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 19251.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4094.00

TOTAL NUMBER OF PACKET TRANSMITTED : 8660 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4485.88 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3589

AVERGE NO OF PACKETS SENT BY EACH NODE : 2165.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1121.4700 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 135.73 US

AVERAGE NO OF PACKET IN NIC FIFO : .239250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1074686.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18913.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4204.57
TOTAL NUMBER OF PACKET TRANSMITTED : 8402 PACKET/SEC

TOTAL THROUGHPUT OF THB NETWORK : 4352.24 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3482

AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1088.0590 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 50.98 US

AVERAGE NO OF PACKET IN NIC FIFO : .053750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4 .
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME :  1000000.00 uS

PACKET TRANSPER TIME OF THE NIC INTERFACE BUS : 600 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1395363.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15061.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5457.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5486 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2841.75 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2273

AVERGE NO OF PACKETS SENT BY EACH NODE : 1371.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 710.4370 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.12 Us

AVERAGE NO OP PACKET IN NIC FIFO : .106000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC :

12500.00 KBYTE/SEC

1367886.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14098.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5350.00

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.75 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 77.01 US

AVERAGE NO OF PACKET IN NIC FIFO : .084750 PACKETS

5987 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 794366.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16687.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3109.82
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 82.76 US

AVERAGE NO OF PACKET IN NIC FIFO : .184000 PACKETS

12500.00 KBYTE/SEC

0 uUs

1562.50 KBYTE/SEC

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

0 us

2343.75 KBYTE/SEC
4524.61 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 314878.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14217.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1236.08

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7466

AVERGE NO OF PACKETS SENT BY EACH NODE : 4504.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 88.96 US

AVERAGE NO OF PACKET IN NIC FIFO : .306000 PACKETS

18016 PACKET/SEC

£200

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

200 US

781.25 KBYTE/SEC
1508.20 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1340733.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15693.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5244.00

5986 PACKET/SEC
3100.75 KBYTE/SEC
.2481

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE Nm::u(:);u(
ANDWIDTH EFFICIENCY OF THE NI :
:VERGE NO OF PACKETS SENT BY EACH NODE : 1496.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.1870 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 84.09 US

AVERAGE NO OF PACKET IN NIC FIFO : .093750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 692337.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23089.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2711.00
TOTAL NUMBER OF PACKET TRANSMITTED : 11962 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : ‘:;:G.JQ KBYTE/SE?

ENCY OF THE NETWORK : .
:AV::G';MN‘; g:r:iéu:rs SENT BY EACH NODE : 2990.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1549.0790 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES 94.32 US
AVERAGE NO OF PACKET IN NIC FIFO : .229000 PACKETS

12500.00 KBYTE/SEC

200 US

1562.50 KBYTE/SEC
3016.41 PACKET/SEC

NUMBER OF NODES : 64 .
NUMBER OF ACTIVE NODE : =

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : o‘ljoggY:sS =

SIMULATION TIME : 10 . u

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

200 Us

2343.75 KBYTE/SEC
4524.61 PACKET/SEC

EC : 659104.
NO OF POLL CYCLE EXECUTED BY THE HUB PER S
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23‘;;&‘:000

RAGE POLL RECEIVED BY INACTIVE NODE PER SEC :
:glb NUMBER OF PACKET TRANSMITTED : 12279 PACKE‘E;:‘E:C
TOTAL THROUGHPUT OF THE an:m( :I“‘K 53320.52 KBYTE/
BANDWIDTH EPFICIENCY OF THE NETWO fol
AVERGE NO OF PACKETS SENT BY EACH NODE : 3069.75 Plcm/szy:g/sgc
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1590.1305 KB T
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. U
AVERAGE ACCESS DELAY OVER ALL NODES : 95.86 US
AVERAGE NO OF PACKET IN NIC FIFO : .231250 PACKETS

o T

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

0 us

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9612

AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .706750 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

0 us

3906.25 KBYTE/SEC
7541.02 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR BACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

23197 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

12500.00 KBYTE/SEC

0 us

4687.50 KBYTE/SEC
9049.23 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

23197 PACKET/SEC

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

200 Us

3125.00 KBYTE/SEC
6032.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 672524.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23343.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2634.00

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 6287.48 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .5030

AVERGE NO OF PACKETS SENT BY EACH NODE : 3034.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1571.8710 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 98.83 US

AVERAGE NO OF PACKET IN NIC FIFO : .240250 PACKETS

12138 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

12500.00 KBYTE/SEC

200 Us

3906.25 KBYTE/SEC
7541.02 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 662098.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23400.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2593.00

12247 PACKET/SEC
6343.95 KBYTE/SEC
.5075

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK :
BANDWIDTH EFFICIENCY OF THE NETWORK :
AVERGE NO OF PACKETS SENT BY EACH NODE : 3061.7S PACKET/SEC
AVERAGE THROUGHPUT FOR BACH ACTIVE NODE : 1585.9865 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 96.03 US

AVERAGE NO OF PACKET IN NIC FIFO : .238750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK :
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS :
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

12500.00 KBYTE/SEC

200 us

4687.50 KBYTE/SEC
9049.23 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 662098.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 23400.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2593.00

TOTAL NUMBER OF PACKET TRANSMITTED :
TOTAL THROUGHPUT OF THE NETWORK : 6343.95 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .5075

AVERGE NO OF PACKETS SENT BY EACH NODE : 3061.75 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1585.9865 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 96.03 US

AVERAGE NO OF PACKET IN NIC FIFO : .238750 PACKETS

12247 PACKET/SEC
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500

SIZE OF FIFO IN NIC : 1 KBYTES e (eEe
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.2

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : ISOG?Z:B:;/(::?SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1340546.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15717.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5243.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5984 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3099.71 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2480

AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 774.9280 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 83.38 Us

AVERAGE NO OF PACKET IN NIC FIFO : .101250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 10749%42.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18912.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4205.32
TOTAL NUMBER OF PACKET TRANSMITTED : 8400 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4351.20 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3481
AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1087.8000 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 50.87 US

AVERAGE NO OF PACKET IN NIC FIFO : .055000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1074794.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18912.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4205.00
TOTAL NUMBER OF PACKET TRANSMITTED : 8402 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4352.24 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3482
AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.50 PACKET/SEC

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1074686.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18911.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4204.57
TOTAL NUMBER OF PACKET TRANSMITTED : 8402 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4352.24 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3482

AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1088.0590 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 50.98 US

AVERAGE NO OF PACKET IN NIC FIFO : .053750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1074686.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18913.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4204.57
TOTAL NUMBER OF PACKET TRANSMITTED : 8402 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4352.24 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3482

AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1088.0590 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 50.99 uUs

AVERAGE NO OF PACKET IN NIC FIFO : .053750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 400 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1074686.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 18913.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4204.57
TOTAL NUMBER OF PACKET TRANSMITTED : 8402 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 4352.24 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .3482
AVERGE NO OF PACKETS SENT BY EACH NODE : 2100.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1088.0590 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : $0.99 US

AVERAGE NO OF PACKET IN NIC FIFO : .053750 PACKETS

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1088.05%0 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 51.00 US

AVERAGE NO OF PACKET IN NIC FIFO : .054750 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 600 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1397032.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15038.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5464.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5469 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2832.94 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2266
AVERGE NO OF PACKETS SENT BY EACH NODE : 1367.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 708.2355 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 101.85 US

AVERAGE NO OF PACKET IN NIC FIFO : .104750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : [}

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC !NTERFACES:gS : 600 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1395454,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15057.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5457.98
TOTAL NUMBER OF PACKET TRANSMITTED : 5483 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2840.19 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2272
AVERGE NO OF PACKETS SENT BY EACH NODE : 1370.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 710.0485 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.30 US

AVERAGE NO OF PACKET IN NIC FIFO : .108750 PACKETS

NUMBER OF NODES : 64 i
NUMBER OF ACTIVE NODE :
THE MAXTMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 K:Y‘;ES 5

SIMULATION TIME : 1000000. u

PACKET TRANSFER TIME OF THE NIC lNTERFACZ7:gS : 600 US

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1395363.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1506:;’)000
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5 .
TOTAL NUMBER OF PACKET TRANSMITTED : 5486 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 2841.75 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2273
AVERGE NO OF PACKETS SENT BY EACH NODE : 1371.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 710.4370 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.08 US

AVERAGE NO OF PACKET IN NIC FIFO : . .105750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 600 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1395363,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15061.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5457.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5486 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2841.75 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2273
AVERGE NO OF PACKETS SENT BY EACH NODE : 1371.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 710.4370 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.12 us

AVERAGE NO OF PACKET IN NIC FIFO : .106000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 600 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1395454.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15061.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5457.07
TOTAL NUMBER OF PACKET TRANSMITTED : 5485 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2841.23 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2273
AVERGE NO OF PACKETS SENT BY EACH NODE : 1371.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 710.3075 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 103.57 Us

AVERAGE NO OF PACKET IN NIC FIFO : .107250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : B}

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 600 US
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1396774.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 15041.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5463.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5472 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2834.50 KBYTE/SEC

BANDWIDTH EFPICIENCY OF THE NETWORK : .2268
AVERGE NO OF PACKETS SENT BY EACH NODE : 1368.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 708.6240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 105.58 us

AVERAGE NO OF PACKET IN NIC FIFO : .110000 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 24414.06 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452993.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00
TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1699
AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 Us

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

1562.50 KBYTE/SEC
48828.12 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452993.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00

TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1699

AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 US

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

2343.75 KBYTE/SEC
73242.19 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452991,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00
TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1699
AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 Us

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12207.03 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 614530.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 57831.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2407.00
TOTAL NUMBER OF PACKET TRANSMITTED : 48537 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3106.37 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2485
AVERGE NO OF PACKETS SENT BY EACH NODE : 12134.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 776.5920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 36.26 US

AVERAGE NO OF PACKET IN NIC FIFO : .218750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

AL OF LOAD RATIO FOR ALL NODES : .500
m&l‘l:l:s:b RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 24414.06 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 218435.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 65323.25
AVERAGE POLL RECEIVED 8Y INACTIVE NODE PER SEC : 860.00
TOTAL NUMBER OF PACKET TRANSMITTED : 73089 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3::;7.70 KBYTE/SEC
BANDW ENCY OF THE NETWORK : .
AVEII.G:D:“O g?:ﬁéms SENT BY EACH NODE : 18272.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1169.4240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 21.10 US

AVERAGE NO OF PACKET IN NIC FIFO : .079250 PACKETS

NUMBER OF NODES : 64 "
NUMBER OF ACTIVE NODE : 5
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : log:f;:s =

SIMULATION TIME : 1000 . u;

PACKET TRANSFER TIME OF THE NIC INTERFACB_,:(;S : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 36621.09 PACKET/SEC
NO OF POLL CYCLE EXECUTED pY THE HUB PER SEC : 218(]5.2
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC @ SSJZ:éosoo
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : it s
TOTAL NUMBER OF PACKET TRANSHITTED : 73089 PACKET

TOTAL THROUGHPUT OF THE NETWORK :R‘ ];2;7.70 KBYTE/SEC
ANDW EFFICIENCY OF THE NETWO 8
:VI'IG:TO OF PACKETS SENT BY EACH NODE : 18272.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1169.4240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 21.10 US

AVERAGE NO OF PACKET IN NIC FIFO : . .079250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SI1ZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 97656.25 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452993.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00
TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1699

AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 US

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 122070.31 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452993.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00
TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1639

AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 US

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 146484.37 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 452993.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 77118.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1776.00
TOTAL NUMBER OF PACKET TRANSMITTED : 66382 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 2124.22 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .1699

AVERGE NO OF PACKETS SENT BY EACH NODE : 16595.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 531.0560 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 23.55 Us

AVERAGE NO OF PACKET IN NIC FIFO : .168750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 48828.12 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 218435.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 65323.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 860.00
TOTAL NUMBER OF PACKET TRANSMITTED : 73089 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 4677.70 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3742

AVERGE NO OF PACKETS SENT BY EACH NODE : 18272.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1169.4240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 21.10 US

AVERAGE NO OF PACKET IN NIC FIFO : .079250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 61035.16 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 218435.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 65323.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 860.00
TOTAL NUMBER OF PACKET TRANSMITTED : 73089 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 4677.70 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3742

AVERGE NO OF PACKETS SENT BY EACH NODE : 18272.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1169.4240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 21.10 Us

AVERAGE NO OF PACKET IN NIC FIFO : .079250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 73242.19 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 218435.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 65323.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 860.00
TOTAL NUMBER OF PACKET TRANSMITTED : 73089 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 4677.70 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3742

AVERGE NO OF PACKETS SENT BY EACH NODE : 18272.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1169.4240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 21.10 us

AVERAGE NO OF PACKET IN NIC FIFO : .079250 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500

SIZE OF FIFO IN NIC : 1 KBYTES DR
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6103.52 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 990984
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 35702.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 38:18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 24319 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3112.83 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2490

AVERGE NO OF PACKETS SENT BY EACH NODE : 6079.75 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 778.2080 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 57.84 US

AVERAGE NO OF PACKET IN NIC FIFO : .238500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SI1ZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12207.03 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 352322.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 42121.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1383.00
TOTAL NUMBER OF PACKET TRANSMITTED : 48542 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6213.38 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4971
AVERGE NO OF PACKETS SENT BY EACH NODE : 12135.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1553.3440 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 34.00 US

AVERAGE NO OF PACKET IN NIC FIFO : .179750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18310.55 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 55800.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 28556.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 224.00
TOTAL NUMBER OF PACKET TRANSMITTED : 72722 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9308.42 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7447
AVERGE NO OF PACKETS SENT BY EACH NODE : 18180.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2327.1040 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 24.19 US

AVERAGE NO OF PACKET IN NIC FIFO : .039500 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3051.76 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1223678.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 22021.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 4786.05
TOTAL NUMBER OF PACKET TRANSMITTED : 12183 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3118.85 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .2495
AVERGE NO OF PACKETS SENT BY EACH NODE : 3045.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 779.7120 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 71.99 US
‘AVERAGE NO OF PACKET IN NIC FIFO : .152000 PACKETS
NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC IN’I‘ER}‘ACES:gS H 0 Us

FFER LOAD RATIO FOR ALL NODES : -
m:l‘a:mvu RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6103.52 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 615422.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 26585.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 2410.37
TOTAL NUMBER OF PACKET TRANSMITTED : 24320 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 6225.92 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4981
AVERGE NO OF PACKETS SENT BY EACH NODE : 6080.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1556.4800 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 60.79 US "

AVERAGE NO OF PACKET IN NIC FIFO : .237250 PACKET:

NUMBER OF NODES : 64 i

NUMBER OF ACTIVE NODE : )

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00° KBYTE/SEC

SIZE OF FIFO IN NIC : 1 :gY‘z:s s

SIMULATION TIME : 1000000. u

PACKET TRANSFER TIME OF THE NIC IN"I':RFACB7::.,IS ¢ 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : -

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 23‘3.;5155:15;%5“
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 915 igssg;

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 20935.00
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : .

VERAG RECEIVED BY INACTIVE NODE PER SEC : 732.00

:UI'AL :U:g:: OF PACKET TRANSMITTED : 36361 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK :m( 7::28.‘1 KBYTE/SEC
FICIENCY OF THE NETWO 1) e

m:n:"o :: PACKETS SENT BY EACH NODE : 9090.25 Pkcmnl(:ﬁg/sgc

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2327.1040 b

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0.

AVERAGE ACCESS DELAY OVER ALL NODES : 51.51 US

AVERAGE NO OF PACKET IN NIC PIFO : . -271750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 24414.06 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 24958.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 22351.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 104.00
TOTAL NUMBER OF PACKET TRANSMITTED : 78976 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10108.93 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8087
AVERGE NO OF PACKETS SENT BY EACH NODE : 19744.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2527.2320 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 22.53 Us

AVERAGE NO OF PACKET IN NIC FIFO : .014500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 30517.58 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 24958.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 22351.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 104.00
TOTAL NUMBER OF PACKET TRANSMITTED : 78976 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10108.93 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .8087
AVERGE NO OF PACKETS SENT BY EACH NODE : 19744.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2527.2320 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 22.53 Us

AVERAGE NQ OF PACKET IN NIC FIFO : .014500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 36621.09 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 24958.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 22351.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 104.00
TOTAL NUMBER OF PACKET TRANSMITTED : 78976 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10108.93 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8087
AVERGE NO OF PACKETS SENT BY EACH NODE : 19744.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2527.2320 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 22.54 US

AVERAGE NO OF PACKET IN NIC FIFO : .014500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 12207.03 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11061.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11057.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 50.00
TOTAL NUMBER OF PACKET TRANSMITTED : 44216 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11319.30 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .90S5
AVERGE NO OF PACKETS SENT BY EACH NODE : 11054.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2829.8240 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 65.45 US

AVERAGE NO OF PACKET IN NIC FIFO : .446000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 15258.79 PACKET/SEC
NOOFPOLLCYCLEWBYTHRMMSE: 11056.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11055.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 50.00
TOTAL NUMBER OF PACKET TRANSMITTED : 44217 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11319.55 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9056

AVERGE NO OF PACKETS SENT BY EACH NODE : 11054.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2829.8880 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 65.48 US

AVERAGE NO OF PACKET IN NIC FIFO : .449000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : L}

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 18310.55 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 11056.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11055.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 50.00
TOTAL NUMBER OF PACKET TRANSHITTED : 44217 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11319.55 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9056
AVERGE NO OF PACKETS SENT BY EACH NODE : 11054.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2829.8880 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 65.48 US

AVERAGE NO OF PACKET IN NIC FIFO : . 449000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500

SIZE OF FIFO IN NIC : 1 KBYTES SRR
SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SE
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1508.20 ::Cl/(:‘ftl:SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1367886.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14098.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5350.00
TOTAL NUMBER OF PACKET TRANSMITTED : 5987 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3101.27 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2481

AVERGE NO OF PACKETS SENT BY EACH NODE : 1496.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 775.3165 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 77.01 US

AVERAGE NO OF PACKET IN NIC FIFO : .084750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3016.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 794366.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 16687.50
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3109.82
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .4991
AVERGE NO OF PACKETS SENT BY EACH NODE : 3011.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1559.6980 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES :’ 82.76 US

AVERAGE NO OF PACKET IN NIC FIFO : .184000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD PATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4524.61 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 314878.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 14217.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1236.08
TOTAL NUMBER OF PACKET TRANSMITTED : 18016 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9332.29 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : . 7466
AVERGE NO OF PACKETS SENT BY EACH NODE : 4504.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 2333.0720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 88.96 US

AVERAGE NO OF PACKET IN NIC FIFO : .306000 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 781.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 762.94 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1432574.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 10220.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 5602.65
TOTAL NUMBER OF PACKET TRANSMITTED : 3002 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3074.05 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2459

AVERGE NO OF PACKETS SENT BY EACH NODE : 750.50 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 768.5120 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 89.84 US

AVERAGE NO OF PACKET IN NIC FIFO : .055500 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC IN‘I‘B:RFACES:I;S s 0 us

FFi LOAD RATIO FOR ALL NOD!
m:l‘l:nls:b RATE FOR EACH ACTIVE NODE : 1562.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1525.88 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 883198.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 11124.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 3456.83
TOTAL NUMBER OF PACKET TRANSMITTED : 6057 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : ::gz.sv KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4
AVERGE NO OF PACKETS SENT BY EACH NODE : 1514.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 1550.5920 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 117.44 US
AVERAGE NO OF PACKET IN NIC FIFO : .137500 PACKETS

NUMBER OF NODES : 64 i
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SI1ZE OF FIFO IN NIC : 10::';55 .
SIMULATION TIME : 1000 . u;
PACKET TRANSFER TIME OF THE NIC IN’I'B:RFACB’:gs H 0 us

AL OFFER LOAD RATIO FOR ALL NOD $ e
mhbmxvu RATE FOR EACH ACTIVE NODE : 2343.75 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2288.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 396923,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 9267.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 1557.00
TOTAL NUMBER OF PACKET TRANSMITTED : 9022 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 9238.53 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L7391
AVERGE NO OF PACKETS SENT BY EACH NODE : 2255.50 PAQKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 21309.6320 KBYTE/SEC
AVERAGE PACKET QUEUBING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 153.78 US

AVERAGE NO OF PACKET IN NIC FIFO : - .299250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6032.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5832.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5$812.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23194 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12014.49 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L9612
AVERGE NO OF PACKETS SENT BY EACH NODE : 5798.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3003.6230 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 146.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .706750 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7541.02 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613

AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9049.23 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5803.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5800.75
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 29.00
TOTAL NUMBER OF PACKET TRANSMITTED : 23197 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12016.05 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9613
AVERGE NO OF PACKETS SENT BY EACH NODE : 5799.25 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3004.0115 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 147.44 US

AVERAGE NO OF PACKET IN NIC FIFO : .710250 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 4
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3125.00 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3051.76 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3038.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2999.00
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 11888 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 12173.31 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : L9739
AVERGE NO OF PACKETS SENT BY EACH NODE : 2972.00 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3043.3280 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 305.58 US

AVERAGE NO OF PACKET IN NIC FIFO : .833250 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 3906.25 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3814.70 PACKET/SEC
NO OF POLLCYCL!W“THBHUBPU.SSC: 2976.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2974.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 11891 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12176.38 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9741
AVERGE NO OF PACKETS SENT BY EACH NODE : 2972.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3044.0960 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 311.28 US

AVERAGE NO OF PACKET IN NIC FIFO : .850000 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 4

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 4687.50 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4577.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2976.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2974.25
AVERAGE POLL RECEIVED BY INACTIVE NODE PER SEC : 18.00
TOTAL NUMBER OF PACKET TRANSMITTED : 11891 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12176.38 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .9741
AVERGE NO OF PACKETS SENT BY EACH NODE : 2972.75 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 3044.0960 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 311.30 us

AVERAGE NO OF PACKET IN NIC FIFO : .850000 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 152:?8:8::5!/(::<I:SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 54525
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5867.28
TOTAL NUMBER OF PACKET TRANSMITTED : 97261 PACKET/SEC '

TOTAL THROUGHPUT OF THE NETWORK : 3112.35 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2490

AVERGE NO OF PACKETS SENT BY EACH NODE : 1519.70 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.6305 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 208.29 US
AVERAGE NO OF PACKET IN NIC FIFO : .281625 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3051.76 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 5405.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3925.80
TOTAL NUMBER OF PACKET TRANSMITTED : 194336 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6218.75 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : ,4975
AVERGE NO OF PACKETS SENT BY EACH NODE : 3036.50 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.1680 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 190.34 us

AVERAGE NO OF PACKET IN NIC FIFO : .502719 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME :. 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4577.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3430.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.81
TOTAL NUMBER OF PACKET TRANSMITTED : 219235 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7015.52 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5612
AVERGE NO OF PACKETS SENT BY EACH NODE : 3425.55 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 109.6175 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.70 US

AVERAGE NO OF PACKET IN NIC FIFO : .828250 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 762.94 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 349764.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5871.19
TOTAL NUMBER OF PACKET TRANSMITTED : 48533 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3106.11 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2485

AVERGE NO OF PACKETS SENT BY EACH NODE : 758.33 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.5330 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 235.57 US

AVERAGE NO OF PACKET IN NIC FIFO : .162094 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC lN‘l‘ERFACEs::.;S : 0 uUs

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1525.88 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 16170.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3921.83
TOTAL NUMBER OF PACKET TRANSMITTED ¢ 97267 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6225.09 KBYTE/SEC

BANDW. OF THE NETWORK : .4980

AVERO;mNg ::’:ﬁé?‘tg S;NT BY EACH NODE : 1519.80 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.2670 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 226.15 US

AVERAGE NO OF PACKET IN NIC FIFO : .306484 PACKETS

NUMBER OF NODES : 64 -
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES .

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INT;RFACB7:l°lS t 0 us

TOTAL OFFER LOAD RATIO FOR ALL NOD! 7 s

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2288.82 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : g;g:,_’
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : Lo .
TOTAL NUMBER OF PACKET TRANSMITTED : 140164 PACKET/

TOTAL THROUGHPUT OF THE NETWORK 8970.50 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7176
AVERGE NO OF PACKETS SENT BY EACH NODE : 2190.06 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 140.1640 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 625.5: U: ’ i
AVERAGE NO OF PACKET IN NIC FIFO : .878234 PACKET:

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 6103.52 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3428.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.22
TOTAL NUMBER OF PACKET TRANSMITTED : 219265 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7016.48 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5613
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.02 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 109.6325 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.79 US

AVERAGE NO OF PACKET IN NIC FIFO : .828609 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 7629.39 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3428.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.06
TOTAL NUMBER OF PACKET TRANSMITTED : 219273 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7016.74 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5613
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.14 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 109.6365 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.81 US

AVERAGE NO OF PACKET IN NIC FIFO : .828656 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64 .
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 9155.27 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 3427.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3427.02
TOTAL NUMBER OF PACKET TRANSMITTED : 219275 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 7016.80 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .5613
AVERGE NO OF PACKETS SENT BY EACH NODE : 3426.17 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 109.6375 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 266.82 US

AVERAGE NO OF PACKET IN NIC FIFO : .828688 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC 1 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3051.76 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2199.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2196.14
TOTAL NUMBER OF PACKET TRANSMITTED : 140409 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 8986.18 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7189
AVERGE NO OF PACKETS SENT BY EACH NODE : 2193.89 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 140.4090 KXBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 430.2¢4 US

AVERAGE NO OF PACKET IN NIC FIFO : .889500 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 3814.70 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2197.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2195.55
TOTAL NUMBER OF PACKET TRANSMITTED : 140425 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 8987.20 KBYTE/SEC

BANDWIDTH EFFPICIENCY OF THE NETWORK : .7190
AVERGE NO OF PACKETS SENT BY EACH NODE : 2194.14 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 140.4250 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES @ 430.43 US

AVERAGE NO OF PACKET IN NIC FIFO : .889891 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 4577.64 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2196.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2195.37
TOTAL NUMBER OF PACKET TRANSMITTED : 140429 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 8987.46 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7190
AVERGE NO OF PACKETS SENT BY EACH NODE : 2194.20 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 140.4290 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 430.51 us

AVERAGE NO OF PACKET IN NIC FIFO : .890156 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES
SIMULATION TIME : 1000000.00 us
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
m:LA::F‘EI:LLOAD RATIO FOR ALL NODES : .250

I RATE FOR EACH ACTIVE NODE : 48.83
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : ]SX.C:B:.:E;;?‘I:SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 850529.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5866.59
TOTAL NUMBER OF PACKET TRANSMITTED : 24324 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3113.47 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2491
AVERGE NO OF PACKETS SENT BY EACH NODE : 380.06 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.6480 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 144.11 US
AVERAGE NO OF PACKET IN NIC FIFO : .046203 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 762.94 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 99249.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3931.09
TOTAL NUMBER OF PACKET TRANSMITTED : 48518 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6210.30 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4968

AVERGE NO OF PACKETS SENT BY EACH NODE : 758.09 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.0360 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 384.30 US

AVERAGE NO OF PACKET IN NIC FIFO : .274437 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : Y 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1144.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 4333,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1998.17
TOTAL NUMBER OF PACKET TRANSMITTED : 72680 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9303.04 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .7442
AVERGE NO OF PACKETS SENT BY EACH NODE : 1135.63 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.3600 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 388.00 US

AVERAGE NO OF PACKET IN NIC FIFO : .412328 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.83 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 190.73 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1165847.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5863.31
TOTAL NUMBER OF PACKET TRANSMITTED : 12183 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3118.85 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : L2495

AVERGE NO OF PACKETS SENT BY EACH NODE : 190.36 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 48.7320 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 114.47 US

AVERAGE NO OF PACKET IN NIC FIFO : .017438 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACBs:gS H 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : -

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 381.47 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 394924.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3921.31
TOTAL NUMBER OF PACKET TRANSHITTED : 24320 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : :::S.92 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4

AVERGE NO OF PACKETS SENT BY EACH NODE : 380.00 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.2800 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 282.86 US

AVERAGE NO OF PACKET IN NIC FIFO : .099484 PACKETS

NUMBER OF NODES : 64 s
NUMBER OF ACTIVE NODE :
THE HAX?H‘UH THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : °1°::Y:§5 . .

SIMULATION TIME : 1000 . v

PACKET TRANSFER TIME OF THE NIC XNTERFACBT:gS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : .

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBY?B/SE? e
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 572.20 PACKET/S
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 2086?’.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1997.94
TOTAL NUMBER OF PACKET TRANSMITTED : 36342 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : " 72223.55 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .

AVERGE NO OF PACKETS SENT BY EACH NODE : 567.84 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.3680 KBYTE/SEC
AVERAGE PACKET QUEUVEING DELAY OVER ALL NODES : '0 us
AVERAGE ACCESS DELAY OVER ALL NODES : 588.71 US

AVERAGE NO OF PACKET IN NIC FIFO : ,318516 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1525.88 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1289.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1280.98
TOTAL NUMBER OF PACKET TRANSMITTED : B1644 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10450.43 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8360
AVERGE NO OF PACKETS SENT BY EACH NODE : 1275.69 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 163.2880 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 754.95 US

AVERAGE NO OF PACKET IN NIC FIFO : .931797 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1907.35 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1282.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1278.64
TOTAL NUMBER OF PACKET TRANSMITTED : 81674 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10454.27 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8363
AVERGE NO OF PACKETS SENT BY EACH NODE : 1276.16 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 163.3480 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 757.11 US

AVERAGE NO OF PACKET IN NIC FIFO : .935031 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us

TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR'EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 2288.82 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1280.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 1278.08
TOTAL NUMBER OF PACKET TRANSMITTED : B1681 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 10455.17 KBYTE/SEC

BANDWIDTH EFFICIENCY OF THE NETWORK : .8364
AVERGE NO OF PACKETS SENT BY EACH NODE : 1276.27 PACKET/SEC

AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 163.3620 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 757.55 US

AVERAGE NO OF PACKET IN NIC FIFO : .935594 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 195.31 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 762.94 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 727.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 705.64
TOTAL NUMBER OF PACKET TRANSMITTED : 44418 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11371.01 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9097

AVERGE NO OF PACKETS SENT BY EACH NODE : 694.03 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 177.6720 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1384.98 US

AVERAGE NO OF PACKET IN NIC FIFO : .944984 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 244.14 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 953.67 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 705.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 698.58
TOTAL NUMBER OF PACKET TRANSMITTED : 44463 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11382.53 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9106

AVERGE NO OF PACKETS SENT BY EACH NODE : 694.73 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 177.8520 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1406.85 US

AVERAGE NO OF PACKET IN NIC FIFO : .961156 PACKETS

NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 292.97 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 1144.41 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 701.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 697.25
TOTAL NUMBER OF PACKET TRANSMITTED : 44471 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 11384.58 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9108

AVERGE NO OF PACKETS SENT BY EACH NODE : 694.86 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 177.8840 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 1409.78 US

AVERAGE NO OF PACKET IN NIC FIFO : .963359 PACKETS
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NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 Us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 48.

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : B?i?Z:BI:gég‘ffl:SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1343074,
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5897.31
TOTAL NUMBER OF PACKET TRANSMITTED : 5985 PACKET/SEC
TOTAL THROUGHPUT OF THE NETWORK : 3100.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2480
AVERGE NO OF PACKETS SENT BY EACH NODE :

93.52 PACKET/SE!
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : .

48.4411 KBYTE/SEC

AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 104.50 Us
AVERAGE NO OF PACKET IN NIC FIFO : .007812 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :

97.66 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

188.53 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 690836.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3958.50
TOTAL NUMBER OF PACKET TRANSMITTED : 12044 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 6238.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4991

AVERGE MO OF PACKETS SENT BY EACH NODE : 188.19 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 97.4811 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 211.21 Us

AVERAGE NO OF PACKET IN NIC FIFO : .035969 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

DATA ARRIVAL RATE FOR EACH ACTIVE NODE : 146.48 KBYTE/SEC
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : 282.79 PACKET/SEC
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 131148.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 2051.42
TOTAL NUMBER OF PACKET TRANSMITTED : 18004 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 9326.07 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .7461

AVERGE NO OF PACKETS SENT BY EACH NODE : 281.31 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 145.7199 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 685.91 US

AVERAGE NO OF PACKET IN NIC FIFO : .185625 PACKETS
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NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS
PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .250

48.83 KBYTE/SEC
47.68 PACKET/SEC

DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 1424854.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 5896.98
TOTAL NUMBER OF PACKET TRANSMITTED : . 2993 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 3064 .83 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .2452

AVERGE NO OF PACKETS SENT BY EACH NODE : 46.77 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 47.8880 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 107.72 US

AVERAGE NO OF PACKET IN NIC FIFO : .003891 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .500

97.66 KBYTE/SEC

ACTIVE NODE :
DATA ARRIVAL RATE FOR EACH ACT 95.37 PACKET/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 84;:2;.36
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 3 .
TOTAL NUMBER OF PACKET TRANSMITTED : 6054 PACKET/S!

TOTAL THROUGHPUT OF THE NETWORK : 6199.30 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .4959

t 9 PACKET/SEC
AVERGE NO OF PACKETS SENT BY EACH NODE : 94.5
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 96.86;0 KB;';E/SBC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : .
AVERAGE ACCESS DELAY OVER ALL NODES : 209.88 US

AVERAGE NO OF PACKET IN NIC FIFO : .017484 PACKETS

NUMBER OF NODES : 64 S
NUMBER OF ACTIVE NODE :
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC

SIZE OP FIFO IN NIC : O;O::T‘l"ssus =
SIMULATION TIME : 10 . )

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : .750

IVE NODE : 146.48 KBYTE/SEC
DATA ARRIVAL RATE FOR EACH ACT . S %05 PACKET/SEC

PACKET ARRIVAL RATE FOR EACH ACTIVE NODE : )
NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC 28;g§§.27
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : R .
TOTAL NUMBER OF PACKET TRANSMITTED : 9027 PACK e
TOTAL THROUGHPUT OF THE NETWORK : 9243.65 KBYTE
BANDWIDTH EFFICIENCY OF THE NETWORK : L7395

3 141,05 PACKET/SEC
AVERGE NO OF PACKETS SENT BY EACH NODE :
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : l“.lJ:O KB;‘;E/SBC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 9y
AVERAGE ACCESS DELAY OVER ALL NODES : 562.03 US

AVERAGE NO OF PACKET IN NIC FIFO : .076203 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 usS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

195.31 KBYTE/SEC
377.05 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 466.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 394.14
TOTAL NUMBER OF PACKET TRANSMITTED : 23183 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12008.79 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9607

AVERGE NO OF PACKETS SENT BY EACH NODE : 362.23 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 187.6374 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2432.80 US

AVERAGE NO OF PACKET IN NIC FIFO : .873922 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

244.14 KBYTE/SEC
471.31 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 378.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 368.48
TOTAL NUMBER OF PACKET TRANSMITTED : 23263 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12050.23 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9640

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.48 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.2849 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 2691.51 US

AVERAGE NO OF PACKET IN NIC FIFO : .970953 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 uS

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

292.97 KBYTE/SEC
565.58 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 371.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 366.39
TOTAL NUMBER OF PACKET TRANSMITTED : 23270 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12053.86 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .3643

AVERGE NO OF PACKETS SENT BY EACH NODE : 363.59 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 188.3416 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

AVERAGE ACCESS DELAY OVER ALL NODES : 2706.04 US
AVERAGE NO OF PACKET IN NIC FIFO : .976531 PACKETS

—_———

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 uUs
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.000
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

195.31 KBYTE/SEC
190.73 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 519.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 241.25
TOTAL NUMBER OF PACKET TRANSMITTED : 11831 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12114.94 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9692

AVERGE NO OF PACKETS SENT BY EACH NODE : 184.86 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 189.2960 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us
AVERAGE ACCESS DELAY OVER ALL NODES : 4087.20 US

AVERAGE NO OF PACKET IN NIC FIFO : .753484 PACKETS
NUMBER OF NODES : 64

NUMBER OF ACTIVE NODE : 64

THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.250
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

244.14 KBYTE/SEC
238.42 PACKET/SEC

NOOFNLLCYCLSWBYMMPESE! 208.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 192.73
TOTAL NUMBER OF PACKET TRANSMITTED : 11906 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12191.74 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9753

AVERGE NO OF PACKETS SENT BY EACH NODE : 186.03 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 190.4960 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

AVERAGE ACCESS DELAY OVER ALL NODES : 5194.35 US
AVERAGE NO OF PACKET IN NIC FIFO : .964703 PACKETS

NUMBER OF NODES : 64
NUMBER OF ACTIVE NODE : 64
THE MAXIMUM THROUGHPUT OF THE NETWORK : 12500.00 KBYTE/SEC
SIZE OF FIFO IN NIC : 1 KBYTES

SIMULATION TIME : 1000000.00 us

PACKET TRANSFER TIME OF THE NIC INTERFACE BUS : 0 us
TOTAL OFFER LOAD RATIO FOR ALL NODES : 1.500
DATA ARRIVAL RATE FOR EACH ACTIVE NODE :
PACKET ARRIVAL RATE FOR EACH ACTIVE NODE :

292.97 KBYTE/SEC
286.10 PACKET/SEC

NO OF POLL CYCLE EXECUTED BY THE HUB PER SEC : 195.
AVERAGE POLL RECEIVED BY ACTIVE NODE PER SEC : 189.61
TOTAL NUMBER OF PACKET TRANSMITTED : 11911 PACKET/SEC

TOTAL THROUGHPUT OF THE NETWORK : 12196.86 KBYTE/SEC
BANDWIDTH EFFICIENCY OF THE NETWORK : .9757

AVERGE NO OF PACKETS SENT BY EACH NODE : 186.11 PACKET/SEC
AVERAGE THROUGHPUT FOR EACH ACTIVE NODE : 190.5760 KBYTE/SEC
AVERAGE PACKET QUEUEING DELAY OVER ALL NODES : 0. us

AVERAGE ACCESS DELAY OVER ALL NODES : 5261.87 US
AVERAGE NO OF PACKET IN NIC FIFO : .977937 PACKETS
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Circuit Diagram
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Network Interface Card

Router/Hub - Ring A Module
Router/Hub - Ring B Module
Router/Hub - Hub Module
Router/Hub - Power Module
Concentrator - Back Plate

Concentrator - Hub Connecting Module

Concentrator - Node Connecting Module
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Appendix E

PLD Source Code

E.1 GAL20VS8 for NIC
E.2 Lattise ispLSI for NIC

E.3 GAL20VS8 for Concentrator

132



pdspec.pld

\begin{verbatim}
PARTNO ;
NAME PDSPC;
DATE ;
REV 01;
DESIGNER Ringo Lam;
COMPANY Lightwave Comm Lab, CUHK;
ASSEMBLY PDSPC;
LOCATION ;

/***************************************/

/* ADDRESS DECODER FOR PCNIC *7
[ R KKKk Rk R R Kk k ko K X K kR KK KKK Kk kR k ko kKKK
/* TARGET DEVICES: 20V8 */

/***************************************/

/* INPUTS */

PIN 1 = PCA1l0;
PIN 2 = PCAll;
PIN 3 = PCAl2;
PIN 4 = PCAl3;
PIN 5 = PCAl4;
PIN 6 = PCAlS;
PIN 7 = PCAl6;
PIN 8 = PCAl7;
PIN 9 = PCAlS8;
PIN 10 = PCAl9;
PIN 15 = PCA09;
PIN 16 = PCA08;
PIN 17 = PCAQ7;
PIN 20 = PCAQ6;
PIN 21 = PCAO5;
PIN 22 = PCA04;

/* OUTPUTS */

BDA; /* d8XXX */
BCA; /* D900X */

PIN 18
PIN 19

/* DEFINITIONS */
/* LOGIC EQUATIONS */

_BDA = PCAl9 & PCAl8 & !PCAl7 & PCAl6 &
PCA15 & !PCAl4 & IPCA13 & !PCAl2 ;

BCA = PCAlY & PCA1l8 & !PCAl7 & PCAl6 &
PCA1lS & !PCAl4 & 1PCA13 & PCAl2 &
1PCA1ll & !PCAl0 & 1PCAO09 & !PCAO8 &
IPCA07 & !PCAO6 & 1PCAOS & !PCAQO4 ;

\end{verbatim}
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n0000.pld

PARTNO ;

NAME NOO0OO;

DATE ;

REV 01;

DESIGNER Ringo Lam;

COMPANY Lightwave Comm Lab, CUHK;

ASSEMBLY NOOQOO;
LOCATION ;

/***************************************/

/* ADDRESS DECODER FOR PCNIC

s

/***************************************/

/* TARGET DEVICES: 20V8

%

/***************************************/

/* INPUTS */

PIN 1 = POLL;
PIN 2 = D8;
PIN 3 = D7;
PIN 4 = D6;
PIN 5 =: D5;
PIN 6 = D4;
PIN 7 = D3;
PIN 8 = D2;
PIN 9 = Pl
PIN 10 = DO;
PIN 11 = DNSTB;

/* OUTPUTS */

PIN 18
PIN 19

BUF;
XPOLL; /* OUTPUT TO PIN 1 *f

/* DEFINITIONS */
/* LOGIC EQUATIONS */
XPOLL = 1D8 & D6 & DNSTB;

IDS & !D4 & !D3 & !D2 & ID1 &

IBUF.D

1DO;
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Appendix G

Device Driver

G.1 The Network Driver : nic.c

G.2 The Header File : nic.h
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Appendix H

Testing Program

H.1 Packet Error Rate Testing Program

H.2 TUDP Rate Testing Program

H.2.1 Datagram Client : dgcli.c
H.2.2 Datagram Server : dgecho.c
H.2.3 UDP Client : udpcli.c
H.2.4 TUDP Server : udpserv.c

H.2.5 The Header File : inet.h
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