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Abstract 
Content-Based Image Retrieval (CBIR) had been proposed for nearly ten years, 

yet, there are still many open problems remain unsolved. The learning of image 

similarity, the interaction with users, the need for databases, the semantic gap 

with image features, and the understanding of images are keys to improve 

CBIR. In this thesis, we make use of relevance feedback architecture to learn 

image similarity through interactions with users. We model users' target as 

a distribution in the image feature vector space and propose a parameters 

estimation approach to capture it. Moreover, a Self-Organizing Map (SOM) 

inter-query feedback approach is used to reorganize this feature vector space 

so that distribution of usres' target can be captured more accurately using 

parameters estimation method. Experiments on both synthetic and real data 

show that our proposed method give a better understanding of user's target 

distribution and imprcved retrieval precision in the real data experiment. 

Peer-to-Peer (P2P) systems are recently evolved paradigms for achieving 

higher throughput of both data storage and computation power. We foresee 

the potential for P2P to support CBIR in the sense of increased image collec-

tion and workload sharing of feature extraction. We developed a P2P client, 
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called DISCOVIR, capable of performing CBIR in a P2P network. In addi-

tion, we propose a Peer Clustering and Firework Query Model to tackle the 

data location problem in distributed environment, like P2P. With this method, 

shared data and peers in a P2P network are organized like social communities, 

thus query routing scheme can be applied to reduce query messages broad-

casting that often occurs in unstructured P2P networks. We demonstrated 

the scalability of our algorithm through simulation with real and synthetic 

data. 
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Chapter 1 

Introduction 

“A picture is worth a thousand words”. What does this idiom tells us? Ob-

viously, images play a much more important role than text. The informa-

tion contained in an image even cannot be described by words. However, the 

search and organization of image databases is often of less important than text 

databases. Plainly, there must be difficulties lie ahead for us to solve. 

1.1 Problem Statement 

Content-Based Image Retrieval (CBIR) has been proposed for nearly ten years, 

yet, there are still many open problems left unsolved. According to some 

researchers [48, 42], the learning of image similarity; the interaction with users; 

the need for databases; the problem of evaluation; the semantic gap with image 

features; and the understanding of images are keys to improve CBIR. In our 

research, we target on the first three areas. Relevance Feedback (RF) [43, 3, 

12, 54，28, 19, 1, 8] is a commonly used architecture for refining queries in 

search engines. Under this architecture, a search engine first presents a set of 

images to the user; then, he marks corresponding images as relevant or non-

relevant to his target. The system learns from this feedback information and 

1 



Chapter 1 Introduction 2 

presents a set of “better” i images to the user. The learning process is modeled 

either as a classification problem [10, 1，21, 28, 53, 54] or as an estimation 

problem [12, 46, 7, 23, 43，56] with feedback information being treated as 

labeled training data or observations respectively. 

The goal of relevance feedback is to capture user's target as quickly as 

possible and present him a set of most relevant images to his target. Intuitively, 

the effectiveness and accuracy of learning algorithm is the core of improving 

retrieval precision. Since the relevance feedback is an interactive process, we 

argue that the learning phase should take the display set selection phase into 

consideration as the latter one imposes a prior constraint for the feedback 

information given by users. Thus, we aim to devise better learning methods 

that consider the interaction with users in order to learn more accurately 

the similarity of images form their feedback. We show the accuracy of our 

parameters estimation method using synthetic data and how it is going to 

improve retrieval precision in real data experiments. 

Peer-to-Peer (P2P) systems/networks are recently evolved paradigms to 

achieve higher throughput of both data storage and computation power. As 

there is no central index storing data location in a typical P2P systems, the 

process of locating data often brings about the query message flooding problem, 

in which a query has to visit many peers in order to locate the source of 

a file. Many architectures had been proposed in the literature to address 

this problem. The mainstreams are to impose an overlay structure in a P2P 

network or to route query instead of broadcasting [51, 39, 13, 50]. However, 

most of them focus on the efficient discovery using a document identifier^. 

Efficient scheme for finding similar documents based on content is still needed. 

We foresee the potential for P2P systems in supporting CBIR in the sense 

l i t might be better from the user's perspective (more relevant images) or from the sys-

tem's perspective (a set of images to capture more information from user in the next round). 

2lt can be a filename, hash value of a filename or message digest of the file content. 
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of increasing images collection and workload sharing of feature extraction. 

Not only the data storage of CBIR can be increased drastically, but also P2P 

communities benefit from it for increasing the query variety by adding CBIR 

functionality. We outline the architecture for performing CBIR in P2P and 

propose a Peer Clustering and Firework Query Model to address the problem 

of efficient location of similar data in a P2P network. 

1.2 Contributions 

In this thesis, we explore the area of learning image similarity and new form 

of database support in CBIR. In particular, 

1. We propose a parameters estimation [46] intra-query feedback approach 

for capturing users' searching target more accurately while computation 

cost is kept minimal. 

2. We propose a Self-Organizing Map (SOM) -based inter-query feedback 

approach [7] to reorganize the feature vector space so that feature vec-

tors of images under the same semantic meaning will be clustered like a 

Gaussian distribution. 

3. We develop a P2P client program capable of performing CBIR called 

DISCOVIR [47]. It demonstrates the possibility of applying content-

based similarity search in P2P instead of the filename or file ID searches 

in existing P2P networks. 

4. We propose an overlay network architecture and query routing scheme [36, 

35, 24] to reduce network traffic by eliminating query broadcasting. Al-

though query broadcasting problem has been addressed in many new 

approaches, it is only solved in the context of filename or file ID search-

ing. Our proposed strategy solves this in the context of content-based 

similarity searching. 
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1.3 Thesis Organization 

In this thesis, we review current literatures on relevance feedback techniques 

and P2P systems in Chapter 2. In particular, three approaches [43, 12, 22 

in relevance feedback and two architectures [40, 13] in P2P are visited. In 

Chapter 3, we propose and evaluate a parameters estimation method and a 

Self-Organizing Map (SOM) [25] approach used in the relevance feedback ar-

chitecture. Experiments on synthetic and real data are shown to analyze the 

characteristics and performance of our algorithm. 

In Chapter 4, we describe the implementation and incorporation with CBIR 

functionality of a P2P client program, called DISCOVIR. We also describe the 

Peer Clustering strategy to organize a P2P network and propose the Firework 

Query Model that reduces network traffic and improves retrieval performance. 

Simulation experiments are used to test the scalability of this model. Lastly, 

we discuss possible future works and give concluding remarks in Chapter 5. 



Chapter 2 

Background 

Information Retrieval is the exploration or search of a database or the Internet 

in order to help people access information in a precise and efficient manner. 

2.1 Content-Based Image Retrieval 

As an idiom said “A picture is worth a thousand words", even a small image can 

convey complex structure with rich content. It seems that searching for images 

is much more difficult than searching for text. In early image retrieval systems, 

they require human annotation and classification on the image collection, the 

query is thus performed using text-based retrieval methods. However, there 

are two limitations for such implementation: H u m a n Intervention^ and 

N o n - S t a n d a r d Description^. With the rapid growth in the volume of digit 

images, searching and browsing in a large collection of unannotated images 

is gaining importance. Content-Based Image Retrieval (CBIR) systems are 

proposed to pass this tedious task to computer. Since early 1990's, many 

systems have been proposed and developed, some of them are QBIC [16], 

WebSEEK [49], SIMPLIcity [55], MARS [31], Photobook [38], WALRUS [34: 

and other systems for domain specific applications [26, 23]. In CBIR systems, 

^The process of annotating images is potentially error prone and tedious. 

2Different annotators may have different perception on the same image and use different 

words to describe it. 
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Chapter 2 Background 6 

low-level features of images, like texture, color and shape, are first extracted 

as multi-dimensional vector and indexed to represent images in the retrieval 

process. In the following two sections, we will address two main topics in 

CBIR: Feature Extraction, and Indexing Sz Retrieval. 

2.1.1 Feature Extraction 

In order to search images based on their contents, a CBIR system must obtain 

the content-based feature of its image collection, this process is known as 

feature extraction. When an image is added to the collection, several features, 

such as color, texture and shape^, are extracted and transformed into feature 

vector. Here is the mathematical model of feature extraction: 

f -.1 xO ^ R^ (2.1) 

where f represents a specific feature extraction method, I is the image under 

operation, ^ is a set of parameters for feature extraction / , R^ is a real value 

d dimension vector as the result of feature extraction. Fig. 2.1 shows the 

average RGB values of an image collection are extracted and represented as 

3-dimensional data points. 

R 

4 f ^ f / L ^ U I 
i f ， ”：」 

卜i【” I: , 

Figure 2.1: Feature extraction of average RGB value 

3Specially，some feature likes Color Histogram, Color Moment, Color Coherence Vector, 

Tamura, Gabor Wavelet, Fourier Descriptor. 
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2.1.2 Indexing and Retrieval 

After the feature vectors of images are extracted, they are used to represent 

the images in the retrieval process. Unlike text indexing and retrieval prob-

lems, which can be handled by B-Tree or inverted file"̂  [3], there are techniques 

developed to index and retrieve these multi-dimensional points, the most com-

mon one is R-Tree [20] and its variation [5] as shown in Fig. 2.2. The dots 

represent feature vectors in two dimension and bounding boxes at different 

level are used to organize them and build indexing structure. 

In most of the CBIR systems, they assume a close distance in the low-

level feature vector space to be the definition of similar images. Under this 

assumption, nearest-neighbor search in the indexing structure is used to locate 

a set of similar images in respond to a query. 

Rz 
① + 肇 春 會 

… - 參 • • 

… . . • [7| • • • • 

1 I I ^ I I I h -
1 2 3 4 5 6 7 

Figure 2.2: R-Tree indexing structure:(left) 2-dimensional data points and 
bounding rectangles, (right) indexing structure 

2.2 Relevance Feedback 

As described in Section 2.1, previous systems are based on the one-shot ap-

proach, in which images with the shortest distance (in the feature vector space) 

to the query image are retrieved and presented to the user. Plainly, this model 

•^Inverted file is a data structure commonly used to locate files/websites that contains 

the query term in a search engine. 
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is not adaptive to different users; as one might pay more attention to color fea-

ture rather than the texture feature in an image. To adapt to different users' 

preference, relevance feedback architecture is proposed. The goal of relevance 

feedback is to learn users' preference from their interaction, and it is a powerful 

technique to improve the retrieval results in CBIR. Under this framework, a 

set of images is presented to the user according to the query. The user marks 

those images as either relevant or non-relevant and gives feedbacks to the sys-

tem. Based on this feedback, the system estimates user's preference through 

a learning process. Fig. 2.3 shows a typical relevance feedback process. 

Most of the current relevance feedback systems are based on the intra-query 

approach. In this approach, the system refines the query by using feedback 

information supplied by the user, and this learning process starts from ground 

up for each query made. For example, PicHunter [12] presented a Bayesian 

framework to direct a search with relevance feedback information. Each image 

in the database is associated with a probability being the target image of a 

user's query. The Bayes's rule is used to update the probability according 

to user's feedback information in every iteration. Rui et al. [43] proposed 

a weight updating approach to capture user's preference on different feature 

representations of images. The weight of each feature, its representation and 

each dimension is updated by their discriminative power between the set of 

relevant and non-relevant images in the current query. The similarity measure 

of images is thus based on their weighted distance in the feature space. The 

intra-query approach uses the feedback information to estimate user's target 

distribution, but it often fails when the underlying distribution is not clustered 

in the low-level feature space. This is due to the feedback information given 

by a single query that is limited and unable to provide enough statistical 

information about the distribution [56]. In the following sections, we review 

the method proposed by Rui et al. [43], Cox et al. [12] and other researchers. 
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Figure 2.3: Relevance feedback architecture 

2.2.1 Weight Updating 

In [43], objects in image database are modeled as 

O = 0{D,F, R), (2.2) 

where D is the raw image data, F — is a set of low level visual features, 

such as color, texture, and shape, and R = {r^j} is the set of representations 

for / ” which is defined as 

『ij — •)..”『ijk, ..•’ ̂ ijK . (2.3) 

Moreover, the feature vector is organized in a hierarchical manner. The 

overall similarity of two images 0 �a n d O^ is defined as 

S{0\0') = (2.4) 
i 

S { f - . m = j : W ” S { r � , (2.5) 
J 

风吃,吃）=—r;乂馬\ (2.6) 

where m is the distance measure function, while W^J and Wijk are the 

weights associated with each features, its representation and each dimension 
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Figure 2.4: Feature organization in Rui's method 

respectively. For each feedback, they will follow the two procedures described 

below to update the weight in order to capture user's interest in different 

features. Fig. 2.4 shows the organization of features, representations and di-

mensions in this approach. 

Interweight Updating Procedure 

Suppose RT is the set of most similar images presented to the user according 

to the overall similarity function Eq. 2.4. Under each feature representation i j , 

the system retrieves a set of similar images, not presenting to users, RT”, ac-

cording to that particular feature representation. The weight, Wij, is updated 

according to 

W^J + R, RTi e RT'^ and I = 1 , T V , 
二 . 

Wij, otherwise 
\ 

where N is the number of images in the set RT and Ri is the degree of relevance 

of image I indicated by the user. The larger the value R, the more the relevant 

an image is. All the Wij are then normalized after this update. 
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Intraweight Updating Procedure 

For the set of relevant images indicated in the user's feedback, the system 

computes the standard deviation, a 咖 in each dimension, and the weight for 

each dimension is updated as Eq. (2.7). We can see that if cr抽 is large, then 

the dimension is not ideal for discriminating relevant and irrelevant images, so 

its weight is updated as follows. Again, all the W Ĵk are normalized after this 

update. 

= 丄 . （2.7) 
^ijk 

2.2.2 Bayesian Formulation 

In [12], each image is associated with a probability of being the user's target. 

The retrieval process consists of two steps. In each pass, the system selects a 

set of images and presents to user. Through the feedback, the system updates 

the likelihood measure to the query of each image accordingly. The probability 

is updated using the Bayes' rule as follows, 

The meaning of Eq. (2.8) is that the probability of T, being the target image 

at iteration t is equal to product of the probability of Ti being the target at 

iteration t — I and the probability of user give such feedback at iteration t 

provided that is the target, over the summation of this product of other 

images. Dt is the data presented to user at iteration t. At is the feedback given 

by user at iteration t, while Ht and 5\ stands for history of user's feedback at 

iteration t. 

Moreover, as each image is associated with a probability of being the target, 

12] proposed a maximum entropy display strategy to select image presenting 

to user. As a result, the system is expected to get most information gain from 
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user's feedback. Besides, [23] also details the procedure to apply this strategy. 

This method inspires the display model of our proposal. 

2.2.3 Statistical Approaches 

Nigam et al. [37] and Wu et al. [56] proposed using the EM algorithm to 

classify documents and images respectively. Expectation Maximization (EM) 

algorithm was first proposed in 1977 [15] . It was used to solve the maximum-

likelihood from incomplete data. Given a mixture of Gaussians, the EM algo-

rithm estimates the parameter of each mixture, say, mean and variance. Our 

proposed approach is based on EM algorithm to estimate the parameter of 

user's target distribution which will be detailed in Chapter 3. The EM ap-

proach in [56] utilizes the information contained in unlabeled data^ to help 

estimating user's target distribution when labeled data is limited. More re-

cently, Tian et al. [53] model this as classification problem and tackle it by 

Support Vector Machine (SVM). By treating the marked relevant and non-

relevant images (their corresponding feature vector) as support vector, SVM 

is used to delineate a region containing relevant images having minimized risk 

of incorrect classification. All these newly suggested methods tends to model 

the feedback process as a learning process and apply algorithms in computer 

learning to help. 

2.2.4 I liter-query Feedback 

Recent researches propose the use of inter-query information to improve re-

trieval results. The relevance feedback not only provides information about 

a user's target distribution and preference, but also a similarity measure of 

images under human perception. In this approach, feedback information from 

^Unlabeled data means those images not marked by the user as either relevant or non-

relevant 
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individual users are accumulated to train the system to determine which im-

ages are of the same semantic meaning. Heisterkamp [22] and He et al. [21 

use inter-query information together with latent semantic indexing (LSI) [14 

in CBIR. LSI is a classical document retrieval algorithm. It analyzes the corre-

lation of documents and terms in a collection of documents. In this approach, 

previous feedback information are stored in the system to build the latent se-

mantic index. Each query result and its relevance feedback is considered as a 

document (a semantic meaning) and each image in the database is consider as 

a term/word, thus the correlations of images and different semantic meanings 

are revealed. However, this method can only retrieve images which had been 

marked at least once as relevant in the history of previous of query; thus, a 

certain number of previous query results must be obtained in order to make 

sure all images can be retrieved. Moreover, this inter-query approach does not 

concern about the subjectivity of different users, and the same initial query 

point always provide the same query result. 

Figure 2.5 illustrates how the system treats images as terms and successive 

feedback information as documents and uses LSI method to retrieve similar 

images. Each column in the matrix represents a query made by one user and 

the set of relevant images he selected, 1 being marked as relevant and 0 other-

wise. Assume there are m images in the database and k queries with relevance 

feedback are accumulated, the dimension of matrix R shown in Fig. 2.5 is 

m X k, while the dot-product between row i and row j gives the similarity 

measure between image i and j under the semantic space learned from user. 

In practice, different queries may involve common high-level semantic features; 

thus R is decomposed using singular value decomposition to R = UST?, with 

U^U 二 /, V^V = I and S diagonal. Column vectors of U and V are eigenvec-

tors of RRT and RTR respectively. R is then represented by a compact form 

(hidden semantic space) B, which B — US and it requires reduced storage 

space m X p, p being the rank of matrix R and p < k. 
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Query 1 Query 2 Query 3 Query 4 Query 5 

1 Q 0 Q 1 

' 0 1 0 0 1 i,} <.\\vS\ 
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Figure 2.5: LSI model of inter-query feedback 

Table 2.1: Comparison of different relevance feedback approaches  
Methods Pros Cons 

Weight updating Fast Inadequate to discover 
semantic meaning 

Probabilistic Utilize users' feedback by High computation cost 
framework maximum entropy principle 
LSI inter-query Capture semantic meaning Unable to adapt to 
feedback different users' preference 
Statistical approaches Sound theoretical Passive - the learning 

background algorithm is applied 
using random sampling 

Parameters estimation Fast, utilized users' Require a training phase 
feedback information to reorganize feature space 

The following is a comparison of different relevance feedback approaches. 

2.3 Peer-to-Peer Information Retrieval 

Peep-to-Peer (P2P) network is a recently evolved paradigm for distributed 

computing. With the emerging P2P networks or their variants such as Gnutella [18], 

Napster [33] and Freenet [17], and their implementations, such as Lime Wire [29], 

etc. They offer the following advantages: 

1. Distributed Resource—The storage, information and computational 
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cost can be distributed among the peers, allowing many individual com-

puters to achieve a higher throughput [45'. 

2. Increased Reliability—The P2P network increases reliability by elim-

inating reliance on centralized coordinators that are potential critical 

points of failure [11 . 

3. C o m p r e h e n s i v e n e s s of Information—The P2P network has the po-

tential to reach every computers on the Internet, while even the most 

comprehensive search engine can only cover one-third of the indexable® 

web-site available as stated in some statistics. [27 

Figure 2.6 shows an classical example of a P2P network?. In the example, 

different files are shared by different peers. When a peer initiates a search for 

a file, it broadcasts a query request to all its connecting peers. Its peers then 

propagate the request to their own peers and this process continues. Unlike 

the client-server architecture of the web, the P2P network aims at allowing 

individual computers, which join and leave the network frequently, to share 

information directly with each other without the help of dedicated servers. 

Each peer acts as a server and as a client simultaneously. In these networks, a 

peer can become a member of the network by establishing a connection with 

one or more peers in the current network. Messages are sent over multiple hops 

from one peer to another while each peer responds to queries for information it 

shares locally. Plainly, this model is wasteful because peers are forced to handle 

irrelevant query messages. This type of search is called a Breadth-First-Search 

(BFS). As shown in this example, the data location process is a key problem 

in P2P information retrieval. When a peer issues a query request, the P2P 

system must be able to locate the required data in an efficient manner. Many 

^Indexable here means not including the non-indexable web-site, which is many times 

the indexable one as stated in some statistics [6]. 

7lt is in fact the Gnutella model. 
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methods are proposed to solve this problem. They can be divided into two 

categories and we are going to introduce them in the following two sections. 

圓 _ m m 气 - ③ 
1 \ 

m _ \縫-越 

Figure 2.6: Illustration of information retrieval in a P2P network 

2.3.1 Distributed Hash Table Techniques 

To address the data location problem, Chord [51], CAN [39], Pastry [41] and 

Tapestry [59] tackle it by distributing the index storage into different peers, 

thus sharing the workload of a centralized index server. The distributed infras-

tructure uses Distributed Hash Table (DHT) technique to map the filename 

of files shared by a peer to keys, and each peer is responsible for storing a 

certain range of (Key, Value)® pairs. When a peer looks for a file, it hashes 

the filename to a key and asks the peers responsible for this key for the actual 

storage location of that file. Chord models the key as an m-bits identifier and 

arranges the peers into a logical ring topology to determine which peer is re-

sponsible for storing which (Key, Value) pair. CAN models the key as point 

on a (i-dimension Cartesian coordinate space, while each peer is responsible 

®Key is the hashed value of filename and Value is the filename and location. 
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for (Key, Value) pairs inside its specific region. Fig. 2.7 illustrates how CAN 

distributes indices into different peers. Such systems take a balance between 

the centralized index and totally decentralized index approaches. They speed 

up and reduce message passing for the process of key lookup (data location). 

Some extensions of DHTs to perform content-based retrieval and textual simi-

larity matches instead of filename match are proposed in [52]. Although DHTs 

are elegant and scalable, their performance under the dynamic conditions for 

P2P systems is still unknown[40]. Moreover, such kind of schemes rely on the 

trustworthiness of peers participating in the network. If a malicious peer which 

supposed to be responsible for answering queries deny to do so, the problem 

becomes serious, especially under the condition of no duplicate index storage 

in other peers. 

Files shared by peers 

Distributed Hash Table [ f | 
(DHT) faction J 

/ / / Hash value 

Peers in the network, 
广。 ：̂-. ^ ^ ^ ^ storing the (key,value) 
^ ^ pairs of shared files 

Figure 2.7: Illustration of indices management in CAN 

2.3.2 Routing Indices and Shortcuts 

As DHTs mandate a specific network structure and queries are based on doc-

ument identifiers, researchers proposed methods that operate under the preva-

lent dynamic P2P environment, like Gnutella, and queries are based on content 

of documents. Crespo [13] proposed a routing indices approach for retrieving 

text documents in P2P systems. Under this scheme, each peer maintains a 
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routing index to assist in forwarding queries to peers that contain more docu-

ments of the same category as the query. Fig 2.8 illustrates how the routing 

index is created and propagated to neighboring peers. DB, N, T and L repre-

sent databases, networks, theory, and languages categories respectively. Each 

row in the routing index is the "estimated” number of documents under dif-

ferent categories shared by the corresponding peer. Figure 2.8 (a) shows how 

A and D exchange their routing index while (b) shows how the index is being 

propagated to neighboring peers. This method requires all peers to agree upon 

a set of document categories and regular updates of routing indices among 

peers. Sripanidkulchai et al. [50] proposed the use of "short-cuts" to connect 

a peer to another one which it has previously downloaded documents from. 

The intuition behind is that a peer should probably be interested in other 

files of a peer which it has downloaded files from previously. Evaluations are 

done based on text document retrieval and promising results are shown. Our 

proposed method targets on CBIR in P2P network. It makes use of strategies 

similar to routing indices and short-cuts to reduce network traffic and com-

putation time. Similar problems of CBIR in distributed databases have been 

described in [9]; however, more research are need in the P2P systems. 

2.3.3 Content-Based Retrieval in P2P Systems 

Most of the existing P2P applications and recently proposed DHT lookup 

services focus on the retrieval of documents based on the matching of filename 

or message digest^, a.k.a. fingerprint, of file content. All these methods target 

on the exact match of a file. How about similar match? What if I want to 

find documents introducing XML? What if I want to find images similar to an 

image given by me? These questions cannot be answered by existing methods; 

thus, we foresee there is a pressing need for P2P document sharing systems to 

9Common ones are SHA and MD5. 
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Figure 2.8: Creation and propagation of routing index 

support content-based retrieval. Yang extended the MACSIS [57] framework 

for content-based music indexing and retrieval into a P2P environment [58 

for the sake of utilizing peers' computation power in extracting characteristic 

sequence of shared collection. A recently proposed query routing strategy by 

Crespo et al. [13] also focus on the content-based documents retrieval problems 

in P2P network. Tang et al. [52] discuss the possibility of applying content-

based retrieval under the DHT framework. All the above inspire us to design 

and add CBIR functionality into an existing P2P system. Chapter 4 will have 

an in-depth discussion about this. 

Table 2.2 shows a brief comparison of the "extincted" Napster, Gnutella, 

DHT-based architectures and DISCOVIR on several key properties of P2P 

network. 
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Table 2.2: Comparison of different P2P architectures 
Properties Napster Gnutella D H T D I S C O V I R 

Index storage Centralized Distributed Groiiped& Distributed 
distributed 

File storage Distributed among peers 
Message passing between peers among peers among peers and routed 

and servers 
Potential critical Index server Nil 
point of failure 
Lookup method Partial filename Exact filename Feature content 

and metadata match and its hash value of images 
Restrictions on No Yes 
overlay topology  

~^all-world graph? ^ No | Yes No | Yes 
ait tests whether the branching degrees of nodes follow a power-law distribution. 



Chapter 3 

Parameter Estimation-Based 

Relevance Feedback 

How are we going to estimate a distribution correctly if random sampling is not 

allowed? Under the relevance feedback framework, we model the user's target 

as a distribution in the feature space. Our goal is to estimate this distribution 

based on limited sampling points because only a limited number of feedbacks 

are to be given by user^. This motivates us to tightly integrate two phases in 

relevance feedback in order to actively choose samples when estimating the 

distribution. 

3.1 Parameter Estimation of Target Distribu-

tion 

3.1.1 Motivation 

An intra-query relevance feedback process is divided into two phases. The first 

phase is learning from users' feedback to understand his searching target. The 

second phase is selecting a set of images to display. The second one serves for 

l i t is nonsense to present the user a large set of images in order to take random samples. 

21 



Chapter 3 Parameter Estim.ation-Based Relevance Feedback 22 

two purposes, one is to retrieve the set of images most likely to be users' target, 

another one is to retrieve the set of images that helps understanding users' 

target most. In the following, we describe the motivation of our strategies in 

these two phases, then follow by detailed procedures in later sections. 

Parameter Estimation as Learning 

In [43], the weight updating method is a distance based similarity measure. 

The weight is a measure of how important a particular feature or a dimension 

is, in the query process. It makes use of the weighted distance in calculating 

the similarity. While in [12], a global update of probability, using Bayes' Rule, 

to all images in database after each feedback iteration is needed. It is not para-

metric based, and the global updating process seems to be the computational 

bound when the size of image database grows. In our proposal, we assume the 

user's target distribution follows a Gaussian and estimate the parameters of it. 

With these parameters, we can capture user's need more accurately compared 

to assigning weight to different dimensions, and the process of selecting images 

to display becomes easier. 

M o s t Information Display 

Many other approaches always overlook the process of selecting images to 

display. If we keep displaying the most similar images to user, we have no way 

to capture users' need in a broader sense. In [12], the most informative display 

set selection scheme tries to achieve this, since each image is associated with 

a probability value, the maximum entropy principle is applied. A sub-set of 

images having the highest entropy value is selected. However, when the size 

of image database is large, the number of permutations is huge, so a sampling 

approach is used to choose images that maximize the entropy. In our proposal, 

as we have estimated the parameters of user's target distribution, thus we 

propose to select images located near the b o u n d a r y of target distribution, as 
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illustrated in Fig. 3.1. This is analogous to the maximum entropy selection. 

Through this way, we can have most information gained from users' feedback. 

Moreover, as the display set is purposely selected to be most informative, 

the estimation strategy should fit this model accordingly. Instead of simply 

calculating the variance of relevant images as an estimate of the parameters, 

we use a modified approach which will be detailed in Section 3.1.3. 

3.1.2 Model 

We use a statistical learning method, expectation maximization (EM) to es-

timate the distribution of user's target of search, together with a display set 

selection method that fully utilize the information embedded in users' feedback 

in classifying relevant and irrelevant images. 

Let DB = {7^}�=1 be a set of database objects, and a set of feature param-

eters be 0 = For each image in the database, we perform low level 

feature extraction to map it to a high dimensional data point by function f , 

which extracts a real-valued d-dimensional vector as, 

f : I xO ^ (3.1) 

where Ô  means a specific feature, for example, the color histogram, the co-

occurrence matrix based texture feature or the Fourier descriptor. Then an 

image will be mapped to a high dimensional vector, R^, of dimension d. We 

assume the user's searching target distribution forms a cluster in the high 

dimensional space. Our goal is to estimate this distribution as accurately 

as possible, based on the user's feedback. We focus on one feature at this 

moment first. For each dimension under this feature, we estimate the mean, fji 

and variance, h飞 of the user's target distribution. 
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3.1.3 Relevance Feedback 

Resolving conflicts 

In each pass, the system presents the user a set of images. The user then 

indicates whether these images are relevant or not. Let R^ and R~ be the 

set of relevant images and non-relevant images in each pass respectively. Let 

Rel(Ii) be the relevance measure of an image li and be defined as, 

Relt^iiU) 二 Rekili) + 1 , u e R^ (3.2) 

Rek^^ik) = ReU{Ii) - 1 ， h e R'. (3.3) 

We only consider images of Rel{.) > 0 and Rel{.) < 0. The images are 

divided into two classes, the relevant one and the irrelevant one. We label the 

two sets as / + and respectively. Using equation Eq. (3.2) and Eq. (3.3), we 

resolve the conflict between successive feedbacks given by user when he marks 

an image as relevant in one iteration while non-relevant in another iteration. 

Parameter Estimation from Feedback Information 

Upon at least three relevant images are indicated by the user, the system starts 

to estimate the mean and variance of user's target distribution in each dimen-

sion by the EM algorithm. In Fig. 3.1, we try to fit a Gaussian distribution 

having the data points (of relevant images) selected by user to be located in 

the boundary region; in other words, we are going to maximize the expression 

in Eq. 3.4, which is shown in Fig. 3.2. 

E : jzp、稱 X — P{hm) (3.4) 

1 一 1 £ ^ 
= T ^ e x p 2 � （3.5) 
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where j is the index for dimension (from 1 to d) and Oj denotes the combination 

of fjij and Sj for a particular dimension j . / + is the set of relevant images and 

/ ” is the value of feature vector of image U in dimension j . The reason why we 

use this expression is that most of the images we give to user to distinguish will 

fall in the area of m e d i u m likelihood (boundary case), so we fit our maximum 

likelihood function in order to make those relevant images marked by user to 

be appear in the m e d i u m likelihood region. In particular, the covariance 

matrix is not used and we assume independence between different dimensions 

because the estimation of co variance matrix is inaccurate if only few relevance 

feedback are given. In case number of relevance feedback given j dimension of 

feature vector, we are unable to update the covariance matrix. 

For updating the mean, it is trivial to find the average of all relevant data, 

i.e., 

" " = E y / : 广 " (3 .6 ) 

In order to find the best fitting 5” we differentiate E with respect to 8j and 

assuming independency of each dimension, we get the following expression. 

罢=。 （3.7) 

/ —丄 2<52 I KUj — MjJ 2̂ 2 
( 两 exp 3 ] 

I 1 ^ ^ A? - n /q OA + ; ^ e x p ] ^ exp J ) 二 0 (3.8) 
J 3 

As it is hard to make Sj on one side in Eq. 3.8. We make use of the pa-

rameter calculated from the previous step, Ooidj to derived the new parameter, 

Oj. We substitute ^ ^ ^ exp � by (^o'/dj.P(二…)，and come up with an 

update equation for (^ne巧，detailed derivation is listed in Appendix A. 
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Figure 3.1: Fitting fi and a for data points selected to display 
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3.1.4 Maximum Entropy Display 

Since we have captured the ji and 5 of user's target distribution, we proceed 

to select images that lie on the boundary of this distribution to display. These 

images are then presented to users to determine whether they are relevant or 

non-relevant. We choose images that located at ±.k5 away from the jd such 

that 士 二 ^^ - 土 k5). Obviously, k = 1.1774 is the solution to 

this equation. In our experiment, the system selects points around jj. kS ov 

jj — kS in each dimension to be displayed. This is analogous to the maximum 

entropy display as we choose the images having half probability as the most 

probably target image; thus, we fully utilize the power of human judgement 

in distinguishing different image classes. An experiment is used to verify this 

display select strategy and will be discussed in Section 3.3.1. 
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Figure 3.2: The expectation function to be maximized 

Several ad-hoc based subsitutions for this maximum entropy display are 

available, like the K-NN method plus some random images selected from the 

database, or the retrieval of images from K to 2K best match. Both of them 

make use of including images not likely to be the estimated user's target in 

order to understand the actual target more. However, both of them lack a 

strong theoretical framework to work out the detail implementation, like the 

number of random images to be included, the number of k to achieve optimal 

information gain from user's feedback. 

3.2 Self-Organizing Map Based Inter-Query Feed-

back 

3,2.1 Motivation 

In various relevance feedback systems, only the intra-query feedback infor-

mation is used to estimate the user's target distribution. However, a small 

training data set is difficult to provide enough statistical information for esti-

mating the underlying distribution and providing good retrieval result [56]. If 

the form of underlying density is known, the parameters of the density can be 
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estimated classically by maximum likelihood. However, the underlying distri-

bution is often not properly clustered and difficult to assume it to follow any 

particular form of distribution. Hence, most of the current inter-query rele-

vance feedback systems use feedback information by different users to refine 

or assist in modifying the similarity measure between images only. However, 

these systems [22, 21] often introduce additional feature space, also known as 

semantic feature, that further lengthen the dimension of feature vector. Some 

of them even only display images that have previously been marked by users 

as relevant because semantic information can only be captured when they are 

marked by users at least one time. 

In order to address the above difficulties, we use the inter-query information 

to modify the feature vector space and organize the neurons into Gaussian-like 

distributions. Thus, an prior form of density can be assumed for user's target 

distribution in the modified feature vector space while eliminating the need of 

introducing a new semantic feature space. The key idea in inter-query feedback 

is that a user's feedback is not only providing information for optimizing his 

own query, but also similarity measure between images in the database in the 

sense of human perception. In the proposed approach, we update the similarity 

measure between images dynamically according to the feedback information 

given by each query. It is achieved by further training the neurons on the 

SOM. Neurons represent relevant images are moved closer to the estimated 

user target and those represent non-relevant images are moved away from the 

estimated user target. 

Figure 3.3 shows a two-dimensional feature vector space of a collection of 

images with 4 different classes. A SOM is trained based on the underlying 

distribution. In analyzing the image data, images from the same class often 

form clusters which are sparse and irregular in shape. This makes the retrieval 

process more difficult to find target images. With the help of inter-query 

feedback information described above, we organize the feature vector space in 
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a fashion that ease the retrieval process. 

4 歡 过 - - 丨 K m 暴 

\ \ Ar\� \.� / / llnter-Query Feedback̂;- / / . • � ( I* \ \ 

擎 會 — ， 
Irregular and sparse Gaussian like and clustered 

Figure 3.3: Inter-query feedback illustration 

In this section, we describe our approach that utilizes both inter- and intra-

query feedback information for modifying the feature vector space and estimat-

ing user's target distribution simultaneously. Self-Organizing Map (SOM) [25 

is used to cluster and index images in the database; then, inter-query feedback 

information are used to modify the feature vector space indirectly through 

the SOM constructed. This allows for transforming the images distributions 

and improving the similarity measure. Moreover, We present an parameter 

estimation^ approach to estimate user's target distribution along successive 

feedback given by users on the modified feature vector space. Section 3.2 in-

troduce the construction and replication of SOM; then, the updating of this 

SOM by different users' feedback is detailed in Section 3.2.3. Lastly, the pa-

rameter estimation and display set selection of intra-query will be revisited in 

Section 3.2.4. 

3.2.2 Initialization and Replication of SOM 

We first perform a low-level feature extraction on the set of images < 

z < n } in the database, and each image is then represented by a feature vector 

in a high dimensional vector space as stated in Section 3.1.2. We construct 

a SOM M based on the set of extracted feature vectors. After this training 

2The original version was described in Section 3.1 and [46]. 
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phase, the model vectors m G M of neurons of M are used stored to partition 

the feature space; consequently, each image Ii is grouped into different neurons 

according to a minimum Euclidean distance classifier. By doing so, the size of 

data is reduced from 丨/丨 to |Af |, where |/| and \M\ are the number of images 

and neurons respectively. In other words, the SOM M is viewed as a higher 

level data abstraction of underlying distribution. 

The correspondence between neurons and images in the database depends 

on the coordinates of model vectors, any changes in the model vectors of 

neurons may alter this relationship. Since our proposed approach modifies the 

model vectors in the SOM to capture inter-query feedback information; thus, 

we duplicate another SOM from the original one. This new SOM contains a 

set of neurons with model vectors rh' G M'，and has a one-to-one mapping, 

f : M M', between the set M and M'. To obtain the set of images 

represented by model vector rn\ we can get the original model vector m by 

/—I, and then by a lookup table established in the construction of M described 

in previous paragraph. Fig. 3.5 illustrates the retrieval process through the two 

SOM M and M'. 

Initially, the layout of the two SOMs are the same, that is 

ym' e M\Wm e M 

m —— / ( m ) � m = m. (3.10) 

As we alter the similarity measure between image feature vector by modifying 

model vectors in M' instead of M (the update method will be described in 

next section), the correspondence between images in the database and model 

vectors in M can be preserved during the whole learning process. 
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3.2.3 SOM Training for Inter-query Feedback 

To update the similarity measure from the inter-query feedback information, 

we modify model vectors m- in the new SOM M', such that neurons contain 

similar images as indicated in users' feedback are moved closer to each others. 

In the inter-query feedback learning, we consider each query by an user as an 

iteration in the learning process. Assume in the k仇 iteration, an user marked 

a set of relevant images IR and a set of non-relevant images IN during his 

w h o l e retrieval process, M'R and M'N are the sets of corresponding neurons 

respectively. Let c be the vector having the largest probability to be the user's 

target in the vector space of M', and it is defined by 

芒 = a r g mpc P({/|6*)， （ 3 . 1 1 ) 
V 

where 0 is the estimated parameters of target distribution and P{V\0) is the 

probability function of v to be the user's target and it is described in sec-

tion 3.2.4. We modify the model vectors with the following equations, 

Vm； e M； 

+ = ml(k) + a j , ( k ) ( c - m U k ) ) , (3.12) 

Vm： G M,N 

m ^ ^ + l ) = . (3.13) 

where aR{k) and aN{k) are the learning rates at A:认 iteration and they are 

monotonic decreasing functions. Thus, neurons represent relevant images are 

moved closer to the estimated user's target and those represent non-relevant 

images are moved away from the estimated user's target. For a long run, 

the vector space will be modified, in which neurons representing different im-

age classes are organized as separated Gaussian-like clusters on the modified 

feature vector space as shown in Fig. 3.3. 
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In a SOM, the nearby neurons in the topology are representing similar units, 

so that the learning process can be improved by moving also the neurons that 

near to the neurons in the sets M'R and M'N. Thus, the equations for modifying 

the model vectors are defined by, 

Vml G H{rh[) , Vm^ G M'r 

m^fc + l ) = m',{k) + aR{k)A{ml m： ) ^ - (3.14) 

Vml G , G M"；^ 

+ 1) = m',{k) + aM{k)A{ml O K ( f c ) - (3.15) 

where H{m') is the set of neighboring neurons for m ,̂ A is the neighborhood 

function. The most commonly used is a Gaussian neighborhood function and 

is defined as 

K �爪 r ) = exp ( ^ J ， (3.16) 

where a is the spread of this Gaussian neighborhood function, and m[) is 

the distance between neurons fh'^ and on the SOM M' grid. An illustration 

of this neighborhood function A is shown in Fig 3.4. 

2 D “j"‘v�Lin Ii-l-ihl'i J i r l o | [iiii.-,-ik-n 
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Figure 3.4: Gaussian neighborhood function on a SOM grid 
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3.2.4 Target Estimation and Display Set Selection for 

Intra-query Feedback 

In the intra-query learning process, the system presents a set of images It to 

the user in each iteration (not the iteration in inter-query feedback), and the 

user marks them as either relevant or non-relevant. The system uses the set 

of relevant images Iri and the set of non-relevant images I^t to refine the 

query. After multiple iterations of inter-query feedback, the distribution of 

similar neurons^ in the vector space of M' are more or less follow Gaussian 

distribution. We perform the user's target estimation on this vector space 

instead of the original feature vector space. We define M^ as the set of relevant 

model vectors in M', and we use the parameter estimation based approach 

proposed in [46] and Section 3.1 to estimate user's target distribution. The 

following is basically a rewrite of Eq.3.4 in Section 3.1.3，with image feature 

vector lij changed to model vector of neuron m-̂ - since we are working on the 

modified neurons' model vector space for the sake of reduced data-size and 

improved similarity measure. 

1 _ —rj 

尸 二 ^ ^ exp , (3.18) 

E is the expression we want to maximize, and j is the index for dimension, 

ranging from 1 to d. P{.) is a Gaussian density function for a model vector to 

be the user's target in a particular dimension. By differentiate the expression 

E w.r.t. iij and <5” the parameters update equation is as follows, 

^Similar neurons means their corresponding images are marked as relevant to the query 

image by the user. 
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RNEWJ — , 丄“乂 
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沪 = - fj^。id斤— 丄 — “。/….尸之^—全)^^ ^q) 

In order to utilize the user's feedback information, we choose the images 

lie on the boundary of estimated target distribution to present to the user. 

This images selection strategy is analogous to the maximum entropy display 

as stated in [23]. Specifically, we choose the model vectors that are away 

from the ji , detail of which is stated in Section 3.1.4, After model vectors 

in M' are obtained, we use the function /―丄 to obtain the neurons in the 

original SOM M and its corresponding images. Thus, images which are best 

for identifying user's target distribution are selected. The retrieval process is 

shown in Fig. 3.5. 

Original SOM M Modified SOM M' 

o o o 5 o o ~ o l f o ~ o ~ 5 o o o o 
o o o o o <>-« e ~ e ~ e & — e — p o 
O O O O O C O 1-1 mapping O O O O O O O 
O O O O O C O function- " ‘ O O O O O O O 
o <>—e~e~e~6 ~ e e o o o o o o 
o (> o o o (I o I I o g o o o o o 

\ Ta.elooj ^；；^̂ ^ ^ 、 ] 
-̂?̂-.、。。 Retrieval process 。〇 o'̂X / 〇 

/ o y o with SOM to f—̂   
o I 1 / �o capture feedback 广 i \ U 

� ° � V information 汽 Oh P 1 6 i O 

。：。。。>。c；、 \ g。’、';巧 

o。如 ŝ。。。 o Q) c^Q. 

Modified model vector space 
Original feature vector space data - size reduced to |M 

data -size is |l| 

Figure 3.5: Retrieval process using modified SOM M, 
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3.3 Experiment 

In this section, we describe experiments, using both synthetic and real data, 

that verify the correctness of our parameter estimation approach and eval-

uate the performance of retrieval accuracy after acquiring intra- and inter-

query feedback information. Section 3.3.1 describes experiments studying the 

convergence and performance of parameter estimation using synthetic data. 

Section 3.3.2 studies the improvement on retrieval accuracy of our proposed 

SOM-based inter-query feedback using real data. 

3.3.1 Study of Parameter Estimation Method Using Syn-

thetic Data 

We setup a set of experiments to verify the correctness and measure the per-

formance of our proposed algorithm in Section 3.1. We want to ensure the 

convergence property of parameter estimation is met. Moreover, we compare 

our proposed method with the Rui's method [43] in terms of retrieval accuracy. 

Here is the experimental procedure. 

1. We synthetically generate a mixture of Gaussians with class labels to 

model different classes of image. 

2. Base on our proposed algorithm, the program selects 18 data points in 

each iteration, and presents their class label to user. 

3. The user choose one class number as his target, if he find data points 

come from his target, he gives feedback to program indicating that these 

data points are relevant. 

4. After several iteration, we see if the estimated parameter of the Gaussian 

distribution converge towards the parameters used in the generate phase. 
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Table 3.1: Parameters of the synthetic dataset 
Dimensionality Number of Number of Range of ^ Range of 5 

classes data points 
per class  

4 I 50 I 50 I [-1,1] [0.2,0.6] 
6 70 ^ [-1.5,1.5] [0.2,0.6]— 
8 85 50 I i-1.5’1.5j [0.15,0.45] 

5. We use Root-Mean-Square error to measure the difference between actual 

and estimated JJ. and S. 

Experimental Setup 

In the experiments we focus only on synthetic data sets. These data sets 

are generated by Matlab as mixture of Gaussians. We specify the mean and 

variance for each class and use Matlab random function to generate. Our 

experiments were performed on program written in C + + running on Sun Ultra 

5/400 with 256Mb ram. The parameters used to generate this synthetic data-

set are listed in Table 3.1. The mean, jj, and the standard deviation, S, of each 

class distributed uniformly within the range stated respectively. 

The motivation of this experiment is to verify our proposed estimation 

method that it is able to converge to actual parameters of distribution with 

limited number of relevance feedback information supplied. The further elab-

oration of performance under realistic images are detailed in section 3.3.2. 

Convergence Study 

To test the convergence property, we measure the Root-Mean-Square (RMS) 

error between the estimated parameters and actual parameters along each it-

eration. Table 3.2-3.4, Fig. 3.6 show the RMS error of estimated mean and 

standard deviation along each iteration. The fields indicated as not appli-

cable are those with fewer than 3 relevant samples given. It is because our 

algorithm starts to estimate the mean and standard deviation when at least 

2 and 3 relevant data points are accumulated respectively. The data below 
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Table 3.2: Four dimensional test case results 
I t e r a t i o n F e e d b a c k G i v e n | R M S m e a n R M S s t ^ 

1 1.5 not applicable not applicable 
- 2 1.5 0.292545~ 0.20655 

3 5.5 0.217373 0.203525 
4 KS 0.19565 0.180268 
5 5/75 0.202975 “ 0.16099 
6 9.25 0.156245 0.134668 
~ 7 0.154993 0.1253 
8 5.25 0.146323 0.116223 

~ 0.13309 0.111628 

Table 3.3: Six dimensional test case results 
I t e r a t i o n F e e d b a c k G i v e n R M S m e a n R M S s t ^ 

1 1.25 not applicable not applicable 
2 4 0.269095 not applicable 
3 3.75 0.237395 not applicable 
4 0.23813 0.182255 
� 2.75 “ 0.286803 0.172855 
6 7.25 0.207565 0.136693 
7 ^ 0.1705 0 . 1 2 2 6 6 ~ 
8 8.5 0.151863 0.122808 
9 9.5 0.155308 0.121773  

10~ 8.25 0.143003 0 . 1 0 4 4 ^ 

for each dimension is an average of 4 test cases in that particular dimension 

data-set. 

Performance study 

We have implemented the intraweight updating version (Eq. 2.7) of Rui's ap-

proach to compare with our proposed approach to study the improvement. 

This experiment uses the same set of synthetic data , which is a mixture of 

Table 3.4: Eight dimensional test case results 
I t e r a t i o n F e e d b a c k G i v e n R M S m e a n R M S s td 

1 丨 1 . 7 5 I 0 . 2 0 3 0 6 5 not applicable" 
� 5.25— 0.22882 0.13232— 
^ 9.25— 0.215707 0.087263— 
� 9 . 7 5 - 0.176893 0.059613— 
5 12 0.215953 ‘ 0.059937 
6 0.199765 0.065423 
7 15.75 0.16033 0.052733 
8 16 0.147903 0 . 0 5 2 1 1 ^ 
^ 15.25— 0.111283 0 .057955-

16.25 0.10208 0 . 0 5 7 2 � 
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Figure 3.6: RMS of estimated mean and standard deviation along each feed-
back iteration 
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Figure 3.7: Number of feedback given along each feedback iteration 



Chapter 3 Parameter Estim.ation-Based Relevance Feedback 39 

Precision vs Recall Graph Precition-Recall CVaph 

1 • ^ I Pafarr̂ ler Estimation I , . I — Pafameler EsitmaBon 1 
> \ I - . FtUI [ 1 I - - RUI I 

。 " ： . _ 

0 8 - ‘ > 0.8 - • 

0.7 • » \ 0.7 - -

r - • / \ - 广 - / ' . 

2-‘ ,-、……"、、---"-、、-、、.-： \ - _ : . 
0.3 • 0 3 • ' / ^ “ " X -

；/ � -� …- - - - - - l 〜 — 一 

0.2 - 0.2 / � ’ -

0.1 - , 0.1 •/ -

qI 1 ‘ 1 1 ‘ 1 o' ‘ 1 ‘ ‘ ‘ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0 0.1 0.2 0.3 0.4 0.5 0.6 

RecaD Recal 

Figure 3.8: Precision-Recall graph of test case in 4-D data - 1 
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Figure 3.9: Precision-Recall graph of test case in 4-D data - 2 

Gaussians with the parameter same as the 4 dimensional case in the conver-

gence experiment. According to the intraweight update equation, we update 

the weight base on variance of retrieved relevant data points. After several 

iterations (usually 6 to 7)4，we use a K-NN (K nearest neighbors) search with 

weighted Euclidean distance measure to analyze the precision versus recall 

measure. For our proposed algorithm, as we can estimate the and 6" of the 

target distribution, we again perform a K-NN search starting from the mean ^ 

while dropping those data points away from the /J more than 2 S. Figures 3.8 

to 3.11 show the precision versus recall graph for 11 test cases in 4D and 6D 

data-set. Out of the 11 cases, the parameter estimation method performs bet-

ter in 5 cases, ties in 4 cases and perform worse in 3 cases when compared to 

Rui's approach. 

^This is where the estimated parameters stop converging, please refer to Fig. 3.6. 
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Figure 3.10: Precision-Recall graph of test case in 6-D data - 1 
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Figure 3.11: Precision-Recall graph of test case in 6-D data - 2 

3.3.2 Performance Study in Intra- and Inter- Query Feed-

back 

In this experiment, we work on the Corel image collection, which contains 

40,000 images in different categories. Among the 400 categories, we selected 

40 categories, each contains 100 images and ranges from the category of bui ld-

ings, portra i t , o u t d o o r scenery, etc. We use the default groupings of im-

ages as the ground truth and human knowledge to run automated tests. We use 

Color Moment and Cooccurence Matrix as the image features. Color Moment 

computes the mean, variance and skewness values of each color channel in an 

image. Cooccurence Matrix describes the texture of an image by measuring 

the neighborhood pixel cooccurrence in the gray-level configurations. 

The feature vectors of images are first extracted and normalized, then it is 

used to train a 2D SOM structure of dimension 18x18. Queries are generated 

and evenly distributed among the 40 classes, while the relevance feedbacks are 
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generated automatically based on the ground truth. All displayed images are 

marked as relevant if they are in the same class as the query, and the others 

are marked as non-relevant. The experiment is divided into 3 stages. In the 

first stage, 160 queries (80 each) are simulated to find out the average recall 

and precision when using the intra-weight updating version of Rui's approach 

and the intra-query approach in Section 3.2.4. In the second stage, a number 

of queries are simulated and the SOM-based intra- and inter-query feedback 

approach in Section 3.2.3 and 3.2.4 are both used to train the system and 

retrieve images. In the final stage, 80 queries are simulated again to find out 

the average recall and precision of our intra-query approach after inter-query 

feedback is applied. Table 3.5 shows the parameters used in this experiment. 

We then compare the result of Rui's intra-weight approach and the intra-query 

approach before and after our SOM-based inter-query feedback training. 

Table 3.5: Parameters used in inter-query feedback experiment 
Parameter Value  
Number of images 4,000 
Number of categories ^  
Number of iterations used 
in inter-query feedback 300,500 
Number of iterations used 
in intra-query feedback 9 
Ratio of push ajy and pull aR 20 
Feature used Color Moment (9-dimensions) 

Cooccurence Matrix (20-dimensions) 

Figure 3.12 shows the Recall-Precision graph, averaged among 80 queries, 

of Rui's approach and our approach before and after the SOM-based training. 

We make two observations from the experiment. The first one is the intra-query 

approach performs better after the SOM-based inter-query feedback training. 

It shows that the retrieval precision can be improved by re-organizing the 

feature vector space with SOM. The second one is Rui's approach may perform 

better than our intra-query approach initially, but when more relevant images 

are retrieved, our performance on precision becomes better. It is because 

our approach is target for estimating the distribution of the whole category 
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of relevant images instead of the distribution of relevant images around the 

query; thus, when retrieving more images, its performance becomes better. 

Moreover, the experiment indicates that the improvement is sensitive to the 

push-pull value, their ratio and the number of iterations used in inter-query 

feedback. 
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Figure 3.12: Precision-Recall graph showing performance in real data 

3.4 Conclusion 

In this section, we proposed an approach to estimate a user's target distri-

bution through learning from his feedback via EM algorithm to be applied in 

CBIR. We have verified the correctness and accuracy of this algorithm through 

experiment on synthetic data. We proposed a display set selection strategy 

that utilizes the information given by user in distinguishing image classes in 

contrast to the K-NN approach for display set selection. Also, our method is 

based on the parameter estimation of target distribution, we do not need to 



Chapter 3 Parameter Estim.ation-Based Relevance Feedback 43 

perform a global update each image in the database accordingly. However, our 

algorithm also has weaknesses. Since we need to accumulate 3 relevant data 

points before starting the estimation, users might find this too long^. More-

over, maximum entropy strategy is used for display set selection, thus, user 

might feel that the system cannot present the most relevant data during the 

feedback process. 

As the distribution of image classes in low-level feature space is not well 

clustered, this makes the estimation of user's target distribution difficult. In 

the second part, we propose a SOM-based approach for re-organizing the fea-

ture space of images using inter-query feedback information. As a result, the 

distribution of similar images more or less follows a Gaussian-like distribution 

which make it more efficient for estimation. The proposed approach benefits 

from reduced data-size and unchanged feature vector dimensionality compared 

to existing inter-query feedback approaches. We demonstrate the improvement 

in retrieval accuracy through experiments on real data. 

•^According to data shown in Fig. 3.7, this usually occur in the iteration. 



Chapter 4 

Distributed COntent-based 

Visual Information Retrieval 

When things are distributed, they should be handled in a distributed way, so do 

content-based image retrieval. When CBIR is to be deployed in a distributed 

environment, there no longer exists centralized index of feature vectors, how 

can we locate images with similar content? It is obvious (but wasteful) to query 

different storage locations for a list of similar images. Instead, we investigate 

the possibility of forming communities among different storage locations and 

apply better query scheme to make CBIR more efficient. 

4.1 Introduction 

As stated in Section 1.1, one of the driving forces of CBIR is the need for 

databases. We envisage the shared collection among users in a P2P network 

provides enormous source and storage space for CBIR. We take the challenge 

to build a CBIR system in a P2P distributed environment. In the process 

of development, we propose a self-organizing and query routing approach to 

solve the data-location problem encountered. Section 4.2 and 4.3 explain our 

approach in improving CBIR in P2P. Section 4.4 details the system architec-

ture of our P2P client program, DISCOVIR. Section 4.5 describes simulation 

44 
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experiments used to verify and analyze our proposal. 

4.2 Peer Clustering 

The design goal for our strategy is to improve data lookup efficiency in a 

completely distributed P2P network, while keeping a simple network topology 

and number of message passings to minimum. In our proposed network, there 

are two types of connections managed, namely random and attractive as 

shown in Fig. 4.1. Random connections are to link peers that randomly chosen 

by the users. Attractive connections are to link peers sharing similar data 

together. We perform clustering at the level of overlaying network topology 

and also locally shared data, thus content-based query routing is realizable to 

improve query efficiency; therefore, our algorithm manages to scale when the 

network grows. We have implemented a beta version of DISCOVIR, built on 

top of LimeWire [29] with content-based image search function and improved 

data lookup efficiency. 

/ • Z 

I / I Z 

/ X AUractiv-c r \ I ^ 
r ^ q � < \ L ink 2 L _ _ - J J 

cai-—^ 
Random Link 

Computer p, ， Clustered Network 
shared information can be ^ ^ 

clustcrc d as 2 dusters — ， ^ ^ ^ ^ ^ ^ _ 一 

Figure 4.1: Illustration of two types of connections in DISCOVIR 

4.2.1 Basic Version 

In this section, we describe a restricted (yet effective and insightful) version 

of our proposed algorithm to illustrate the ideas of peer clustering. Consider 
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a P2P network consisting of peers sharing, data of different interest groups 

as shown in Fig. 4.2. In this network, shared data are classified into three 

different categories, which are (C)omputer, (H)istory, and (S)ociology respec-

tively. Each peer is represented by one of the three letters above to indicate 

the majority of documents one shares, and w e call this the signature. 

As shown in the example Fig. 4.2, a new peer of category (C)omputer C4, 

joins the network by connecting to a randomly selected peer S's, it sends a 

signature query to S^ in the first hop and then propagates to Si and H2 in 

the second hop; then, to Ci, C2,丑1, S2 and S4 in the third hop and onwards. 

After collecting the replies from other peers, peer C4 knows that Ci, C2 and 

C3 share the same type of documents (Computer) with it; thus, C4 makes an 

attractive connection to either one of them; in this example, C3 is chosen. As 

the network grows, we envision a clustered P2P network is formed. Referring 

to Fig. 4.2, all peers with the same signature are interconnected by attractive 

connections, a query routing scheme can thus be applied. 

Let us assume the new user of peer C4 wants to find some documents under 

the category (H)istory. It initiates a query and checks against its signature. It 

finds that the query mismatches with its signature, thus the query is forwarded 

through random connection to S3. S3 receives the query and performs the 

same checking. It finds out that they are still mismatched, it then continues 

to forward the query through random connection to H2. Once H2 receives this 

query, it checks against its signature and finds the query has reached its target 

cluster. Therefore, it broadcasts the query inside the cluster through attractive 

connection to Hi. Likewise, when Hi receives the query, it propagates the 

query to H3, and so on. Under this selective query routing scheme, we avoid the 

query to pass through some unrelated peers, like Si, Ci. The number of query 

messages used is reduced while query is still able to reach peers containing the 

answer. 

The detailed description and analysis of this algorithm was proposed in [36], 
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which shows promising result against the conventional Gnutella query mecha-

nism. As this version of peer clustering requires users to assign signature to a 

peer and agree upon a set of categories in the distributed environment, which 

is not practical enough to be applied in real world P2P networks, we propose 

two enhanced versions based on this foundation in the next two sections. 

Random connectbn 
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Figure 4.2: Peer clustering — basic version 

4.2.2 Single Cluster Version 

As peer clustering based on the category of shared documents provided by 

users explicitly is not practical enough as aforementioned, we move on to peer 

clustering based on content feature of shared documents that generated auto-

matically. In the information retrieval literature, text documents and images 

are processed to use feature vectors as their representations, while similarity 

between two documents are distance measure in the vector space. Clustering 

in the vector space had been vastly studied to improve retrieval performance 

by serving as an indexing structure. We surmise such technique is alo valuable 

to a P2P distributed environment to improve retrieval performance. 

In the following, we apply notation in graph theory to model the DIS-

COVIR network (see Table. 4.1). For the sake of generality, we keep this in high 

level of abstraction. In this version of peer clustering algorithm, we choose the 
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mean and standard deviation of cluster as signatures of peers, while Euclidean 

distance is used for similarity measure. In the actual realization, we choose 

image feature vector as the data structure for representing images, which gives 

birth to the name of our system DISCOVIR (Distributed COntent-based 

Visual Information Retrieval). Here are some definitions: 

^ Table 4.1: Definition of terms used in DISCOVIR  
G{V^ E} The P2P network, with V denoting the set of peers and E 

denoting the set of connections. 

E = Ea} The set of connections, composed of random connections, 
Er and attractive connections, Ea-

e^ = (i；, w^ An attractive connection between peers v, w based on 
sig们 sigui), sig” and sigy^. 
V,W e V,ea e Ea 

Total number of peers. 

阅 Total number of connections. 

Horizon(y^ t) C V Set of peers reachable from peer v within t hops.  
SIGy, V eV Set of signatures characterizing the data shared by 

peer v 

D{sigy, sigyj), Distance measure between specific signatures of two 
v^w e V peers v and w. 

Sim[sigy, q) Similarity measure between a query q and peer v 
sigy € SIGy based on sig，  

C = {Cy : V eV} The collection of data shared in the DISCOVIR network. 

Cy The collection of data shared by peer v, which is a subset 
of C. 

REL{cy, g), A function determining relevance of data Cy to a query q. 

Cy G Cy 1-relevant, 0-non-relevant.  

Definition 1 We consider files shared by a peer can be represented in multi-

dimension vectors based on their content, and the similarities among files are 

based on the distance measure between vectors. Consider 
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f ： Cy-^ Cy (4.1) 

f ： q^q (4.2) 

f is the mapping function from file Cy to a vector Cy. In the notion of image 

processing, Cy is the raw image data, / is a specific feature extraction method, 

Cy is the extracted feature vector characterizing the image. Likewise, f is also 

used to map a query g to a query vector q̂  to be sent out when user makes a 

query by example^ 

Definition 2 sig^ is the signature representing characteristic of data shared 

by peer v. We define 

sigy = i f l j ) , (4.3) 

where jl and S are the statistical mean and standard deviation of the collection 

of data, shared by peer v, in their feature vector space. From now on, sigy 

characterizes the data shared by peer v. 

Definition 3 D[sigy, sig^；) is defined as the distance measure between sigy 

and sigyj, in other sense, the similarity between two different peers v and w. 

It is defined as, 

D{sigy,sigyj) = \\jTy - (4.4) 

— iT̂ W is the Euclidean distance between two cluster centroids symbolized 

by siQy.sigy,. We define the data similarity of two peers by this formula and 

use it to help organizing the network. 

Based on the above definitions, we introduce a peer clustering algorithm, 

to be used in the network setup stage, that helps building the DISCOVIR as a 

i ln content-based Image Retrieval, users usually provide an example images or a sketch 

to search for similar images. 
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self-organized network oriented in content similarity. It consists of three steps 

as follows: 

1. Signature Calculation-Every peer preprocesses its data collection and 

calculates signature sig” to characterize its data properties by assuming 

all feature vectors as a single cluster. Whenever the shared data collec-

tion, Cŷ  of a peer changes, the signature is updated accordingly. 

2. N e i g h b o r h o o d Discovery -Af ter a peer joins the DISCOVIR network 

by connecting to a randomly selected peer in the network, it broadcasts 

a signature query message, similar to a ping-pong message in Gnutella, to 

ask for signatures of peers within its neighborhood, sig^^ w G Horizon�”, t). 

This task is not only done when a peer first joins the network, it re-

peats every certain interval in order to maintain the latest information 

on other peers. A more efficient way of signature query is described in 

Appendix B. 

3. Attractive C o n n e c t i o n Establishment -A f ter acquiring the signature 

of other peers, one can reveal the peer with signature closest to its ac-

cording to Eq. 4.4, and initiates an attractive connection to link them 

up. This attractive connection is reestablished to the second closest one 

in the host cache^ whenever current connection breaks. 

Fig 4.3 illustrates a working example of single cluster version peer cluster-

ing model. The number on each node indicates its time of appearance in the 

DISCOVIR network, 1 being the oldest node and 11 being the newest node, 

the (X, y) value besides a node is the mean of its signature in 2-D feature vec-

tor space. Table 4.2 is a matrix showing the pair-wise distance of signatures 

among the peers. When peer 11 joins the network, it first connects to peer 

9 by a random connection. It sends out a signature query message to peer 

2The host cache is being obtained in the neighborhood discovery stage. 
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Table 4.2: Distance between signatures of peers  
—peer | l | 2 | 3 | 4 | 5 | 6 | 7 | 8 [ 9 | 1 0 | 11 

1 0.00 8.18 7.24 3.68 0.94 1.24 4.19 7.61 0.50 3.54 
~ 2 0.00 1.22 4.83 s 7 n 9.15 4 . 6 ~ 0.61 “ 8.64 ~ 4 . 9 5 5.48 
~ 3 0.00 3 . 7 3 ~ 7.69 8.14 0.67 “ 7.70 —3.86 4 . 4 0 ~ 
~ 4 4.0 4.44— 0.61 “ 4.22 " " T r T " 0.14 “ 0.67 
~ 5 0.00 0 . 4 ^ 4.42 “ 8.12 ~ T 0 3 3.86 _ 3.33 
~ 6 ~~0.00 4.86 8.56 —1.14 4 . 3 3 . 7 7 
~ 7 4.02 4 . 6 9 ~ 0.73 1.14 
~ 8 0.00 8.06 4.34 4 . 8 ^ 
~ 9 0.00 4.1 3.55 
“ 1 0 0.00 0.54 
~ n 0.00 

9; after that, it turns out that peer 10 is closest to peer 11 in distance be-

tween their signatures. Peer 11 then makes an attractive connection to peer 

10. Having all peers joining the DISCOVIR network perform the three tasks 

described above, you can envision a P2P network with self-organizing ability 

to be constructed. Peers sharing similar/same content are grouped together 

like a social community. The detail steps of peer clustering is illustrated in 

Algorithm 1. 

Random connection 

Attractive connection ( 2 ^ 5 . 8 ) ^ \ (4 . 9• ” 

• ( x , y ) Signature value 

\ 广、、、、 

X. 
/ \ (1.3'")、、任丄 V 

New attractive 6onnection • . 一，一、•一广 0 �（ 1 . 6 , 1 . 8 ) 

/ • ( 5 . 6 , 8 . 8 ) 

*、 . Existing clustered P2P network 
M 1 ) Random connection � . ^ ^ 

(2.9,6.5) • — 

Figure 4.3: Peer clustering - single cluster version 

4.2.3 Multiple Clusters Version 

The previous version of peer clustering assumes majority of data shared by 

a peer falls in the same category, e. g. , a peer shares collection of sunset 
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A l g o r i t h m 1 Algorithm for Peer Clustering - Single Cluster Version 
SC-Peer-Clustering(peer ” , integer ttl) 
for all w G Horizon{v,ttP) d o 

Compute D(sig…siguj) 
end for 

Ea = EaU W, sig們 sig^) having rmn(D[sig…sig^j)) 

images or collection of computer science research papers; thus the extracted 

feature vectors might be clustered together and one signature is able to describe 

the data characteristic reasonably. However, most users share documents of 

various topics in real-world situation as illustrated in Fig. 4.4. There should 

be an attractive connection between sub-cluster A � of peer A and sub-cluster 

Bs of peer B although their cluster centroid are far apart. 

We propose to a set of signatures, SIGy, to represent a peer because the 

document collection is likely to fall into several categories and their extracted 

feature vectors form several clusters as well. With these changes, peers may 

establish several attractive connections depending on the number of local sub-

clusters. The revised algorithm is illustrated in Algorithm 2 and two changes 

in the main steps are updated as follows: 

1. Signatures Calculation-In the preprocessing stage, a set of signatures 

SIGy is calculated, which are the statistical mean and standard devia-

tion of sub-clusters found using some clustering algorithm like /\-means 

'2], competitive learning [44], or expectation maximization [15]. The 

number of signatures is variable and it is a trade-off b e t w e e n reso-

lution of cluster and computational cost. In the implementation 

of DISCOVIR, we choose to use competitive learning for the sake of low 

computational cost. 

2. Attractive C o n n e c t i o n Establishment—This process is the same as 

that in previous section except we make attractive connection for every 

signature a peer possess. In case the number of signatures exceeds the 
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number of attractive connections available to be established, the stan-

dard deviation in a signature is used to determine the quality of that 

attractive connection. The smaller the standard deviation, the better to 

make attractive connection because it implies a dense cluster. 

We have introduced the final and most practical version of peer clustering 

algorithm in DISCOVIR, having all peers follow this procedure when building 

the network, a self-organizing network is formed. We delineate a query routing 

strategy in the next section to improve retrieval performance. 
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Figure 4.4: Multiple clusters exist in a peer 

A l g o r i t h m 2 Algorithm for Peer Clustering - Multiple Clusters Version 
MC-Peer-Clustering(peer v, integer ttl) 
for all sigy G SIGy d o 

for all w G Horizon{v, ttl) d o 

for all sigyj G SIGw do 

Compute D{sigy, sig^j) 
end for 

end for 

Ea = EaLI (v ,w ,sigy ,szg^) having min(J)[sig們 sig川)) 
end for  

4.3 Firework Query Model 

To make use of our clustered P2P network, we propose a content-based query 

routing strategy called Firework Query Model (FQM). In this model, a query 
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message is routed selectively according to its content. Once it reaches its des-

ignated cluster, the query message is broadcasted by peers through attractive 

connections inside the cluster much like an exploding firework as shown in 

Fig. 4.5. Our strategy aims to: 

1. Minimize the number of message passings in the overlay network, 

2. Reduce the workload of each computer, and 

3. Maximize the number of relevant documents retrieved from the P2P 

network. 

R a n d o m W a l k 

(usingrandom link)  

^ ^ � • � F i r e w o r k E x p l o s i o n 

Y (using attractive link) 

\ ‘ tr"^ 、. 

A / \ �•%:.::[>,��. 
t \ r Target Cluster、-

� . � Query initiating p o i n t , , 
• � ’ , • us crc 

� ’ � •‘ Peer - to-Peer N e t w o r k  

Figure 4.5: Illustration of firework query 

Here, we introduce the algorithm to determine how a query message is 

routed and propagated like a firework in Algorithm 3. When a peer receives 

the query, it carries out two steps: 

1. S h a r e d File L o o k U p -T h e peer looks up its shared documents for 

those matched with the query. Let q be the query, and q be its vector 

representation, REL{cy, q) is the relevance measure between the query 

and the document Cy shared by peer v. It depends on a L2 norm defined 

as, 
1 Cy — ^ < T 

RELic^qh \ — — 
0 ||c: _ 引I〉T’ 
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where T is a threshold defining the degree of result similarity a user 

wants. If it is larger, then more results will be obtained (but no guar-

antee to maintain high precision). For any shared documents within 

the matching criteria of the query, the peer replies the requester. In 

addition, we can reduce the number of REL[Cy, q) computations by per-

forming local clustering^ in a peer, thus speeding up the process of query 

response. 

2. R o u t e Selection—The peer calculates the similarity between the query 

and each signature of its local clusters, sig” , by the following equation: 

Sim{sigy, q) = Yle 说〜’ sigy = {fl, S), (4 .5) 
i 

where i is the index for dimension of feature vector. If none of the distance 

measures between its local clusters' signatures and the query, Sim{sigy,q), 

is larger than a preset threshold, 0, the peer will propagate the query to its 

neighbors through random connections. Otherwise, if one or more Sim[sig们 q) 

is larger than the threshold, it implies the query has reached its target clus-

ter. Therefore, the query will be propagated through corresponding attractive 

connections much like an exploding firework. 

In our model, we retain two existing mechanisms in Gnutella network 

for preventing query messages from looping forever in a distributed network, 

namely, the Gnutella replicated message checking rule and Time-To-Live (TTL) 

of messages. When a new query appears to a peer, it is checked against a local 

cache for duplication. If it is found that the same message has passed through 

before, the message will not be propagated^. The second mechanism is the 

use of TTL value to indicate how long a message can survive. Similar to IP 

packets, every Gnutella messages are associated with a TTL. Each time when 

3We compare query to sub-clusters first instead of comparing with each documents. 

4This is done by adding a Globally Unique ID, GUID for every message sent out. 
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s message passes through a peer, the TTL value is decremented by one. Once 

the TTL reaches zero, the message is dropped and no longer forwarded. There 

is a modification on DISCOVIR query messages from the original Gnutella 

messages. In our model, the TTL value is decremented by one with a different 

probability when the message is forwarded through different types of connec-

tion^. For random connections, the probability of decreasing TTL value is 1. 

For attractive connections, the probability of decreasing TTL value is an ar-

bitrary value in [0, 1] called Chance-To-Survive (CTS). This strategy reduces 

the number of message passings outside the target cluster, while more relevant 

information can be retrieved inside the target cluster because the query mes-

sage has a greater chance to survive depending on how large the CTS value is. 

In particular, we choose CTS=1 in our simulation experiment. 

A l g o r i t h m 3 Algorithm for the Firework Query Model  
Firework-query-routing (peer query q) 
for all sigy G SIGy d o 

if Sim{sigy,q) > 0 (threshold) then 

if rand{) > CTS t h e n 

qui = Qui — 1 

end if 

if qui > 0 then 

propagate q to all ej^a, 6, c, d) where a 二 v,c = siQy or b 二 v, d 二 siQy 

(attractive link) 
end if 

end if 

end for 
if Not forwarding to attractive link then 

qui = qui — 1 

if qui > 0 then 
forward q to all h) where a 二 v or b 二 v (random link) 

end if 

end if  

5 Similar method of propagating queries with different probability was studied in [4] from 

the percolation theory perspective. 
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4.4 Implementation and System Architecture 

We briefly outline the process of sharing and retrieving image in DISCOVIR. 

First, each peer is responsible for extracting features, e.g., color, texture, shape, 

etc, from its shared images using the DISCOVIR client program. Using this 

program, each peer maintains the local index of feature vectors of its image 

collection. When a peer, the requester, initiates a query by giving an example 

image using a particular feature extraction method, it first performs feature 

extraction on the example image and sends the feature vector, contained in a 

query message, to all its connecting peers. Consequently, other peers compare 

this query to their feature vector index. Based on a distance measure, they 

find a set of similar images, if exists, and return results back to the requester. 

Likewise, these peers will propagate the query to their connecting peers us-

ing the Firework Query Model described in previous section and this process 

continues to query other peers in the network. 

DISCOVIR uses a plug-in architecture to support different feature extrac-

tion method. User may select to download a plug-in in the form of compiled 

Java bytecode if they want to perform CBIR based on that particular feature 

extraction method. The following is a screen capture of the DISCOVIR client 

program, see Fig. 4.6, which can be downloaded from this site [32]. In the 

following, we describe the overall architecture of DISCOVIR, which operates 

on the current Gnutella network, and the modification of query messages. 

4.4.1 Gnutella Message Modification 

The DISCOVIR system is compatible to the Gnutella (vO.4) protocol [18:. 

In order to support the image query functionalities mentioned, two types of 

messages are added. They are: 

• I m a g e Q u e r y - A special type of the Query message. It is to carry 

name of feature extraction method and feature vector of query image, 
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S t t ^ i X i i 

riton̂di'j： …， I; . f- , : I [ Search j ； Step : ！ Propfocpss ； 

rftaUTfl： cnior ！iiMoyrrtid otitions- [ iif:!” H '' 

Rt'NUftJS 

Mame 1 、 St::e 丨 S抓ilimt/ ( LocaSion ‘ | ’ ResiiM ！;rfjytPW； 
^ !H! U) 、 ” U , • 广 � i f i• ’ 卜 r ” M i -广‘�i 1：•‘！ ‘.I ip • . / ^ ^ 
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Figure 4.6: Screen-shot of DISCOVIR 

see Fig. 4.7. 

• I m a g e Q u e r y H i t - A special type of the QueryHit message. It is to 

respond to the ImageQuery message, it contains the location, filename, 

size of similar images retrieved, and their similarity measure to the query. 

Besides, the storage location information of corresponding thumbnails 

are added for the purpose of previewing result set at a faster speed, see 

Fig. 4.8. 

Image Query 0x80 

I Minimum Speed | Feature Name |o | Feature Vector | 0 | Matching Criteria | o | 

0 1 2 ... 

Figure 4.7: ImageQuery message format 

Image Query Hit 0x81 

I Number of Hits | Port | IP Address | Speed | Result Set | Servant Identifier | 

0 1 2 3 6 7 10 11 ... n n+16 

I File Index | File Size | File Name | 0 | Thumbnail Information, similarity | 0 | 

0 3 4 7 8 . . . 

Figure 4.8: ImageQueryHit message format 
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4.4.2 Architecture of DISCOVIR 

In this section, we describe the architecture of a DISCOVIR client and the 

interactions between modules in order to perform CBIR in a P2P network. 

Figure 4.9 depicts the key components and their interactions a DISCOVIR 

client. As DISCOVIR is built based on the LimeWire [29] open source project, 

the operations of Connection Manager, Packet Router and HTTP Agent remain 

nearly unchanged but with some additional functionalities to improve the query 

mechanism originally used in Gnutella network. The Plug-in Manager, Feature 

Extractor and Image Indexer are newly added to support the C B I R function. 

The User Interface is modified to incorporate the image search panel. Figure 

4.6 shows a screen capture of DISCOVIR in the image search page. Here are 

brief descriptions of the six major components: 

厂 / 
DISCOVIR User Interface 

DISCOVIR Core 
y y/ / y / y ^ — « . — ；' -‘ 

[ sf i 
Connection Packet Plug-in HTTP ！ Feature Image ! 

Manager Router Manager Agent I Extractor Indexer j J 
M l/1 \/\ K I P 

.‘ ‘ ‘‘ \i Image Manager • 
gjia^-^ jjgffi Mga mx s»a 

/ 
f - 1 f J Shared Collection 

DISCOVIR Network , WWW / 1 

Figure 4.9: Architecture of DISCOVIR 

• Connection Manager - It is responsible for setting up and managing 

TCP connections between DISCOVIR clients. 

• Packet Router - It controls the routing, assembling and disassembling 

of message between DISCOVIR network and different components in a 

peer. 

• Plug-In Manager - It coordinates the download and storage of different 

feature extraction plug-ins and their interactions with Feature Extractor 
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and Image Indexer. 

• H T T P Agen t - It is a tiny web-server that handles file download requests 

from other DISCOVIR peers using HTTP protocol. 

• Feature Ext ractor - It collaborates with the Plug-in Manager to perform 

various feature extractions and thumbnail generations of the shared im-

age collection. It is involved in two main functions: 

— P r e p r o c e s s i n g - It extracts the feature vectors of shared images 

in order to make its collection being searchable in the network. 

— R e a l T i m e Extraction - It extracts the feature vector of query 

image on-the-fly and passes the query to Packet Router. 

• Image Indexer - It indexes the image collection by content feature and 

carries out clustering to speed up the retrieval of images. 

4.4.3 Flow of Operations 

The four main steps of performing CBIR in DISCOVIR are listed in detail as 

follows. 

1) Preprocessing 

The Plug-in Manager module is responsible for contacting the D I S C O V I R web-

site to inquire a list of available feature extraction modules. It downloads and 

installs selected modules upon user's request. Currently, DISCOVIR supports 

various feature extraction methods in color and texture categories such as Av-

erageRGB, GlobalColorHistogram, ColorMoment, Co-occurrence matrix, etc. 

All feature extraction modules strictly follow a predefined API in order to 

realize the polymorphism of switching between different plug-ins dynamically. 

The Feature Extractor module extracts feature and generates thumbnails 

for all shared images using a particular feature extraction method chosen by 
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a user. The Image Indexer module then indexes the image collection using the 

extracted multi-dimensional feature vectors. Compared with the centralized 

web-based CBIR approach, sharing the workload of this computational costly 

task among peers helps solving the bottle-neck problem by utilizing distributed 

computing resources. 

2) Connection Establishment 

For a peer to join the DISCOVIR network, the Connection Manager module 

asks a bootstrap server, which is a program maintaining a list of peers available 

for accepting income connection currently in the network. Once an IP address 

is known, the peer hooks up to the DISCOVIR network by connecting to 

currently available peers. 

3) Q u e r y Message Routing 

When a peer initiates a query for similar images, the Feature Extractor module 

processes the query image instantly and assembles an ImageQuery message, as 

shown in Fig. 4.7, to be sent out through Packet Router module. Likewise, 

when other peers receive the ImageQuery messages, they need to perform two 

operations, Q u e r y Message Propagation and Loca l Index L o o k Up. 

• Q u e r y M e s s a g e Propagation _ When propagating the query mes-

sage, the Packet Router module of DISCOVIR employs two checking 

rules adopted from Gnutella network in order to prevent messages from 

looping forever in the DISCOVIR network. They are (1) Gnutella repli-

cated message checking rule and (2) TTL of messages respectively. The 

replicated message checking rule prevents a peer from propagating the 

same query message again. The TTL mechanism constrains the reach-

able horizon of a query message. In addition, Firework Query Model is 

applied to determine how to route a query. 
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• L o c a l I n d e x L o o k U p - The peer searches its local index of shared 

files for similar images using the Image Indexer module and information 

ill the ImageQuery message. Once similar images are retrieved, the peer 

delivers an ImageQuery Hit message, see Fig. 4.8, back to the requester 

through Packet Router module. 

4) Q u e r y Result Display 

When an ImageQueryHit message returns to the requester, user obtains a list 

detailing the location and size of matched images. In order to retrieve the 

query result, the HTTP Agent module downloads thumbnails, generated in the 

preprocessing stage, or full size image from another peer using HTTP protocol. 

On the other hand, HTTP Agent modules in other peers serve as web servers 

to deliver the requested images. 

4.5 Experiments 

In this section, we discuss the design of simulation experiments and evaluate 

the performance of our proposed Peer Clustering and Firework Query Model. 

First, we present our model of P2P network used in the simulation and intro-

duce the performance metrics used for evaluation in section 4.5.1. We study 

the performance of FQM using different parameters, the number of peers in 

Section 4.5.2, the TTL of query message in Section 4.5.3, and different data 

distribution in Section 4.5.4. We show how our strategy performs and behaves 

at scale and give final remarks at the end. 

4.5.1 Simulation Model of the Peer-to-Peer Network 

Our goal of the experiment is to model a typical Peer-to-Peer network of nodes 

T where each node contains a set of documents. We built different size of 
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P2P networks to evaluate the performance of different search mechanisms. As 

shown in Figure 4.10，the network follows a power law distribution with an 

average degree of 3.97 when the number of peers is 8000. The right one is a 

snapshot of Gnutella graph captured on Aug 2001 obtained from [30], which 

follows a two stages power law distribution. The number of peers in each 

network varies from 2000 to 20000. The diameter® varies from 9 to 11, and 

the average distance^ between two peers varies from 5.36 to 6.58. Table. 4.3 

lists the detailed information of each model. 
DISCOVIR Graph - 8000 nodes lOOr             
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Figure 4.10: Network characteristic of Gnutella (right) and our simulation 
model (left) 

Table 4.3: Characteristics of each P2P network model  
Number of Peer 2000 4000 8000 12000 16000 20000 

"Wameter 9 ^ 10 10 ^ i f 
Average distance between two peers 5.36 5.77 6.12 6.33 6.47 6.58 

The simulations are done over different network configurations and data 

placement methods. We run 50 iterations and average the results for each 

set of parameters. For every 10 iterations, we rebuild the simulated network 

again, initiate a query starting from a randomly selected peer and collect the 

statistical information listed in next section. We use the images from the Corel 

image collection CD as the real data in our experiment. We randomly assign 

6lt is the largest number of hops among the shortest path between any pairs of peers. 

"The average shortest path between any pairs of peers. 
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different classes of images to each peer; therefore, the data placement in every 

10 iterations is totally different. Color Moment is chosen as the feature vector 

to represent images. Competitive Learning [44] clustering algorithm is used to 

cluster data insides each peer. 

We use synthetic and real datasets of different data distribution charac-

teristic in our experiment in order to analyze the effect of data distribution 

on the performance. Table 4.4 shows statistics about the data distribution. 

Both real and synthetic dataset contain 100 classes. We treat each class as one 

single cluster and calculate the pairwise Euclidean distances between cluster 

centroids. The dimension of dataset is 9, The variances in each dimension are 

averaged for each cluster, and this is used as a measure of cluster denseness. 

Fig. 4.11 shows a SOM visualization of the two datasets. We realize that 

clusters of synthetic dataset are more separated apart and denser, while real 

dataset clusters are overlapped and sparse. This might be a justification for 

the better performance in synthetic dataset as shown in later sections, because 

we use distance between centroids of clusters as the criteria for peer clustering 

shown in Eq. 4.4 and the query routing scheme, Eq. 4.5,reduces network traffic 

more if clusters are denser. 

Table 4.4: Data distribution of real and synthetic data  
Inter-cluster distance Mean of variances  

real data synthetic data real data synthetic data 
max 1.4467 _ 1.8207 “ max “ 0.0153 “ 0.0128 
min 0.0272 _ 0.3556 “ min 0.0006 “ 0.0042 
avg 0.3298 1.1159 || avg 0.0112 0.0086 “ 

Performance Metrics 

The following metrics are used to evaluate the performance: 

1. Recall [3]- The power of a search strategy to return desired results. It 

is the fraction of relevant documents in the P2P network being retrieved 
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SOM visulization of synthetic data SOM visualization of color moment image data 
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Figure 4.11: SOM visualization of distribution of synthetic and real data 

i.e., recall 二 徵 where Ra is the set of retrieved relevant documents, R 

is the set of relevant documents in the P2P network. If recall is high, it 

means more relevant documents can be retrieved i.e., the performance is 

better, provided that the query is not flooding the network. 

2. Q u e r y scope- The fraction of peers being visited by each query i.e., 

query scope = 贸 where K is the set of peers having received and 

handled the query, V is the set of all peers in the P2P network. For 

each query, if the fraction of peers involved is lower, the system is more 

scalable, provided that a significant amount of desired result is retrieved. 

3. Q u e r y efficiency- The ratio between the recall and query scope i.e., 

query efficiency 二 query^scope. An query scheme is more desirable if 

we can retrieve more relevant documents but only visit few peers. If the 

inherent Gnutella search mechanism is used, the query efficiency is equal 

to 1. In other words, the more peers a query visited, the more relevant 

results retrieved. 

4. Q u e r y m e s s a g e utilization— As the number of query messages is pro-

portional to the query scope (number of peers visited), it is useless to in-

vestigate it again. Instead, we figure out that the ratio of number of query 
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messages generated to the number of peers visited is more useful in evalu-
,• ,1 r . ,-T ,. Number of query meesages used 

ating the performance i.e., utilization二^^Number of peers v i s i t e d • 

The lower the ratio, the better the utilization as fewer messages are gen-

erated to visit the same number of peers. 

5. R e p l y p a t h length- Reply path length is the number of hops between 

a query requester and a peer that replies the query. In our experiments, 

it is defined as the average of reply path length of the first ten repliers. 

It is more desirable if the minimum reply path length is shorter; thus, 

the requester can receive the reply in a shorter time. 

4.5.2 Number of Peers 

This experiment tests the scalability of our search mechanism. The number of 

peers in each network varies from 2000 to 20000. The experiment parameters 

are listed in Table. 4.5. 

Table 4.5: Experiment parameters for scalability experiment 
—Number of Peer 2000 - 20000 

Topology if the P2P network Power law distribution with an 
average branching degree of 1.97 

Diameter of the P2P network ~9 - 11 hops ~ 
Average distance between 2 peers 5.4 - 6.6 hops  
Number of documents 
assigned to each peer 100 documents (1 class)  
Dimension of extracted feature 
vector to represent the image 9 
T T L value of the query packet  

Recall 

Figure 4.12 shows the recall against number of peers in two search mechanisms 

and data-sets. When the size of network increases, Firework Query Model 

(FQM) maintains a relatively high recall value, while the recall for Breadth 

First Search (BFS) drops when size of network grows. We conclude that the 

power to retrieval relevant data in the network of our algorithm is insensitive 
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to the change of network size; thus, our mechanism is more scalable. Even 

the size of network grows, FQM still can reach a large portion of the network 

containing the query target. We observe that recall of FQM for synthetic 

data is comparatively lower. This observation implies that peers containing 

the same category of synthetic data might be separated into several isolated 

sub-communities. As a result, a query can only reach and be broadcasted 

in one or few of them. According to the data distribution of synthetic data 

described in Section 4.5.1 and the equation, Eq. 4.4 used in clustering peers, the 

chance for peers belonging to different categories are unlikely to form attractive 

connection in the synthetic dataset; thus, the chance for forming isolated sub-

communities is higher. 

Recall VS number of peers (Image Data) Recall vs number of peers (Synthetic Data) 
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Figure 4.12: Recall against number of peers (left: real, right: synthetic) 

Query scope 

As seen in Figure 4.13，when the network grows, the percentage of peer visited 

by query message in BFS decreases. Since the TTL is fixed, the number of peer 

visited cannot increase unlimitedly, so this percentage drops when number of 

peers in the network increases. For FQM, the visited peer percentage for both 

real and synthetic data remains more or less constant, this is because TTL of 

query message is not decremented through attractive connections. The visited 

peer percentage of image data is much higher than that of synthetic data 

because the route selection formula, Eq. 4.5, favors queries to pass through 
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attractive connections if signatures of peers are close and overlapped, and the 

clusters' densities are sparse. 

Visited peer percentage vs number of peers (Image Data) Visttod peer percenlage vs number of peers (Synthetic Data) 

I ‘ ‘ ‘ ‘ ‘ BFS l| ‘ ‘ ‘ ‘ ‘ '丨 • BFS I 
l a F Q M l I Q FQM I 

0 9 - 0.9 

0.8 • O S - . . . . 

0 7 • 0.7 - . . -
& ^ n f—1 ^ 

a.6 • i”I . r~] I 0.6 -

1 n I h- n I - ；。.5- -I i 
h- - I"- • • •� -
> > 

• 0 3 - • - 0.3 —— . -

0.2 - 0.2- • 

III ill 11 卜11 III III 7 In in In In In in 
000 4000 8000 1 2000 16000 20000 2̂000 16000 20000 

Number of peers Number ol peers 

Figure 4.13: Query scope against number of peers (left: real, right: synthetic) 

Q u e r y efficiency 

Neither recall nor query scope can account for the performance of a query 

scheme alone, as one may get high recall but visit all peers in the network, 

while one may visit few peers but only retrieve a few relevant documents. 

Thus, query efficiency is introduced to reveal the actual performance of a 

query scheme. As shown in Figure 4.14, efficiency of FQM outperforms BFS 

more than 3 times at most. The curve of FQM follows a small bell shape. 

Query efficiency exhibits such behavior due to two reasons: 
FW VS number ol peers 

(R/V = Average R/V over 50 queries) 
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Figure 4.14: Query efficiency against number of peers 
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1. The network can be clustered more appropriately when the network size 

increases. In other words, the effect of forming communities getting more 

noticeable when the network grows. 

2. When the network size increases further, a query might not reach its 

target cluster for a low TTL value (The TTL used is 7 in this experiment 

and the diameter of network is 11 when number of peers is 16000 and 

20000), so query efficiency starts to drop. 

Therefore, choosing a good TTL value is important in our algorithm and 

this will be discussed in the next section. Note that the average query ef-

ficiency shown in this graph is N O T a v工二緊 e � s二 p e， b u t the averaged 

query efficiency of each iteration. 

Q u e r y message utilization 

The ratio in Figure 4.15 can be interpreted as the number of query messages 

used in order to visit one peer. FQM performs better than BFS in both real 

and synthetic data. 
Ratio of query message lo number of visited peefS vs number of poors 
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Figure 4.15: Query message utilization against number of peers 

Average reply path length 

Figure 4.16 shows the average reply path length. On average, the relevant 

documents are 3-7 hops away in BFS, however, the path length in FQM is just 



Chapter 4 Distributed COntent-based Visual Information Retrieval 70 

2-5 hops. It is more desirable if the average reply path length is shorter. The 

requester can receive replies in a shorter time. 

Averaged reply path length vs number of peers (real data) 
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Figure 4.16: Averaged reply path length against number of peers 

4.5.3 TTL of Query Message 

In this section, we explore how the performances are affected by different 

Time-To-Live (TTL) values of query message. The number of peers in each 

network is fixed to 10000. The TTL value varies from 4 to 9. The experiment 

parameters are listed in Table. 4.6. 

Table 4.6: Experiment parameters for TTL experiments 
—Number of Peer 10000 

Topology if the P2P network Power law distribution with an 
average branching degree of 1.97 

Diameter of the P2P network 10 hops  
Average distance between 2 peers 6.2 hops  
Number of documents 
assigned to each peer 100 documents (1 class)  
Dimension of extracted feature 
vector to represent the image 9 
T T L value of the query packet 4 - 9 

Recall 

Fig. 4.17 shows the recall when TTL of query messages changes. As expected, 

when TTL increases, more peers are visited, thus recall increases. Both graphs 

show this expected trend, while FQM attains a higher recall at low TTL be-

cause TTL is not decremented through attractive connection, making it to 
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reache more peers. Again, FQM of synthetic data shows a comparatively 

lower recall, which is due to the isolated communities effect. 

Recall vs TTL for 10000 peers (Image Data) Recall vs TTL for 10000 poets (Synthetic Data) 
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Figure 4.17: Recall against TTL value of query message (left: real, right: 
synthetic) 

Q u e r y scope 

Fig. 4.18 shows the visited peer percentage when TTL of query messages in-

creases. Again, when TTL increases, more peers are visited. For real data, 

visited peer percentage continue to increase for BFS, while FQM also increases 

but at a lower rate. This is the same for synthetic data but FQM visits much 

less number of peers because synthetic data is well clustered. From this obser-

vation, it shows that FQM solves the problem of query message broadcasting 

and successfully reduces number of peers visited, while maintaining an accept-

able recall. 
Vstted peer percentage vs TTL fof 10000 peers (Image Data) Visiled peef percenlags vs TTL (or 10000 peers (Synthetic D ala)  
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Figure 4.18: Query scope against TTL value of query message (left: real, right: 
synthetic) 
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Q u e r y efficiency 

As shown in Figure 4.19, FQM outperforms BFS under different TTL values of 

query message. We found that the optimal TTL value is 7 in a network size of 

ten thousands peers under FQM. The query efficiency is low at the beginning 

because the TTL value is not large enough for a query message to reach its 

target cluster. When the TTL increases, the query has a higher chance to 

reach its target cluster, therefore, the query efficiency increases. When the 

TTL is 7, the query efficiency is optimal because the query message can just 

reach its target cluster without further visiting non-relevant peers. However, 

further increasing the TTL value only generates unnecessary traffic; therefore, 

the query efficiency starts to drop when TTL is 8. 

R/V vs TTL ior 10000 peers 
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10| I I • — 1 1 1 ‘ 
-G- BFS - Image & Synthetic Data . . . . •+•• . 

FQM - Image Data 广 . . . . . . 
9 -| • +• FQM - Synthetic Data | 

8 - -

® 7 - -
05 
2 

h- / j.-
I 5- • … 
i 4 , -
1 
S 3 - … — ， . . . . , . -

2 - •“ ： _ 

__ ‘‘ Baseline periormance • - - \ 
1 - . G Q O O O -

QI 1 1 1 1 ‘ 1  
4 5 6 7 8 9 

TTL 

Figure 4.19: Query efficiency against TTL value of query message 

Query message utilization 

In Figure 4.20, it shows that query message utilization drops (the ratio in-

creases) when TTL of query message increases. This is because larger TTL 

makes a query message visit the same peer through two different path; thus, 

the ratio get higher. The ratio of BFS increases with TTL at a higher rate 

than that of BFS, this implies that when TTL is being increased to improve 

recall, BFS becomes less efficient than FQM. 
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Figure 4.20: Query message utilization against TTL value of query message 

4.5.4 Effects of Data Resolution on Query Efficiency 

As indicated in previous sections, the query efficiency for synthetic data al-

ways performs better than that of real data. We assume that this improvement 

results from that fact that clusters in synthetic data are denser and well sep-

arated apart. In this experiment, we investigate the effect of cluster size and 

their inter-cluster distances on query efficiency using real data. We assign 2-4 

classes of image (each containing 100 documents) to each peer. Using com-

petitive learning method, each peer is represented by 1 or 3 signatures in two 

sets of experiment respectively. Obviously, peers represented by 1 signature 

are unable to describe their shared images accurately enough; thus, the clus-

ters formed are sparse and overlapped. While the clusters formed from peers 

represented by 3 signatures are denser and more separated. With this config-

uration, we investigate how query efficiency can be improved. Table 4.7 and 

Fig. 4.21 show the details and result of this experiment. 

According to Fig. 4.21, FQM outperforms BFS in both configurations. For 

FQM using 3 signatures per peer, it outperforms that of 1 signature per peer 

in all configurations of number of peers or TTL. Based on this observation, 

we conclude that our peer clustering and firework query model is sensitive to 

the cluster size and their inter-cluster distances. In our experiment, as 2-4 

classes of image are assigned to each peer, having 3 signatures per peer makes 
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the cluster denser and well separated as illustration Fig. 4.4. The variation 

of query performance against number of peers and TTL follows the charac-

teristics described in Section 4.5.2 and 4.5.3. One might argue that having 

many signatures per peer should improve the query efficiency; however, this is 

just a trade off for the computation power used in clustering, maintaining and 

discovery of signatures and also it's corresponding attractive connection. 

Table 4.7: Experiment parameters for data resolution experiments 
"Parameters BFS 丨 FQM-1 | FQM-3 

Number of Peer 2000 - 20000 
Topology follows power law distribution, 
with average branching degree 1.97 1.97 3.97 
Number of documents 200-400 documents 
assigned to each peer 2-4 classes  
Signatures per peer Nil 1 3 
Dimension of extracted feature vector 9 
T T L value of the query packet 4,5,6,7,8,9 

R/V vs number ot peers for different cluster number (3 clas ses per peer) FW vs TTL for different cluster number per peer (3 classes per peer) 
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Figure 4.21: Query efficiency when different data resolution are used 

4,5.5 Discussion 

Here are a few more interesting points worthy of mentioning here. They are 

the local indexing method used, the effects of data distribution on perfor-

mance, and the impact of number of attractive connections and TTL used on 

performance. 

On the issue of local indexing used, there exists many high-dimensional 

spatial indexing methods used in content-based image retrieval systems, e.g., 
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R-tree, VP-tree, etc., that can make the local search more efficient. However, 

the further elaboration of indexing methods is outside of the scope of the paper. 

In addition, most peers only share a limited number of images in the P2P 

network, a linear search shows acceptable response time in retrieving similar 

images using the DISCOVIR client program. More sophisticated methods can 

be added to the system later for improved performance. 

In case some peers contain many images under different types of semantic 

meaning, there might be a concern for the query broadcasting problem since 

such kind of peers will probably maintain many attractive connections. To 

solve this problem, we restrict the maximum number of attractive connections 

made for a node to avoid the broadcasting condition. Specifically, we choose 3 

as the maximum number used in the simulation experiments and implementa-

tion of DISCOVIR. Moreover, as the network grows, many clusters exist and 

there might be difficulties in reaching the cluster in a short number of hops. 

However, according to recent research, Gnutella network follows a power-law 

distribution, which has a special properties that diameter of the network is 

small [30]. A query message is guaranteed to reach a large portion of the net-

work with TTL of 7. Referring to the query efficiency against TTL experiment 

as also shown in Fig. 4.19, TTL of 4 and 5 shows relatively low performance 

improvement, which illustrates the problem on not being able to reach the 

target cluster in a small number of hops. On the other hand, it shows that 

with TTL of 6 and 7, the system is able to attain a good performance in a 

network size of 10,000 peers. 

Apart from those aforementioned, the point with utmost concern is whether 

FQM is applicable in real world P2P networks and how is its performanced 

affected under different data distributions. In addition to the Corel image 

dataset and synthetic dataset used in previous sections, we have added one 

more real world dataset to further evaluate FQM. We downloaded images from 

18 different peers in the Gnutella network in July 2003. For each set of images 
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shared by one peers, we assume that they are under the same category and 

form one cluster in the feature vector space. Using the statistics of inter-cluster 

distance, means, and variance, collected from real-world data, we generated 

another synthetic dataset to model the image distribution in real world P2P 

network. The characteristics of the four datasets used are listed in Table. 4.5.5 

and Fig. 4.22. Indeed, even after modeling the real world data distribution, 

the FQM still shows an improvement. 

Figure 4.23 shows the query efficiency of FQM under three different data 

distributions, with synthetic dataset being the most improved, Corel image 

dataset being the second and simulated real world dataset being the least 

improved. Nonetheless, FQM still obtains a gain of 20-30% in query efficiency 

when compared to BFS. Based on this observation, we conclude that the query 

efficiency of FQM is sensitive to data distribution. The best performance can 

be obtained if each peer shares one or small number of image categories and 

images in each category are closely clustered in the feature vector space. On 

the other hand, if peers share many different types of images, it is unlikely to 

form a community or cluster in the network, thus the performance would be 

the same as not having FQM at all. In conclusion, the query efficiency can be 

relate to the data distribution by the following relationship: 

Query Efficiency oc ID x ? (4.6) 
V AR 

where ID is the inter-cluster distance and VAR is the mean of variance of 

each class. 
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Table 4.8: Data distribution characteristics of 4 datasets  
Synthetic data Corel image data Real-world data Synthetic data 

max 1.5297 1.4467 0.5718 0.8697 
IDb j n b _ _ _ _ 0 j Q 7 4 0.0272 — 0.0351 Q .Q3T8"~~ 

avg 0.9385 0.3298 0.2097 0.2138 

max 0.0388 0.0153 0.0504 0.0396 
VARc min 0.0161 0.0006 0.0174 OOMl 

avg 0.0268 0.0113 0.0298 0.0263 
a The synthetic data generated to simulate real-world data distribution. 
biD - inter-cluster distance between each classes, 
c VAR - the mean of variance of each classes. 
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Figure 4.22: (a) VAR distribution, (b) ID distribution of the four datasets. 

4.6 Conclusion 

In this chapter, we describe the implementation and architecture of a P2P 

system with CBIR functionality - DISCOVIR. With DISCOVIR, we can per-

form CBIR in a P2P network where peer shares, stores and index its own 

image collection. We propose a Peer Clustering and Firework Query Model 

to address the data location problem in P2P. It reduces network traffic and 

improves retrieval performance. We investigate the retrieval efficiency by sim-

ulations with different number of peers and TTL of query message. It shows 

a significant improvement when compared to BFS, a commonly used method 

in current P2P systems. We figure out the effect of different data distribution 
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12 j | l I I I , I 1 1 1 1 r - i 10, I I —— , , 1 1 

— - B P S BFS 一.幻〜 
— - F Q M - simulated real world data . i £ .� ，，• • FQM - simulate real world data 

FQM - Corel image data y 、， 9 - H h FQM - cor el image data y � . . _ 
FOM - synth9tic data ‘公，FQM - synthetic data . 

10- . 、、丨.- “ 【 ^ / 
J. 、 / 

jr r j 8 - > -

B 乂 _ 7 / 
‘， I- / 

i / o y , 

山广 - / - la- 
a / i . 
§4 ， §4- ? _ 

3 - . .y. . . • • • -/ ^ — 

,, •�• 
2- ....... “ 

IT ^ “ - • 
��� V ,. , . .-

•i f — 5 , 1 - - •~— •— — F » 4 . . . -
° 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 ° 4 5 g 7 g g 

Number of peers 

(a) (b) 

Figure 4.23: Query efficiency against (a) number of peers, (b) TTL of query 
message. 

on this algorithm, which suggests ways to further improve query efficiency in 

real world situation. 



Chapter 5 

Future Works and Conclusion 

In this thesis, two areas: relevance feedback and Peer-to-Peer architecture of 

CBIR are discussed. Relevance feedback intents to improve retrieval precision 

in a centralized architecture where the index of feature vectors are stored and 

indexed collectively. The Peer Clustering and Firework Query Model is a solu-

tion to the retrieval process when image collection and index of feature vectors 

are located distributively. Is relevance feedback applicable in a distributed 

environment? If yes, how? We left this question unsolved in this thesis. The 

underlying difficulty is that the feature indices are maintained distributively; 

thus successive queries overload the P2P network. If it is going to be applied 

in P2P, one of the possible ways might be using feedback information from 

user to infer which peer shares similar images apart from using signatures of 

peers. Another possible way might be building a user recommendation system 

in P2P. The relevance feedback information accumulated previously can be 

used to locate similar images in later queries. An architecture to propagate 

and store these feedback information in a distributed environment efficiently 

and unalterable by malicious peers is essential to such king of recommendation 

system. 

In conclusion, we have explored two areas, learning image similarity and 

the need for databases, in the context of CBIR. In the aspect of learning image 

similarity, we proposed a parameters estimation and most informative display 
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selection approach. This problem is comparable to estimating a distribution 

without making random sampling from the distribution. The proposed method 

combine closely the learning phase and display set selection phase to achieve 

a better estimation of parameters. This is because the display set selection 

impose a prior distribution on the samples (relevant images marked by user); 

thus, the learning process should account for this. Besides, we propose a SOM-

based inter-query feedback learning technique to counterpoise that fact that 

clusters of real data are not Gaussian-like, which violates the assumption of 

parameters estimation approach in intra-query feedback. We demonstrated 

improvement in retrieval precision using synthetic and real world image data. 

In the aspect of database support of CBIR, we demonstrate the possibility 

of using P2P systems as the source, the storage and the feature extraction 

computation for images. A self-organizing P2P network and query routing 

scheme are also proposed for making CBIR efficiently in P2P network. Ex-

periments are done both on synthetic and real image data�Results show that 

the method proposed is scalable compared to existing Breadth First Search 

method in Gnutella. Experiments also reveal the effect of data distribution 

on query efficiency of our algorithm. We suggest that this is a trade-off be-

tween computation cost and query efficiency. Detail study of usage pattern 

in P2P network is need to determine the best number of signatures per peer. 

The methods proposed in this thesis open up the unexplored area of peer con-

nection management and query routing of P2P systems when content-based 

similarity search is applied instead of exact match of filename. 



Appendix A 

Derivation of Update Equation 

Expanding the expression stated in Eq. 3.4 and differentiate it w.r.t. Sj as-

suming independcy among dimensions, we get: 

^ / 1 f 1 1 
^ = ( 萬 exp ] 3 ) 

E = 3 - 兩 exp 3 ) 

dE 252 , [Uj Mjj 2^2 

瓦 二 ( 巧 exp 3 3 

+ ^ e x p 3 — _ ^ e x p 3 ) (A.l ) 

i (h广叫�2 1 

We set ^ = 0, and subsitute ^ ^ exp 巧 by oU,) in Eq A.l , 

after re-arranging terms, we get: 

^ = 0 
d � 

Here is the update equation for Sj of each dimesnion. 
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Appendix B 

An Efficient Discovery of 

Signatures 

Consider a P2P network as shown in Fig. B.l. Suppose peer a wants to find 

out signatures (mean, standard deviation pair) of its neighboring peers within 

3 hops, it sends out a signature query message to b, c, d first, then the message 

is propagated to …accordingly. When each peer receives this query 

message, it then replies it with its own signature(s) and IP address as shown 

in the left one. However, knowing the signatures of neighboring peers offers t o o 

much information in the decision of making attractive connections. According 

to Eq. 4.4, only the 丄2 norm between means of two signatures is required to 

determine the content similarity of two peers. Base on this fact, we devise a 

more efficient signature discovery scheme with the following characteristics: 

1. Each peer maintains its own signature and the signatures of all neigh-

boring peers within 1 hop. 

2. The signature query message contains signature(s) of the requester. 

3. The signature reply message contains L2 norm of means and IP address. 

4. Each peer is responsible for calculation of distance between requester's 

signature and signatures of its neighboring peers within 1 hop. 
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Suppose all peers have already maintained the signatures of its neighboring 

peers within 1 hop. Peer a sends a signature query message to b, c, d containing 

its signature(s). Peer b receives this query, it calculates the distance between 

signature of peer a and peer e, f using Eq. 4.4 and reply the result together 

with IP address of e，f back to a. Peer b also forwards this message to e. Upon 

receiving this message, peer e repeats the procedure. It calculates the distance 

between signature of peer a and peer k, I and replies to a through b. All other 

peers follow the same method in answering the signature query and the process 

is similar to the right one of Fig. B. l . Finally, peer a gets a complete list of 

distance between its signatures and signatures from peer b to s. The algorithm 

is shown in Algorithm 4. 

There are two possible ways for a peer to maintain signature(s) of neigh-

boring peers within 1 hop. When a peer makes a signature query, it sends out 

its signature(s) in the message, thus neighboring peers capture the signature 

here. When a peer first joins the network, it exchanges its signature(s) with 

the connecting peer at the connection setup phase. 

A l g o r i t h m 4 Algorithm for computing neighboring peers' signature efficiently 
SignatureQuery(from-peer / , to-peer i;, query sig” integer ttl) 

for all w e Horizon{v, 1) except f d o 

for all siguj G SIGw do 

Compute D{sigr,siguj) and reply to f 
end for 

end for 

if ttl > 1 then 
for all w G Horizon{v, 1) except f d o 

SignatureQuery, w, sig” ttl — 1) 
end for 

end if  



mm 0 0 0 • • • • E m 0 0 0 s s • s 

Figure B.l : Illustration of signature query message propagation:(left) original, 
(right) revised 
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